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#### Abstract

We formulate epidemiological models for the transmission of a pathogen that can mutate in the host to create a second infectious mutant strain. The models account for mutation rates that depend on how long the host has been infected. We derive explicit formulas for the reproductive number of the epidemic based on the local stability of the infection-free equilibrium. We analyze the existence and stability of the boundary equilibrium, whose infection components are zero and positive, respectively, and the endemic equilibrium, whose components are all positive. We establish the conditions for global stability of the infection-free and boundary equilibria and local stability of the endemic equilibrium for the case where there is no age structure for the pathogen in the infected population. We show that under certain circumstances, there is a Hopf bifurcation where the endemic equilibrium loses its stability, and periodic solutions appear. We provide examples and numerical simulations to illustrate the Hopf bifurcation.
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1. Introduction. One of the biggest challenges in preventing the spread of infectious diseases is the genetic variations of pathogens. Pathogen mutations that circumvent the protective effects of a patient's immune response are common in infectious diseases such as measles [5], hepatitis B [20], HIV [9], West Nile virus [8], and influenza $[18,23,24,25]$.

The generation or selection of mutants that are a reflection of attempts of the pathogen to resist immune attacks of the host and to survive may occur naturally or in response to treatment with antibodies or antiviral drugs. Pathogens frequently alter their antigen expression to escape the immune defense and ensure the persistent infection in a host [10, 19].

There were only a few existing mathematical models accounting for genetic mutations of a pathogen $[2,3,11,17,21]$, and little has been done to directly model dynamics of mutations which describe the attempts of the pathogen, after its infection in a host, to escape the immune defense of the host. In this paper, we propose an infection-age-structured dynamic model for a pathogen that can mutate into a second infectious strain in the host. The mutation could be the effect of selective immunologic pressure or possibly adaptation to a more efficiently transmitted or a better replicating pathogen resulting from conversion of the original viral pathogen.

The model formulation for the origin of the pathogen strain is based on a sus-ceptible-infective-recovered (SIR) model with variable infection ages and is governed by partial differential equations (PDEs). The dynamics of the mutant are based on

[^0]an ordinary differential equation (ODE) SIR model. We characterize the threshold conditions of the model epidemic with an explicit formula for the reproductive number of infection, which determines the stability of the infection-free equilibrium. We analyze the stability of boundary equilibria of the model, where some, but not all, of the infection components are zero. We then investigate the existence and stability of the endemic equilibrium, whose components are all positive. We obtain explicit formulas for the endemic equilibrium and the characteristic equation of this equilibrium, which determines its stability. We then consider the special case where the rate at which the pathogen converts to its mutant and the transmission rate of the original pathogen are both independent of infection age. In this simplified situation, the model equations reduce to a system of ODEs. We obtain global stability of the infection-free equilibrium and a unique boundary equilibrium. We show that under certain conditions, the unique endemic equilibrium may undergo a Hopf bifurcation resulting in a periodic solution. We provide examples and numerical simulations to illustrate the stability change of the endemic equilibrium and the Hopf bifurcation.
2. Model formulation. We base our SIR model on the spread of a pathogen that can mutate in the host to create a second, cocirculating, mutant strain. We assume that after a certain period of infection, the original strain, referred to as Strain 1, is selected against in the intrahost selection process and is converted to a mutant, referred to as Strain 2, such that a proportion of the individuals infected by Strain 1 are then carrying Strain 2. Let $S(t)$ be the susceptibles and $i(t, \tau)$ the distribution of infectives infected by Strain 1 with infection stage, or time since infection, $\tau$, such that $\int_{\tau_{1}}^{\tau_{2}} i(t, \tau) d \tau$ is the total number of infectives with infection ages between $\tau_{1}$ and $\tau_{2}$ $[1,7,13,14,22]$. Let $J(t)$ be the infectives infected by Strain 2 and $R(t)$ the group of individuals who are recovered and immune to both strains. We further assume that the genetic difference between the two strains, or the drift of the mutation, is relatively small so that there is perfect cross-immunity; that is, once an individual is recovered from infection by one of the two strains, the individual is immune to both strains.

The dynamics of the transmission in this model are governed by the system

$$
\begin{aligned}
& \frac{d S(t)}{d t}=\mu\left(S^{0}-S(t)\right)-\left(\int_{0}^{\infty} \beta_{1}(\tau) i(t, \tau) d \tau+\beta_{2} J(t)\right) S(t), \\
& \frac{\partial i(t, \tau)}{\partial t}+\frac{\partial i(t, \tau)}{\partial \tau}=-\left(\mu+\gamma_{1}\right) i(t, \tau)-\kappa(\tau) i(t, \tau), \\
& i(t, 0)=S(t) \int_{0}^{\infty} \beta_{1}(\tau) i(t, \tau) d \tau, \\
& i(0, \tau)=\psi(\tau), \\
& \frac{d J(t)}{d t}=\beta_{2} J(t) S(t)-\left(\mu+\gamma_{2}\right) J(t)+\int_{0}^{\infty} \kappa(\tau) i(t, \tau) d \tau, \\
& \frac{d R(t)}{d t}=\gamma_{1} \int_{0}^{\infty} i(t, \tau) d \tau+\gamma_{2} J(t)-\mu R(t),
\end{aligned}
$$

where $\mu S^{0}$ is the input flow into the susceptible population, $\mu$ is the total removal rate which accounts for both natural death and people moving in and out of the susceptible population, $\gamma_{1}$ and $\gamma_{2}$ are the recovery rates from the infection, $\beta_{1}(\tau)$ and $\beta_{2}$ are the transmission rates of Strain 1 and Strain 2, respectively, $\kappa(\tau)$ is the mutation rate, or the rate at which Strain 1 is converted to Strain 2, and $\psi(\tau)$ is the initial distribution of infectives infected by Strain 1 .
3. Thresholds of the epidemic. Assume that the initial distribution of the infectives is zero. Then $E_{0}:=\left(S^{0}, 0,0\right)$ is the infection-free equilibrium. As is well known, its stability determines the thresholds of the epidemic $[6,7,13,15,16]$. We investigate the local stability of $E_{0}$ as follows.

Since the dynamics of $R(t)$ do not affect the evolution of $S, i$, and $J$, we omit the equation for $R(t)$ when studying the growth of the epidemic. Linearizing system (2.1) about $E_{0}$, by defining the perturbation variables $x(t)=S(t)-S^{0}, y(t, \tau)=i(t, \tau)$, $z(t)=J(t)$, we obtain the system

$$
\begin{align*}
& \frac{d x(t)}{d t}=-\mu x(t)-\left(\int_{0}^{\infty} \beta_{1}(\tau) y(t, \tau) d \tau+\beta_{2} z(t)\right) S^{0} \\
& \left\{\begin{aligned}
\frac{\partial y(t, \tau)}{\partial t}+\frac{\partial y(t, \tau)}{\partial \tau} & =-\left(\mu+\gamma_{1}\right) y(t, \tau)-\kappa(\tau) y(t, \tau) \\
y(t, 0) & =S^{0} \int_{0}^{\infty} \beta_{1}(\tau) y(t, \tau) d \tau
\end{aligned}\right.  \tag{3.1}\\
& \frac{d z(t)}{d t}=\beta_{2} z(t) S^{0}-\left(\mu+\gamma_{2}\right) z(t)+\int_{0}^{\infty} \kappa(\tau) y(t, \tau) d \tau
\end{align*}
$$

Let $x(t)=x_{0} e^{\rho t}, y(t, \tau)=p(\tau) e^{\rho(t-\tau)}$, and $z(t)=z_{0} e^{\rho t}$, where $x_{0}, p(\tau), z_{0}$, and $\rho$ are to be determined. Substituting them into (3.1), we obtain the equations

$$
\begin{align*}
\rho x_{0} & =-\mu x_{0}-S^{0} \int_{0}^{\infty} \beta_{1}(\tau) p(\tau) e^{-\rho \tau} d \tau-\beta_{2} S^{0} z_{0}  \tag{3.2}\\
\frac{d p(\tau)}{d \tau} & =-\left(\mu+\gamma_{1}\right) p(\tau)-\kappa(\tau) p(\tau)  \tag{3.3}\\
p(0) & =S^{0} \int_{0}^{\infty} \beta_{1}(\tau) p(\tau) e^{-\rho \tau} d \tau  \tag{3.4}\\
\rho z_{0} & =\left(\beta_{2} S^{0}-\mu-\gamma_{2}\right) z_{0}+\int_{0}^{\infty} \kappa(\tau) p(\tau) e^{-\rho \tau} d \tau \tag{3.5}
\end{align*}
$$

for $p(\tau) \not \equiv 0, x_{0} \neq 0, z_{0} \neq 0$, and $\rho$.
Equations (3.3) and (3.4) are decoupled from (3.2) and (3.5). Integrating (3.3) from 0 to $\tau$ gives

$$
\begin{equation*}
p(\tau)=p(0) e^{-\left(\mu+\gamma_{1}\right) \tau-\Delta(\tau)} \tag{3.6}
\end{equation*}
$$

where $\Delta(\tau):=\int_{0}^{\tau} \kappa(v) d v$. Substituting (3.6) into (3.4) yields the characteristic equation

$$
\begin{equation*}
p(0)=S^{0} p(0) \int_{0}^{\infty} \beta_{1}(\tau) e^{-\rho \tau} e^{-\left(\mu+\gamma_{1}\right) \tau-\Delta(\tau)} d \tau \tag{3.7}
\end{equation*}
$$

Defining

$$
C(\rho)=S^{0} \int_{0}^{\infty} \beta_{1}(\tau) e^{-\rho \tau} e^{-\left(\mu+\gamma_{1}\right) \tau-\Delta(\tau)} d \tau
$$

we note that (3.7) has a nonzero solution $p(0)$ if and only if there exists $\rho$ such that $C(\rho)=1$.

We first consider the case where $\rho$ is a real number. Since

$$
C^{\prime}(\rho)=-S^{0} \int_{0}^{\infty} \tau \beta_{1}(\tau) e^{-\rho \tau} e^{-\left(\mu+\gamma_{1}\right) \tau-\Delta(\tau)} d \tau<0
$$

$C(\rho)$ is a decreasing function of $\rho$. Noticing $\lim _{\rho \rightarrow-\infty} C(\rho)=\infty$ and $\lim _{\rho \rightarrow \infty} C(\rho)=$ 0 , if we define the number

$$
\begin{equation*}
R_{1}:=C(0)=S^{0} \int_{0}^{\infty} \beta_{1}(\tau) e^{-\left(\mu+\gamma_{1}\right) \tau-\Delta(\tau)} d \tau \tag{3.8}
\end{equation*}
$$

then there exists a unique real solution $\rho$ to the equation $C(\rho)=1$, which is negative if $R_{1}<1$ and positive if $R_{1}>1$.

If $\rho:=\rho_{1}+i \rho_{2}$ is a complex number, where $i=\sqrt{-1}$, then by separating the real and imaginary parts of $C(\rho)=1$, the real part $\rho_{1}$ satisfies

$$
\begin{equation*}
1=S^{0} \int_{0}^{\infty} \beta_{1}(\tau) e^{-\rho_{1} \tau} e^{-\left(\mu+\gamma_{1}\right) \tau-\Delta(\tau)} \cos \left(\rho_{2} \tau\right) d \tau \tag{3.9}
\end{equation*}
$$

However, since

$$
S^{0} \int_{0}^{\infty} \beta_{1}(\tau) e^{-\rho_{1} \tau} e^{-\left(\mu+\gamma_{1}\right) \tau-\Delta(\tau)} \cos \left(\rho_{2} \tau\right) d \tau \leq S^{0} \int_{0}^{\infty} \beta_{1}(\tau) e^{-\rho_{1} \tau} e^{-\left(\mu+\gamma_{1}\right) \tau-\Delta(\tau)} d \tau
$$

solution $\rho_{1}$ to (3.9) must be negative if $R_{1}<1$. That is, equation $C(\rho)=1$ can have solutions with negative real part only if $R_{1}<1$.

The solution $\rho$ of $C(\rho)=1$ can be used to determine $p(\tau)$. The initial values, $x_{0}$ and $z_{0}$, can now be defined from (3.2) and (3.5). The number $R_{1}$ defined in (3.8) is a threshold value for Strain 1 because if $R_{1}>1$ the epidemic for Strain 1 grows, while if $R_{1}<1$ it delays. It is also the number of secondary infective cases generated by infection of Strain 1. We refer to $R_{1}$ as the reproductive number for Strain 1.

If initially no one is infected with Strain 1, i.e., $i(t, \tau)=0$, then $p(\tau)=0$ for all $\tau$. Equations (3.2) and (3.5) can be reduced to

$$
\begin{align*}
\rho x_{0} & =-\mu x_{0}-\beta_{2} S^{0} z_{0}  \tag{3.10}\\
\rho z_{0} & =\left(\beta_{2} S^{0}-\mu-\gamma_{2}\right) z_{0}
\end{align*}
$$

and they determine threshold conditions for Strain 2. Define

$$
\begin{equation*}
R_{2}:=\frac{\beta_{2} S^{0}}{\mu+\gamma_{2}} \tag{3.11}
\end{equation*}
$$

All solutions $\rho$ of system (3.10) are negative if and only if $R_{2}<1$. Therefore, $R_{2}$ is a threshold value for Strain 2 and is the number of secondary infective cases generated by infection of Strain 2 . We refer to $R_{2}$ as the reproductive number of Strain 2.

The thresholds for the epidemic can be summarized as follows.
Theorem 3.1. Define the reproductive number, $R_{0}$, of infection in the total population by

$$
R_{0}:=\max \left\{R_{1}, R_{2}\right\}
$$

that is,

$$
R_{0}=\max \left\{S^{0} \int_{0}^{\infty} \beta_{1}(\tau) e^{-\left(\mu+\gamma_{1}\right) \tau-\Delta(\tau)} d \tau, \quad \frac{\beta_{2} S^{0}}{\mu+\gamma_{2}}\right\}
$$

Then the infection-free equilibrium $E_{0}$ is asymptotically stable if $R_{0}<1$ and is unstable if $R_{0}>1$.
4. Boundary equilibrium. Cocirculating strains of the pathogen compete with each other to infect the susceptible population. When only one strain is present, the solution is on the boundary of the feasibility solution space and we call the stationary solution a boundary equilibrium.

An equilibrium of system $(2.1),(S, i(\tau), J)$, satisfies the system

$$
\begin{align*}
& \mu\left(S^{0}-S\right)-\left(\int_{0}^{\infty} \beta_{1}(\tau) i(\tau) d \tau+\beta_{2} J\right) S=0  \tag{4.1a}\\
& \frac{d i(\tau)}{d \tau}=-\left(\mu+\gamma_{1}\right) i(\tau)-\kappa(\tau) i(\tau)  \tag{4.1b}\\
& i(0)=S \int_{0}^{\infty} \beta_{1}(\tau) i(\tau) d \tau  \tag{4.1c}\\
& \beta_{2} J S-\left(\mu+\gamma_{2}\right) J+\int_{0}^{\infty} \kappa(\tau) i(\tau) d \tau=0 \tag{4.1d}
\end{align*}
$$

It follows from (4.1d) that if $J=0$, then $i(\tau)=0$ for all $\tau$. That is, there does not exist a boundary equilibrium with $i(\tau) \geq 0$ and $J=0$, and the only boundary equilibrium has $i(\tau)=0$ for all $\tau$ and $J \neq 0$. We denote it as $E_{1}:=\left(S_{1}, i_{1}(\tau), J_{1}\right)$.

Solving (4.1a) and (4.1d), we have

$$
\begin{equation*}
S_{1}=\frac{\mu+\gamma_{2}}{\beta_{2}}, \quad J_{1}=\frac{\mu}{\beta_{2}}\left(\frac{S^{0} \beta_{2}}{\mu+\gamma_{2}}-1\right)=\frac{\mu}{\beta_{2}}\left(R_{2}-1\right) . \tag{4.2}
\end{equation*}
$$

Thus the boundary equilibrium $E_{1}$ exists if and only if $R_{2}>1$.
To study stability of this boundary equilibrium, we linearize system (2.1) about $E_{1}$ by letting $x(t)=S(t)-S_{1}, y(t)=J(t)-J_{1}, z(t, \tau)=i(t, \tau)$, and we obtain the system

$$
\begin{align*}
& \frac{d x(t)}{d t}=-\mu x(t)-\beta_{2} J_{1} x(t)-\beta_{2} S_{1} y(t)-S_{1} \int_{0}^{\infty} \beta_{1}(\tau) z(t, \tau) d \tau \\
& \frac{d y(t)}{d t}=\beta_{2} J_{1} x(t)-\left(\mu+\gamma_{2}\right) y(t)+\beta_{2} S_{1} y(t)+\int_{0}^{\infty} \kappa(\tau) z(t, \tau) d \tau  \tag{4.3}\\
& \left\{\begin{aligned}
\frac{\partial z(t, \tau)}{\partial t}+\frac{\partial z(t, \tau)}{\partial \tau} & =-\left(\mu+\gamma_{1}\right) z(t, \tau)-\kappa(\tau) z(t, \tau) \\
z(t, 0) & =S_{1} \int_{0}^{\infty} \beta_{1}(\tau) z(t, \tau) d \tau
\end{aligned}\right.
\end{align*}
$$

Using the same approach as in section 3, we first derive the characteristic equation for $E_{1}$,

$$
\begin{equation*}
1=S_{1} \int_{0}^{\infty} \beta_{1}(\tau) e^{-\rho \tau} e^{-\left(\mu+\gamma_{1}\right) \tau-\Delta(\tau)} d \tau \tag{4.4}
\end{equation*}
$$

and define

$$
R_{b}:=S_{1} \int_{0}^{\infty} \beta_{1}(\tau) e^{-\left(\mu+\gamma_{1}\right) \tau-\Delta(\tau)} d \tau
$$

If $R_{b}<1$, then $\lim _{t \rightarrow \infty} z(t, \tau)=0$.
Next we locate the eigenvalues of the following matrix from system (4.3):

$$
\left[\begin{array}{cc}
-\mu-\beta_{2} J_{1} & -\beta_{2} S_{1} \\
\beta_{2} J_{1} & -\left(\mu+\gamma_{2}-\beta_{2} S_{1}\right)
\end{array}\right]=\left[\begin{array}{cc}
-\mu-\beta_{2} J_{1} & -\beta_{2} S_{1} \\
\beta_{2} J_{1} & 0
\end{array}\right]
$$

The trace and determinant of this matrix are negative and positive, respectively. Therefore, its eigenvalues both have negative real part.

In summary we have the following.
Theorem 4.1. The unique boundary equilibrium

$$
E_{1}=\left(S_{1}, i_{1}(\tau), J_{1}\right)=\left(\frac{\mu+\gamma_{2}}{\beta_{2}}, 0, \frac{\mu}{\beta_{2}}\left(\frac{S^{0} \beta_{2}}{\mu+\gamma_{2}}-1\right)\right)
$$

exists if and only if $R_{2}>1$. It is locally asymptotically stable if

$$
R_{b}=\frac{\mu+\gamma_{2}}{\beta_{2}} \int_{0}^{\infty} \beta_{1}(\tau) e^{-\left(\mu+\gamma_{1}\right) \tau-\Delta(\tau)} d \tau<1
$$

and is unstable if $R_{b}>1$.
If $R_{2}>1$, then $S^{0}>\left(\mu+\gamma_{2}\right) / \beta_{2}:=\tilde{S}_{1}$. Notice that $R_{b}$ can be rewritten as $R_{b}=\tilde{S}_{1} / S^{0} R_{1}=R_{1} / R_{2}$. When the boundary equilibrium $E_{1}$ exists, $R_{2}>1$, and hence $S^{0}>\tilde{S}_{1}$ and $R_{b}<R_{1}$. If $R_{2}>1>R_{1}$, then $R_{b}<1$, which implies that the boundary equilibrium $E_{1}$ is asymptotically stable. In the situation where $R_{2}>1$ and $R_{1}>1$, the infection-free equilibrium is unstable and the two strains cannot both die out. If $R_{2}>R_{1}>1$, then $R_{b}<1$ and the boundary equilibrium $E_{1}$ exists and is asymptotically stable. In the last possible case, if $R_{1}>R_{2}>1$, then although the boundary equilibrium $E_{1}$ exists, it is unstable. This situation may lead to the existence and stability of an endemic equilibrium or other dynamical features of system (2.1).
5. Endemic equilibrium. The cocirculating strains of the pathogen can coexist. The stationary coexistence solution is an endemic equilibrium whose components are all positive.
5.1. Existence of the endemic equilibrium. Let $E^{*}:=\left(S^{*}, i^{*}(\tau), J^{*}\right)$ be an endemic equilibrium of system (2.1). It follows from (4.1b) that

$$
i^{*}(\tau)=i^{*}(0) e^{-\left(\mu+\gamma_{1}\right) \tau-\Delta(\tau)}
$$

By substituting this into (4.1c), we arrive at the equation

$$
\begin{equation*}
i^{*}(0)=i^{*}(0) S^{*} \int_{0}^{\infty} \beta_{1}(\tau) e^{-\left(\mu+\gamma_{1}\right) \tau-\Delta(\tau)} d \tau=i^{*}(0) \frac{S^{*} R_{1}}{S^{0}} \tag{5.1}
\end{equation*}
$$

Equation (5.1) has a solution $i^{*}(0)>0$ if and only if

$$
\begin{equation*}
S^{*}=\frac{S^{0}}{R_{1}} \tag{5.2}
\end{equation*}
$$

It follows from (4.1c) that

$$
i^{*}(0)=S^{*} W_{1}
$$

where we define $W_{1}:=\int_{0}^{\infty} \beta_{1}(\tau) i^{*}(\tau) d \tau$. Then

$$
\begin{equation*}
i^{*}(\tau)=S^{*} W_{1} e^{-\left(\mu+\gamma_{1}\right) \tau-\Delta(\tau)} \tag{5.3}
\end{equation*}
$$

Define

$$
\begin{equation*}
W_{2}:=\int_{0}^{\infty} \kappa(\tau) i^{*}(\tau) d \tau=S^{*} W_{1} \int_{0}^{\infty} \kappa(\tau) e^{-\left(\mu+\gamma_{1}\right) \tau-\Delta(\tau)} d \tau=S^{*} W_{1} K \tag{5.4}
\end{equation*}
$$

where

$$
K:=\int_{0}^{\infty} \kappa(\tau) e^{-\left(\mu+\gamma_{1}\right) \tau-\Delta(\tau)} d \tau
$$

The equilibrium equations (4.1a) and (4.1d) can be expressed as

$$
\begin{align*}
& \mu S^{0}=\left(\mu+W_{1}+\beta_{2} J^{*}\right) S^{*}  \tag{5.5}\\
& W_{2}=\left(\left(\mu+\gamma_{2}\right)-\beta_{2} S^{*}\right) J^{*} \tag{5.6}
\end{align*}
$$

Substituting (5.2) into (5.6) yields

$$
\begin{equation*}
\left(\mu+\gamma_{2}\right)\left(1-\frac{\beta_{2} S^{*}}{\mu+\gamma_{2}}\right) J^{*}=\left(\mu+\gamma_{2}\right)\left(1-\frac{R_{2}}{R_{1}}\right) J^{*}=W_{2} \tag{5.7}
\end{equation*}
$$

Since $W_{2}>0$, there exists a positive solution $J^{*}$ of (5.7) if and only if

$$
\frac{R_{2}}{R_{1}}<1
$$

Suppose $R_{2}<R_{1}$. Then solving (5.7) for $J^{*}$ yields

$$
\begin{equation*}
J^{*}=\frac{W_{2}}{\left(\mu+\gamma_{2}\right)\left(1-\frac{R_{2}}{R_{1}}\right)} \tag{5.8}
\end{equation*}
$$

Substituting (5.8) into (5.5) gives

$$
\begin{equation*}
\mu+W_{1}+\beta_{2} \frac{W_{2}}{\left(\mu+\gamma_{2}\right)\left(1-\frac{R_{2}}{R_{1}}\right)}=\frac{\mu S^{0}}{S^{*}}=\mu R_{1} \tag{5.9}
\end{equation*}
$$

We then substitute (5.4) into (5.9) to obtain

$$
\begin{equation*}
W_{1}+\frac{\beta_{2} S^{0} K}{\left(\mu+\gamma_{2}\right)\left(R_{1}-R_{2}\right)} W_{1}=\mu\left(R_{1}-1\right) \tag{5.10}
\end{equation*}
$$

which implies that $W_{1}>0$ if $R_{1}>1$.
Solving (5.10) for $W_{1}$ yields

$$
\begin{equation*}
W_{1}=\frac{\mu\left(R_{1}-1\right)\left(R_{1}-R_{2}\right)\left(\mu+\gamma_{2}\right)}{\left(\left(\mu+\gamma_{2}\right)\left(R_{1}-R_{2}\right)+\beta_{2} K S^{0}\right)} \tag{5.11}
\end{equation*}
$$

$W_{2}$ can be determined by substituting (5.11) into (5.4). Finally, substituting $W_{2}$ and $W_{1}$ into (5.3) and (5.8), we obtain the expression for the unique positive endemic equilibrium.

THEOREM 5.1. If $R_{1}>1$ and $R_{1}>R_{2}$, then there exists a unique endemic equilibrium $E^{*}=\left(S^{*}, i^{*}(\tau), J^{*}\right)$ given by

$$
\begin{equation*}
S^{*}=\frac{S^{0}}{R_{1}}, \quad i^{*}(\tau)=\frac{S^{0} W_{1}}{R_{1}} e^{-\left(\mu+\gamma_{1}\right) \tau-\int_{0}^{\tau} \kappa(v) d v}, \quad J^{*}=\frac{K S^{0} W_{1}}{\left(\mu+\gamma_{2}\right)\left(R_{1}-R_{2}\right)}, \tag{5.12}
\end{equation*}
$$

where $W_{1}$ is defined in (5.11).
5.2. Stability of the endemic equilibrium. We investigate the local stability of the endemic equilibrium, $E^{*}$, by linearizing system (2.1) about $E^{*}$. Let $x(t)=$ $S(t)-S^{*}, y(t, \tau)=i(t, \tau)-i^{*}(\tau)$, and $z(t)=J(t)-J^{*}$. The linearization results in the perturbation equations

$$
\begin{align*}
& \frac{d x(t)}{d t}=-\left(\mu+W_{1}+\beta_{2} J^{*}\right) x(t)-\beta_{2} S^{*} z(t)-S^{*} \int_{0}^{\infty} \beta_{1}(\tau) y(t, \tau) d \tau \\
& \left\{\begin{array}{r}
\frac{\partial y(t, \tau)}{\partial t}+\frac{\partial y(t, \tau)}{\partial \tau}
\end{array}=-\left(\mu+\gamma_{1}\right) y(t, \tau)-\kappa(\tau) y(t, \tau)\right.  \tag{5.13}\\
& y(t, 0)=S^{*} \int_{0}^{\infty} \beta_{1}(\tau) y(t, \tau) d \tau+W_{1} x(t)
\end{align*} \begin{array}{r}
\frac{d z(t)}{d t}=\beta_{2} J^{*} x(t)-\left(\mu+\gamma_{2}\right) z(t)+\beta_{2} S^{*} z(t)+\int_{0}^{\infty} \kappa(\tau) y(t, \tau) d \tau
\end{array}
$$

Suppose $x=x_{0} e^{\rho t}, y=\hat{y}(\tau) e^{\rho(t-\tau)}$, and $z=z_{0} e^{\rho t}$. Substituting these variables into system (5.13) and solving for $\hat{y}(\tau)$, with initial condition $\hat{y}(0)$, leads to the system

$$
\begin{align*}
& \left(\rho+\mu+W_{1}+\beta_{2} J^{*}\right) x_{0}+\beta_{2} S^{*} z_{0}+S^{*} \int_{0}^{\infty} \beta_{1}(\tau) \hat{y}(\tau) e^{-\rho \tau} d \tau=0 \\
& -\beta_{2} J^{*} x_{0}+\left(\rho+\mu+\gamma_{2}-\beta_{2} S^{*}\right) z_{0}-\int_{0}^{\infty} \kappa(\tau) \hat{y}(\tau) e^{-\rho \tau} d \tau=0  \tag{5.14}\\
& \hat{y}(\tau)=\left(S^{*} \int_{0}^{\infty} \beta_{1}(\tau) \hat{y}(\tau) e^{-\rho \tau} d \tau+W_{1} x_{0}\right) e^{-\left(\mu+\gamma_{1}\right) \tau-\Delta(\tau)}
\end{align*}
$$

We simplify these notations by defining the functions

$$
\begin{array}{ll}
H(\rho):=\int_{0}^{\infty} \beta_{1}(\tau) \hat{y}(\tau) e^{-\rho \tau} d \tau, & Q(\rho):=\int_{0}^{\infty} \kappa(\tau) \hat{y}(\tau) e^{-\rho \tau} d \tau \\
P_{1}(\rho):=\int_{0}^{\infty} \beta_{1}(\tau) e^{-\rho \tau} e^{-\left(\mu+\gamma_{1}\right) \tau-\Delta(\tau)} d \tau, & P_{2}(\rho):=\int_{0}^{\infty} \kappa(\tau) e^{-\rho \tau} e^{-\left(\mu+\gamma_{1}\right) \tau-\Delta(\tau)} d \tau
\end{array}
$$

Multiplying $\hat{y}(\tau)$ in (5.14) by $\beta_{1}(\tau) e^{-\rho \tau}$ and $\kappa(\tau) e^{-\rho \tau}$, respectively, and then integrating from 0 to $\infty$ yields

$$
\begin{equation*}
H(\rho)=\frac{W_{1} P_{1}(\rho)}{1-S^{*} P_{1}(\rho)} x_{0} \tag{5.15}
\end{equation*}
$$

and

$$
\begin{equation*}
Q(\rho)=\left(S^{*} H(\rho)+W_{1} x_{0}\right) P_{2}(\rho)=\left(\frac{S^{*} W_{1} P_{1}(\rho)}{1-S^{*} P_{1}(\rho)}+W_{1}\right) P_{2}(\rho) x_{0} \tag{5.16}
\end{equation*}
$$

Substituting (5.15) and (5.16) into system (5.14), we obtain the characteristic equation
$\left(\rho+\mu+\beta_{2} J^{*}+\frac{W_{1}}{1-S^{*} P_{1}(\rho)}\right)\left(\rho+\mu+\gamma_{2}-\beta_{2} S^{*}\right)+\left(\beta_{2} J^{*}+\frac{W_{1} P_{2}(\rho)}{1-S^{*} P_{1}(\rho)}\right) \beta_{2} S^{*}=0$ and arrive at the following result.

THEOREM 5.2. The endemic equilibrium, given in (5.12), is locally asymptotically stable if all roots, $\rho$, of the characteristic equation (5.17) have negative real part.

The results obtained for the two-strain SIR model (2.1) are summarized in Table 1. The stability of the endemic equilibrium is not listed because it requires knowledge of the roots of the characteristic equation (5.17) and we have not established the explicit criterion.

TABLE 1
The existence conditions for the boundary and endemic equilibria, $E_{1}$ and $E^{*}$, and stability conditions for the infection-free and boundary equilibria, $E_{0}$ and $E_{1}$. These conditions are based on the relations between the two reproductive numbers, $R_{1}$ and $R_{2}$, for the two strains.

|  | $R_{1}<1, R_{2}<1$ | $R_{2}<1<R_{1}$ | $R_{1}<1<R_{2}$ | $1<R_{1}<R_{2}$ | $1<R_{2}<R_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $E_{0}$ | stable | unstable | unstable | unstable | unstable |
| $E_{1}$ | does not exist | does not exist | stable | stable | unstable |
| $E^{*}$ | does not exist | exists | does not exist | does not exists | exists |

6. Constant mutation rate. Because (5.17) is a transcendental equation, it is difficult to determine when all the roots of the characteristic equation have negative real part and, hence, whether the endemic equilibrium is stable. To gain insight into the transmission dynamics of the disease governed by system (2.1), we consider the special case where the mutation rate from Strain 1 to Strain 2 is constant and where the infection rate of Strain 1 is independent of the infection stages. We define these constant rates as $\kappa(\tau):=k$ and $\beta_{1}(\tau):=\beta_{1}$.

Let the total infectives be $I(t):=\int_{0}^{\infty} i(t, \tau) d \tau$. Integrating the equation for $i(t, \tau)$ in (2.1) with respect to $\tau$ and using the initial condition $i(t, 0)$ reduces the system of PDEs to the system of ODEs,

$$
\begin{align*}
\frac{d S}{d t} & =\mu\left(S^{0}-S\right)-\beta_{1} I S-\beta_{2} J S  \tag{6.1a}\\
\frac{d I}{d t} & =\beta_{1} S I-\left(\mu+\gamma_{1}+k\right) I  \tag{6.1b}\\
\frac{d J}{d t} & =\beta_{2} S J-\left(\mu+\gamma_{2}\right) J+k I \tag{6.1c}
\end{align*}
$$

The reproductive numbers of Strains 1 and $2, R_{1}$ and $R_{2}$, for system (6.1) are

$$
\begin{equation*}
R_{1}=\frac{S^{0} \beta_{1}}{\mu+\gamma_{1}+k}, \quad R_{2}=\frac{S^{0} \beta_{2}}{\mu+\gamma_{2}} \tag{6.2}
\end{equation*}
$$

The only boundary equilibrium with $I=0$ and $J>0$ exists if $R_{2}>1$ and it has the same expression as in section 4. This boundary equilibrium is stable if $R_{1}<R_{2}$ and is unstable if $R_{1}>R_{2}$.

We now establish existence and local stability of the endemic equilibrium of system (6.1).

For $\kappa(\tau)=k$, the term $K$ defined in (5.4) becomes

$$
\begin{equation*}
K=\frac{k}{\mu+\gamma_{1}+k} . \tag{6.3}
\end{equation*}
$$

Substituting (6.2) and (6.3) into (5.12), we obtain the endemic equilibrium, $E^{*}=$ $\left(S^{*}, I^{*}, J^{*}\right)$, with

$$
\begin{align*}
S^{*} & =\frac{\mu+\gamma_{1}+k}{\beta_{1}} \\
I^{*} & =\frac{\mu\left(S^{0} \beta_{1}-\left(\mu+\gamma_{1}+k\right)\right)\left(\beta_{1}\left(\mu+\gamma_{2}\right)-\beta_{2}\left(\mu+\gamma_{1}+k\right)\right)}{\beta_{1}\left(\beta_{1}\left(\mu+\gamma_{2}\right)-\beta_{2}\left(\mu+\gamma_{1}\right)\right)\left(\mu+\gamma_{1}+k\right)}  \tag{6.4}\\
J^{*} & =\frac{\mu k\left(S^{0} \beta_{1}-\left(\mu+\gamma_{1}+k\right)\right)}{\left(\beta_{1}\left(\mu+\gamma_{2}\right)-\beta_{2}\left(\mu+\gamma_{1}\right)\right)\left(\mu+\gamma_{1}+k\right)}
\end{align*}
$$

By solving (6.1) for an endemic equilibrium, we have the equivalent solution

$$
\begin{aligned}
S^{*} & =\frac{S^{0}}{R_{1}} \\
I^{*} & =\frac{\mu\left(\mu+\gamma_{1}+k\right)\left(R_{1}-1\right)\left(R_{1}-R_{2}\right)}{\beta_{1}\left(k R_{1}+\left(\mu+\gamma_{1}\right)\left(R_{1}-R_{2}\right)\right)} \\
J^{*} & =\frac{\mu k S^{0}\left(R_{1}-1\right)}{\left(\mu+\gamma_{2}\right)\left(k R_{1}+\left(\mu+\gamma_{1}\right)\left(R_{1}-R_{2}\right)\right)}
\end{aligned}
$$

Hence $E^{*}$ exists if and only if $R_{1}>1$ and $R_{1}>R_{2}$.
Based on $\mu+\beta_{2} J^{*}=\mu S^{0} / S^{*}-\beta_{1} I^{*}$, the characteristic equation for system (6.1) has the form

$$
\begin{equation*}
\left(\rho+\mu R_{1}+\frac{\gamma_{1}+\mu+k}{\rho} \beta_{1} I^{*}\right)\left(\rho+\mu+\gamma_{2}-\beta_{2} S^{*}\right)+\left(\beta_{2} J^{*}+\frac{k}{\rho} \beta_{1} I^{*}\right) \beta_{2} S^{*}=0 . \tag{6.5}
\end{equation*}
$$

This can be expressed as

$$
\rho^{3}+a_{1} \rho^{2}+a_{2} \rho+a_{3}=0,
$$

where

$$
\begin{aligned}
a_{1} & :=\mu R_{1}+\mu+\gamma_{2}-\beta_{2} S^{*}=\mu \frac{S^{0}}{S^{*}}+k \frac{I^{*}}{J^{*}} \\
a_{2} & :=\mu R_{1}\left(\mu+\gamma_{2}-\beta_{2} S^{*}\right)+\left(\mu+\gamma_{1}+k\right) \beta_{1} I^{*}+\beta_{2}^{2} J^{*} S^{*} \\
& =\beta_{1}^{2} S^{*} I^{*}+\beta_{2}^{2} S^{*} J^{*}+\mu \frac{S^{0}}{S^{*}} k \frac{I^{*}}{J^{*}} \\
a_{3} & :=\left(\left(\mu+\gamma_{2}\right) \beta_{1}-\beta_{2}\left(\mu+\gamma_{1}\right)\right)\left(\mu+\gamma_{1}+k\right) I^{*}=\beta_{1} S^{*} k \frac{I^{*}}{J^{*}}\left(\beta_{1} I^{*}+\beta_{2} J^{*}\right) .
\end{aligned}
$$

Since $a_{1}>0$ and $a_{3}>0$, it follows from the Routh-Hurwitz criterion that all characteristic roots of (6.5) have negative real part if and only if $a_{1} a_{2}>a_{3}$.

A straightforward calculation yields

$$
\begin{align*}
a_{1} a_{2}-a_{3}= & \mu \frac{S^{0}}{S^{*}}\left(\beta_{1}^{2} S^{*} I^{*}+\beta_{2}^{2} S^{*} J^{*}+\mu \frac{S^{0}}{S^{*}} k \frac{I^{*}}{J^{*}}\right)+\mu \frac{S^{0}}{S^{*}}\left(k \frac{I^{*}}{J^{*}}\right)^{2}+k S^{*} I^{*} \beta_{2}\left(\beta_{2}-\beta_{1}\right)  \tag{6.6}\\
= & \frac{\mu\left(R_{1}-1\right)\left(R_{1}-R_{2}\right)}{\left(\sigma_{1}+k\right) R_{1}-\sigma_{1} R_{2}}\left(\mu R_{1}\left(\sigma_{1}+k\right)^{2}+\frac{\mu \sigma_{2} R_{2}^{2} k}{R_{1}-R_{2}}\right. \\
& \left.\quad-\frac{k \sigma_{2} R_{2}\left(R_{1}\left(\sigma_{1}+k\right)-R_{2} \sigma_{2}\right)}{R_{1}^{2}}\right) \\
& +\frac{\mu\left(R_{1}-R_{2}\right)}{R_{1}^{2}}\left(\mu \sigma_{2} R_{1}^{3}+\sigma_{2}^{2}\left(R_{1}-R_{2}\right) R_{1}\right) \\
= & \frac{\mu\left(R_{1}-1\right)\left(R_{1}-R_{2}\right)}{R_{1}^{2}\left(\left(\sigma_{1}+k\right) R_{1}-\sigma_{1} R_{2}\right)}\left(c_{2} k^{2}+c_{1} k+c_{0}\right)
\end{align*}
$$

where

$$
\begin{aligned}
\sigma_{1} & :=\mu+\gamma_{1}, \quad \sigma_{2}:=\mu+\gamma_{2} \\
c_{0} & :=\mu \sigma_{1}^{2} R_{1}^{3}+\sigma_{2} R_{1}\left(\mu R_{1}^{2}+\sigma_{2}\left(R_{1}-R_{2}\right)\right) \frac{\sigma_{1}\left(R_{1}-R_{2}\right)}{R_{1}-1} \\
c_{1} & :=2 \mu \sigma_{1} R_{1}^{3}+\frac{\mu \sigma_{2} R_{1}^{2} R_{2}^{2}}{R_{1}-R_{2}}+\frac{\sigma_{2} R_{1}^{2}\left(\mu R_{1}^{2}+\sigma_{2}\left(R_{1}-R_{2}\right)\right)}{R_{1}-1}-\sigma_{2} R_{2}\left(\sigma_{1} R_{1}-\sigma_{2} R_{2}\right), \\
c_{2} & :=\mu R_{1}^{3}-\sigma_{2} R_{1} R_{2}
\end{aligned}
$$

Hence all roots of (6.5) have negative real part if $c_{2} k^{2}+c_{1} k+c_{0}>0$, and at least one of the roots of (6.5) has positive real part if $c_{2} k^{2}+c_{1} k+c_{0}<0$.

We summarize the results in the following theorem.
THEOREM 6.1. When the mutation rate is constant, the dynamical behavior of epidemic model (6.1) can be described as one of the following cases:

1. If we define $R_{0}:=\max \left\{R_{1}, R_{2}\right\}$ and $R_{0}<1$, then the infection-free equilibrium, $E_{0}:=\left(S^{0}, 0,0\right)$, is the only equilibrium and is locally asymptotically stable. If $R_{0}>1$, then $E_{0}$ is unstable.
2. If $R_{1}<1<R_{2}$, or $1<R_{1}<R_{2}$, the only boundary equilibrium, given by

$$
\begin{equation*}
E_{1}:=(\tilde{S}, 0, \tilde{J})=\left(S^{0} R_{2}, 0, \frac{\mu S^{0}}{\sigma_{2} R_{2}}\left(R_{2}-1\right)\right) \tag{6.7}
\end{equation*}
$$

exists and is locally asymptotically stable. In this case, the endemic equilibrium, $E^{*}$, does not exist.
3. If $R_{2}<1<R_{1}$, the endemic equilibrium, $E^{*}$, exists and is the only nontrivial equilibrium. It is locally asymptotically stable if $c_{2} k^{2}+c_{1} k+c_{0}>0$ and unstable if $c_{2} k^{2}+c_{1} k+c_{0}<0$.
4. If $1<R_{2}<R_{1}$, the boundary equilibrium, $E_{1}$, exists but is unstable. The endemic equilibrium, $E^{*}$, exists and is locally asymptotically stable if $c_{2} k^{2}+$ $c_{1} k+c_{0}>0$ and unstable if $c_{2} k^{2}+c_{1} k+c_{0}<0$.
6.1. The global stability of the equilibria. In this section we establish that when the infection-free equilibrium and the boundary equilibrium of system (6.1) are locally asymptotically stable, they are globally stable.

Theorem 6.2.

1. If the infection-free equilibrium, $E_{0}$, is locally asymptotically stable, then it is globally stable; that is, $E_{0}$ is globally asymptotically stable if $R_{0}<1$.
2. If $R_{1}<1<R_{2}$, the only boundary equilibrium, $E_{1}$, given in (6.7), is globally asymptotically stable.
Proof. It follows from (6.1b) that

$$
I(t)=I(0) e^{\int_{0}^{t} \beta_{1} S(\tau) d \tau-\left(\mu+\gamma_{1}+k\right) t}
$$

for all $t \geq 0$. Hence, the hyperplane $I=0$ is invariant for system (6.1).
If $R_{1}<1$, we can further show that the hyperplane attracts all solutions started in the first octant, $S \geq 0, I \geq 0, J \geq 0$. That is, $\lim _{t \rightarrow \infty} I(t)=0$. It can be seen from (6.1a) that $d S / d t \leq \mu\left(S^{0}-S\right)$ and hence $S(t) \leq S^{0}+S(0) e^{-\mu t}$ and from (6.1b) that

$$
\begin{aligned}
I(t) & \leq I(0) e^{\int_{0}^{t} \beta_{1}\left(S^{0}+S(0) e^{-\mu \tau}\right) d \tau-\left(\mu+\gamma_{1}+k\right) t}=I(0) e^{\left(\mu+\gamma_{1}+k\right)\left(R_{1}-1\right) t+\frac{\beta_{1} S(0)}{\mu}\left(1-e^{-\mu t}\right)} \\
& \leq I(0) e^{\frac{\beta_{1} S(0)}{\mu}} e^{\left(\mu+\gamma_{1}+k\right)\left(R_{1}-1\right) t} \rightarrow 0
\end{aligned}
$$

as $t \rightarrow \infty$.

Based on the attractiveness of the hyperplane $I=0$, to prove the global asymptotic stability of the infection-free equilibrium $E_{0}$ or the boundary equilibrium $E_{1}$ in the first octant, it suffices to show that these two equilibria are globally asymptotically stable in the hyperplane $I=0$.

We first show that all the solutions of (6.1) in the hyperplane $I=0$ approach $E_{0}$ if $R_{0}<1$. We use the Lyapunov function $V_{1}$ defined by

$$
V_{1}(S, J):=J+S-S^{0}-S^{0} \ln \frac{S}{S^{0}}
$$

for system (6.1). Along the trajectories of system (6.1) in the hyperplane $I=0$ we have

$$
\begin{aligned}
\left.\frac{d V_{1}}{d t}\right|_{(6.1)} & =\left(\beta_{2} S-\left(\mu+\gamma_{2}\right)\right) J+\frac{S-S^{0}}{S}\left(\mu\left(S^{0}-S\right)-\beta_{2} J S\right) \\
& =-\frac{\mu\left(S-S^{0}\right)^{2}}{S}+\left(S^{0} \beta_{2}-\left(\mu+\gamma_{2}\right)\right) J \\
& =-\frac{\mu\left(S-S^{0}\right)^{2}}{S}+J\left(R_{2}-1\right) \sigma_{2}<0
\end{aligned}
$$

if $R_{2}<1$. Hence it follows from Lyapunov stability theory that $E_{0}$ is globally asymptotically stable.

We next assume $R_{1}<1<R_{2}$ and show the global stability of the boundary equilibrium $E_{1}=(\tilde{S}, 0, \tilde{J})$. We use

$$
V_{2}(S, J)=J-\tilde{J}-\tilde{J} \ln \frac{J}{\tilde{J}}+S-\tilde{S}-\tilde{S} \ln \frac{S}{\tilde{S}}
$$

as a Lyapunov functions for system (6.1). In the hyperplane $I=0$,

$$
\begin{aligned}
\left.\frac{d V_{2}}{d t}\right|_{(6.1)} & =\left(\beta_{2} S-\left(\mu+\gamma_{2}\right)\right)(J-\tilde{J})+\frac{\mu\left(S^{0}-S\right)(S-\tilde{S})}{S}-(S-\tilde{S}) \beta_{2} J \\
& =\beta_{2}(S-\tilde{S})(J-\tilde{J})+\frac{\mu\left(S^{0}-S\right)(S-\tilde{S})}{S}-(S-\tilde{S}) \beta_{2} J \\
& =-\beta_{2}(S-\tilde{S}) \tilde{J}+\frac{\mu\left(S^{0}-S\right)(S-\tilde{S})}{S} \\
& =-\frac{S-\tilde{S}}{S}\left(S \beta_{2} \tilde{J}-\mu\left(S^{0}-S\right)\right)=-\frac{S-\tilde{S}}{S}\left(\left(\beta_{2} \tilde{J}+\mu\right) S-\mu S^{0}\right) \\
& =-\frac{S-\tilde{S}}{S}\left(\frac{\mu S^{0}}{\tilde{S}} S-\mu S^{0}\right)=-\frac{\mu S^{0}(S-\tilde{S})^{2}}{\tilde{S} S} \leq 0
\end{aligned}
$$

The maximum invariant subset of the set $\left\{(S, I, J) \left\lvert\, \frac{d V}{d t}=0\right.\right\}$ in the hyperplane $I=0$ contains only $E_{1}$. Then it follows from the LaSalle invariance principle that $E_{1}$ is globally asymptotically stable on the hyperplane $I=0$.

Note that we have not been able to prove the global stability of the boundary equilibrium $E_{1}$ for the case $1<R_{1}<R_{2}$.
6.2. Hopf bifurcation near the endemic equilibrium. We know from Theorem 6.1 that if $R_{2}<1<R_{1}$ or $1<R_{2}<R_{1}$, the boundary equilibrium either does not exist or is unstable, and the positive endemic equilibrium is asymptotically stable if $c_{2} k^{2}+c_{1} k+c_{0}>0$ and is unstable if $c_{2} k^{2}+c_{1} k+c_{0}<0$. We now show that as the
endemic equilibrium loses stability, periodic solutions can bifurcate from the endemic equilibrium.

To investigate the bifurcation and to simplify the mathematical analysis, we study the bifurcation in terms of the mutation rate $k$ and the two basic reproductive numbers $R_{1}$ and $R_{2}$ and assume that individuals infected by the two strains have the same recovery rate $\gamma_{1}=\gamma_{2}:=\gamma$, and hence $\sigma_{1}=\sigma_{2}:=\sigma$. Under these assumptions, and after some tedious algebraic manipulations, (6.6) becomes

$$
\begin{equation*}
a_{1} a_{2}-a_{3}=\mu\left(R_{1}-1\right)\left(R_{1}-R_{2}\right)\left(\mu-\frac{\sigma R_{2}}{R_{1}^{2}}\right) k+\sigma \mu^{2} R_{1}\left(2 R_{1}-R_{2}-1\right)+\frac{\mu \sigma^{2}\left(R_{1}-R_{2}\right)^{2}}{R_{1}} \tag{6.8}
\end{equation*}
$$

All terms in (6.8) are positive except $\mu-\sigma R_{2} / R_{1}^{2}$. If $\mu R_{1}^{2} \geq \sigma R_{2}$, then $a_{1} a_{2}>a_{3}$. It follows from the Routh-Hurwitz criterion that the endemic equilibrium $E^{*}$ is locally asymptotically stable.

Suppose $\mu R_{1}^{2}<\sigma R_{2}$. We define a critical number $k_{0}$ as

$$
\begin{equation*}
k_{0}=\frac{\sigma \mu R_{1}^{3}\left(2 R_{1}-R_{2}-1\right)+\sigma^{2}\left(R_{1}-R_{2}\right)^{2} R_{1}}{\left(R_{1}-1\right)\left(R_{1}-R_{2}\right)\left(\sigma R_{2}-\mu R_{1}^{2}\right)} \tag{6.9}
\end{equation*}
$$

such that $E^{*}$ is locally asymptotically stable if $k<k_{0}$ and is unstable if $k>k_{0}$. For $k=k_{0}$, the characteristic equation (6.5) for the linearization of system (6.1) has two pure imaginary roots. The parameter $k$ can be used as a bifurcation parameter such that as $k$ passes through $k_{0}$, a Hopf bifurcation occurs and a periodic solution bifurcates from the endemic equilibrium.

The reproductive numbers $R_{1}$ and $R_{2}$ can also be used as bifurcation parameters. Rewrite $a_{1} a_{2}-a_{3}$ as a quadratic function of $R_{1}-R_{2}$ :

$$
a_{1} a_{2}-a_{3}=\mu d_{2}\left(R_{1}-R_{2}\right)^{2}+\mu d_{1}\left(R_{1}-R_{2}\right)+\mu d_{0}
$$

where

$$
\begin{aligned}
d_{0} & :=\sigma \mu R_{1}\left(R_{1}-1\right) \\
d_{1} & :=\left(R_{1}-1\right)\left(\mu-\sigma / R_{1}\right) k+\sigma \mu R_{1} \\
d_{2} & :=\sigma^{2} / R_{1}+\sigma\left(R_{1}-1\right) k / R_{1}^{2}
\end{aligned}
$$

Fixing $R_{1}$ and then solving the equation $d_{2}\left(R_{1}-R_{2}\right)^{2}+d_{1}\left(R_{1}-R_{2}\right)+d_{0}=0$ for $R_{2}$ yields the two solutions

$$
R_{2}^{+}=R_{1}+\frac{d_{1}+\sqrt{d_{1}^{2}-4 d_{2} d_{0}}}{2 d_{2}}, \quad R_{2}^{-}=R_{1}+\frac{d_{1}-\sqrt{d_{1}^{2}-4 d_{2} d_{0}}}{2 d_{2}}
$$

For $R_{1}>1, d_{2}>0$ and $d_{0}>0$. If $R_{1}>R_{2}$ and $d_{1}^{2}<4 d_{2} d_{0}$, the inequality $a_{1} a_{2}-a_{3}>0$ always holds. The endemic equilibrium, $E^{*}$, is locally asymptotically stable. If $d_{1}^{2}>4 d_{2} d_{0}, E^{*}$ is locally asymptotically stable provided $0<R_{2}<R_{2}^{-}$or $R_{2}^{+}<R_{2}<R_{1}$ and is unstable provided $R_{2}^{-}<R_{2}<R_{2}^{+}$. As $R_{2}$ passes through $R_{2}^{-}$or $R_{2}^{+}$, periodic solutions bifurcate from the endemic equilibrium.

The dynamics of system (6.1) are summarized, based on $R_{1}$ and $R_{2}$, in Figure 1. We divide the $R_{1}-R_{2}$ plane into five regions. In Region I, $R_{1}<1$ and $R_{2}<1$. The infection-free equilibrium, $E_{0}$, is the only equilibrium and is globally asymptotically stable. In both Regions II and III, the boundary equilibrium, $E_{1}$, is globally asymptotically stable, whereas the endemic equilibrium, $E^{*}$, does not exist in Region II


FIG. 1. Schematic illustrations of dynamical behavior of system (6.1) based on the reproductive numbers, $R_{1}$ and $R_{2}$. The infection-free equilibrium, $E_{0}$, is the only equilibrium in Region I and is globally asymptotically stable. The boundary equilibrium, $E_{1}$, exists in Regions II, III, and V. It is globally asymptotically stable in both Regions II and III but is unstable in Region V. The endemic equilibrium, $E^{*}$, exists in Regions III, IV, and V. It is unstable in Region III and in the interior of the region enclosed by the bifurcation curve L. It is locally asymptotically stable in the complement of the region enclosed by curve $L$ in IV and V. For a fixed $R_{1}$ in the interval of the projection of curve $L$ on the $R_{1}$-axis, as $R_{2}$ crosses through curve $L$, periodic solutions are bifurcated.
and exists but is unstable in Region III. While $E^{*}$ exists in both Regions IV and V and is the only nontrivial equilibrium in Region IV, and $E_{1}$ exists but is unstable in Region V , the stability of $E^{*}$ is determined by the closed bifurcation curve $L$ in these two regions. $E^{*}$ is unstable and a Hopf bifurcation takes place in the interior of the region enclosed by $L . E^{*}$ is asymptotically stable elsewhere in Regions IV and V.

We illustrate these results by examples using $k$, or $R_{1}$ and $R_{2}$, as bifurcation parameters.

Example 6.1. We use $k$ as a bifurcation parameter and let $\sigma_{1}=\sigma_{2}=1 / 2$, $\mu=1 / 100, R_{1}=3$, and $R_{2}=2$. System (6.1) becomes

$$
\begin{align*}
\frac{d S}{d t} & =\frac{1}{100}\left(S^{0}-S\right)-\left(\frac{3+6 k}{2 S^{0}} I+\frac{1}{S^{0}} J\right) S \\
\frac{d I}{d t} & =\frac{3+6 k}{2 S^{0}} S I-\frac{1+2 k}{2} I  \tag{6.10}\\
\frac{d J}{d t} & =\frac{1}{S_{0}} S J-\frac{1}{2} J+k I
\end{align*}
$$

and has the endemic equilibrium

$$
E^{*}=\left(\frac{S^{0}}{3}, \frac{S^{0}}{75(1+6 k)}, \frac{2 k S^{0}}{25(1+6 k)}\right)=\left(S^{*}, I^{*}, J^{*}\right)
$$

The linearization of system (6.10) at $E^{*}$ has the characteristic equation

$$
\begin{equation*}
f(\rho)=\rho^{3}+\frac{59}{300} \rho^{2}+\left(\frac{k}{150}+\frac{3}{200}\right) \rho+\frac{k}{300}+\frac{1}{600}=0 \tag{6.11}
\end{equation*}
$$

The critical number $k_{0}$ defined in (6.9) can be determined as $k_{0}=33 / 52$. Then, if $k<33 / 52$, all roots of (6.11) have negative real part, and hence the endemic equilibrium of $(6.10)$ is stable. If $k>33 / 52$, there exist two roots with positive real part, and hence the endemic equilibrium of system (6.10) is unstable. For $k=33 / 52$, (6.11) has a negative real root and two pure imaginary conjugates:

$$
\rho_{1}=-\frac{59}{300}, \quad \rho_{2}=\frac{\sqrt{13}}{26} i, \quad \rho_{3}=-\frac{\sqrt{13}}{26} i
$$

For $k$ greater than, but near $33 / 52$, (6.11) has a negative real root $\rho_{1}(k)$ and a pair of complex conjugates $\rho_{2}(k)=\bar{\rho}_{3}(k):=\xi(k)+i \eta(k)$. Substituting the complex conjugates into (6.11) and then separating the real and imaginary parts yields the equations for $\xi(k)$ and $\eta(k)$ :

$$
\begin{align*}
& \xi^{3}-3 \xi \eta^{2}+\frac{59}{300} \xi^{2}-\frac{59}{300} \eta^{2}+\frac{k}{150} \xi+\frac{3}{200} \xi+\frac{k}{300}+\frac{1}{600}=0  \tag{6.12}\\
& 3 \xi^{2} \eta-\eta^{3}+\frac{59}{150} \xi \eta+\frac{k}{150} \eta+\frac{3}{200} \eta=0
\end{align*}
$$

By differentiating (6.12) with respect to $k$, we have

$$
\begin{align*}
& \left(3 \xi^{2}-3 \eta^{2}+\frac{59}{150} \xi+\frac{k}{150}+\frac{3}{200}\right) \frac{d \xi}{d k}-\left(6 \xi \eta+\frac{59}{150} \eta\right) \frac{d \eta}{d k}+\frac{1}{150} \xi+\frac{1}{300}=0  \tag{6.13}\\
& \left(6 \xi \eta+\frac{59}{150} \eta\right) \frac{d \xi}{d k}+\left(3 \xi^{2}-3 \eta^{2}+\frac{59}{150} \xi+\frac{k}{150}+\frac{3}{200}\right) \frac{d \eta}{d k}+\frac{1}{150} \eta=0
\end{align*}
$$

Solving (6.13) for $d \xi / d k$ and substituting $k=33 / 52, \xi=0$, and $\eta=\sqrt{13} / 26$ into the expression of $d \xi / d k$ yields $d \xi / d k=169 / 9679>0$. Therefore, system (6.10) undergoes a Hopf bifurcation and a periodic solution is bifurcated near $k=33 / 52$.

To determine the bifurcation direction, we first discuss the stability of the endemic equilibrium of system (6.10) as $k=33 / 52$. Let $x_{1}=S-S^{*}, y_{1}=I-I^{*}$, and $z_{1}=J-J^{*}$ to transform the endemic equilibrium to the origin of a new system. Using the linear transformation

$$
\begin{aligned}
& x_{1}=\frac{3125 \sqrt{13}}{767} y-\frac{125}{6} z \\
& y_{1}=x+z \\
& z_{1}=\frac{639}{236} x-\frac{1125 \sqrt{13}}{3068} y-\frac{539}{39} z
\end{aligned}
$$

and rescaling $t=2 \sqrt{13} \hat{t}$, we transform the resulting system into

$$
\begin{aligned}
\frac{d x}{d \hat{t}} \approx & y+319.95\left(S^{0}\right)^{-1} x y-453.74\left(S^{0}\right)^{-1} x z-6.93\left(S^{0}\right)^{-1} y^{2} \\
& +243.20\left(S^{0}\right)^{-1} y z-330.96\left(S^{0}\right)^{-1} z^{2} \\
\frac{d y}{d \hat{t}} \approx & -x+13.55\left(S^{0}\right)^{-1} x y-19.22\left(S^{0}\right)^{-1} x z+19.36\left(S^{0}\right)^{-1} y^{2} \\
& +228.07\left(S^{0}\right)^{-1} y z-362.37\left(S^{0}\right)^{-1} z^{2} \\
\frac{d z}{d \hat{t}} \approx & -1.42 z+40.63\left(S^{0}\right)^{-1} x y-57.62\left(S^{0}\right)^{-1} x z+6.93\left(S^{0}\right)^{-1} y^{2} \\
& +117.39\left(S^{0}\right)^{-1} y z-180.40\left(S^{0}\right)^{-1} z^{2}
\end{aligned}
$$

The nonlinear terms of the right-hand side of system (6.14) are quadratic and satisfy the existence conditions of the center manifold theorem [4, 12]. Hence, there exists a manifold $z=h(x, y)$ of system (6.14) which can be expanded as

$$
\begin{equation*}
z=h_{20} x^{2}+h_{11} x y+h_{02} y^{2}+o\left(r^{2}\right), \quad r=\sqrt{x^{2}+y^{2}} \tag{6.15}
\end{equation*}
$$

where $o\left(r^{2}\right)$ denotes higher order terms and $h_{i j}$ are to be determined.
Substituting (6.15) into system (6.14), we obtain

$$
h_{20}=8.38\left(S^{0}\right)^{-1}, \quad h_{11}=11.89\left(S^{0}\right)^{-1}, \quad h_{02}=-3.50\left(S^{0}\right)^{-1}
$$

Substituting (6.15) with these $h_{i j}$ again into the first two equations of system (6.14), we have the following equations on the center manifold:

$$
\begin{align*}
\frac{d x}{d \hat{t}}= & y-6.93\left(S^{0}\right)^{-1} y^{2}+319.95\left(S^{0}\right)^{-1} x y-3802.35\left(S^{0}\right)^{-2} x^{3}-3357.04\left(S^{0}\right)^{-2} x^{2} y  \tag{6.16}\\
& +4479.62\left(S^{0}\right)^{-2} x y^{2}-851.17\left(S^{0}\right)^{-2} y^{3}+o\left(r^{3}\right) \\
\frac{d y}{d \hat{t}}= & -x+13.55\left(S^{0}\right)^{-1} x y+19.36\left(S^{0}\right)^{-1} y^{2}-161.06\left(S^{0}\right)^{-2} x^{3} \\
& +1682.70\left(S^{0}\right)^{-2} x^{2} y+2779.06\left(S^{0}\right)^{-2} x y^{2}-798.25\left(S^{0}\right)^{-2} y^{3}+o\left(r^{3}\right)
\end{align*}
$$

Consider the function

$$
\begin{aligned}
V(x, y)= & x^{2}+y^{2}-239.10\left(S^{0}\right)^{-1} x^{3}-38.71\left(S^{0}\right)^{-1} x y^{2}+4.42\left(S^{0}\right)^{-1} y^{3} \\
& +59133.80\left(S^{0}\right)^{-2} x^{4}-6381.38\left(S^{0}\right)^{-2} x^{3} y-151.46\left(S^{0}\right)^{-2} x y^{3} \\
& -2462.13\left(S^{0}\right)^{-2} y^{4}
\end{aligned}
$$

It is positive definite in a small neighborhood of the origin. Along the trajectories of system (6.16),

$$
\left.\frac{d V(x, y)}{d t}\right|_{(6.16)}=-1223.33\left(S^{0}\right)^{-2}\left(x^{2}+y^{2}\right)^{2}+o\left(r^{4}\right)<0
$$

Therefore, $V$ is a Lyapunov function for system (6.16) and the trivial solution of system (6.16) is asymptotically stable. It follows from the reducible principle of the center manifold theorem that the trivial solution of system (6.14), and hence the endemic equilibrium of system (6.10), is asymptotically stable for $k=33 / 52$. Since the endemic equilibrium is unstable for $k>33 / 52$, it follows from the Hopf bifurcation theorem that there exists a stable periodic solution in the neighborhood of the endemic equilibrium of system (6.10).

We illustrate the stable endemic equilibrium $\left(k<k_{0}\right)$ and the stable periodic solutions $\left(k>k_{0}\right)$ in Figures 2 and 3. In Figure $2, k=0.135<k_{0}=0.6346$, and the endemic equilibrium $E^{*}=(3.3363,0.0074,0.0059)$ is asymptotically stable. In Figure $3, k=0.9846>k_{0}=0.6346$, and the endemic equilibrium $E^{*}$ is unstable. The solutions quickly converge to the stable periodic solution.

Example 6.2. In this example, we use $R_{1}$ and $R_{2}$ as bifurcation parameters. Let


Fig. 2. The solutions of system (6.1) for $\mu=0.01, \gamma_{1}=\gamma_{2}=0.49, R_{1}=3$, and $R_{2}=2$. The mutation rate $k=0.135$ is used as a bifurcation parameter and is less than the critical value $k_{0}=33 / 52$. The endemic equilibrium $(3.3363,0.0074,0.0059)$ is asymptotically stable. The top two figures are the solutions of $I$ and $J$ versus time $t$. The bottom figure is the projected $I-J$ phase plane of the phase space.
$\sigma_{1}=\sigma_{2}=1 / 10, \mu=1 / 100$, and $k=9 / 10$ in system (6.1), so that we have

$$
\begin{align*}
\frac{d S}{d t} & =\frac{1}{100}\left(S^{0}-S\right)-\left(\frac{R_{1}}{S^{0}} I+\frac{R_{2}}{10 S^{0}} J\right) S \\
\frac{d S}{d t} & =\frac{R_{1}}{S^{0}} S I-I  \tag{6.17}\\
\frac{d S}{d t} & =\frac{R_{2}}{10 S_{0}} S J-\frac{1}{10} J+\frac{9}{10} I
\end{align*}
$$

In region $D:=\left\{\left(R_{1}, R_{2}\right) \mid R_{1}>R_{2}, R_{1}>1\right\}$, the endemic equilibrium of system (6.17) is given by

$$
E^{*}=\left(\frac{S^{0}}{R_{1}}, \frac{S^{0}\left(R_{1}-1\right)\left(R_{1}-R_{2}\right)}{10\left(10 R_{1}-R_{2}\right) R_{1}}, \frac{9 S^{0}\left(R_{1}-1\right)}{10\left(10 R_{1}-R_{2}\right)}\right)
$$

The characteristic equation of the linearization of system (6.17) at $E^{*}$ is

$$
\begin{equation*}
f(\rho)=\rho^{3}+a_{1} \rho^{2}+a_{2} \rho+a_{3}=0 \tag{6.18}
\end{equation*}
$$



Fig. 3. All parameters are the same as those in Figure 2, except the mutation rate $k=0.9846$ is greater than the critical value $k_{0}=33 / 52$. The endemic equilibrium is unstable and a stable periodic solution is bifurcated from the endemic equilibrium. The top two figures show how the solutions with initial values near the unstable endemic equilibrium rapidly converge to the stable periodic solution. This can be also seen in the bottom figure of the I-J phase plane.
where

$$
\begin{aligned}
& a_{1}=\frac{R_{1}^{2}+10 R_{1}-10 R_{2}}{100 R_{1}} \\
& a_{2}=\frac{11 R_{1}^{2}-10 R_{1} R_{2}-10 R_{1}+9 R_{2}}{1000 R_{1}}, \\
& a_{3}=\frac{(R 1-1)(R 1-R 2)}{1000 R_{1}}
\end{aligned}
$$

$E^{*}$ is asymptotically stable if

$$
\begin{equation*}
a_{1} a_{2}-a_{3}=\frac{100 R_{2}^{2} R_{1}-90 R_{2}^{2}-101 R_{2} R_{1}^{2}+90 R_{1} R_{2}-10 R_{1}^{3} R_{2}+11 R_{1}^{4}}{100000 R_{1}^{2}}>0 \tag{6.19}
\end{equation*}
$$

Define function $H\left(R_{2}\right)$ as the numerator in (6.19). Then

$$
H\left(R_{2}\right)=\left(100 R_{1}-90\right) R_{2}^{2}-\left(10 R_{1}^{3}+101 R_{1}^{2}-90 R_{1}\right) R_{2}+11 R_{1}^{4}
$$

The two zeros $R_{2}^{(1)}<R_{2}^{(2)}$, for $R_{1}$ and $R_{2}$, are in $D$, if

$$
Q\left(R_{1}\right):=\left(10 R_{1}^{3}+101 R_{1}^{2}-90 R_{1}\right)^{2}-44 R_{1}^{4}\left(100 R_{1}-90\right)>0
$$



Fig. 4. The reproductive numbers $R_{1}$ and $R_{2}$ are used as bifurcation parameters. The parameters $R_{1}=3, R_{2}^{(1)}=1.5$, and $R_{2}=0.2$ are chosen so that $R_{2}<R_{2}^{(1)}$. Then $R_{1}$ and $R_{2}$ are in Region IV in Figure 1. The endemic equilibrium exists and is asymptotically stable.

Numerical computations verify that $Q\left(R_{1}\right)$ has two zeros, $R_{1}^{(1)}<R_{1}^{(2)}$, in the intervals $(1.01,1.04)$ and $(4.50,4.60)$, respectively. If $R_{1}<R_{1}^{(1)}$ or $R_{1}>R_{1}^{(2)}$, then $Q\left(R_{1}\right)<0$, and if $R_{1}^{(1)}<R_{1}<R_{1}^{(2)}$, then $Q\left(R_{1}\right)>0$.

Suppose $R_{1}<R_{1}^{(1)}$ or $R_{1}>R_{1}^{(2)}$. Then $Q\left(R_{1}\right)<0$ and $H\left(R_{2}\right)$ is always positive. If $R_{1}^{(1)}<R_{1}<R_{1}^{(2)}$, then $Q\left(R_{1}\right)>0$ and there are two zeros of $H\left(R_{1}\right), R_{2}^{(1)}<R_{2}^{(2)}$ in $D$. If, moreover, $R_{2}<R_{2}^{(1)}$ or $R_{2}>R_{2}^{(2)}$, then $H\left(R_{2}\right)>0$. Hence, in either case, $H\left(R_{2}\right)>0$ and $E^{*}$ is asymptotically stable. However, if $R_{1}^{(1)}<R_{1}<R_{1}^{(2)}$ but $R_{2}^{(1)}<R_{2}<R_{2}^{(2)}$, then $H\left(R_{2}\right)<0$, for $R_{2}$ in $D$, and the endemic equilibrium is unstable.

For each $R_{1}$ in the interval $\left(R_{1}^{(1)}, R_{1}^{(2)}\right)$, $E^{*}$ changes its stability as $R_{2}$ increases from 0 to $R_{1}$. $E^{*}$ is stable for $R_{2}$ in $\left(0, R_{2}^{(1)}\right)$, unstable for $R_{2}$ in $\left(R_{2}^{(1)}, R_{2}^{(2)}\right)$, and stable again for $R_{2}$ in $\left(R_{2}^{(2)}, R_{1}\right)$. At $R_{2}=R_{2}^{(1)}$ or $R_{2}=R_{2}^{(2)}$, the roots of characteristic equation (6.18) are imaginary indicating the existence of a periodic solution by Hopf bifurcation theory.

In numerical simulations, we fix $R_{1}=3$. The two roots of $H\left(R_{2}\right)=0$ are $R_{2}^{(1)}=3 / 2$ and $R_{2}^{(2)}=99 / 35$. The characteristic roots of (6.18), with $R_{2}^{(1)}=3 / 2$, are $\rho=-2 / 25, \rho=\sqrt{5} / 20 i$, and $\rho=-\sqrt{5} / 20 i$. The characteristic roots of (6.18), for $R_{2}^{(2)}=99 / 35$, are $\rho=-1 / 28, \rho=\sqrt{2} / 25 i$, and $\rho=-\sqrt{2} / 25 i$.

In Figure $4, \beta_{1}=0.3$ and $\beta_{2}=0.002$, and $R_{2}=0.2<R_{2}^{(1)}$. The endemic equilib-


Fig. 5. The parameters are chosen as in Figure 4, except $R_{2}=2$ by increasing $\beta_{2}$ to 0.02 whereas $\beta_{2}=0.002$ in Figure 4. Then $R_{2}^{(1)}<R_{2}<R_{2}^{(2)}=2.829$, and $R_{1}$ and $R_{2}$ are in the interior of the region enclosed by the bifurcation curve L, in Figure 1. The endemic equilibrium loses its stability. A periodic solution is bifurcated and is asymptotically stable.
rium $E^{*}=(3.3348,0.02627,0.6032)$ is locally asymptotically stable, as is shown. We then increase $\beta_{2}$ to 0.02 so that $R_{2}=2$, which is between $R_{2}^{(1)}$ and $R_{2}^{(2)}$. The endemic equilibrium loses its stability and a periodic solution is bifurcated from the endemic equilibrium, as is shown in Figure 5. We continue increasing $\beta_{2}$ to 0.0286 such that $R_{2}=2.8571>R_{2}^{(2)}$. The periodic solution disappears and the endemic equilibrium, $E^{*}=(3.3358,0.0035,0.6621)$, regains its stability, as is shown in Figure 6.
7. Concluding remarks. One of the challenges in modeling the spread of infectious diseases is to understand and predict the spread of competing strains of the same pathogen. After a strain of a pathogen infects a host, the mutation can be caused by an attempt of a pathogen to evade the immune defense of the host, the effect of selective immunologic pressure, or possibly adaptation to a more efficiently transmitted or better replicating pathogen.

We have formulated a simple compartmental mathematical model for the competition, mutation, and spread of a pathogen and its mutant strain. The model accounts for a continuous infection-age structure for the original pathogen, and the mutation rate of the pathogen depends on how long the host has been infected.

We model the transmission dynamics of pathogens by a system of partial differ-ential-integral equations. We established conditions for the existence and stability of the infection-free equilibrium, the boundary equilibrium, and the endemic equilibrium. We derived formulas for the reproductive numbers, $R_{1}$ and $R_{2}$, for the two strains


Fig. 6. The parameters are chosen as in Figure 4 except $\beta_{2}=0.0286$ so that $R_{2}=2.857>R_{2}^{(2)}$. Then $R_{1}$ and $R_{2}$ are in Region V and above the region enclosed by the bifurcation curve $L$. The endemic equilibrium regains its stability.
based on the local stability of the infection-free equilibrium. We established the conditions for existence of the boundary equilibrium, $E_{1}$, where only one strain of the pathogen is in circulation, and the endemic equilibrium, $E^{*}$, where both the strain and its mutant are in circulation. We obtained stability conditions for $E_{1}$. These conditions, listed in Table 1, are expressed in terms of the two reproductive numbers. We investigated the stability of $E^{*}$ and derived the characteristic equation of the linearization about $E^{*}$. The roots of this transcendental equation determine the stability of $E^{*}$.

To gain insight into transmission dynamics of the diseases with mutating strains, we simplified the model to make it more analytically tractable. By assuming the pathogen mutates with a constant rate, the PDE system is reduced into a system of ODEs. For pathogens with a constant mutation rate, we extended the local stability results for the infection-free and boundary equilibria of the ODE system, to prove that if $R_{0}<1, E_{0}$ is not only locally but also globally asymptotically stable. We also proved that if $R_{1}<1<R_{2}$, then $E_{1}$ is globally asymptotically stable.

We established explicit conditions for the stability of the endemic equilibrium $E^{*}$ when the mutation rate is constant. Furthermore, we identified the regions for the parameters where $E^{*}$ loses its stability and periodic solutions bifurcate from $E^{*}$. For the special case where the two strains have the same recovery rate, we proved Hopf bifurcations using either the mutation rate, $k$, or the reproductive numbers, $R_{1}$ and $R_{2}$, as bifurcation parameters.

For the case where $R_{1}=3>R_{2}=2>1$, we used $k$ as a bifurcation parameter and identified regions where $E_{0}$ and $E_{1}$ are both unstable. In Example 6.1, we established a critical value, $k_{0}$, such that if $k<k_{0}$, the endemic equilibrium is asymptotically stable, and if $k>k_{0}$, the endemic equilibrium is unstable and periodic solutions appear through a Hopf bifurcation. We presented numerical simulations to illustrate that if both reproductive numbers exceed the threshold value, then the mutant cannot completely wipe out the original pathogen strain. We also showed that if the mutation rate is below the critical value, $k_{0}$, the two strains can coexist and eventually stay at a constant steady state level. On the other hand, if the mutation rate is above the critical value, $k_{0}$, there can be sustained periodic oscillations of the two pathogen strains. This phenomenon may furnish us with an interpretation of periodic appearance of pathogen strains of some diseases, such as influenza, and can provide useful guidance for disease intervention programs. Note that in this example we fixed $R_{2}$. Since $R_{2}$ is a function of the mutation rate, $k$, as we vary $k$ we must also adjust the infection rate $\beta_{2}$ in the bifurcation analysis.

We also used $R_{1}$ and $R_{2}$ as bifurcation parameters, while fixing other parameters, including the mutation rate. Figure 1 illustrates the regions in the $R_{1}-R_{2}$ plane where the equilibria have different dynamics. We identified a closed bifurcation curve, $L$, for $R_{1}^{(1)}<R_{1}<R_{1}^{(2)}$, where if $R_{1}$ and $R_{2}$ are within the curve, the endemic solution is periodic. We showed that for $R_{1}$ in the interval $\left(R_{1}^{(1)}, R_{1}^{(2)}\right)$, as $R_{2}$ increases and passes through curve $L$, the stable steady state equilibrium changes its stability and becomes unstable. As $R_{2}$ continues to increase and passes through curve $L$ the second time, the steady state equilibrium regains its stability. That is, the curve $L$ identifies the parameter values where the solution undergoes a Hopf bifurcation.

Example 6.2 illustrates the Hopf bifurcation for $R_{1}^{(1)}<R_{1}<R_{1}^{(2)}$. In Figure 4, $\left(R_{1}, R_{2}\right)$ is outside the region enclosed by $L$ with $R_{2}$ below $L$. In this case, the endemic equilibrium is asymptotically stable and the two strains eventually coexist at a steady state level with $I^{*}=0.0035$. Figure 5 shows how when $\left(R_{1}, R_{2}\right)$ is within the $L$ the endemic solutions are periodic. In Figure $6,\left(R_{1}, R_{2}\right)$ are again outside $L$, but $R_{2}$ is above $L$. Once again, the two strains can coexist, but the steady state level $I^{*}=0.02627$ is much higher than in Figure 4 because the mutant in the latter case has a larger reproductive number.

These examples illustrate the wide range of behavior that can exist when a pathogen mutates in the host to create a second infectious mutant strain. The explicit formulas for the reproductive numbers and the detailed analysis for the existence and stability of the boundary equilibrium can provide insight into the complexity of these epidemics. For the simplified cases where the mutation rate is not infection-age dependent, we were able to establish conditions for the global stability of the infection-free and boundary equilibria. Our analysis of the situation where the steady state equilibrium loses its stability through a Hopf bifurcation, and periodic solutions appear, may also help in understanding similar transitions in epidemics with mutating pathogens.
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# COMPLETE TRANSMISSION THROUGH A TWO-DIMENSIONAL DIFFRACTION GRATING* 
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#### Abstract

The propagation of a normally incident electromagnetic plane wave through a twodimensional metallic grating is modeled and analyzed. The period of the structure $A$ is on the order of the incident wave length $\lambda$, but the height of the channel $H$ separating the blocks is very small. Exploiting the small parameter $H / A$, an approximate transmission coefficient is obtained for the grating. For a fixed frequency this coefficient is $O(H / A)$ except near resonant lengths where it is $O(1)$. That is, for certain widths the structure is transparent. Similarly, for a fixed length the transmission coefficient has the same resonant features as a function of frequency.


Key words. gratings, electromagnetics, diffraction, scattering matrices, asymptotic approximations

AMS subject classifications. 35J25, 41A60, 78A45, 78M35

DOI. 10.1137/S0036139903427398

1. Introduction. There has been considerable recent interest in the study of electromagnetic propagation through a particular grating structure [1,2]. This structure is taken at first approximation to be an infinite slab in the $X-Y$ plane, but with a finite thickness $L$ in the $Z$-direction. A periodic array of identical holes are bored through the slab, parallel to the $Z$-axis. The period of the structure $A$ in the $X-Y$ plane is on the order of the wavelength $\lambda$ of the incident electromagnetic plane wave, the holes are very small in comparison, and the thickness $L \sim \lambda$. Experimental results $[1,2]$ show that very little of the wave propagates through the slab. This makes sense due to the size of the holes compared to $\lambda$. However, at certain resonant frequencies, there is significant transmission. It is precisely this feature that has generated interest in this structure as an element in photonic and microwave circuits. For example, the complete transmission at select frequencies makes this grating structure useful as a highly selective filter. On the other hand, utilizing its almost complete reflection for bands of frequencies suggests that the grating can be used as a mirror in Fabry-Perot resonators.

Although the electromagnetic boundary value problem describing this physical problem is easy to state, it has no closed form solution even for simply shaped holes such as circles [1], squares, and cross-like geometries [2]. This is basically because there is a mismatch between the geometries of the hole and the fundamental cell in the $X-Y$ plane, and the complication of requiring continuity of tangential electromagnetic fields across the hole boundary. An approximate method, based on heuristic reasoning, has been employed to study this structure and to explain the phenomenon of complete transmittance [3].

In this paper we consider a two-dimensional version of this problem in which the structure is composed of perfectly conducting metal brick cylinders separated by thin channels which take the place of the holes. A schematic of the structure is shown

[^1]

Fig. 1(a).
in Figure 1(a). The incident electromagnetic field is polarized so that the magnetic field is parallel to the $Z$-axis. The boundary value problem describing this physical configuration is scalar and amenable to analysis. We will show that this grating structure has the property of complete transmission at certain resonant frequencies.

We attack this problem by using S-matrix theory; we divide the problem into two pieces, analyze each separately, and then recombine the results to obtain a simple, explicit representation of the transmission coefficient. This approach is similar in spirit to the technique we employed to study large resonant structures [4]. Our analysis of the present problem shows that the transmission coefficient for the grating depends, remarkably, upon only a single real number $t(\lambda, H)$ which is a function of the wavelength of the incident plane wave and the height of the channel. This is the mathematical underpinning of the physics of the grating structure. The determination of $t$ requires the solution of a single auxiliary scattering problem which involves the same grating structure with $L=\infty$. We solve this problem using a modal expansion procedure that is similar to the one used in [5]. It yields a single infinite system of algebraic equations. We make explicit use of the smallness of the channel height and derive an asymptotic approximation of the solution to these equations from which we deduce $t$. Our approximate transmission coefficient has the property seen in the three-dimensional grating structures. It is essentially zero for small channel heights, except at and near a discrete set of resonant frequencies.

A grating structure very similar to the one shown in Figure 1(a) was studied using a straightforward modal analysis [5]. By matching the modal expansions of the tangential electric and magnetic fields, which are valid inside the channel, with similar
expansions outside the channel, the authors arrived at two coupled infinite systems of linear equations whose solution yielded the required transmission and reflection coefficients. This approach can be modified to handle our grating, and the results can be simplified by considering a very narrow channel. The results of such an approach have recently been stated [6]. Another approach has been used to study a similar grating [7]. It involves a coordinate transformation, which reduces the grating to a flat surface, and a Fourier analysis of the resulting periodic Helmholtz equation. The novelty of our approach, compared to these, is its simplicity and its ability to produce a simple formula for the transmission coefficient of the grating which depends upon only $t(\lambda, H)$.

We finish this section by briefly outlining the remainder of this paper. In section 2 we formulate the scattering problem in dimensionless quantities. Section 3 contains the description of our S-matrix method. Specifically, we consider two auxiliary scattering problems and discuss their individual S-matrices. We show that both of these can be described by a single complex number $\tau_{0}$ which physically is the transmission coefficient for the first auxiliary problem. Exploiting the unitary character of either S-matrix we show that $\tau_{0}$ lies on a circle, $C_{0}$, in the complex plane whose center and radius are known. The number $t$ described in the above paragraph is essentially the angle pinning $\tau_{0}$ down. Using connection formulae, which ignore the effects of evanescent modes in the channel, the formula for the transmission coefficient is derived.

In section 4 the boundary value problem required to determine $\tau_{0}$ is presented and a normal mode method is described to solve the problem. We derive an asymptotic approximation of the solution of these equations in the limit as $H / A \rightarrow 0$. From this result we obtain an approximation of $t$ and hence $\tau_{0}$. We find that this approximation of $\tau_{0}$ lies on the circle $C_{0}$.

In section 5 we put all the ingredients together to obtain our approximation of the transmission coefficient. From this simple formula we are able to easily deduce the resonant structure of the problem. Specifically, we obtain a formula for the resonant lengths, for a fixed frequency, at which the grating is essentially transparent. We also show that there is very little transmission through the grating for other lengths, especially for $H / A \ll 1$. Similarly, when the length is fixed, we deduce a formula for the resonant frequencies of the structure. At these frequencies the grating is again transparent, and for others it is opaque.

In section 6 we briefly discuss the case when the incident wave obliquely strikes the grating. The problem is more difficult in general but asymptotically the same for $H / A \ll 1$. There is one slight modification which does not significantly alter our formulae and the resonant structure of the grating. Finally, in section 7 we offer a short conclusion and further discussion.
2. Formulation. A TM polarized electromagnetic plane wave impinges, normally, upon the periodic structure shown in Figure 1(a). The shaded regions indicate a perfectly conducting material. In all that follows the spatial variables have been scaled with respect to the period of the structure $A$ and are denoted by lower case letters; the magnetic field $P$ has been scaled with respect to the amplitude of the incident wave.

Since the structure is periodic, it is sufficient to study the wave propagation and scattering in the fundamental cell shown, in dimensionless form, in Figure 1(b). The magnetic field within this region satisfies the Helmholtz equation

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x^{2}} P+\frac{\partial^{2}}{\partial z^{2}} P+k^{2} P=0 \tag{1a}
\end{equation*}
$$



Fig. 1(b).
where $k=\omega A / c_{0}, \omega$ is the frequency in radians of the incident wave, and $c_{0}$ is the speed of light in air. The length of the structure, $l=L / A$, is order one in this scaling, and the height of the air-filled channel, $h=H / A \ll 1$, is very small. On the walls of the channel, the normal derivative of the magnetic field is zero; i.e.,

$$
\begin{equation*}
\frac{\partial}{\partial z} P=0 \tag{1b}
\end{equation*}
$$

On the boundaries of the fundamental cell the field is taken to periodic.
The field to the left of the structure, $z<0$, is given by

$$
\begin{equation*}
P=e^{i k z} \psi_{0}+\sum_{n=0}^{\infty} R_{n} \psi_{n}(x) e^{-i \beta_{n} z} \tag{2a}
\end{equation*}
$$

and to the right of the structure, $z>l$,

$$
\begin{equation*}
P=\sum_{n=0}^{\infty} T_{n} \psi_{n}(x) e^{i \beta_{n} z} \tag{2b}
\end{equation*}
$$

where $R_{n}$ and $T_{n}$ are the unknown reflection and transmission coefficients, respectively. The orthonormal eigenfunctions and propagation constants are

$$
\begin{gather*}
\psi_{0}=1, \quad \psi_{n}=\sqrt{2} \cos (2 n \pi x), \quad n \neq 0  \tag{2c}\\
\beta_{n}=\sqrt{k^{2}-4 n^{2} \pi^{2}} \tag{2~d}
\end{gather*}
$$

where the sines have been omitted due to the symmetry of the incident wave about the $z$-axis. The field inside the channel is given by

$$
\begin{equation*}
P=\sum_{n=0}^{\infty}\left[A_{n} e^{-i k_{n} z}+B_{n} e^{i k_{n} z}\right] \phi_{n} \tag{3a}
\end{equation*}
$$


$\qquad$
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where the $A_{n}$ and $B_{n}$ are unknown constants, and the orthonormal eigenfunctions and propagation constants are

$$
\begin{align*}
\phi_{0}=\frac{1}{\sqrt{h}}, \quad \phi_{n} & =\sqrt{\frac{2}{h}} \cos \frac{2 n \pi}{h}\left(x+\frac{h}{2}\right), \quad n \geq 1  \tag{3b}\\
k_{n} & =\sqrt{k^{2}-\frac{4 n^{2} \pi^{2}}{h^{2}}}, \tag{3c}
\end{align*}
$$

where the sines again are omitted because of the symmetry of the incident field. It is assumed here that the wave number $k<2 \pi$ so that only $\beta_{0}$ is real and hence all of the other modes outside of the structure are evanescent. With this restriction on $k$ and the fact that $h \ll 1$ it follows that only $k_{0}$ is real and all the other modes in the channel are evanescent, too. Finally, from their definitions it is clear that $\beta_{0}=k_{0}=k$.
3. The method. We shall begin this section by considering two auxiliary problems whose solutions can be used to construct an approximate solution to (1)-(3). These problems involve the same Helmholtz equation and boundary conditions, but now we let $l \rightarrow \infty$ so that the structure becomes semi-infinite. Accordingly, the fundamental cell becomes semi-infinite; its geometry is shown in Figure 2(a). These problems are two-dimensional versions of the three-dimensional acoustic cases studied in [8].

The auxiliary problems. In the first problem we consider an incident mode of unit strength striking this structure from the left; this corresponds to a normally incident plane wave. The field is given there by

$$
\begin{equation*}
P_{1}=e^{i k z} \psi_{0}+\sum_{n=0}^{\infty} r_{n} \psi_{n}(x) e^{-i \beta_{n} z}, \quad z<0 \tag{4a}
\end{equation*}
$$

The resulting field within the channel is

$$
\begin{equation*}
P_{1}=\sum_{n=0}^{\infty} \tau_{n} \phi_{n}(x) e^{i k_{n} z}, \quad z>0 \tag{4b}
\end{equation*}
$$

where there are only modes propagating to the right. The determination of $r_{n}$ and $\tau_{n}$ must be determined approximately by a numerical method; we shall describe a particular method in section 4.

At this stage we shall quickly derive a relationship between $r_{0}$ and $\tau_{0}$ which will become very useful. It is

$$
\begin{equation*}
1-r_{0}=\sqrt{h} \tau_{0} \tag{5}
\end{equation*}
$$

This is derived by taking the partial derivative of (4a) with respect to $z$ at $z=-\delta$, where $\delta \ll 1$, i.e., just to the left of the channel. Then multiplying this result by $\psi_{0}$, integrating with respect to $x$, and using the orthonormality of the eigenfunctions, we obtain

$$
\begin{equation*}
\int_{-1 / 2}^{1 / 2} \frac{\partial}{\partial z} P_{1}(x,-\delta) \psi_{0} d x=i k\left(1-r_{0}\right) e^{i k \delta} \tag{6a}
\end{equation*}
$$

A similar calculation applied to $(4 \mathrm{~b})$ at $z=+\delta$ yields

$$
\begin{equation*}
\int_{-h / 2}^{h / 2} \frac{\partial}{\partial z} P_{1}(x, \delta) \phi_{0} d x=i k \tau_{0} e^{i k \delta} \tag{6b}
\end{equation*}
$$

We now let $\delta \rightarrow 0$ in (6a) and recall from (1b) that $P_{1 z}=0$ on the metal portion of the structure. This implies that the range of integration is now ( $-h / 2, h / 2$ ) in (6a). The exponential on the right-hand side goes to one. A similar limiting process applied to (6b) removes the exponential from its right-hand side. Since $P_{1 z}$ is continuous at $z=0$ within the channel and $\phi_{0}=\psi_{0} / \sqrt{h},(6 \mathrm{a})$ and (6b) can be combined to arrive at (5).

In the second auxiliary problem we consider an incident mode of unit strength striking the structure from the right. This corresponds to an incident mode in the channel. The field is given by

$$
\begin{equation*}
P_{2}=\sum_{n=0}^{\infty} \gamma_{n} \psi_{n}(x) e^{-i \beta_{n} z}, \quad z<0 \tag{7a}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{2}=e^{-i k z} \phi_{0}(x)+\sum_{n=0}^{\infty} \rho_{n} \phi_{n}(x) e^{i k_{n} z}, \quad z>0 \tag{7b}
\end{equation*}
$$

There is an analogous relation between $\gamma_{0}$ and $\rho_{0}$ that is very similar to (5) and is obtained along parallel lines of reasoning. It is

$$
\begin{equation*}
\sqrt{h} \rho_{0}+\gamma_{0}=\sqrt{h} \tag{8}
\end{equation*}
$$

The determination of $\rho_{0}$ and $\gamma_{0}$ must be found numerically.
There is a final and very useful relationship between $\gamma_{0}$ and $\tau_{0}$; it is simply

$$
\begin{equation*}
\gamma_{0}=\tau_{0} \tag{9}
\end{equation*}
$$

This follows from integrating the identity $\nabla \cdot\left\{P_{1} \nabla P_{2}-P_{2} \nabla P_{1}\right\}=0$ in the region $|z|<$ $z_{\infty}$, applying the divergence theorem, using the boundary conditions, and neglecting the evanescent modes. Here $z_{\infty} \gg 1$ is a fixed number.

Finally, we note that the relationships contained in (5), (8), and (9) can be combined to express $r_{0}, \rho_{0}$, and $\gamma_{0}$ in terms of $\tau_{0}$. Omitting the algebraic details, we list them here as

$$
\begin{gather*}
r_{0}=1-\sqrt{h} \tau_{0}, \quad \gamma_{0}=\tau_{0}  \tag{10a}\\
\rho_{0}=1-\frac{\tau_{0}}{\sqrt{h}} . \tag{10b}
\end{gather*}
$$

Thus, only the first auxiliary problem needs to be solved numerically to determine the reflection and transmission coefficients, of the propagating mode, for the second problem.

The $S$-matrix. The results of the proceeding subsection can be combined into two simple linear statements that constitute classical S-matrix theory used to characterize microwave circuits [9]. Let the semi-infinite structure, shown in Figure 2(a), be excited by a normally incident plane wave of strength $a_{0}$ from the left and by the lowest mode with strength $c_{0}$ from the right. A few wavelengths to the left of $z=0$, where the evanescent modes may be neglected, the field is given by

$$
\begin{equation*}
P=\left\{a_{0} e^{i k z}+b_{0} e^{-i k z}\right\} \psi_{0}(x) \tag{11a}
\end{equation*}
$$

and a few wavelengths to the right of $z=0$ by

$$
\begin{equation*}
P=\left\{d_{0} e^{i k z}+c_{0} e^{-i k z}\right\} \phi_{0}(x) \tag{11b}
\end{equation*}
$$

By the linearity of the Helmholtz equation and the boundary conditions (1), it follows that

$$
\begin{align*}
& b_{0}=r_{0} a_{0}+\gamma_{0} c_{0}  \tag{12a}\\
& d_{0}=\tau_{0} a_{0}+\rho_{0} c_{0} \tag{12b}
\end{align*}
$$

These can be rewritten with the aid of (10) as

$$
\begin{align*}
& b_{0}=\left(1-\sqrt{h} \tau_{0}\right) a_{0}+\tau_{0} c_{0}  \tag{13a}\\
& d_{0}=\tau_{0} a_{0}+\left(1-\frac{\tau_{0}}{\sqrt{h}}\right) c_{0} \tag{13b}
\end{align*}
$$

The coefficients in (13) form the S-matrix for our semi-infinite structure. We show in Appendix A that this matrix is unitary and, accordingly, that $\tau_{0}$ must lie on the circle

$$
\begin{equation*}
\left|\tau_{0}-\frac{\sqrt{h}}{1+h}\right|=\frac{\sqrt{h}}{1+h} \tag{14a}
\end{equation*}
$$

in the complex plane, which has the equivalent representation

$$
\begin{equation*}
\tau_{0}=\frac{2 \sqrt{h}}{(1+h)+i \eta}, \quad-\infty<\eta<\infty \tag{14b}
\end{equation*}
$$
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The real number $\eta$ depends upon $h$ and $k$ : Remarkably, all of the scattering physics of our semi-infinite structure is contained in this number.

Finally, we state the S-matrix for the related structure shown in Figure 2(b), which is just the semi-infinite structure of Figure 2(a) shifted $l$ units along the $z$-axis and reflected. If $\hat{c}_{0}$ is the strength of the incident mode to the left of $z=l$ and $\hat{a}_{0}$ is the amplitude of the plane wave striking from the right, then $P$ is given by

$$
\begin{equation*}
P=\left\{\hat{a}_{0} e^{-i k z}+\hat{b}_{0} e^{i k z}\right\} \psi_{0}(x) \tag{15a}
\end{equation*}
$$

a few wavelengths to the right of $z=l$, and by

$$
\begin{equation*}
P=\left\{\hat{d}_{0} e^{-i k z}+\hat{c}_{0} e^{i k z}\right\} \phi_{0}(x) \tag{15b}
\end{equation*}
$$

a few to the left. The linear relationship analogous to (13) is

$$
\begin{gather*}
\hat{b}_{0}=\left(1-\sqrt{h} \tau_{0}\right) e^{-2 i k l} \hat{a}_{0}+\tau_{0} \hat{c}_{0}  \tag{16a}\\
\hat{d}_{0}=\tau_{0} \hat{a}_{0}+\left(1-\frac{\tau_{0}}{\sqrt{h}}\right) e^{2 i k l} \hat{c}_{0} \tag{16b}
\end{gather*}
$$

where the exponential factors take into account the shifted and reflected location of the channel.

Connection formulae. We shall now return to our original problem and begin the construction of its approximate solution. First, we reinterpret the modal structure of the field given by (3a) at the hypothetical plane $z=l / 2$. At this plane only the propagating mode is present. This occurs because the evanescent modes are heavily damped, due to the fact that their propagation constants are purely imaginary and large in moduli; i.e., $\beta_{m} \sim \operatorname{Im} \pi / h$ for $m \geq 1$. For example, the largest evanescent
mode occurs when $m=1$, and it is $O\left(e^{-\pi l / 2 h}\right)$ as $h \rightarrow 0$. Thus in the vicinity of the hypothetical plane at $z=l / 2$, we neglect these exponentially small terms and take

$$
\begin{equation*}
P=\left\{A_{0} e^{-i k z}+B_{0} e^{i k z}\right\} \phi_{0} \tag{17}
\end{equation*}
$$

From the perspective of an observer near the aperture at $z=0$, a mode of unit strength impinges from the left and a mode of strength $A_{0}$ impinges from the right. The wave reflected to the left has an amplitude $R_{0}$ and to the right the amplitude is $B_{0}$. These amplitudes are connected via the S-matrix (13). Setting $a_{0}=1, b_{0}=R_{0}$, $c_{0}=A_{0}$, and $d_{0}=B_{0}$, (13) becomes

$$
\begin{align*}
& R_{0}=\left(1-\sqrt{h} \tau_{0}\right)+\tau_{0} A_{0}  \tag{18a}\\
& B_{0}=\tau_{0}+\left(1-\frac{\tau_{0}}{\sqrt{h}}\right) A_{0} \tag{18b}
\end{align*}
$$

From the perspective of an observer near the aperture at $z=l$, there is no mode impinging from the right, just a mode of strength $B_{0}$ striking from the left. The wave transmitted to the right has an amplitude $T_{0}$ and reflected to the left $A_{0}$. These amplitudes are connected via the S-matrix (16). Setting $\hat{a}_{0}=0, \hat{b}_{0}=T_{0}, \hat{c}_{0}=B_{0}$, and $\hat{d}_{0}=A_{0}$, (16) becomes

$$
\begin{gather*}
T_{0}=\tau_{0} B_{0}  \tag{19a}\\
A_{0}=\left(1-\frac{\tau_{0}}{\sqrt{h}}\right) e^{2 i k l} B_{0} \tag{19b}
\end{gather*}
$$

Inserting (19b) into (18b) and solving for $B_{0}$ yields

$$
\begin{equation*}
B_{0}=\frac{\tau_{0}}{1-\left(1-\frac{\tau_{0}}{\sqrt{h}}\right)^{2} e^{2 i k l}} \tag{20}
\end{equation*}
$$

Combining this result with (19a) gives

$$
\begin{equation*}
T_{0}=\frac{\tau_{0}^{2}}{1-\left(1-\frac{\tau_{0}}{\sqrt{h}}\right)^{2} e^{2 i k l}} \tag{21a}
\end{equation*}
$$

the transmission coefficient for our periodic structure. Finally, inserting (20) into (19b) and the resulting expression into (18a) yields

$$
\begin{equation*}
R_{0}=\left(1-\sqrt{h} \tau_{0}\right)+T_{0}\left(1-\frac{\tau_{0}}{\sqrt{h}}\right) e^{2 i k l} \tag{21b}
\end{equation*}
$$

the reflection coefficient of our periodic structure.
In closing this section it is interesting to note that the reflection and transmission coefficients for our periodic structure are determined completely by $\tau_{0}$, the transmission coefficient for our first auxiliary problem. Remarkably then by (14b), the scattering properties of our grating are completely contained in the parameter $\eta$. All that is left now is to find an accurate approximation of this number.
4. An approximation of $\boldsymbol{\tau}_{0}$. The solution of the first auxiliary problem and the determination of $\tau_{0}$ cannot be determined exactly; a numerical approximation must be sought. The approach we use here employs a Green's function argument and a normal mode expansion, using the $\phi_{n}$ as a basis, to obtain a system of equations for the $\tau_{n}$. We then exploit the fact that $h \ll 1$ to obtain an approximation of $\tau_{0}$.

We begin by representing the field $P_{1}$ in the region $z<0$ by $P_{1}=2 \cos (k z)+P_{S}$, where the first term incorporates the incident field and its rigid reflection and ignores the presence of the channel. The scattered field $P_{S}$ takes this into account. It is clear from this representation that $\frac{\partial}{\partial z} P_{1}=\frac{\partial}{\partial z} P_{S}$ on $z=0$. It then follows from (1a) that $\frac{\partial}{\partial z} P_{S}=0$ for $z=0$ with $|x|>h / 2$. Using this information we deduce, using standard Green's functions arguments, that

$$
\begin{gather*}
P_{1}(x, z)=2 \cos (k z)-\int_{-h / 2}^{h / 2} G\left(x, z \mid x^{\prime}, 0\right) \frac{\partial}{\partial z^{\prime}} P_{1}\left(x^{\prime}, 0\right) d x^{\prime},  \tag{22a}\\
G\left(x, z \mid x^{\prime}, 0\right)=\sum_{n=-\infty}^{\infty} \frac{1}{i \beta_{n}} e^{2 n \pi i\left(x-x^{\prime}\right)} e^{-i \beta_{n} z} . \tag{22~b}
\end{gather*}
$$

Here $G$ is the Green's function for the Helmholtz equation in $z<0$ which is periodic in $x$, and satisfies $\frac{\partial}{\partial z^{\prime}} G=0$ when $z^{\prime}=0$.

We next set $z=0$ in (22) and use the representation of $P_{1}$ given by (4b) in the resulting expression. This can be done because both the field and its $z$ derivative are continuous across $z=0$ with $|x|<h / 2$. The result is

$$
\begin{equation*}
\sum_{m=0}^{\infty} \tau_{m} \phi_{m}=2-i \int_{-h / 2}^{h / 2} G_{0}\left(x, 0 \mid x^{\prime}, 0\right) \sum_{m=0}^{\infty} k_{m} \tau_{m} \phi_{m}\left(x^{\prime}\right) d x^{\prime} \tag{23}
\end{equation*}
$$

Multiplying this expression by $\phi_{n}$, integrating between $\pm h / 2$, and using the orthonormality of the $\left\{\phi_{n}\right\}$, we arrive at the linear system

$$
\begin{gather*}
\tau_{n}=2 \sqrt{h} \delta_{n 0}-i \sum_{m=0}^{\infty} k_{m} \tau_{m} Z_{n m}  \tag{24a}\\
Z_{n m}=\int_{-h / 2}^{h / 2} \int_{-h / 2}^{h / 2} G\left(x, 0 \mid x^{\prime}, 0\right) \phi_{n}(x) \phi_{m}\left(x^{\prime}\right) d x^{\prime} d x \tag{24b}
\end{gather*}
$$

where $\delta_{n 0}$ is the Kronecker delta function. Before proceeding to exhibit the formulae for the $Z_{n m}$ we rewrite the system (24a) in two pieces, singling out the leading order coefficient $\tau_{0}$ :

$$
\begin{gather*}
\tau_{0}=2 \sqrt{h}-i k Z_{00} \tau_{0}+\sum_{m=1}^{\infty}\left|k_{m}\right| Z_{0 m} \tau_{m}  \tag{25a}\\
\tau_{n}=-i k Z_{n 0} \tau_{0}+\sum_{m=1}^{\infty}\left|k_{m}\right| Z_{n m} \tau_{m} \tag{25b}
\end{gather*}
$$

Here we have recalled and used the fact that $k_{m}=i\left|k_{m}\right| \equiv i \sqrt{m^{2} \pi^{2} / h^{2}-k^{2}}$ for $m \geq 1$.

We now make the substitution $\tau_{n}=-i k \tau_{0} \alpha_{n}$, for $n \geq 1$, into (25b) and find that the $\alpha_{n}$ must satisfy

$$
\begin{equation*}
\alpha_{n}=Z_{n 0}+\sum_{m=1}^{\infty}\left|k_{m}\right| Z_{n m} \alpha_{m}, \quad n \geq 1 \tag{26a}
\end{equation*}
$$

Once this system is solved for the $\alpha_{n}$, then the $\tau_{n}$ are known for $n \geq 1$. Making the same substitution into (25a) and solving for $\tau_{0}$ we find that

$$
\begin{equation*}
\tau_{0}=\frac{2 \sqrt{h}}{1+i k Z_{00}+i k \sum_{m=1}^{\infty}\left|k_{m}\right| Z_{m 0} \alpha_{m}} \tag{26~b}
\end{equation*}
$$

Thus, once the $\alpha_{m}$ are known, $\tau_{0}$ is known, too.
The matrix elements are obtained by substituting (22b) into (24b) and interchanging the order of summation and integration. The resulting integrals are elementary, and we find that

$$
\begin{gather*}
Z_{00}=-i \frac{h}{k}-2 h S_{00}  \tag{27a}\\
Z_{n 0}=Z_{0 n}=2 h S_{0 n}, \quad n \geq 1  \tag{27b}\\
Z_{n m}=h S_{n m}, \quad n, m \geq 1 \tag{27c}
\end{gather*}
$$

where the $S_{n m}$ are real and are defined by

$$
\begin{gather*}
S_{00}=\sum_{l=1}^{\infty} \frac{1}{\left|\beta_{l}\right|} \frac{\sin ^{2}(l \pi h)}{(l \pi h)^{2}},  \tag{28a}\\
S_{0 n}=\sqrt{2} \sum_{l=1}^{\infty} \frac{1}{\left|\beta_{l}\right|} \frac{\sin ^{2}(l \pi h)}{\left[(n \pi)^{2}-(l \pi h)^{2}\right]}, \quad n \geq 1  \tag{28b}\\
S_{n m}=-4 \sum_{l=1}^{\infty} \frac{(l \pi h)^{2} \sin ^{2}(l \pi h)}{\left|\beta_{l}\right|\left[n^{2} \pi^{2}-(l h \pi)^{2}\right]\left[m^{2} \pi^{2}-(l h \pi)^{2}\right]}, \quad m, n \geq 1 \tag{28c}
\end{gather*}
$$

Finally, inserting (27a) and (27b) into (26b) we obtain the result

$$
\begin{gather*}
\tau_{0}=\frac{2 \sqrt{h}}{(1+h)+i h t}  \tag{29a}\\
t=2 k\left\{-S_{00}+\sum_{m=1}^{\infty}\left|k_{m}\right| S_{0 m} \alpha_{m}\right\} \tag{29b}
\end{gather*}
$$

Thus, $\tau_{0}$ satisfies (14b) with $\eta=h t$.
Now any approximation of $\tau_{0}$ using the above formulation requires an approximation of the $\alpha_{n}$. This is done by first truncating the infinite system (26a), so that
$1 \leq n \leq N$. Then for a fixed $h$ and $k$ the series defining the $Z_{n m},(28 \mathrm{a})-(28 \mathrm{c})$, can be truncated to yield a prescribed accuracy. Once this is done we can invert the finite system to determine the approximations of $\alpha_{n}, 1 \leq n \leq N$. These will be denoted by $\hat{\alpha}_{n}$. Next, the infinite sum in (29b) is likewise truncated, so that $1 \leq m \leq N$. We denote this approximation by $\hat{t}$. Finally, we insert this result into (29a) and obtain our approximation of the transmission coefficient

$$
\begin{equation*}
\hat{\tau}_{o}=\frac{2 \sqrt{h}}{(1+h)+i h \hat{t}} . \tag{30}
\end{equation*}
$$

Remarkably, this approximation satisfies (14b) regardless of $N$ and the errors induced by truncating the series.

Up to this point we have not exploited the small channel width, $h \ll 1$, except in neglecting the exponentially small contributions of the evanescent modes to (17). From (27b) and (27c) we observe that the matrix elements $Z_{n m}, n \geq 1$ and $m \geq 0$, are formally $O(h)$ as $h \rightarrow 0$. To show this is true we need to demonstrate that the corresponding $S_{n m}$ are $O(1)$. These sums are slowly convergent when $h \ll 1$. However, careful numerical computations on (28b) and (28c) show that they are order one, and a qualitative argument to this effect is presented in Appendix B.

Using the facts that $Z_{n 0}$ and $Z_{n m}$ are small, it follows from (26a), truncated at $m=N$, that

$$
\begin{equation*}
\hat{\alpha}_{n}=2 h S_{n 0}+O\left(h^{2}\right), \quad 1 \leq n \leq N \tag{31a}
\end{equation*}
$$

as $h \rightarrow 0$. Inserting this estimate into (29b), also truncated at $m=N$, and noting that $\left|k_{m}\right| \sim m \pi / h$, we deduce that

$$
\begin{equation*}
\hat{t}=2 k\left\{-S_{00}+4 \pi \sum_{m=1}^{N} m S_{0 m}^{2}\right\} \tag{31b}
\end{equation*}
$$

Now the sum (28a) defining $S_{00}$ is also slowly convergent, and we present a qualitative argument in Appendix B that $S_{00} \sim \ln (1 / h)$; careful numerical computations bear this out, too. This suggests that the first term in (31b) is dominant and accordingly

$$
\begin{equation*}
\hat{t}=-2 k S_{00} \tag{31c}
\end{equation*}
$$

Inserting (31c) into (30) yields our approximation $\hat{\tau}_{0}$ of the transmission coefficient of our first auxiliary problem.

The above approximations of $\hat{\alpha}_{n}$ and $\hat{t}$ are formal. To make them rigorous we must prove that the $O\left(h^{2}\right)$ estimate in (31a) remains valid as $N \rightarrow \infty$. Moreover, we must show $S_{0 m}=O\left(1 / m^{p}\right)$, where $p>1$, so that the sum in (31b) converges in this limit. Of these two problems the second is intuitive due to the presence of $n^{2} \pi^{2}$ in the denominator of (28b). The first problem is not intuitive as it requires an estimate of the effects of the terms $\infty>m>N$. This is a difficult issue which we do not address here. We have, however, done careful numerical experiments on (26a) and the effects of truncation. We have found that for $h<0.25$ and $0<k<2 \pi$, choosing $N \geq 5$ gives accurate approximations of the $\alpha_{n}$ to six decimal places. Increasing $N$ further changed the results in the higher decimal places. Furthermore, the estimate (31c) agreed to a similar degree of accuracy with (31b).
5. Transparency. All the ingredients are now in place to determine an approximation of the transmission coefficient $T_{0}$ for our periodic structure. This is done by inserting (30), with $\hat{t}$ given by (31c), into (21a); we denote the result by $\hat{T}_{0}$. The magnitude of this complex number is found, after some algebraic and trigonometric simplifications, to be

$$
\begin{gather*}
\left|\hat{T}_{0}\right|=\frac{4 h}{\sqrt{16 h^{2} A_{1}^{2}+4 A_{2}^{2}}},  \tag{32a}\\
A_{1}=\cos k l-2 k h^{2} S_{00} \sin k l  \tag{32b}\\
A_{2}=\left(1+h^{2}-4 k^{2} h^{2} S_{00}^{2}\right) \sin k l+2 k h S_{00} \cos k l \tag{32c}
\end{gather*}
$$

Now if $A_{1}$ and $A_{2}$ are both $O(1)$, then $\left|T_{0}\right|=O(h)$. Since the channel width $h \ll 1$, the field will be quite small in the region $z>l$. On the other hand, if $A_{2}$ is small, then $\left|T_{0}\right|$ may be order one and the field will be substantial in $z>l$. In fact, for a fixed $k$ and $h$ we can force $A_{2}$ to be zero by choosing the length of our structure to satisfy

$$
\begin{equation*}
\tan k l=\frac{-2 k h S_{00}}{1+h^{2}\left(1-4 k^{2} S_{00}^{2}\right)} . \tag{33}
\end{equation*}
$$

The approximate solution to this equation is

$$
\begin{equation*}
l=\frac{M \pi}{k}-2 h S_{00}+O\left(h^{2} S_{00}^{2}\right) \tag{34a}
\end{equation*}
$$

as $h \rightarrow 0$, where $M$ is an integer and the $O\left(h^{2} S_{00}^{2}\right)$ represents the error which is very small, even though $S_{00}=O(\ln (1 / h))$, as $h \rightarrow 0$. For these choices of resonant $l$ we find that $\left|\hat{T}_{0}\right|=1-O\left(h^{2} S_{00}^{2}\right)$; that is, our periodic structure is virtually transparent.

In Figure 3(a) we have plotted $\left|\hat{T}_{0}\right|$ as a function of $l$ for $k=\pi / 2$ and $h=0.1$. The peaks of this function are slightly less than 1 , and occur for values of $l$ slightly less than $2,4,6$, and 8 , completely in agreement with (34a). The value of this function away from these resonant lengths is relatively small and clearly on the order of $h$. Figure 3(b) contains the plot of $\left|\hat{T}_{0}\right|$ as a function of $l$ for $k=\pi / 2$ and $h=0.01$. For this smaller channel width the peaks of this function are much more localized and occur even closer to $l=2,4,6$, and 8 . Furthermore, away from these peaks it is again on the order of $h$ which is now even smaller.

Now for a fixed $l$ we can rewrite (34a), neglecting the error term, to obtain

$$
\begin{equation*}
k=\frac{M \pi}{l+2 h S_{00}(k, h)}, \tag{34b}
\end{equation*}
$$

where the dependence of $S_{00}$ on $k$ and $h$ is explicitly shown. This is an implicit equation for the resonant $k$ for our grating. However, the term involving $h S_{00}$ is small so that the resonant $k$ will be slightly less than $M \pi / l$. This is borne out in Figure $4(\mathrm{a})$, where $\left|\hat{T}_{0}\right|$ is plotted as a function of $k$ for $h=0.01$ and $l=2$. Here we have restricted $k$ to the interval $(0,2 \pi)$ to ensure single mode propagation in the regions $z<0$ and $z>l$. We note that if $l$ is increased from 2 to 4 , then the function $\left|\hat{T}_{0}\right|$ will have 8 resonant spikes. This follows from (34b) and implies that the grating


Fig. 3(a).


Fig. 3(b).
will be transparent at many frequencies as $l$ increases, or equivalently as the structure becomes wider. We also observe that the pass bands for this grating structure are extremely localized about $k=k_{M} \sim M \pi / l$. This localization is mitigated somewhat when losses in the metallic grating are taken into account. Nonetheless this resonant structure suggests that the grating might be suitable as a highly selective filter.

In Figure 4(b) we plot $\hat{R}_{0}$ as a function of $k$ for $h=0.01$ and $l=2$. This approximate reflection coefficient is obtained by combining (21a), (21b), (30), and (31c). It is evident from this plot that the grating stop bands are very broad, in the absence of grating losses. It is this feature of the grating that might make it a candidate for a lossy mirror in a Fabry-Perot resonator.


Fig. 4(a).


Fig. 4(b).

Finally, we offer a comparison of our results with those given in [6], where the transmission coefficient was determined from a full-modal solution of the entire grating problem. Using $A=3.5 \mu \mathrm{~m}, L=4 \mu \mathrm{~m}$, and $H=0.5 \mu \mathrm{~m}$, we find that $l=1.14$ and $h=1 / 7$. The full-modal solution predicted resonances at $4.9 \mu \mathrm{~m}$ and $9.7 \mu \mathrm{~m}$ which correspond to $k=4.3$ and $k=2.3$, respectively. Our approximation transmission coefficient for this case has resonances at $k=2.4$ and $k=4.7$ which differ by $4 \%$ and $8 \%$. These errors are completely consistent with our asymptotic theory, which is accurate to $O(h)$.
6. Nonnormal incidence. The procedure developed and discussed in the previous sections can be modified to handle the case of an incident plane wave

$$
\begin{equation*}
P_{i n c}=e^{i k\left(x \sin \theta_{0}+z \cos \theta_{0}\right)} \tag{35}
\end{equation*}
$$

where $\theta_{0}$ is the angle the wave makes with the positive $z$-axis. For an arbitrary channel height the simple results given in (10) are no longer true. Higher order reflection and transmission coefficients must be taken into account in these expressions. For example, the simple relationship $r_{0}=1-\sqrt{h} \tau_{0}$ now becomes

$$
\begin{equation*}
r_{0}=1-\sqrt{h} \tau_{0} \operatorname{sinc}\left(\frac{k h \sin \theta_{0}}{2}\right)-\frac{i 2 \sqrt{h}}{k} \sum_{n=1}^{\infty}\left|k_{n}\right| \tau_{n} I_{n} \tag{36a}
\end{equation*}
$$

where

$$
\begin{equation*}
\operatorname{sinc}(x)=\frac{\sin x}{x}, \quad I_{n}=\int_{0}^{1} e^{-i k h t \sin \theta_{0}} \cos n \pi t d t \tag{36~b}
\end{equation*}
$$

Thus, our simple theory based upon the single scalar number $t$ no longer holds. However, if we exploit the fact that $h \ll 1$, then the sinc function and the $I_{n}$ in (36a) all become $1+O(h)$ and we obtain $r_{0}=1-\sqrt{h} \tau_{0}+O\left(h^{3 / 2}\right)$. Ignoring the correction term we arrive at our original relationship. Similar reasoning shows that the other statements in (10) hold asymptotically and the rest of our argument proceeds accordingly until we arrive at the approximation of $\tau_{0}$. A modified Green's function must be introduced at this point which takes into account the quasi-periodic nature of the solution in $x$. The analysis here follows along the same path and the results are the same with one exception. The formula for $S_{00}$ must be modified by replacing $\left|\beta_{l}\right|$ by $\sqrt{\left(2 l \pi-k \sin \theta_{0}\right)^{2}-k^{2}}$ which takes into account the nonnormal incidence. The formulae (34a) and (34b) for the resonant length and wave number, respectively, still remain valid with this change.
7. Conclusion. We have derived a simple approximation of the transmission coefficient for the two-dimensional periodic structure shown in Figure 1. The assumptions used in our analysis were threefold. First, the incident wave was taken to be normally incident upon the structure. Second, the frequency of the incident wave was restricted to ensure that only a single mode propagated in the regions $z<0$ and $z>l$. Third, the air filled channels were taken to be very small compared to the period of the structure. Our results show that for a fixed frequency and channel width $h$, the magnitude of the transmission coefficient is $O(h)$ except at certain resonant lengths where it is almost 1 . Moreover, the smaller $h$ is made, the more localized is this resonant behavior. The same phenomenon occurs when the length of the structure and the channel width are fixed. Then the magnitude of the transmission coefficient is $O(h)$ except in the neighborhood of resonant frequencies. These phenomena will be mitigated somewhat in actual gratings with finite conductivity. Nonetheless, our approximate transmission coefficient still gives accurate estimates for resonant lengths and the resonant frequencies for highly conductive gratings.

Our approximate transmission coefficient depends fundamentally upon $\tau_{0}$, the transmission coefficient of a related auxiliary problem. This coefficient is deduced from the solution to an infinite system of linear algebraic equations. We have developed an asymptotic approximation of the solution of these equations, and hence of $\tau_{0}$, in the limit $h \rightarrow 0$. Although these calculations were formal, careful numerical studies of the
system and of the resulting approximation of $\tau_{0}$ strongly indicate that our asymptotic results are highly accurate.

We have also briefly addressed the case of nonnormal incidence and have provided the necessary changes. Finally, we note that removing the restriction on $k$ so that more modes are present in the region exterior to our structure will cause the analyses to become much more involved. The dependence of the scattering physics on one number, regardless of the small channel height, will no longer be true. However, we conjecture that the resonant phenomena illustrated in this present work still will remain.

Appendix A. In this appendix we show that the matrix given in (13) is unitary and, accordingly, that $\tau_{o}$ satisfies (14a). We begin by letting $P$ denote the solution to the Helmholtz equation which satisfies the boundary conditions enumerated in the text and behaves according to (11) away from $z=0$. It follows from the former that $\operatorname{Im}\{\nabla \cdot \bar{P} \nabla P)\}=0$. Integrating this relationship in the region $|z|<z_{\infty}$, applying boundary conditions, and using (11) we obtain

$$
\begin{equation*}
l\left|a_{0}\right|^{2}+\left|c_{0}\right|^{2}=\left|b_{0}\right|^{2}+\left|d_{0}\right|^{2} \tag{A.1}
\end{equation*}
$$

This is a statement of the conservation of power. We now insert the expressions for $b_{0}$ and $d_{0}$ given by (13) into (A.1) and obtain

$$
\begin{align*}
& 0=\left\{\left|1-\sqrt{h} \tau_{0}\right|^{2}+\left|\tau_{0}\right|^{2}-1\right\}\left|a_{0}\right|^{2}+\left\{\left|1-\frac{\tau_{0}}{\sqrt{h}}\right|^{2}+\left|\tau_{0}\right|^{2}-1\right\}\left|c_{0}\right|^{2}  \tag{A.2}\\
&+2 \operatorname{Re}\left[\left\{\tau_{0}\left(1-\sqrt{h} \bar{\tau}_{0}\right)+\bar{\tau}_{0}\left(1-\frac{\tau_{0}}{\sqrt{h}}\right)\right\}\right] \bar{a}_{0} c_{0}
\end{align*}
$$

Setting $a_{0}=1$ and $c_{0}=0$, we deduce from (A.2) that $\left|1-\sqrt{h} \tau_{0}\right|^{2}+\left|\tau_{0}\right|^{2}=1$. This can be rearranged to give (14a). Similarly, setting $a_{0}=0$ and $c_{0}=1$ gives $\left|1-\frac{\tau_{0}}{\sqrt{h}}\right|^{2}+\left|\tau_{0}\right|^{2}=1$. This too can be rearranged to give (14a). Using these two pieces of information it follows from (A.2) that $2 \operatorname{Re}\left[\left\{\tau_{0}\left(1-\sqrt{h} \bar{\tau}_{0}\right)+\bar{\tau}_{0}\left(1-\frac{\tau_{0}}{\sqrt{h}}\right)\right\}\right]=0$. These results show that the matrix defined in (13) is unitary.

Appendix B. In this appendix we shall give a qualitative argument that $S_{0 n}$, defined by (28b), is $O(1)$ as $h \rightarrow 0$. That is, $S_{0 n}$ is bounded in this limit. An analogous argument for $S_{n m}$ has been developed, but for brevity will not be presented here.

We begin by rewriting (28b) as

$$
S_{0 n}=\frac{\sqrt{2}}{\pi} \sum_{l=1}^{\infty} \frac{\Delta x}{\sqrt{(2 l \Delta x)^{2}-(k \Delta x)^{2}}} \frac{\sin ^{2}(l \Delta x)}{\left[(n \pi)^{2}-(l \Delta x)^{2}\right]}
$$

where $\Delta x=h \pi$. Now for small $\Delta x$ the sum above can be interpreted as the Riemann sum which approximates the integral

$$
I_{0 n}=\frac{\sqrt{2}}{\pi} \int_{\Delta x}^{\infty} \frac{1}{\sqrt{4 x^{2}-(k \Delta x)^{2}}} \frac{\sin ^{2} x}{\left[(n \pi)^{2}-x^{2}\right]} d x
$$

This integral can be split into three pieces:

$$
I_{0 n}=\frac{\sqrt{2}}{\pi}\left\{J_{1}+J_{2}+J_{3}\right\}
$$

where

$$
\begin{gathered}
J_{1}=\int_{k \Delta x / 2}^{1} \frac{\sin ^{2} x}{\sqrt{4 x^{2}-(k \Delta x)^{2}}\left[(n \pi)^{2}-x^{2}\right]} d x \\
J_{2}=-\int_{k \Delta x / 2}^{\Delta x} \frac{\sin ^{2} x}{\sqrt{4 x^{2}-(k \Delta x)^{2}}\left[(n \pi)^{2}-x^{2}\right]} d x \\
J_{3}=\int_{1}^{\infty} \frac{\sin ^{2} x}{\sqrt{4 x^{2}-(k \Delta x)^{2}}\left[(n \pi)^{2}-x^{2}\right]} d x
\end{gathered}
$$

Now $J_{1}$ and $J_{3}$ can be approximated to $O(\Delta x)$ by replacing $\Delta x$ by 0 , yielding

$$
\begin{aligned}
J_{1} & \sim \int_{0}^{1} \frac{\sin ^{2} x}{2 x\left[(n \pi)^{2}-x^{2}\right]} d x \\
J_{3} & \sim \int_{1}^{\infty} \frac{\sin ^{2} x}{2 x\left[(n \pi)^{2}-x^{2}\right]} d x
\end{aligned}
$$

Both of these integrals are finite. After making the substitution $x=(k \Delta x / 2) p$ and using $\Delta x \ll 1$ the integral defining $J_{2}$ becomes

$$
J_{2} \sim-\left(\frac{k \Delta x}{2 n \pi}\right)^{2} \int_{1}^{2 / k} \frac{p^{2}}{\sqrt{p^{2}-1}} d p
$$

Combining these three estimates we have

$$
S_{0 n} \sim I_{0 n}=\frac{\sqrt{2}}{\pi}\left\{J_{1}+J_{2}+J_{3}\right\}=O(1)
$$

as $h \rightarrow 0$.
Using similar reasoning on $S_{00}$ we obtain

$$
S_{00} \sim \frac{1}{\pi}\left\{K_{1}+K_{2}+K_{3}\right\}
$$

where

$$
\begin{aligned}
K_{1} & =\int_{\Delta x}^{1} \frac{\sin ^{2} x}{\sqrt{4 x^{2}-(k \Delta x)^{2}}} \frac{d x}{x^{2}} \\
K_{2} & =\int_{k \Delta x / 2}^{\Delta x} \frac{\sin ^{2} x}{\sqrt{4 x^{2}-(k \Delta x)^{2}}} \frac{d x}{x^{2}} \\
K_{3} & =\int_{1}^{\infty} \frac{\sin ^{2} x}{\sqrt{4 x^{2}-(k \Delta x)^{2}}} \frac{d x}{x^{2}}
\end{aligned}
$$

Now $K_{3}$ can be approximated to $O(h)$ by replacing $\Delta x$ by 0 , giving

$$
K_{3}=\int_{1}^{\infty} \frac{\sin ^{2} x}{2 x^{3}} d x
$$

which is finite. Making the same substitution, as above in $J_{2}$, into $K_{2}$ we deduce that

$$
K_{2}=\int_{1}^{2 / k} \frac{1}{\sqrt{p^{2}-1}} d p
$$

which is also finite. Now the integral defining $K_{1}$ is rewritten as

$$
K_{1}=\int_{\Delta x}^{1} \frac{d x}{\sqrt{4 x^{2}-(k \Delta x)^{2}}}-\int_{\Delta x}^{1}\left(\frac{\sin ^{2} x}{x^{2}}-1\right) \frac{d x}{\sqrt{4 x^{2}-(k \Delta x)^{2}}}
$$

We observe that the second integral is bounded as $\Delta x \rightarrow 0$ and it can be approximated, to $O(\Delta x)$, by just setting $\Delta x=0$. The first integral can be solved exactly and as $\Delta x \rightarrow 0$ it becomes $\frac{1}{2} \ln \left(\frac{4}{k \Delta x}\right)$. Thus, we finally have

$$
S_{00} \sim \frac{1}{2 \pi} \ln (4 / k h)
$$

## REFERENCES

[1] T. W. Ebbesen, H. J. Lezek, H. F. Ghaemi, T. Thio, and P. A. Wolff, Extraordinary optical transmission through sub-wavelength hole arrays, Nature, 391 (1998), pp. 667-669.
[2] A. P. Hibbins and J. R. Sambles, Remarkable transmission of microwaves through a long wall of metallic bricks, Appl. Phys. Lett., 79 (2001), pp. 2844-2846.
[3] I. Anderson, Comment on "Remarkable transmission of microwaves through a wall of long metallic bricks," Appl. Phys. Lett., 82 (2003), pp. 308-309.
[4] G. A. Kriegsmann, Scattering by large resonant cavity structures, Wave Motion, 39 (1999), pp. 329-344.
[5] P. Sheng, R. S. Stepleman, and P. N. Sanda, Exact eigenfunctions for square-wave gratings: Application to diffraction and surface-plasmon calculations, Phys. Rev. B, 26 (1982), pp. 2907-2916.
[6] J. A. Porto, F. J. Garcia-Vidal, and J. B. Pendry, Transmission resonances on metallic gratings with very narrow slits, Phys. Rev. Lett., 83 (1999), pp. 2845-2848.
[7] U. Schroter and D. Heitmann, Surface-plasmon-enhanced transmission through metallic gratings, Phys. Rev. B, 58 (1998), pp. 15419-15421.
[8] A. N. Norris and H. A. Luo, Acoustic radiation and reflection from a periodically perforated rigid solid, J. Acoust. Soc. Amer., 82 (1987), pp. 2113-2122.
[9] D. S. Jones, Acoustic and Electromagnetic Waves, Oxford Science Publications, Clarendon Press, Oxford, UK, 1989.

# NUMERICAL HOMOGENIZATION AND CORRECTORS FOR NONLINEAR ELLIPTIC EQUATIONS* 

Y. EFENDIEV ${ }^{\dagger}$ AND A. PANKOV ${ }^{\ddagger}$


#### Abstract

In this paper we consider numerical homogenization and correctors for nonlinear elliptic equations. The numerical correctors are constructed for operators with homogeneous random coefficients. The construction employs two scales, one a physical scale and the other a numerical scale. A numerical homogenization technique is proposed and analyzed. This procedure is developed within finite element formulation. The convergence of the numerical procedure is presented for the case of general heterogeneities using $G$-convergence theory. The proposed numerical homogenization procedure for elliptic equations can be considered as a generalization of multiscale finite element methods to nonlinear equations. Using corrector results we construct an approximation of oscillatory solutions. Numerical examples are presented.
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1. Introduction. Consider the nonlinear elliptic equations

$$
\begin{equation*}
-\operatorname{div}\left(a_{\epsilon}\left(x, u_{\epsilon}, D u_{\epsilon}\right)\right)+a_{0, \epsilon}\left(x, u_{\epsilon}, D u_{\epsilon}\right)=f, \quad u_{\epsilon} \in W_{0}^{1, p}(Q) . \tag{1}
\end{equation*}
$$

Here $\epsilon$ denotes the small scale of the problem. Direct numerical simulations of these kinds of problems are difficult because of scale disparity. Our objective is to find the approximation of the homogenized solution without solving the fine scale problem; i.e., (1) is solved on a grid of size $h$, where $h \gg \epsilon$. The numerical procedure introduced for this purpose can be regarded as numerical homogenization. The numerical homogenization procedure for (1) should account for the functional dependence of the macroscopic quantities on the solution and its gradients. Our motivation in considering (1) mostly stems from the applications of flow in porous media (multiphase flow in saturated porous media and flow in unsaturated porous media) and enhanced diffusion due to nonlinear heterogeneous convection, though many applications of nonlinear elliptic equations of these kinds occur in transport problems.

In this paper we consider two issues: (1) the calculation of the correctors and (2) the computation of the homogenized solution. The homogenization of nonlinear elliptic equations in a random media has been studied previously (see, e.g., [17]). It was shown that a solution $u_{\epsilon}$ converges (up to a subsequence) to $u$ in an appropriate norm and where $u \in W_{0}^{1, p}(Q)$ is a solution of

$$
\begin{equation*}
-\operatorname{div}\left(a^{*}(x, u, D u)\right)+a_{0}^{*}(x, u, D u)=f \tag{2}
\end{equation*}
$$

The homogenized coefficients can be computed if we make an additional assumption on the heterogeneities such as periodicity, almost periodicity, or when the fluxes are

[^2]strictly stationary fields with respect to spatial variables. In these cases one has an auxiliary problem of calculating $a^{*}$ and $a_{0}^{*}$. The numerical homogenization procedure presented in this paper does not use the auxiliary problem for the calculation of the approximation of homogenized solutions.

To construct the numerical correctors we use two scales, a physical scale and a numerical scale that is much larger than the physical one, and construct the correctors in each numerical coarse block. The convergence for the corrector is obtained. These results show us a way to obtain numerically the fine scale features of the solution. We would like to note that the computation of the oscillation of solutions is important for the application to flow in porous media and other transport problems.

We present a procedure for calculating a coarse solution, the solution at the length scales $h, 1 \gg h \gg \epsilon$. Our numerical homogenization procedure is based on general finite element computations of the coarse scale equations. It selectively solves the required local problems that reduce overall computations even in the periodic case. The solutions of the local problems are uniquely determined, which makes our discrete operator single-valued. The convergence of the numerical method is presented for general kinds of heterogeneities using $G$-convergence theory. Moreover, we show that the numerical homogenization approach presented in this paper can be considered as a generalization of multiscale finite element methods introduced in [10]. A related work in multiscale computations involves generalized finite element methods [2], residual free bubbles [3, 19], the variational multiscale method [12], two-scale finite element methods [15], two-scale conservative subgrid approaches [1], and the heterogeneous multiscale method (HMM) [6].

Some numerical examples are considered in this paper. We study numerically the effect of enhanced diffusion due to heterogeneous nonlinear convection,

$$
\frac{\partial u_{\epsilon}}{\partial t}+\frac{1}{\epsilon} v_{\epsilon}(x) \cdot D F\left(u_{\epsilon}\right)-d \Delta u_{\epsilon}=f
$$

Since the elliptic part does not depend on $t$, the theory developed previously can be applied. In this application we are interested in the effect of the enhanced diffusion due to heterogeneous nonlinear convection. More precisely, assuming the existence of homogeneous stream function for the velocity field and zero mean drift, we calculate the approximation of the enhanced diffusion due to the convection using BuckleyLeverett flux that describes the convection. Other numerical examples for Richards equations are also studied.

The paper is organized as follows. In the next section we present some basic facts that are used later in the analysis. Section 3 is devoted to the construction of a numerical corrector and its convergence. Section 4 is devoted to the calculation of the homogenized solution and its analysis. In section 5 we present numerical results.
2. Preliminaries. We start with a description of random homogeneous fields on $R^{d}$, which are shown to be useful in homogenization problems (see, e.g., [13]). Let $(\Omega, \Sigma, \mu)$ be a probability space. A random homogeneous field is a measurable function on $\Omega$ and $f(T(x) \omega)$ are realizations of the random field. The realizations are welldefined measurable functions on $R^{d}$ for almost all $\omega \in \Omega$. Consider a $d$ dimensional dynamical system on $\Omega, T(x): \Omega \rightarrow \Omega, x \in R^{d}$, that satisfies the following conditions: (1) $T(0)=I$, and $T(x+y)=T(x) T(y) ;(2) T(x): \Omega \rightarrow \Omega$ preserve the measure $\mu$ on $\Omega$; (3) for any measurable function $f(\omega)$ on $\Omega$, the function $f(T(x) \omega)$ defined on $R^{d} \times \Omega$ is also measurable (see $[13,18]$ ). Let $L^{p}(\Omega)$ denote the space of all $p$-integrable
functions on $\Omega$. Then $U(x) f(\omega)=f(T(x) \omega)$ defines a $d$-parameter group of isometries in the space $L^{p}(\Omega)$, and $U(x)$ is strongly continuous [13, 17]. Further, we assume that the dynamical system $T$ is ergodic; i.e., any measurable $T$-invariant function on $\Omega$ is constant. Denote by $\langle\cdot\rangle$ the mean value over $\Omega$,

$$
\langle f\rangle=\int_{\Omega} f(\omega) d \mu(\omega)=E(f)
$$

Now we explain briefly the relation between the standard definition of random homogeneous fields and the one we introduced here following, e.g., [17]. Let $\Xi$ be a probability space endowed with a probability measure $P$. Let $f$ be a random vector valued function, i.e., a measurable map $f: \Xi \times R^{d} \rightarrow R^{N} . f$ is a random homogeneous field if all its finite dimensional distributions are translation invariant. The latter means that for any $x^{1}, x^{2}, \ldots, x^{k} \in R^{d}$, and any Borel subsets $B_{1}, B_{2}$, $\ldots, B_{k} \subset R^{N}$,

$$
P\left\{\xi \in \Xi: f\left(\xi, x^{1}+h\right) \in B_{1}, \ldots, f\left(\xi, x^{k}+h\right) \in B_{k}\right\}
$$

is independent of $h \in R^{d}$. Consider a new probability space $\Omega$ and a dynamical system $T(x)$ acting on $\Omega$. We define $\Omega$ to be the set of all measurable functions $\omega: R^{d} \rightarrow R^{N}$ and set $T(x) \omega(y)=\omega(x+y), x, y \in R^{d}$. Let $\mathcal{F}$ be the $\sigma$-algebra generated by "cylinder" sets, i.e., the sets of the form $B=\left\{\omega: \omega\left(x^{1}\right) \in B_{1}, \ldots, \omega\left(x^{k}\right) \in B_{k}\right\}$, where $x^{1}, x^{2}, \ldots, x^{k} \in R^{d}$ and $B_{1}, B_{2}, \ldots, B_{k}$ are Borel subsets in $R^{N}$. We define the measure $\mu$ on "cylinder" sets by $\mu(B)=P\{\xi \in \Xi: f(\xi, \cdot) \in B\}$ and then extend it to $\mathcal{F}$ by $\sigma$-additivity. Thus, the probability space $\Omega$ and the measurepreserving dynamical system $T(x), x \in R^{d}$, on $\Omega$ are constructed. Moreover, consider the $\mu$-measurable function $\hat{f}: \Omega \rightarrow R^{N}$ defined by the formula $\hat{f}(\omega)=\omega(0)$. Then $f(\xi, x)=\hat{f}(T(x) \omega)$, where $\omega(\cdot)=f(\xi, \cdot)$. More examples regarding the construction of $T$ can be found in [13].

Denote by $\partial_{\omega}^{i}$ the generator of $U(x)$ along the $i$ th coordinate direction, i.e.,

$$
\partial_{\omega}^{i}=\lim _{\delta \rightarrow 0} \frac{f\left(T\left(\delta e_{i}\right) \omega\right)-f(\omega)}{\delta}
$$

The domains $D^{i}$ of $\partial_{\omega}^{i}$ are dense in $L^{2}(\Omega)$, and the intersection of all $D^{i}$ is also dense.
Next, following [17], we define potential and solenoidal fields. A vector field $f \in L^{p}(\Omega)$ is said to be potential (or solenoidal, respectively) if its generic realization $f\left(T(x) \omega\right.$ ) is a potential (or solenoidal, respectively) vector field in $R^{d}$. Denote by $L_{\text {pot }}^{p}(\Omega)$ (respectively, $L_{\text {sol }}^{p}(\Omega)$ ) the subspace of $L^{p}(\Omega)$ that consists of all potential (respectively, solenoidal) vector fields. Introduce the following notation:

$$
V_{p o t}^{p}=\left\{f \in L_{p o t}^{p}(\Omega),\langle f\rangle=0\right\}, \quad V_{\text {sol }}^{p}=\left\{f \in L_{\text {sol }}^{p}(\Omega),\langle f\rangle=0\right\}
$$

The following properties are known (see [17, page 138]):

$$
L_{p o t}^{p}(\Omega)=V_{\text {pot }}^{p} \oplus R^{d}, \quad L_{\text {sol }}^{p}(\Omega)=V_{\text {sol }}^{p} \oplus R^{d}, \quad L_{\text {sol }}^{q}(\Omega)=\left(V_{p o t}^{p}\right)^{\perp}, \quad L_{p o t}^{q}(\Omega)=\left(V_{\text {sol }}^{p}\right)^{\perp} .
$$

Consider $u_{\epsilon} \in W_{0}^{1, p}(Q)$,

$$
\begin{equation*}
-\operatorname{div}\left(a\left(T(x / \epsilon) \omega, u_{\epsilon}, D u_{\epsilon}\right)\right)+a_{0}\left(T(x / \epsilon) \omega, u_{\epsilon}, D u_{\epsilon}\right)=f \text { in } Q \tag{3}
\end{equation*}
$$

where $f$ is a deterministic function that does not depend on $\epsilon$ and is sufficiently smooth, and $Q \subset R^{d}$ is a domain with Lipschitz boundaries.

Assume for all $\omega \in \Omega$

$$
\begin{gather*}
\left(a\left(\omega, \eta, \xi_{1}\right)-a\left(\omega, \eta, \xi_{2}\right), \xi_{1}-\xi_{2}\right) \geq C\left(1+\left|\xi_{1}\right|+\left|\xi_{2}\right|\right)^{p-\beta}\left|\xi_{1}-\xi_{2}\right|^{\beta}  \tag{4}\\
|a(\omega, \eta, \xi)|+\left|a_{0}(\omega, \eta, \xi)\right| \leq C(1+|\eta|+|\xi|)^{p-1}  \tag{5}\\
\left|a\left(\omega, \eta_{1}, \xi_{1}\right)-a\left(\omega, \eta_{2}, \xi_{2}\right)\right|+\left|a_{0}\left(\omega, \eta_{1}, \xi_{1}\right)-a_{0}\left(\omega, \eta_{2}, \xi_{2}\right)\right| \\
\leq C\left(1+\left|\eta_{1}\right|^{p-1}+\left|\eta_{2}\right|^{p-1}+\left|\xi_{1}\right|^{p-1}+\left|\xi_{2}\right|^{p-1}\right) \nu\left(\left|\eta_{1}-\eta_{2}\right|\right) \\
\quad+C\left(1+\left|\eta_{1}\right|^{p-1-s}+\left|\eta_{2}\right|^{p-1-s}+\left|\xi_{1}\right|^{p-1-s}+\left|\xi_{2}\right|^{p-1-s}\right)\left|\xi_{1}-\xi_{2}\right|^{s}
\end{gather*}
$$

where $0<s \leq 1, \beta \geq \max (p, 2), p>1$. Here $\nu(r)$ is a continuity modulus; i.e., $\nu(r)$ is a nondecreasing continuous function on $[0,+\infty)$ such that $\nu(0)=0, \nu(r)>0$ if $r>0$ and $\nu(r)=1$ if $r>1$, and $\nu\left(r_{1}+r_{2}\right) \leq C\left(\nu\left(r_{1}\right)+\nu\left(r_{2}\right)\right)$. For the existence of the solution we need a coercivity condition,

$$
\begin{equation*}
(a(\omega, \eta, \xi), \xi)+a_{0}(\omega, \eta, \xi) \eta \geq C|\xi|^{p}-C_{1} \tag{7}
\end{equation*}
$$

It is known (e.g., [17]) that, as $\epsilon \rightarrow 0, D u_{\epsilon}$ converges to $D u$ weakly in $L^{p}(Q)^{d}$ for almost every $\omega$, and $u$ is the solution of

$$
\begin{equation*}
-\operatorname{div}\left(a^{*}(u, D u)\right)+a_{0}^{*}(u, D u)=f, \quad u \in W_{0}^{1, p}(Q) \tag{8}
\end{equation*}
$$

Further, $a^{*}$ and $a_{0}^{*}$ can be constructed using the solution of the following auxiliary problem. Given $\eta \in R$ and $\xi \in R^{d}$, define $w_{\eta, \xi} \in V_{p o t}^{p}$ such that

$$
\begin{equation*}
a\left(\omega, \eta, \xi+w_{\eta, \xi}(\omega)\right) \in L_{s o l}^{q}(\Omega)^{d} \tag{9}
\end{equation*}
$$

Then $a^{*}(\eta, \xi)$ and $a_{0}(\eta, \xi)$ are defined as

$$
\begin{align*}
& a^{*}(\eta, \xi)=\left\langle a\left(\omega, \eta, \xi+w_{\eta, \xi}(\omega)\right)\right\rangle  \tag{10}\\
& a_{0}^{*}(\eta, \xi)=\left\langle a_{0}\left(\omega, \eta, \xi+w_{\eta, \xi}(\omega)\right)\right\rangle
\end{align*}
$$

Moreover, $a^{*}(\eta, \xi)$ and $a_{0}^{*}(\eta, \xi)$ satisfy estimates similar to those of $a$ and $a_{0}$ with different constants [17].

Remark 2.1. We would like to note that $G$-convergence and homogenization results presented in [17] were formulated under weaker than (4) conditions. In particular, it is assumed that

$$
\begin{equation*}
\left(a\left(\omega, \eta, \xi_{1}\right)-a\left(\omega, \eta, \xi_{2}\right), \xi_{1}-\xi_{2}\right) \geq C\left(1+|\eta|+\left|\xi_{1}\right|+\left|\xi_{2}\right|\right)^{p-\beta}\left|\xi_{1}-\xi_{2}\right|^{\beta} \tag{11}
\end{equation*}
$$

It turns out that $G$-convergence and homogenization results hold under more general assumptions such as (4). The proof is identical to the one presented in [17]. Moreover, following [17], it can be easily shown that the homogenized operator is also coercive and satisfies (7).

Throughout the paper $C$ denotes a generic constant, $\|\cdot\|_{p}$ denotes $L^{p}(Q)$ (or the broken norm), and $L^{p}(Q)^{d}$ norms and $q$ are defined by $1 / p+1 / q=1$. The notation a.e. (almost every) is often omitted.
3. Two-scale correctors. The corrector results obtained in this section will be used in the approximation of solution gradients. The importance of this approximation is motivated by some applications in which details of the fluxes play a key role in a physical phenomenon (e.g., flow in porous media). For the construction we assume that the homogenized solution is computed with a reliable accuracy in an appropriate norm which will be specified later. In the next section we will propose a numerical procedure for the computation of the homogenized solution for more general heterogeneities. For the construction of the correctors we introduce two scale correctors, where one scale represents the numerical scale $h$ and the other the physical scale $\epsilon$.

Define $M_{h} \phi(x)$ in the following way:

$$
M_{h} \phi(x)=\sum_{i} 1_{Q_{i}} \frac{1}{\left|Q_{i}\right|} \int_{Q_{i}} \phi(y) d y
$$

where $\bigcup Q_{i}=Q$. Here $Q_{i}$ are domains with diameter of order $h$, e.g., finite element triangles or some unions of the triangles. Note that $M_{h} \phi \rightarrow \phi$ in $L^{p}(Q)$ as $h \rightarrow 0$ (see [22]). Further, define

$$
\begin{equation*}
P(T(y) \omega, \eta, \xi)=\xi+w_{\eta, \xi}(T(y) \omega) \tag{12}
\end{equation*}
$$

where $w_{\eta, \xi} \in V_{p o t}^{p}(\Omega)$ is the solution of the auxiliary problem $a\left(\omega, \eta, \xi+w_{\eta, \xi}(\omega)\right) \in$ $L_{\text {sol }}^{q}(\Omega)^{d}$. Here $w_{\eta, \xi}(T(y) \omega)$ satisfies

$$
-\operatorname{div}\left(a\left(T(y) \omega, \eta, \xi+w_{\eta, \xi}(T(y) \omega)\right)\right)=0
$$

in the sense of distribution [17, p. 155].
The main result of this section regarding the convergence of the correctors is the following.

THEOREM 3.1. Let $u_{\epsilon}$ and $u$ be solutions of (3) and (8), respectively, and let $P$ be defined by (12) in each $Q_{i}$. Then

$$
\begin{equation*}
\lim _{h \rightarrow 0} \lim _{\epsilon \rightarrow 0} \int_{Q}\left|P\left(T(x / \epsilon) \omega, M_{h} u, M_{h} D u\right)-D u_{\epsilon}\right|^{p} d x=0 \tag{13}
\end{equation*}
$$

$\mu$-a.e.
We will omit $\mu$-a.e. notation in further analysis. To make the expressions in the proof more concise we introduce the notation

$$
\mathcal{P}_{\epsilon}=P\left(T(x / \epsilon) \omega, M_{h} u, M_{h} D u\right) .
$$

Theorem 3.1 indicates that the gradient of solutions can be approximated by $P\left(T(x / \epsilon) \omega, M_{h} u, M_{h} D u\right)$. This quantity can be computed based on $M_{h} D u$ and $M_{h} u$, i.e., the gradient of the coarse solution in each coarse block, as we will show later. The following lemma [4] will be used in the proof.

Lemma 3.2. For any $\phi_{1}$ and $\phi_{2}$ belonging to $L_{p}(Q)$ we have

$$
\begin{align*}
&\left\|\phi_{1}-\phi_{2}\right\|_{p, Q} \leq C( \left.\int_{Q}\left|\phi_{1}-\phi_{2}\right|^{\beta}\left(1+\left|\phi_{1}\right|+\left|\phi_{2}\right|\right)^{p-\beta} d x\right)^{1 / \beta}  \tag{14}\\
& \times\left(|Q|^{1 / p}+\left\|\phi_{1}\right\|_{p, Q}+\left\|\phi_{2}\right\|_{p, Q}\right)^{(\beta-p) / \beta}
\end{align*}
$$

For the proof of Theorem 3.1 we need the following lemma.

Lemma 3.3. For every $\eta \in R$ and $\xi \in R^{d}$

$$
\|P(\omega, \eta, \xi)\|_{p, \Omega}^{p} \leq C\left(1+|\eta|^{p}+|\xi|^{p}\right)
$$

Proof. Using Lemma 3.2 and (4), we obtain

$$
\begin{aligned}
\|P\|_{p, \Omega}^{p} & \leq C\left(1+\|P\|_{p, \Omega}^{p}\right)^{(\beta-p) / \beta}\left(\int_{\Omega}|P|^{\beta}(1+|P|)^{p-\beta} d \mu(\omega)\right)^{p / \beta} \\
& \leq C \delta^{(p-\beta) / p} \int_{\Omega}|P|^{\beta}(1+|P|)^{p-\beta} d \mu(\omega)+C \delta\left(1+\|P\|_{p, \Omega}^{p}\right)
\end{aligned}
$$

With a suitable choice of $\delta$ and using (4) and (5), we get

$$
\begin{aligned}
\|P\|_{p, \Omega}^{p} & \leq C+C \int_{\Omega}|P|^{\beta}(1+|P|)^{p-\beta} d \mu(\omega) \leq C+C \int_{\Omega}(a(\omega, \eta, P)-a(\omega, \eta, 0), P) d \mu(\omega) \\
& \leq C+C\left|\int_{\Omega}(a(\omega, \eta, P), P) d \mu(\omega)\right|+\left|\int_{\Omega}(a(\omega, \eta, 0), P) d \mu(\omega)\right| \\
& \leq C+\left|\int_{\Omega}(a(\omega, \eta, P), \xi) d \mu(\omega)\right|+\left(1+|\eta|^{p-1}\right)\left|\int_{\Omega} P d \mu(\omega)\right| \\
& \leq C+C \delta_{1}\|P\|_{p, \Omega}^{p}+C \delta_{1}^{-1 /(p-1)}|\eta|^{p}+C \int_{\Omega}(1+|\eta|+|P|)^{p-1}|\xi| d \mu(\omega) \\
& \leq C \delta_{2}\|P\|_{p, \Omega}^{p}+C \delta_{2}^{-1 /(p-1)}\left(1+|\xi|^{p}\right)+C+C \delta_{1}\left(|\eta|^{p}+\|P\|_{p, \Omega}^{p}\right)+C \delta_{1}^{-1 /(p-1)}|\eta|^{p}
\end{aligned}
$$

With an appropriate choice of $\delta_{1}$ and $\delta_{2}$, we obtain the desired result.
It follows from Lemma 3.3 that $P(T(y) \omega, \eta, \xi) \in L_{l o c}^{p}\left(R^{d}\right)^{d}$ for a.e. $\omega$ and for each $\eta \in R, \xi \in R^{d}$. The next lemma will be also used in the proof of Theorem 3.1.

LEMMA 3.4. If $u_{k} \rightarrow 0$ in $L^{r}(Q)(1<r<\infty)$ as $k \rightarrow \infty$, then

$$
\int_{Q} \nu\left(u_{k}\right)\left|v_{k}\right|^{p} d x \rightarrow 0 \text { as } k \rightarrow \infty
$$

for all $v_{k}$ either (1) compact in $L^{p}(Q)$ or (2) bounded in $L^{p+\alpha}(Q), \alpha>0$. Here $\nu(r)$ is the continuity modulus defined previously (see (6)) and $1<p<\infty$.

Proof. Since $u_{k}$ converges in $L^{r}$, it converges in measure. Consequently, for any $\delta>0$ there exists $Q_{\delta}$ and $k_{0}$ such that $\operatorname{meas}\left(Q \backslash Q_{\delta}\right)<\delta$ and $\nu\left(u_{k}\right)<\delta$ in $Q_{\delta}$ for $k>k_{0}$. Thus

$$
\begin{align*}
\int_{Q} \nu\left(u_{k}\right)\left|v_{k}\right|^{p} d x & =\int_{Q_{\delta}} \nu\left(u_{k}\right)\left|v_{k}\right|^{p} d x+\int_{Q \backslash Q_{\delta}} \nu\left(u_{k}\right)\left|v_{k}\right|^{p} d x \\
& \leq C \delta+C \int_{Q \backslash Q_{\delta}}\left|v_{k}\right|^{p} d x \tag{15}
\end{align*}
$$

Next we use the fact that if (1) or (2) is satisfied, then the set $v_{k}$ has equi-absolute continuous norm [14] (i.e., for any $\epsilon>0$ there exists $\zeta>0$ such that meas $\left(Q_{\zeta}\right)<\zeta$ implies $\left\|P_{Q_{\zeta}} v_{k}\right\|_{p, Q}<\epsilon$, where $P_{D} f=\{f(x)$ if $x \in D ; 0$ otherwise $\}$. Consequently, the second term on the right-hand side (r.h.s.) of (15) converges to zero as $\delta \rightarrow 0$.

The proof of Theorem 3.1 will be based on the following estimate:

$$
\begin{align*}
\int_{Q}\left|\mathcal{P}_{\epsilon}-D u_{\epsilon}\right|^{p} d x \leq & \int_{Q}\left|\mathcal{P}_{\epsilon}-D u_{\epsilon}\right|^{\beta}\left(1+\left|\mathcal{P}_{\epsilon}\right|+\left|D u_{\epsilon}\right|\right)^{p-\beta} d x\left(|Q|^{1 / p}\right.  \tag{16}\\
& \left.+\left\|\mathcal{P}_{\epsilon}\right\|_{p, Q}+\left\|D u_{\epsilon}\right\|_{p, Q}\right)^{(\beta-p) / p}
\end{align*}
$$

$\left\|D u_{\epsilon}\right\|_{p, Q}$ is uniformly bounded for a.e. $\omega$. $\left\|\mathcal{P}_{\epsilon}\right\|_{p, Q}$ is also uniformly bounded since $M_{h} u$ and $M_{h} D u$ are bounded in $L^{p}(Q)$ and $L^{p}(Q)^{d}$, respectively. Thus it remains to estimate $\int_{Q}\left|\mathcal{P}_{\epsilon}-D u_{\epsilon}\right|^{\beta}\left(1+\left|\mathcal{P}_{\epsilon}\right|+\left|D u_{\epsilon}\right|\right)^{p-\beta} d x$. For this term, using (4), we have

$$
\begin{align*}
\int_{Q} \mid \mathcal{P}_{\epsilon}- & \left.D u_{\epsilon}\right|^{\beta}\left(1+\left|\mathcal{P}_{\epsilon}\right|+\left|D u_{\epsilon}\right|\right)^{p-\beta} d x \\
\leq & C\left|\int_{Q}\left(a\left(T(x / \epsilon) \omega, u_{\epsilon}, \mathcal{P}_{\epsilon}\right)-a\left(T(x / \epsilon) \omega, u_{\epsilon}, D u_{\epsilon}\right), \mathcal{P}_{\epsilon}-D u_{\epsilon}\right) d x\right| \\
\leq & C\left|\int_{Q}\left(a\left(T(x / \epsilon) \omega, M_{h} u, \mathcal{P}_{\epsilon}\right)-a\left(T(x / \epsilon) \omega, u_{\epsilon}, D u_{\epsilon}\right), \mathcal{P}_{\epsilon}-D u_{\epsilon}\right) d x\right|  \tag{17}\\
& +C\left|\int_{Q}\left(a\left(T(x / \epsilon) \omega, u_{\epsilon}, \mathcal{P}_{\epsilon}\right)-a\left(T(x / \epsilon) \omega, M_{h} u, \mathcal{P}_{\epsilon}\right), \mathcal{P}_{\epsilon}-D u_{\epsilon}\right) d x\right|
\end{align*}
$$

To prove Theorem 3.1 we will need to estimate the first and second terms on the r.h.s. of (17). For the first term we have

$$
\begin{align*}
& C \int_{Q}\left(a\left(T(x / \epsilon) \omega, M_{h} u, \mathcal{P}_{\epsilon}\right)-a\left(T(x / \epsilon) \omega, u_{\epsilon}, D u_{\epsilon}\right), \mathcal{P}_{\epsilon}-D u_{\epsilon}\right) d x  \tag{18}\\
&= C \int_{Q}\left(a\left(T(x / \epsilon) \omega, M_{h} u, \mathcal{P}_{\epsilon}\right), \mathcal{P}_{\epsilon}\right) d x-C \int_{Q}\left(a\left(T(x / \epsilon) \omega, M_{h} u, \mathcal{P}_{\epsilon}\right), D u_{\epsilon}\right) d x \\
&-C \int_{Q}\left(a\left(T(x / \epsilon) \omega, u_{\epsilon}, D u_{\epsilon}\right), \mathcal{P}_{\epsilon}\right) d x+C \int_{Q}\left(a\left(T(x / \epsilon) \omega, u_{\epsilon}, D u_{\epsilon}\right), D u_{\epsilon}\right) d x
\end{align*}
$$

We will investigate the r.h.s. of (18) in the limit as $\epsilon \rightarrow 0$. For the first term of the r.h.s. of (18) we have the following convergence.

LEmMA 3.5.

$$
\int_{Q}\left(a\left(T(x / \epsilon) \omega, M_{h} u, \mathcal{P}_{\epsilon}\right), \mathcal{P}_{\epsilon}\right) d x \rightarrow \int_{Q}\left(a^{*}\left(M_{h} u, M_{h} D u\right), M_{h} D u\right) d x
$$

as $\epsilon \rightarrow 0$.
Proof.

$$
\begin{aligned}
\int_{Q} & \left(a\left(T(x / \epsilon) \omega, M_{h} u, \mathcal{P}_{\epsilon}\right), \mathcal{P}_{\epsilon}\right) d x \\
& =\sum_{i} \int_{Q_{i}}\left(a\left(T(x / \epsilon) \omega, \eta_{i}, \xi_{i}+w_{\eta_{i}, \xi_{i}}(T(x / \epsilon) \omega)\right), \xi_{i}+w_{\eta_{i}, \xi_{i}}(T(x / \epsilon) \omega)\right) d x \\
= & \sum_{i} \int_{Q_{i}}\left(a\left(T(x / \epsilon) \omega, \eta_{i}, \xi_{i}+w_{\eta_{i}, \xi_{i}}(T(x / \epsilon) \omega)\right), \xi_{i}\right) d x \\
& +\sum_{i} \int_{Q_{i}}\left(a\left(T(x / \epsilon) \omega, \eta_{i}, \xi_{i}+w_{\eta_{i}, \xi_{i}}(T(x / \epsilon) \omega)\right), w_{\eta_{i}, \xi_{i}}(T(x / \epsilon) \omega)\right) d x \\
& \rightarrow \sum_{i} \int_{Q_{i}} 1_{Q_{i}}\left(a^{*}\left(\eta_{i}, \xi_{i}\right), \xi_{i}\right) d x
\end{aligned}
$$

as $\epsilon \rightarrow 0$. In the last step we have used the Birkhoff ergodic theorem (see [13]) as well as $(9),(10)$, and $w_{\eta, \xi} \in V_{p o t}^{p}$. Next we note that the limit can be written as

$$
\sum_{i} \int_{Q_{i}} 1_{Q_{i}}\left(a^{*}\left(\xi_{i}\right), \xi_{i}\right) d x=\int_{Q}\left(a^{*}\left(M_{h} u, M_{h} D u\right), M_{h} D u\right) d x
$$

For the second term of the r.h.s. of (18) we have the following convergence.
LEmMA 3.6.

$$
\int_{Q}\left(a\left(T(x / \epsilon) \omega, M_{h} u, \mathcal{P}_{\epsilon}\right), D u_{\epsilon}\right) d x \rightarrow \int_{Q}\left(a^{*}\left(M_{h} u, M_{h} D u\right), D u\right) d x
$$

as $\epsilon \rightarrow 0$.
Proof.
$\int_{Q}\left(a\left(T(x / \epsilon) \omega, M_{h} u, \mathcal{P}_{\epsilon}\right), D u_{\epsilon}\right) d x=\sum_{i} \int_{Q_{i}}\left(a\left(T(x / \epsilon) \omega, \eta_{i} P\left(T(x / \epsilon) \omega, \eta_{i}, \xi_{i}\right)\right), D u_{\epsilon}\right) d x$.
$D u_{\epsilon}$ is bounded in $L^{p}(Q)^{d}$ for a.e. $\omega$. To show that $a\left(T(x / \epsilon) \omega, P\left(T(x / \epsilon) \omega, \eta_{i}, \xi_{i}\right)\right)$ is bounded in $L^{r}\left(Q_{i}\right)^{d}$, where $r>q$, we will use Meyers' theorem [16]. Since $-\operatorname{div}\left(a\left(T(x / \epsilon) \omega, \eta_{i}, P\left(T(x / \epsilon) \omega, \eta_{i}, \xi_{i}\right)\right)\right)=0$ in $3 \times Q_{i}$ (where $3 \times Q_{i}$ is a domain that contains $Q_{i}$ and is surrounded with a ring of size $Q_{i}$ ), using Meyers' theorem we can conclude that

$$
\left\|P\left(T(x / \epsilon) \omega, \eta_{i}, \xi_{i}\right)\right\|_{p+\eta, Q_{i}} \leq C\left\|P\left(T(x / \epsilon) \omega, \eta_{i}, \xi_{i}\right)\right\|_{p, 3 \times Q_{i}}
$$

where $C$ is independent of $\omega$ and depends only on operator constants. Note that $P \in$ $L_{l o c}^{p}\left(R^{d}\right)^{d}$. Since $\left\|P\left(T(x / \epsilon) \omega, \eta_{i}, \xi_{i}\right)\right\|_{p, 3 \times Q_{i}}$ is bounded for a.e. $\omega$ (see Lemma 3.3), $\left\|P\left(T(x / \epsilon) \omega, \eta_{i}, \xi_{i}\right)\right\|_{p+\alpha, Q_{i}}$ is also bounded for a.e. $\omega$. From here, using bounds for $a(T(y) \omega, \eta, \xi)$, we can easily obtain that $a\left(T(x / \epsilon) \omega, \eta_{i}, P\left(T(x / \epsilon) \omega, \eta_{i}, \xi_{i}\right)\right)$ is bounded in $L^{r}\left(Q_{i}\right)^{d}$, where $r>q$ for a.e. $\omega$. Indeed,

$$
\begin{aligned}
& \int_{Q_{i}}\left|a\left(T(x / \epsilon) \omega, \eta_{i}, P\left(T(x / \epsilon) \omega, \eta_{i}, \xi_{i}\right)\right)-a\left(T(x / \epsilon) \omega, \eta_{i}, 0\right)\right|^{r} d x \\
& \leq C \int_{Q_{i}}\left(\left|1+\eta_{i}+P\left(T(x / \epsilon) \omega, \eta_{i}, \xi_{i}\right)\right|\right)^{(p-2) r}\left|P\left(T(x / \epsilon) \omega, \eta_{i}, \xi_{i}\right)\right|^{r} d x \\
& \quad \leq C\left(\|P\|_{r, Q_{i}}+\|P\|_{(p-1) r, Q_{i}}\right)
\end{aligned}
$$

Since $P$ is in $L^{p+\alpha}\left(Q_{i}\right)^{d}$ for a.e. $\omega$, we can pick $r=q+\alpha /(p-1)$. Consequently, $\left(a\left(T(x / \epsilon) \omega, \eta_{i}, \xi_{i}+w_{\eta_{i}, \xi_{i}}(T(x / \epsilon) \omega)\right), D u_{\epsilon}\right)$ is bounded in $L^{\sigma}\left(Q_{i}\right)^{d}, \sigma>1$, for every $\eta_{i}$ and $\xi_{i}$. Thus it contains a subsequence that weak* converges to $g_{i}$ for any $i$ and a.e. $\omega$. Since $-\operatorname{div}\left(a\left(T(x / \epsilon) \omega, \eta_{i}, P\left(T(x / \epsilon) \omega, \eta_{i}, \xi_{i}\right)\right)\right)=0$ in $Q_{i}$, using a compensated compactness argument we can obtain that as $\epsilon \rightarrow 0, g_{i}=\left(a^{*}\left(\eta_{i}, \xi_{i}\right), D u\right)$. The latter is true because $D u_{\epsilon}$ weakly converges to $D u$ in $L^{p}(Q)^{d}$ for a.e. $\omega$ and $a\left(T(x / \epsilon) \omega, \eta_{i}, P\left(T(x / \epsilon) \omega, \eta_{i}, \xi_{i}\right)\right)$ weakly converges to $a^{*}\left(\eta_{i}, \xi_{i}\right)$ in $L^{r}(Q)$. The fact that $D u_{\epsilon}$ weakly converges to $D u$ for a.e. $\omega$ follows from general $G$-convergence results [17], and the weak convergence of $a\left(T(x / \epsilon) \omega, \eta_{i}, P\left(T(x / \epsilon) \omega, \eta_{i}, \xi_{i}\right)\right)$ is a consequence of the Birkhoff ergodic theorem. Consequently,

$$
\begin{aligned}
& \sum_{i} \int_{Q_{i}}\left(a\left(T(x / \epsilon) \omega, \eta_{i}, P\left(T(x / \epsilon) \omega, \eta_{i}, \xi_{i}\right)\right), D u_{\epsilon}\right) d x \\
& \quad \rightarrow \sum_{i} \int_{Q_{i}}\left(a^{*}\left(\eta_{i}, \xi_{i}\right), D u\right) d x=\int_{Q}\left(a^{*}\left(M_{h} u, M_{h} D u\right), D u\right) d x
\end{aligned}
$$

For the third term of the r.h.s. of (18) we have the following convergence.
Lemma 3.7.

$$
\int_{Q}\left(a\left(T(x / \epsilon) \omega, u_{\epsilon}, D u_{\epsilon}\right), \mathcal{P}_{\epsilon}\right) d x \rightarrow \int_{Q}\left(a^{*}(u, D u), M_{h} D u\right) d x
$$

as $\epsilon \rightarrow 0$.

Proof.

$$
\int_{Q}\left(a\left(T(x / \epsilon) \omega, u_{\epsilon}, D u_{\epsilon}\right), \mathcal{P}_{\epsilon}\right) d x=\sum_{i} \int_{Q_{i}}\left(a\left(T(x / \epsilon) \omega, u_{\epsilon}, D u_{\epsilon}\right), P\left(T(x / \epsilon) \omega, \eta_{i}, \xi_{i}\right)\right) d x
$$

Since $|a(\omega, \eta, \xi)| \leq C\left(1+|\eta|^{p-1}+|\xi|^{p-1}\right)$ and $P\left(T(x / \epsilon) \omega, \eta_{i}, \xi_{i}\right)$ converges to $\xi_{i}$ in $L^{p}(Q)^{d}$ and is bounded in $L^{p+\eta}(Q)^{d}$, similar to the analysis for the Lemma 3.6 we can obtain that

$$
\begin{aligned}
& \sum_{i} \int_{Q_{i}}\left(a\left(T(x / \epsilon) \omega, u_{\epsilon}, D u_{\epsilon}\right), P\left(T(x / \epsilon) \omega, \eta_{i}, \xi_{i}\right)\right) d x \\
& \quad \rightarrow \sum_{i} \int_{Q_{i}}\left(a^{*}(u, D u), \xi_{i}\right) d x=\int_{Q}\left(a^{*}(u, D u), M_{h} D u\right) d x
\end{aligned}
$$

For the fourth term of the r.h.s. of (18), we have the following.
Lemma 3.8.

$$
\int_{Q}\left(a\left(T(x / \epsilon) \omega, u_{\epsilon}, D u_{\epsilon}\right), D u_{\epsilon}\right) d x \rightarrow \int_{Q}\left(a^{*}(u, D u), D u\right) d x
$$

as $\epsilon \rightarrow 0$.
Proof.

$$
\begin{aligned}
\int_{Q}(a & \left.\left(T(x / \epsilon) \omega, u_{\epsilon}, D u_{\epsilon}\right), D u_{\epsilon}\right) d x \\
& =-\int_{Q}\left(\operatorname{div}\left(a\left(T(x / \epsilon) \omega, u_{\epsilon}, D u_{\epsilon}\right)\right), u_{\epsilon}\right) d x=-\int_{Q} f u_{\epsilon} d x \\
& \rightarrow-\int_{Q} f u d x=\int_{Q}\left(a^{*}(u, D u), D u\right) d x
\end{aligned}
$$

Next for the second term on the r.h.s. of (17), using (6), we have

$$
\begin{align*}
& C\left|\int_{Q}\left(a\left(T(x / \epsilon) \omega, u_{\epsilon}, \mathcal{P}_{\epsilon}\right)-a\left(T(x / \epsilon) \omega, M_{h} u, \mathcal{P}_{\epsilon}\right), \mathcal{P}_{\epsilon}-D u_{\epsilon}\right) d x\right|  \tag{19}\\
& \quad \leq \frac{C}{\delta_{1}}\left|\int_{Q} a\left(T(x / \epsilon) \omega, u_{\epsilon}, \mathcal{P}_{\epsilon}\right)-a\left(T(x / \epsilon) \omega, M_{h} u, \mathcal{P}_{\epsilon}\right)\right|^{q} d x+C \delta_{1} \int_{Q}\left|\mathcal{P}_{\epsilon}-D u_{\epsilon}\right|^{p} d x \\
& \quad \leq \frac{C}{\delta_{1}} \sum_{i} \int_{Q_{i}} \nu\left(\left|u_{\epsilon}-\eta_{i}\right|\right)^{q}\left(1+\left|\xi_{i}\right|^{p}\right) d x \\
& \quad+\frac{C}{\delta_{1}} \sum_{i} \int_{Q_{i}} \nu\left(\left|u_{\epsilon}-\eta_{i}\right|\right)^{q}\left(1+\left|w_{\eta_{i}, \xi_{i}}\right|^{p}\right) d x+C \delta_{1} \int_{Q}\left|\mathcal{P}_{\epsilon}-D u_{\epsilon}\right|^{p} d x
\end{align*}
$$

where $\nu(r)$ is a continuity modulus defined earlier (see (6)). Here we have used the uniform boundedness of $D u_{\epsilon}$ as well as $u_{\epsilon}$ in $L^{p}(Q)^{d}$ and $L^{p}(Q)$, respectively. The first term on the r.h.s. converges to $\int_{Q} \nu\left(\left|u-M_{h} u\right|\right)^{q}\left(1+\left|M_{h} D u\right|^{p}\right) d x$ by Lemma 3.4. For the second term, using Meyers' theorem (cf. Lemma 3.6), we obtain that $w_{\eta_{i}, \xi_{i}}$ is bounded in $L^{p+\alpha}\left(Q_{i}\right)^{d}, \alpha>0$. Thus, using Lemma 3.4, we have that the second term for each $i$ converges to $\left.\int_{Q_{i}} \nu\left(\left|u-\eta_{i}\right|\right)^{q}\left(1+\left.\langle | w_{\eta_{i}, \xi_{i}}\right|^{p}\right\rangle\right) d x$, which is not
greater than $\int_{Q_{i}} \nu\left(\left|u-\eta_{i}\right|\right)^{q}\left(1+\left|\eta_{i}\right|^{p}+\left|\xi_{i}\right|^{p}\right) d x$. Summing this over all $i$, we get $\int_{Q} \nu\left(\left|u-M_{h} u\right|\right)^{q}\left(1+\left|M_{h} u\right|^{p}+\left|M_{h} D u\right|^{p}\right) d x$. Thus (19) is not greater than

$$
\int_{Q} \nu\left(\left|u-M_{h} u\right|\right)^{q}\left(1+\left|M_{h} u\right|^{p}+\left|M_{h} D u\right|^{p}\right) d x+C \delta_{1} \int_{Q}\left|\mathcal{P}_{\epsilon}-D u_{\epsilon}\right|^{p} d x
$$

With an appropriate choice of $\delta_{1}$, combining all the estimates, we have for (17) (cf. (16))

$$
\begin{align*}
& \lim _{\epsilon \rightarrow 0} \int_{Q}\left|\mathcal{P}_{\epsilon}-D u_{\epsilon}\right|^{p} d x \\
& \leq C\left(\int_{Q}\left(a^{*}\left(M_{h} u, M_{h} D u\right), M_{h} D u\right) d x-\int_{Q}\left(a^{*}\left(M_{h} u, M_{h} D u\right), D u\right) d x\right. \\
&\left.\quad-\int_{Q}\left(a^{*}(u, D u), M_{h} D u\right) d x+\int_{Q}\left(a^{*}(u, D u), D u\right) d x\right)  \tag{20}\\
&+\int_{Q} \nu\left(\left|u-M_{h} u\right|\right)^{q}\left(1+\left|M_{h} u\right|^{p}+\left|M_{h} D u\right|^{p}\right) d x
\end{align*}
$$

Next it is not difficult to show that the r.h.s. of (20) approaches zero as $h \rightarrow 0$. For this reason we write

$$
\begin{align*}
\int_{Q} & \left(a^{*}\left(M_{h} u, M_{h} D u\right), M_{h} D u\right) d x-\int_{Q}\left(a^{*}\left(M_{h} u, M_{h} D u\right), D u\right) d x \\
& -\int_{Q}\left(a^{*}(u, D u), M_{h} D u\right) d x+\int_{Q}\left(a^{*}(u, D u), D u\right) d x  \tag{21}\\
& =\int_{Q}\left(a^{*}(u, D u)-a^{*}\left(M_{h} u, M_{h} D u\right), D u-M_{h} D u\right) d x
\end{align*}
$$

Next, using the estimate $\left|a^{*}\left(\eta_{1}, \xi_{1}\right)-a^{*}\left(\eta_{2}, \xi_{2}\right)\right| \leq C\left(1+\left|\eta_{1}\right|_{\tilde{s}}^{p-1}+\left|\eta_{2}\right|^{p-1}+\left|\xi_{1}\right|^{p-1}+\right.$ $\left.\left|\xi_{2}\right|^{p-1}\right) \nu\left(\left|\eta_{1}-\eta_{2}\right|\right)+C\left(1+\left|\eta_{1}\right|^{p-1-\tilde{s}}+\left|\eta_{2}\right|^{p-1-\tilde{s}}+\left|\xi_{1}\right|^{p-1-\tilde{s}}+\left|\xi_{2}\right|^{p-1-\tilde{s}}\right)\left|\xi_{1}-\xi_{2}\right|^{\tilde{s}}$, $0<\tilde{r} \leq 1$ (see [17]), we can obtain that the r.h.s. of (21) converges to zero as $h \rightarrow 0$. Indeed,

$$
\begin{align*}
& \int_{Q}\left(a^{*}(u, D u)-a^{*}\left(M_{h} u, M_{h} D u\right), D u-M_{h} D u\right) d x  \tag{22}\\
& \leq C \int_{Q}\left(1+|u|^{p-1}+|D u|^{p-1}+\left|M_{h} u\right|^{p-1}+\left|M_{h} D u\right|^{p-1}\right) \nu\left(\left|u-M_{h} u\right|\right)\left|D u-M_{h} D u\right| d x \\
& +C \int_{Q}\left(1+|u|^{p-1-\tilde{s}}+|D u|^{p-1-\tilde{s}}+\left|M_{h} u\right|^{p-1-\tilde{s}}+\left|M_{h} D u\right|^{p-1-\tilde{s}}\right)\left|D u-M_{h} D u\right|^{\tilde{s}} d x
\end{align*}
$$

Using the Holder inequality, it can be easily shown that the second term here converges to zero as $h \rightarrow 0$. Since $M_{h} u$ converges to $u$ in $L^{p}(Q)$ and $M_{h} D u$ converges to $D u$ in $L^{p}(Q)^{d}$ from Lemma 3.4, the first term in (22) also converges to zero. Similarly one can show that the last term on the r.h.s. of (20) converges to zero as $h \rightarrow 0$. This completes the proof of Theorem 3.1.

As an example we consider the correctors for

$$
\begin{equation*}
\operatorname{div}\left(a(T(x / \epsilon) \omega) k_{r}\left(u_{\epsilon}\right) D u_{\epsilon}\right)=f \tag{23}
\end{equation*}
$$

We assume that the operator satisfies the conditions stated previously. In this case $P(T(y) \omega, \eta, \xi)=\xi+w_{\eta, \xi}(T(y) \omega)$, where $w_{\eta, \xi} \in L_{p o t}^{p}(\Omega)$ satisfies

$$
-\operatorname{div}\left(a(T(x / \epsilon) \omega) k_{r}(\eta)\left(\xi+w_{\eta, \xi}\right)\right)=0
$$

Introducing a notation $N$ such that $w_{\eta, \xi}^{i}(\omega)=N_{i j}(\omega) \xi_{j}$, we have the classical equation (see [13]) for $N(\omega)$, i.e., $a(\omega)(I+N) \in L_{\text {sol }}^{q}(\Omega)$. Consequently, the correctors for (23) have the form

$$
P(T(y) \omega, \eta, \xi)=\xi(I+N(T(y) \omega)) .
$$

From this we conclude that $u$ satisfies

$$
\operatorname{div}\left(a^{*} k_{r}(u) D u\right)=f,
$$

where $a^{*}$ is the homogenized tensor corresponding to a linear elliptic operator. The approximation for the gradient of the solution is defined by

$$
P\left(T(x / \epsilon) \omega, M_{h} u, M_{h} D u\right)=M_{h} D u(I+N(T(x / \epsilon) \omega)) .
$$

Theorem 3.1 shows a way to compute an approximation for the gradient of $u_{\epsilon}$, although this computation is difficult since it involves the solution of the auxiliary problem. In the next section we will present the numerical computation of the oscillatory solution.

## 4. Numerical computation of the homogenized solution.

4.1. Numerical homogenization method. Consider $u_{\epsilon} \in W_{0}^{1, p}(Q)$,

$$
\begin{equation*}
-\operatorname{div}\left(a_{\epsilon}\left(x, u_{\epsilon}, D u_{\epsilon}\right)\right)+a_{0, \epsilon}\left(x, u_{\epsilon}, D u_{\epsilon}\right)=f, \tag{24}
\end{equation*}
$$

where $a_{\epsilon}(x, \eta, \xi)$ and $a_{0, \epsilon}(x, \eta, \xi), \eta \in R, \xi \in R^{d}$, satisfy (4)-(6) and (7). As we mentioned in the introduction, the numerical homogenization procedure and its analysis can be studied for more general heterogeneities using $G$-convergence theory. The main idea of the numerical homogenization procedure is to find the homogenized solution without using the auxiliary problem. Consider a finite dimensional space over the standard triangular partitions $K$ of $Q=\bigcup K$, and let
$S^{h}=\left\{v_{h} \in C^{0}(\bar{Q})\right.$ : the restriction $v_{h}$ is linear for each element $K$ and $v_{h}=0$ on $\left.\partial Q\right\}$,
$\operatorname{diam}(K) \leq C h$. Here we assume that $h \gg \epsilon$ is chosen for the approximation of the homogenized solution. The numerical homogenization procedure consists of finding an approximation, $u_{h} \in S^{h}$, of a homogenized solution $u$ such that

$$
\begin{equation*}
\left(A_{\epsilon, h} u_{h}, v_{h}\right)=\int_{Q} f v_{h} d x \tag{26}
\end{equation*}
$$

where

$$
\begin{equation*}
\left(A_{\epsilon, h} u_{h}, v_{h}\right)=\sum_{K} \int_{K}\left(\left(a_{\epsilon}\left(x, \eta^{u_{h}}, D u_{\epsilon, h}\right), D v_{h}\right)+a_{0, \epsilon}\left(x, \eta^{u_{h}}, D u_{\epsilon, h}\right) v_{h}\right) d x . \tag{27}
\end{equation*}
$$

Here $u_{\epsilon, h}$ satisfies

$$
\begin{equation*}
-\operatorname{div}\left(a_{\epsilon}\left(x, \eta^{u_{h}}, D u_{\epsilon, h}\right)\right)=0 \text { in } K \tag{28}
\end{equation*}
$$

$u_{\epsilon, h}=u_{h}$ on $\partial K$, and $\eta^{v_{h}}\left(=M_{h} v_{h}\right)=\frac{1}{|K|} \int_{K} v_{h} d x$ in each $K$. Our numerical homogenization procedure consists of (26), (27), and (28). In some sense, (27) attempts to approximate $\int_{Q}\left[\left(a^{*}\left(x, u_{h}, D u_{h}\right), D v_{h}\right)+a_{0}^{*}\left(x, u_{h}, D u_{h}\right) v_{h}\right] d x$, which is a finite element formulation of the homogenized equation. Note that solutions, $u_{h}$, of (26) depend on $\epsilon$, which we do not explicitly write because $u_{h} \in S^{h}$. We would like to point out that different boundary conditions can be chosen; e.g., one can use an oversampling technique [10], where the solution of the larger problem is used in the calculation of the solution of local problems. We have implemented and shown the advantages of an oversampling technique in our recent work [7]. In the next subsection we will show that the numerical homogenization approach can be considered as a generalization of MsFEM.

Next we briefly describe the numerical implementation of MsFEM for nonlinear elliptic problems. For each $u_{h}=\sum_{i} \theta_{i} \phi_{0}^{i}(x) \in S^{h}$, where $\phi_{0}^{i}(x)$ is a basis in $S^{h},(26)$ is equivalent to solving

$$
\begin{equation*}
F(\theta)=b \tag{29}
\end{equation*}
$$

where $F(\theta)$ is defined by (27) with $v_{h}=\phi_{0}^{i}(x)$ and $b_{i}=\int_{Q} f \phi_{0}^{i}(x) d x$. Equation (29) can be solved using Newton's method or its modifications. This involves the inversion of the Jacobian corresponding to $F(\theta)$. When using MsFEM, the Jacobian is a matrix assembled on the coarse grid, which gives us the advantage in the computations.

The following convergence result will be shown.
THEOREM 4.1. Let $u_{h}$ and $u$ be solutions of (26) and (2), respectively. Then

$$
\begin{equation*}
\lim _{h \rightarrow 0} \lim _{\epsilon \rightarrow 0}\left\|u_{h}-u\right\|_{W_{0}^{1, p}(Q)}=0 \tag{30}
\end{equation*}
$$

(up to a subsequence) under some nonrestrictive assumptions on $a^{*}(x, \eta, \xi)$.
Remark 4.1. Since the proof uses $G$-convergence theory, the limiting $a^{*}$ (as well as $a_{0}^{*}$ ) is not unique, and the convergence of the numerical solutions is up to a subsequence in $\epsilon$; i.e., $u_{h}$ converges to $a$ solution of $a$ homogenized equation. We note that for the random homogeneous case the limiting operator is unique and the whole sequence converges. In later analysis, all the limits are taken up to a subsequence.

Note that because of the lack of scale separation, the above result cannot be improved, because there are all the scales $\alpha(\epsilon)$, such that $\alpha(\epsilon) \rightarrow 0$ as $\epsilon \rightarrow 0$ are present. We have observed significant improvement in the numerical calculation when an oversampling technique is used for problems without scale separation. To show that $u_{\epsilon, h}$ approximates $u_{\epsilon}$ in $W_{0}^{1, p}(Q)$ we will use the corrector results presented in the previous section.
4.2. Numerical homogenization method and MsFEM. To present the relation between the numerical homogenization approach and MsFEM we introduce the multiscale mapping, $E^{M s F E M}: S^{h} \rightarrow V_{\epsilon}^{h}$, a one-to-one operator which is constructed in the following way. For each $v_{h} \in S^{h}, v_{\epsilon, h}$ is the solution of

$$
\begin{equation*}
-\operatorname{div}\left(a_{\epsilon}\left(x, \eta^{v_{h}}, D v_{\epsilon, h}\right)\right)=0 \quad \text { in } K \tag{31}
\end{equation*}
$$

in each $K, v_{\epsilon, h}=v_{h}$ on $\partial K$, and $\eta^{v_{h}}=\frac{1}{|K|} \int_{K} v_{h} d x$. In [11] the authors introduce MsFEM, where a basis for $V_{\epsilon}^{h}$ is constructed by mapping a basis of $S^{h}$. The extension of this approach to nonlinear problems yields a nonlinear space for the approximation of heterogeneities. Note that $v_{\epsilon, h}$ are uniquely determined because (31) enjoys the monotonicity property. Now the numerical homogenization procedure can be written in the following way. Find $u_{h} \in S^{h}$ (consequently, $u_{\epsilon, h}=E^{M S F E M} u_{h} \in V_{\epsilon}^{h}$ ) such that

$$
\begin{equation*}
\left(A_{\epsilon, h} u_{h}, v_{h}\right)=\int_{Q} f v_{h} d x \quad \forall v_{h} \in S^{h} \tag{32}
\end{equation*}
$$

where $A_{\epsilon, h}$ is given by (26). Later on we will show that $D u_{\epsilon, h}$ approximates $D u_{\epsilon}$ in $L^{p}(Q)^{d}$, assuming that the fluxes $a_{\epsilon}(x, \eta, \xi)$ and $a_{0, \epsilon}(x, \eta, \xi)$ are random homogeneous fields. Clearly, for periodic problems, (31) can be solved in a period of size $\epsilon$ and extended periodically to $K$. This solution will approximate the solution of (31) and can be used in the construction of $A_{\epsilon, h}$ and in setting up (32) (cf. HMM [6]). The convergence analysis for this case can be easily carried out using periodic correctors, and this will be presented elsewhere. Finally, we would like to note that one can adopt the oversampling technique [10] for nonlinear multiscale finite element methods.
4.3. Proof of Theorem 4.1. The proof of Theorem 4.1 will be carried out in the following way. First we show the coercivity of $A_{\epsilon, h}$ defined by (27). Next we study the limit as $\epsilon \rightarrow 0$ of (26) and show that the solution of the limiting equation approximates homogenized solutions. For the sake of simplification of the proof, we assume $\beta=p$ in (4).

Lemma 4.2. Let $A_{\epsilon, h}$ be defined by (27). Then for sufficiently small $h$, there exists a constant $C>0$ such that for any $v_{h} \in S^{h}$

$$
\left(A_{\epsilon, h} v_{h}, v_{h}\right) \geq C\left\|D v_{h}\right\|_{p, Q}^{p}-C_{1} .
$$

Proof. Let $\tilde{v}_{\epsilon, h}=v_{\epsilon, h}-v_{h}$. It follows that $\tilde{v}_{\epsilon, h} \in W_{0}^{1, p}(K)$ satisfies the following problem:

$$
\begin{equation*}
-\operatorname{div} a_{\epsilon}\left(x, \eta^{v_{h}}, D \tilde{v}_{\epsilon, h}+D v_{h}\right)=0 \quad \text { in } K . \tag{33}
\end{equation*}
$$

Using (33) and applying Green's theorem and (7), we have the following estimate:

$$
\begin{aligned}
\left(A_{\epsilon, h} v_{h}, v_{h}\right)= & \sum_{K} \int_{K}\left[\left(a_{\epsilon}\left(x, \eta^{v_{h}}, D v_{\epsilon, h}\right), D v_{h}\right)+a_{0, \epsilon}\left(x, \eta^{v_{h}}, D v_{\epsilon, h}\right) v_{h}\right] d x \\
= & \sum_{K} \int_{K}\left[\left(a_{\epsilon}\left(x, \eta^{v_{h}}, D v_{h}+D \tilde{v}_{\epsilon, h}\right), D v_{h}+D \tilde{v}_{\epsilon, h}\right)+a_{0, \epsilon}\left(x, \eta^{v_{h}}, D v_{\epsilon, h}\right) v_{h}\right] d x \\
= & \sum_{K} \int_{K}\left[\left(a_{\epsilon}\left(x, \eta^{v_{h}}, D v_{h}+D \tilde{v}_{\epsilon, h}\right), D v_{h}+D \tilde{v}_{\epsilon, h}\right)+a_{0, \epsilon}\left(x, \eta^{v_{h}}, D v_{\epsilon, h}\right) \eta^{v_{h}}\right] d x \\
& +\sum_{K} \int_{K} a_{0, \epsilon}\left(x, \eta^{v_{h}}, D v_{\epsilon, h}\right)\left(v_{h}-\eta^{v_{h}}\right) d x \\
\geq & C \sum_{K} \int_{K}\left|D v_{h}+D \tilde{v}_{\epsilon, h}\right|^{p} d x-C h\left(1+\sum_{K} \int_{K}\left|D v_{h}\right|^{p} d x\right)-C_{1} .
\end{aligned}
$$

Here we have also used the fact that $\int_{K}\left|\eta^{v_{h}}\right|^{p} d x \leq C \int_{K}\left|v_{h}\right|^{p} d x$. Next we will show that

$$
\sum_{K} \int_{K}\left|D v_{h}+D \tilde{v}_{\epsilon, h}\right|^{p} d x=\sum_{K} \int_{K}\left|D v_{\epsilon, h}\right|^{p} d x \geq C \sum_{K} \int_{K}\left|D v_{h}\right|^{p} d x
$$

We note that $v_{h}$ is piecewise linear on $\partial K$ for triangular mesh, i.e., $\left.v_{\epsilon, h}\right|_{\partial K}=$ $v_{h}=\beta+\left(D v_{h}, x-x_{0}\right)$, for some constants $\beta$ and $x_{0}$ independent of $D v_{h}$. We set $\bar{v}_{\epsilon, h}=v_{\epsilon, h}-\beta$. Then, by change of variable and homogeneity argument and applying the trace theorem, we have

$$
\begin{aligned}
\sum_{K} \int_{K}\left|D v_{\epsilon, h}\right|^{p} d x & \geq C \sum_{K} \frac{h^{d}}{h^{p}} \int_{K_{r}}\left|D_{y} \bar{v}_{\epsilon, h}\right|^{p} d y \\
& \geq C \sum_{K} \frac{h^{d}}{h^{p}} \int_{\partial K_{r}}\left|\left(D v_{h}, y h\right)\right|^{p} d y=C \sum_{K} h^{d}\left|D v_{h}\right|^{p} C\left(e_{D v_{h}}\right),
\end{aligned}
$$

where $K_{r}$ is a reference triangle of size of order $1, e_{D v_{h}}$ is the unit vector in the direction of $D v_{h}$, and

$$
C\left(e_{D v_{h}}\right)=\int_{\partial K_{r}}\left|\left(e_{D v_{h}}, y\right)\right|^{p} d y
$$

Here we have used the trace inequality, $\|u\|_{L^{p}(\partial Q)} \leq C\|u\|_{W^{1, p}(Q)}$, and taken into account the equivalence of finite dimensional norms for every $h$. One can further show that $C\left(e_{\xi}\right)$ is bounded from below independent of $\xi$ and $h$. By contradiction, suppose that the claim is not true. Then there exists a sequence $\left\{e_{\xi_{n}}\right\}$ which has a subsequence (denoted by the same notation) such that $e_{\xi_{n}} \rightarrow e_{*}$ and $C\left(e_{\xi_{n}}\right) \rightarrow 0$ as $n \rightarrow \infty$. Since $C\left(e_{\xi}\right)$ is continuous, it follows that $C\left(e_{*}\right)=0$. This further implies that $\left(e_{*}, y\right)=0$ on $\partial K_{r}$, and hence $e_{*}=0$. This is a contradiction.

Next we show that $A_{\epsilon, h}$ is equicontinuous for any $h$ in any compact set.
Lemma 4.3. For any $v_{h} \in S^{h}$ and $w_{h} \in S^{h}$ in a compact set we have

$$
\left\|A_{\epsilon, h} v_{h}-A_{\epsilon, h} w_{h}\right\|^{p} \leq C\left(\sum_{K} \int_{K}\left(\left|D\left(v_{h}-w_{h}\right)\right|^{p}+\nu\left(\left|\eta^{v_{h}}-\eta^{w_{h}}\right|\right)\right) d x\right)^{1 / p}
$$

where $C$ does not depend on $\epsilon$.
Since this result is for fixed $h$ (i.e., finite dimensional), we do not specify the norm.

Proof.

$$
\begin{align*}
\left\|A_{\epsilon, h} v_{h}-A_{\epsilon, h} w_{h}\right\|=\sum_{K} & \int_{K}\left|a_{\epsilon}\left(x, \eta^{v_{h}}, D v_{\epsilon, h}\right)-a_{\epsilon}\left(x, \eta^{w_{h}}, D w_{\epsilon, h}\right)\right| d x \\
& +\sum_{K} \int_{K}\left|a_{0, \epsilon}\left(x, \eta^{v_{h}}, D v_{\epsilon, h}\right)-a_{0, \epsilon}\left(x, \eta^{w_{h}}, D w_{\epsilon, h}\right)\right| d x \tag{34}
\end{align*}
$$

Next we will estimate the first term on the r.h.s. of (34). The estimate for the second
term is analogous.

$$
\begin{align*}
& \sum_{K} \int_{K}\left|a_{\epsilon}\left(x, \eta^{v_{h}}, D v_{\epsilon, h}\right)-a_{\epsilon}\left(x, \eta^{w_{h}}, D w_{\epsilon, h}\right)\right| d x \\
& \leq C \sum_{K} \int_{K}\left(1+\left|\eta^{v_{h}}\right|+\left|\eta^{w_{h}}\right|+\left|D v_{\epsilon, h}\right|+\left|D w_{\epsilon, h}\right|\right)^{p-1} \nu\left(\left|\eta^{v_{h}}-\eta^{w_{h}}\right|\right) \\
& \quad+C \sum_{K} \int_{K}\left(1+\left|\eta^{v_{h}}\right|+\left|\eta^{w_{h}}\right|+\left|D v_{\epsilon, h}\right|+\left|D w_{\epsilon, h}\right|\right)^{p-1-s}\left|D v_{\epsilon, h}-D w_{\epsilon, h}\right|^{s}  \tag{35}\\
& \quad \leq C\left(\sum_{K} \int_{K} \nu\left(\left|\eta^{v_{h}}-\eta^{w_{h}}\right|\right)^{p} d x\right)^{1 / p}+C\left(\sum_{K} \int_{K}\left|D v_{\epsilon, h}-D w_{\epsilon, h}\right|^{p}\right)^{1 / p}
\end{align*}
$$

Here we have used the Cauchy inequality along with the facts that $\left\|D v_{\epsilon, h}\right\|_{p, K} \leq$ $C\left\|D v_{h}\right\|_{p, K},\left\|D w_{\epsilon, h}\right\|_{p, K} \leq C\left\|D w_{h}\right\|_{p, K}$, and $\left\|D v_{h}\right\|_{p, Q} \leq C,\left\|D w_{h}\right\|_{p, Q} \leq C$. It remains to estimate the second term on the r.h.s. of (35).

$$
\begin{align*}
\sum_{K} & \int_{K}\left|D v_{\epsilon, h}-D w_{\epsilon, h}\right|^{p}  \tag{36}\\
\leq & C \sum_{K} \int_{K}\left(a_{\epsilon}\left(x, \eta^{v_{h}}, D v_{\epsilon, h}\right)-a_{\epsilon}\left(x, \eta^{v_{h}}, D w_{\epsilon, h}\right), D v_{\epsilon, h}-D w_{\epsilon, h}\right) d x \\
\leq & \sum_{K} \int_{K}\left(a_{\epsilon}\left(x, \eta^{v_{h}}, D w_{\epsilon, h}\right)-a_{\epsilon}\left(x, \eta^{w_{h}}, D w_{\epsilon, h}\right), D v_{\epsilon, h}-D w_{\epsilon, h}\right) d x \\
& +\sum_{K} \int_{K}\left(a_{\epsilon}\left(x, \eta^{w_{h}}, D w_{\epsilon, h}\right)-a_{\epsilon}\left(x, \eta^{v_{h}}, D w_{\epsilon, h}\right), D v_{\epsilon, h}-D w_{\epsilon, h}\right) d x \\
\leq & C \sum_{K} \int_{K}\left(a_{\epsilon}\left(x, \eta^{v_{h}}, D v_{\epsilon, h}\right)-a_{\epsilon}\left(x, \eta^{w_{h}}, D w_{\epsilon, h}\right), D v_{h}+D \tilde{v}_{\epsilon, h}-D w_{h}-D \tilde{w}_{\epsilon, h}\right) d x \\
& +C \sum_{K} \int_{K}\left(a_{\epsilon}\left(x, \eta^{w_{h}}, D w_{\epsilon, h}\right)-a_{\epsilon}\left(x, \eta^{v_{h}}, D w_{\epsilon, h}\right), D v_{\epsilon, h}-D w_{\epsilon, h}\right) d x \\
\leq & C \sum_{K} \int_{K}\left(a_{\epsilon}\left(x, \eta^{v_{h}}, D v_{\epsilon, h}\right)-a_{\epsilon}\left(x, \eta^{w_{h}}, D w_{\epsilon, h}\right), D v_{h}-D w_{h}\right) d x \\
& +C \sum_{K} \int_{K} \nu\left(\left|\eta^{w_{h}}-\eta^{v_{h}}\right|\right)^{p} d x \\
\leq & C\left(\sum_{K} \int_{K}\left|D v_{h}-D w_{h}\right|^{p} d x\right)^{1 / p}+C \sum_{K} \int_{K} \nu\left(\left|\eta^{w_{h}}-\eta^{v_{h}}\right|\right)^{p} d x .
\end{align*}
$$

Here we have used Holder and Cauchy inequalities along with the facts that $\left\|D v_{\epsilon, h}\right\|_{p, K}$ $\leq C\left\|D v_{h}\right\|_{p, K},\left\|D w_{\epsilon, h}\right\|_{p, K} \leq C\left\|D w_{h}\right\|_{p, K}$, and $\left\|D v_{h}\right\|_{p, Q} \leq C,\left\|D w_{h}\right\|_{p, Q} \leq C$, and that $v_{\epsilon, h}=v_{h}+\tilde{v}_{\epsilon, h}$, where $\tilde{v}_{\epsilon, h} \in W_{0}^{1, p}(K)$ satisfies $-\operatorname{div} a_{\epsilon}\left(x, \eta^{v_{h}}, D v_{h}+D \tilde{v}_{\epsilon, h}\right)=0$. The estimates (35) and (36) give us the estimate for the first term of the r.h.s. of (34). A similar estimate for the second term can be obtained in a very analogous manner. $\quad \square$

The coercivity and continuity of $A_{\epsilon, h}$ guarantee the existence of a solution for the
discrete equation

$$
\begin{equation*}
\left(A_{\epsilon, h} u_{\epsilon, h}, w_{h}\right)=\int_{Q} f w_{h} d x \tag{37}
\end{equation*}
$$

Lemma 4.4. For any $v_{h} \in S^{h}$ and $w_{h} \in S^{h}$

$$
\lim _{\epsilon \rightarrow 0}\left(A_{\epsilon, h} v_{h}, w_{h}\right)=\left(A_{h} v_{h}, w_{h}\right)
$$

(up to a sub-sequence), where the r.h.s. is defined as

$$
\left(A_{h} v_{h}, w_{h}\right)=\sum_{K} \int_{K}\left[\left(a^{*}\left(x, \eta^{v_{h}}, D v_{0}\right), D w_{h}\right)+a_{0}^{*}\left(x, \eta^{v_{h}}, D v_{0}\right) w_{h}\right] d x
$$

and $v_{0}$ is the solution of $v_{0}-v_{h} \in W_{0}^{1, p}(K)$,

$$
-\operatorname{div}\left(a^{*}\left(x, \eta^{v_{h}}, D v_{0}\right)\right)=0
$$

Here $a^{*}(x, \eta, \xi)$ is a $G$-limit of the corresponding limit operator.
Proof. Using the theorem on $G$-convergence of arbitrary solutions [17, p. 87], we obtain that solutions $v_{\epsilon, h}$ of (31) weakly converge to $v_{0}$ in $W^{1, p}(K)$, and $a_{\epsilon}\left(x, \eta^{v_{h}}\right.$, $\left.D v_{\epsilon, h}\right)$ weakly converges to $a^{*}\left(x, \eta^{v_{h}}, D v_{0}\right)$ in $L^{q}(K)^{d}$, and $a_{0, \epsilon}\left(x, \eta^{v_{h}}, D v_{\epsilon, h}\right)$ weakly converges to $a_{0}^{*}\left(x, \eta^{v_{h}}, D v_{0}\right)$ in $L^{q}(K)$ (up to a subsequence), where $a^{*}(x, \eta, \xi$ ) and $a_{0}^{*}(x, \eta, \xi)$ are the fluxes corresponding to a $G$-limit of the original operators. Thus,

$$
\begin{aligned}
\lim _{\epsilon \rightarrow 0} & \left(A_{\epsilon, h} v_{h}, w_{h}\right)=\lim _{\epsilon \rightarrow 0} \sum_{K} \int_{K}\left[\left(a_{\epsilon}\left(x, \eta^{v_{h}}, D v_{\epsilon, h}\right), D w_{h}\right)+a_{0, \epsilon}\left(x, \eta^{v_{h}}, D v_{\epsilon, h}\right) w_{h}\right] d x \\
& =\sum_{K} \int_{K}\left[\left(a^{*}\left(x, \eta^{v_{h}}, D v_{0}\right), D w_{h}\right)+a_{0}^{*}\left(x, \eta^{v_{h}}, D v_{0}\right) w_{h}\right] d x=\left(A_{h} v_{h}, w_{h}\right)
\end{aligned}
$$

It can be easily shown that $A_{h}$ is coercive for small $h$. Since $A_{\epsilon, h}$ is equicontinuous in any compact set, the results of Lemma 4.4 hold for any $v_{h} \in S^{h}$ and $w_{h} \in S^{h}$ that are uniformly bounded (finite dimensional). Thus, taking the limit $\epsilon \rightarrow 0$ of (37) (up to a subsequence), we obtain

$$
\left(A_{h} u_{h}, w_{h}\right)=\int_{Q} f w_{h} d x
$$

From Lemma 4.2 and the continuity of $A_{h}$ (which can be easily verified) it follows that $u_{h}$ exists and is uniformly bounded in $W_{0}^{1, p}(Q)$, and thus $u_{h} \rightarrow u$ (up to a subsequence) weakly in $W_{0}^{1, p}(Q)$. Our task to show that $u$ is a solution of the homogenized equation. The following lemma is needed for this purpose.

Lemma 4.5. Assume that $v_{h} \in S^{h}$ and $D v_{h}$ are uniformly bounded in $L^{p+\alpha}(Q)^{d}$ (with $\alpha>0$ ) and $w_{h} \in S^{h}$ and $D w_{h}$ are uniformly bounded in $L^{p}(Q)^{d}$. Then

$$
\lim _{h \rightarrow 0}\left(A_{h} v_{h}-A^{*} v_{h}, w_{h}\right)=0
$$

where

$$
\left(A^{*} v_{h}, w_{h}\right)=\sum_{K} \int_{K}\left[\left(a^{*}\left(x, v_{h}, D v_{h}\right), D w_{h}\right)+a_{0}^{*}\left(x, v_{h}, D v_{h}\right) w_{h}\right] d x
$$

Proof.

$$
\begin{align*}
\left(A_{h} v_{h}-A^{*} v_{h}, w_{h}\right)=\sum_{K} \int_{K} & {\left[\left(a^{*}\left(x, \eta^{v_{h}}, D v_{0}\right)-a^{*}\left(x, v_{h}, D v_{h}\right), D w_{h}\right)\right.}  \tag{38}\\
& \left.+\left(a_{0}^{*}\left(x, \eta^{v_{h}}, D v_{0}\right)-a_{0}^{*}\left(x, v_{h}, D v_{h}\right)\right) w_{h}\right] d x
\end{align*}
$$

Next we will show that the first and second terms on the r.h.s. of (38) converge to zero. For the first term we have

$$
\begin{align*}
& \sum_{K} \int_{K}\left(a^{*}\left(x, \eta^{v_{h}}, D v_{0}\right)-a^{*}\left(x, v_{h}, D v_{h}\right), D w_{h}\right) d x  \tag{39}\\
& \leq \\
& \quad C \sum_{K} \int_{K} \nu\left(\left|v_{h}-\eta^{v_{h}}\right|\right)\left(1+\left|\eta^{v_{h}}\right|^{p-1}+\left|v_{h}\right|^{p-1}+\left|D v_{0}\right|^{p-1}+\left|D v_{h}\right|^{p-1}\right)\left|D w_{h}\right| d x \\
& \quad+C \sum_{K} \int_{K}\left(1+\left|\eta^{v_{h}}\right|+\left|v_{h}\right|+\left|D v_{0}\right|+\left|D v_{h}\right|\right)^{p-1-s}\left|D v_{h}-D v_{0}\right|^{s}\left|D w_{h}\right| d x \\
& \leq \\
& \quad C \sum_{K}\left(\int_{K} \nu\left(\left|v_{h}-\eta^{v_{h}}\right|\right)^{q}\left(1+\left|D v_{h}\right|^{p}\right) d x\right)^{1 / q}\left(\int_{K}\left|D w_{h}\right|^{p} d x\right)^{1 / p} \\
& \quad+C \sum_{K}\left(\int_{K}\left(1+\left|D v_{h}\right|^{p}\right) d x\right)^{(p-q s) / p q}\left(\int_{K} \mid D\left(v_{h}-\left.v_{0}\right|^{p} d x\right)^{s / p}\left(\int_{K}\left|D w_{h}\right|^{p} d x\right)^{1 / p}\right. \\
& =C\left(\int_{Q} \nu\left(\left|v_{h}-\eta^{v_{h}}\right|\right)^{q}\left(1+\left|D v_{h}\right|^{p}\right) d x\right)^{1 / q}+C\left(\int_{Q}\left|D\left(v_{h}-v_{0}\right)\right|^{p} d x\right)^{s / p} .
\end{align*}
$$

Here we have used the Cauchy inequality along with the facts that $\left\|D w_{h}\right\|_{p, Q} \leq$ $C, \int_{K}\left|D v_{0}\right|^{p} d x \leq C \int_{K}\left|D v_{h}\right|^{p} d x, \int_{K}\left|v_{h}\right|^{p} d x \leq C \int_{K}\left|D v_{h}\right|^{p} d x$, and $\int_{K}\left|\eta^{v_{h}}\right|^{p} d x \leq$ $C \int_{K}\left|D v_{h}\right|^{p} d x$. Next we will show that $\left\|D v_{h}-D v_{0}\right\|_{p, Q} \rightarrow 0$ as $h \rightarrow 0$ under some assumptions regarding the regularity of $a^{*}(x, \eta, \xi)$ with respect to spatial variables. Moreover, this convergence is uniform for a uniformly bounded family of $D v_{h}$. Define $\overline{a^{*}}{ }_{K}(x, \eta, \xi)$ as a piecewise constant function on each $K$ and $\eta, \xi$ defined in each $K$ by

$$
{\overline{a^{*}}}_{K}(\eta, \xi)=\frac{1}{|K|} \int_{K} a^{*}(x, \eta, \xi)
$$

We assume that in each $K$

$$
\begin{equation*}
\left|a^{*}(x, \eta, \xi)-{\overline{a^{*}}}_{K}(\eta, \xi)\right| \leq \alpha_{h}\left(1+|\eta|^{p-1}+|\xi|^{p-1}\right) \tag{40}
\end{equation*}
$$

where $\alpha_{h}$ is a generic sequence such that $\alpha_{h} \rightarrow 0$ as $h \rightarrow 0$ and is independent of $K$. For example, this condition is satisfied if $a^{*}(x, \eta, \xi)$ is a Holder function with respect to spatial variables. Note that for random homogeneous operators, (40) trivially holds because $a^{*}$ is independent of $x$.

Then

$$
\begin{aligned}
\left\|D v_{h}-D v_{0}\right\|_{p, Q}^{p} \leq & C \sum_{K} \int_{K}\left(a^{*}\left(x, \eta^{v_{h}}, D v_{h}\right)-a^{*}\left(x, \eta^{v_{h}}, D v_{0}\right), D v_{h}-D v_{0}\right) d x \\
= & C \sum_{K} \int_{K}\left(a^{*}\left(x, \eta^{v_{h}}, D v_{h}\right)-\overline{a^{*}}\left(\eta^{v_{h}}, D v_{h}\right), D v_{h}-D v_{0}\right) d x \\
& +C \sum_{K} \int_{K}\left(\overline{a^{*}}{ }_{K}\left(\eta^{v_{h}}, D v_{h}\right)-a^{*}\left(x, \eta^{v_{h}}, D v_{0}\right), D v_{h}-D v_{0}\right) d x \\
= & \left.C \sum_{K} \int_{K}\left(a^{*}\left(x, \eta^{v_{h}}, D v_{h}\right)-\overline{a^{*}} K^{( } \eta^{v_{h}}, D v_{h}\right), D v_{h}-D v_{0}\right) d x \\
\leq & C \alpha_{h} \sum_{K} \int_{K}\left(1+\left|\eta^{v_{h}}\right|^{p-1}+\left|D v_{h}\right|\right)^{p-1}\left|D v_{h}-D v_{0}\right| d x \\
\leq & C \alpha_{h}\left(1+\left\|D v_{h}\right\|_{p, Q}^{p / q}\right)\left\|D v_{h}-D v_{0}\right\|_{p, Q}
\end{aligned}
$$

From here it follows that $\left\|D v_{h}-D v_{0}\right\|_{p, Q} \rightarrow 0$ as $h \rightarrow 0$.
We note that the r.h.s. of (39) converges to zero because $\left\|D v_{h}-D v_{0}\right\|_{p, Q} \rightarrow 0$ as $h \rightarrow 0$ and because of Lemma 3.4. Thus, the first term on the r.h.s. of (38) converges to zero.

For the second term on the r.h.s. of (38) we have

$$
\begin{align*}
& \sum_{K} \int_{K}\left(a_{0}^{*}\left(x, \eta^{v_{h}}, D v_{0}\right)-a_{0}^{*}\left(x, v_{h}, D v_{h}\right)\right) w_{h} d x  \tag{41}\\
& \quad \leq C \sum_{K} \int_{K} \nu\left(\left|v_{h}-\eta^{v_{h}}\right|\right)\left(1+\left|\eta^{v_{h}}\right|^{p-1}+\left|v_{h}\right|^{p-1}+\left|D v_{0}\right|^{p-1}+\left|D v_{h}\right|^{p-1}\right)\left|w_{h}\right| d x \\
& \quad+C \sum_{K} \int_{K}\left(1+\left|\eta^{v_{h}}\right|+\left|v_{h}\right|+\left|D v_{0}\right|+\left|D v_{h}\right|\right)^{p-1-s}\left|D v_{h}-D v_{0}\right|^{s}\left|w_{h}\right| d x
\end{align*}
$$

Clearly one can do the same manipulations as the those for the first term of the r.h.s. of (38) to show that the r.h.s. of (41) converges to zero as $h \rightarrow 0$.

For the proof of Theorem 4.1 we assume that $D u_{h}$ is uniformly bounded in $L^{p+\alpha}(Q)^{d}$ for some $\alpha>0$. One can assume additional nonrestrictive regularity assumptions [16] for input data and obtain Meyers-type estimates, $\|D u\|_{p+\alpha, Q} \leq C$, for the homogenized solutions. In this case it is reasonable also to assume that the discrete solutions are uniformly bounded in $L^{p+\alpha}(Q)^{d}$. We have obtained results on Meyers-type estimates for our approximate solutions in the case $p=2$ (see [8]). We are currently studying the generalization of these results to arbitrary $p$. One can impose different kinds of assumptions for which the Lemma 4.5 holds without assuming that $D u_{h}$ is uniformly bounded in $L^{p+\alpha}(Q)^{d}$, e.g.,

$$
\left|a^{*}(x, \eta, \xi)-a^{*}\left(s, \eta^{\prime}, \xi\right)\right| \leq C\left(1+|\eta|^{p-1}+\left|\eta^{\prime}\right|^{p-1}+|\xi|^{p-1-r}\right)\left|\eta-\eta^{\prime}\right|^{r}
$$

$(0<r<1)$.
To conclude the proof of Theorem 4.1 we note that $u_{h} \rightarrow u$ (up to a sub-sequence) weakly in $W_{0}^{1, p}(Q)$, and our goal is to show that $u$ is a solution of the homogenized equation. Using Lemma 4.5, we obtain that

$$
\left(A_{h} u_{h}-A^{*} u_{h}, v_{h}\right)=\int_{Q} f v_{h} d x-\left(A^{*} u_{h}, v_{h}\right)
$$

Thus it follows from Lemma 4.5 that $A^{*} u_{h} \rightarrow f$ weakly in $W^{-1, p}(Q)$. Moreover, using Lemma 4.5, we obtain that $\left(A^{*} u_{h}, u_{h}\right) \rightarrow \int_{Q} f v_{h} d x$. Since the operator $A^{*}$ is of type $M$ (see [20]), we obtain that $A^{*} u=f$; i.e., $u$ is a solution of a homogenized equation. Moreover, $A^{*}$ is also of type $S_{+}$(see [21]), which allows us to state that $u_{h} \rightarrow u$ strongly in $W_{0}^{1, p}(Q)$.

Remark 4.2. We would like to note that in the periodic and random homogeneous cases Theorem 4.1 holds in the limit $\epsilon / h \rightarrow 0$; i.e., $h=h(\epsilon) \gg \epsilon$. This will be presented elsewhere.

Remark 4.3. Finally we would like to note that Theorem 4.1 is proved under the assumptions (40) and $\left\|D u_{h}\right\|_{p+\alpha, Q} \leq C, \alpha>0$. The latter has been shown for $p=2$ in [8].
4.4. Approximation of the oscillations. In order to approximate solutions $u_{\epsilon}$ in the $W^{1, p}$-norm, we assume $a_{\epsilon}(x, \eta, \xi)=a(T(x / \epsilon), \eta, \xi)$ and $a_{0, \epsilon}(x, \eta, \xi)=$ $a_{0}(T(x / \epsilon), \eta, \xi)$. Then the following theorem holds.

THEOREM 4.6.

$$
\lim _{h \rightarrow 0} \lim _{\epsilon \rightarrow 0}\left\|D\left(u_{\epsilon, h}-u_{\epsilon}\right)\right\|_{p, Q}=0
$$

where $u_{\epsilon, h}=E^{M s F E M} u_{h}$, defined by (31) (or (28) in each $K$ ).
Proof. Because of Theorem 3.1 we need to show only that

$$
\lim _{h \rightarrow 0} \lim _{\epsilon \rightarrow 0}\left\|D u_{\epsilon, h}-P\left(T(x / \epsilon) \omega, M_{h} u, M_{h} D u\right)\right\|_{p, Q}=0
$$

Similarly,

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}\left\|D u_{\epsilon, h}-P\left(T(x / \epsilon) \omega, M_{h} u_{h}, M_{h} D u_{h}\right)\right\|_{p, K}=0 \tag{42}
\end{equation*}
$$

Equation (42) follows from the fact that $-\operatorname{div}\left(a^{*}\left(\eta^{u_{h}}, D_{x} u_{h}\right)\right)=0$, i.e., the homogenized solution for $u_{\epsilon, h}$ is $u_{h}$. Consequently,

$$
\lim _{\epsilon \rightarrow 0}\left\|D u_{\epsilon, h}-P\left(T(x / \epsilon) \omega, M_{h} u_{h}, M_{h} D u_{h}\right)\right\|_{p, Q}=0
$$

It remains to show that

$$
\lim _{h \rightarrow 0} \lim _{\epsilon \rightarrow 0}\left\|P\left(T(x / \epsilon) \omega, M_{h} u_{h}, M_{h} D u_{h}\right)-P\left(T(x / \epsilon) \omega, M_{h} u, M_{h} D u\right)\right\|_{p, Q}=0 .
$$

To show this we need the estimate for $\int_{\Omega}\left|P\left(\omega, \eta_{1}, \xi_{1}\right)-P\left(\omega, \eta_{2}, \xi_{2}\right)\right|^{p} d \mu(\omega)$. Define $P_{1}=P\left(\omega, \eta_{1}, \xi_{1}\right)$ and $P_{2}=P\left(\omega, \eta_{2}, \xi_{2}\right)$. Then

$$
\begin{aligned}
\int_{\Omega}\left|P_{1}-P_{2}\right|^{p} d \mu(\omega) \leq & C \int_{\Omega}\left(a\left(\omega, \eta_{1}, P_{1}\right)-a\left(\omega, \eta_{1}, P_{2}\right), P_{1}-P_{2}\right) d \mu(\omega) \\
= & \int_{\Omega}\left(a\left(\omega, \eta_{1}, P_{1}\right)-a\left(\omega, \eta_{2}, P_{2}\right), P_{1}-P_{2}\right) d \mu(\omega) \\
& \left.+\int_{\Omega}\left(a\left(\omega, \eta_{2}, P_{2}\right)-a\left(\omega, \eta_{1}, P_{2}\right), P_{1}-P_{2}\right)\right) d \mu(\omega) \\
\leq & \int_{\Omega}\left(a\left(\omega, \eta_{1}, P_{1}\right)-a\left(\omega, \eta_{2}, P_{2}\right), \xi_{1}-\xi_{2}\right) d \mu(\omega) \\
& +\frac{C}{\delta_{1}} \int_{\Omega}\left(1+\left|\eta_{1}\right|^{p}+\left|\eta_{2}\right|^{p}+\left|P_{2}\right|^{p}\right) \nu\left(\left|\eta_{1}-\eta_{2}\right|\right) d \mu(\omega) \\
& +C \delta_{1} \int_{\Omega}\left|P_{1}-P_{2}\right|^{p} d \mu(\omega)
\end{aligned}
$$

Choosing $\delta_{1}$ appropriately small and using (10), we have

$$
\begin{align*}
& \int_{\Omega}\left|P_{1}-P_{2}\right|^{p} d \mu(\omega)  \tag{43}\\
& \leq\left(a^{*}\left(\eta_{1}, \xi_{1}\right)-a^{*}\left(\eta_{2}, \xi_{2}\right), \xi_{1}-\xi_{2}\right)+C \int_{\Omega}\left(1+\left|\eta_{1}\right|^{p}+\left|\eta_{2}\right|^{p}+\left|P_{2}\right|^{p}\right) \nu\left(\mid \eta_{1}-\eta_{2}\right) d \mu(\omega)
\end{align*}
$$

Using (43), we have

$$
\begin{aligned}
& \lim _{h \rightarrow 0} \lim _{\epsilon \rightarrow 0}\left\|P\left(T(x / \epsilon) \omega, M_{h} u_{h}, M_{h} D u_{h}\right)-P\left(T(x / \epsilon) \omega, M_{h} u, M_{h} D u\right)\right\|_{p, Q} \\
& \leq \lim _{h \rightarrow 0} \sum_{K} \int_{K}\left(a^{*}\left(M_{h} u_{h}, M_{h} D u_{h}\right)-a^{*}\left(M_{h} u, M_{h} D u\right), M_{h} D u_{h}-M_{h} D u\right) d x \\
& \quad+C \lim _{h \rightarrow 0} \sum_{K} \int_{K}\left(1+\left|M_{h} u_{h}\right|+\left|M_{h} u\right|+\left|M_{h} D u\right|\right)^{p} \nu\left(\left|M_{h} u_{h}-M_{h} u\right|\right) d x
\end{aligned}
$$

The r.h.s. of (4.4) converges to zero, which can be established in a manner similar to the convergence analysis of the r.h.s. of (20).
5. Numerical results. Our first numerical example is a nonlinear convection diffusion equation in two dimensions:

$$
\begin{equation*}
\frac{1}{\epsilon} v(T(x / \epsilon) \omega) \cdot D F\left(u_{\epsilon}\right)-d \Delta u_{\epsilon}=f \tag{44}
\end{equation*}
$$

where $\operatorname{div} v=0$. Assuming that there exists a homogeneous stream function $\mathcal{H}(T$ $(x / \epsilon) \omega)$,

$$
\mathcal{H}=\left(\begin{array}{ll}
0 & H(T(x / \epsilon) \omega) \\
-H(T(x / \epsilon) \omega) & 0
\end{array}\right)
$$

such that $\operatorname{div} \mathcal{H}=v$, we obtain

$$
\operatorname{div}\left(-d \delta_{i j} D u_{\epsilon}+\mathcal{H}(T(x / \epsilon) \omega) D F\left(u_{\epsilon}\right)\right)=f
$$

or

$$
-\operatorname{div}\left(a\left(T(x / \epsilon) \omega, u_{\epsilon}\right) D u_{\epsilon}\right)=f
$$

where

$$
a=\left(\begin{array}{ll}
-d & H(T(x / \epsilon) \omega) F^{\prime}(u) \\
-H(T(x / \epsilon) \omega) F^{\prime}(u) & -d
\end{array}\right)
$$

We assume that $a$ satisfies the assumptions imposed in previous sections. The auxiliary problem is defined as follows: $w_{\eta, \xi}(\omega) \in V_{p o t}^{p}$ is the solution of

$$
\operatorname{div}\left(a(T(y) \omega, \eta)\left(\xi+w_{\eta, \xi}(T(y) \omega)\right)\right)=0
$$

Introducing $N_{\eta}^{j}(T(y) \omega) \in V_{\text {pot }}^{p}$ such that $w_{\eta, \xi}^{i}(T(y) \omega)=N_{\eta}^{i j}(T(y) \omega) \xi_{j}$, we have

$$
\operatorname{div}\left(a(T(y) \omega, \eta)\left(I+N_{\eta}(T(y) \omega)\right)\right)=0
$$

where $I$ is the identity matrix. Using $w_{\eta, \xi}$, we can compute the homogenized operator that is given by

$$
\operatorname{div}\left(a^{*}(u) D u\right)=f
$$

where $a_{i j}^{*}(\eta)=-d \delta_{i j}+\left\langle H_{i k} F^{\prime}(\eta) N_{\eta}^{k j}\right\rangle$. Here we have taken into account that $\langle N\rangle=0$ since $N \in V_{p o t}^{p}$. The term $\left\langle H_{i k} F^{\prime}(\eta) N_{\eta}^{k j}\right\rangle$ can be regarded as an enhanced diffusion due to heterogeneous convection, similar to the linear case [9]. A numerical corrector is defined as

$$
\mathcal{P}_{\epsilon}=M_{h} D u\left(I+w_{M_{h} u}(T(x / \epsilon) \omega)\right) .
$$

Next we present numerical examples where the enhanced diffusivity is approximately computed locally. It is more transparent for this purpose to use a parabolic equation,

$$
\begin{equation*}
\frac{\partial u_{\epsilon}}{\partial t}+\frac{1}{\epsilon} v(T(x / \epsilon) \omega) \cdot D F\left(u_{\epsilon}\right)=d \Delta u_{\epsilon} \tag{45}
\end{equation*}
$$

Using general $G$-convergence theory, we have the following equation for the homogenized solution:

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\operatorname{div}\left(a^{*}(u) u\right) \tag{46}
\end{equation*}
$$

where $a^{*}(\eta)$ is the homogenized operator derived from the elliptic problem shown above. In particular, $a_{i j}^{*}=d \delta^{i j}+a_{i j}^{c}$, where $a_{i j}^{c}(\eta)=-\left\langle H_{i k} F^{\prime}(\eta) N_{\eta}^{k j}\right\rangle$ is the enhanced diffusion due to nonlinear heterogeneous convection. It can be shown that the corrector has the same form as in the elliptic case

$$
P\left(T(x / \epsilon) \omega, M_{h} u(t, x), M_{h} D u(t, x)\right)=M_{h} D u(t, x)\left(I+w_{M_{h} u(t, x)}(T(x / \epsilon) \omega)\right),
$$

i.e., all the time dependence is in the homogenized solution. The proof is the same as in the elliptic case.

To illustrate the significance of the enhanced diffusion, we present some numerical examples. Numerical tests are performed using the finite element method. First we present the total diffusivity as a function of $\eta$ (i.e., average of the solution) for two different heterogeneous velocity fields given by the stream functions $H=\sin (2 \pi y / \epsilon)+$ $\sin (2 \sqrt{( } 2) \pi y / \epsilon)$. We take $\epsilon=0.1$ and $d=0.1$ (molecular diffusion). The flux function is chosen to be the Buckley-Leverett function $\left.F(u)=u^{2} /\left(u^{2}+0.2(1-u)^{2}\right)\right)$ motivated by porous media flows. The enhanced diffusion is computed by solving the problem in a unit square, and thus it is only an approximate value of it. In Figure 1 we plot the total diffusivity. The left plot in this figure represents the total diffusivity in the horizontal direction (along the layers), and the right plot represents the total diffusivity in the vertical direction. Clearly, the diffusion is enhanced dramatically in the horizontal direction, that is, along the convection (note the ten-fold difference between the $y$-axis scales). As we see for $\eta \approx 0.4$, there is a 15 -fold increase in the diffusion relative to molecular diffusion, $d$. Moreover, since $F^{\prime}(0)=F^{\prime}(1)=0$, there is no enhancement if $\eta=0$ or $\eta=1$ (this corresponds to pure phases). For the cellular flow, $H(x, y)=\sin (2 \pi y / \epsilon) \sin (2 \pi x / \epsilon)$, we obtain isotropic diffusion, which is shown in Figure 2.


Fig. 1. Horizontal (left) and vertical (right) effective diffusivity for the layered media with stream function $H(x, y)=\sin (2 \pi y / \epsilon)$ and flux function $F(u)=u^{2} /\left(u^{2}+0.2(1-u)^{2}\right)$.


FIG. 2. Effective diffusivity for the isotropic media with stream function $H(x, y)=\sin (2 \pi y / \epsilon) \times$ $\sin (2 \pi x / \epsilon)$ and flux function $F(u)=u^{2} /\left(u^{2}+0.2(1-u)^{2}\right)$.

The next set of numerical examples is designed to compare the solutions of the original (fine scale equation) with the solutions of the equations obtained using numerical homogenization with and without enhanced diffusion. Our goal here is to illustrate the importance of nonlinear enhanced diffusion. We consider

$$
\begin{equation*}
\frac{\partial u_{\epsilon}}{\partial t}+\frac{1}{\epsilon} v_{\epsilon} \cdot D F\left(u_{\epsilon}\right)=d \Delta u_{\epsilon} \tag{47}
\end{equation*}
$$

in a unit square domain with boundary and initial conditions as follows: $u_{\epsilon}=1$ at the inlet $\left(x_{1}=0\right), u_{\epsilon}=0$ at the outlet $\left(x_{1}=1\right)$, and no flow boundary conditions on the lateral sides $x_{2}=0$ and $x_{2}=1$. We have tested various heterogeneous fields for the velocity, and we present here a result for the layered flow, $H=\sin (2 \pi y / \epsilon)$.

In Figure 3 we plot the average (over the whole domain) of the solutions of (47) $\left(\frac{1}{Q} \int_{Q} u_{\epsilon}(x, t) d x\right)$ as a function of time. We compare the fine scale solution with the


Fig. 3. Comparison of the average $u$ over the whole domain for three problems: (1) fine scale (designated with a solid line), (2) homogenized solution with no enhanced diffusion (designated with a dashed line), and (3) homogenized solution with enhanced diffusion (designated with a dotted line). In this case $H(x, y)=\sin (2 \pi y / \epsilon)$ and $F(u)=u^{2} /\left(u^{2}+0.2(1-u)^{2}\right)$.


Fig. 4. Vertical average (across the heterogeneities) of the solution for the layered media with stream function $H(x, y)=\sin (2 \pi y / \epsilon)$ and flux function $F(u)=u^{2} /\left(u^{2}+0.2(1-u)^{2}\right)$ at time 0.4.
coarse scale solutions where the enhanced diffusivity is taken into account; i.e., it can be considered as a numerical homogenization procedure with one coarse block. We also consider the coarse scale solution where the enhanced diffusion is neglected, i.e, $u_{t}=d \Delta u$. As we see from this figure, the solution computed with enhanced diffusion performs well and gives a reasonable approximation of the fine scale solution. On the other hand, the average solution that does not account for enhanced diffusion performs very poorly. In Figure 4 we plot the average along the horizontal direction ( $x_{2}$ )


FIG. 5. Effective diffusivity for the isotropic media with Gaussian stream function which has correlation lengths $l_{x}=l_{y}=0.1$, mean zero, and variance 0.5. The flux function is chosen as $F(u)=u^{2} /\left(u^{2}+0.2(1-u)^{2}\right)$ and $d=0.1$ (see (44)).


Fig. 6. Average of the solution along the horizontal direction at $t=0.4$ for Gaussian stream function which has correlation lengths $l_{x}=l_{y}=0.1$, mean zero, and variance 0.5 . The flux function is chosen as $F(u)=u^{2} /\left(u^{2}+0.2(1-u)^{2}\right)$ and $d=0.1$ (see (44)).
(across heterogeneities) of the solutions at time 0.4. The figure clearly indicates the importance of having enhanced diffusion in the homogenized setting of the problem. Next we present an example where the stream function $H(x, y)$ is a realization of the random field with Gaussian distribution. To generate a realization of the random field with prescribed correlation lengths, we use GSLIB [5]. In particular, $H(x, y)$ is a realization of a Gaussian field with correlation lengths $l_{x}=l_{y}=0.1$, and with mean zero and variance 0.5 . Here $d=0.1$ and $F(u)=u^{2} /\left(u^{2}+0.2(1-u)^{2}\right)$ are used in (44). In Figure 5 we plot the total diffusivity. As we see, the enhancement of the diffusion can be up to 6 times the molecular diffusion, $d$. Since the stream field is isotropic, it is sufficient to consider total diffusion in one direction. In Figure 6 we plot a cross section


Fig. 7. Left: the solutions are averaged in the vertical direction. Right: the fluxes are averaged in the vertical direction.
of the solution at time 0.4. These results clearly indicate the importance of enhanced diffusion. For different realizations of the random field we have observed similar results. We note that this example can be easily generalized to nonlinear convection diffusion of more general form, $\frac{1}{\epsilon} v(T(x / \epsilon) \omega) \cdot D F\left(u_{\epsilon}\right)-\operatorname{div}\left(a\left(T(x / \epsilon) \omega, u_{\epsilon}, D u_{\epsilon}\right)\right)=f$.

Finally, we consider an application of the numerical homogenization procedure to Richards equations, $\operatorname{div}\left(a_{\epsilon}\left(x, u_{\epsilon}\right) D_{x} u_{\epsilon}\right)=0$, where $a_{\epsilon}(x, \eta)=k_{\epsilon}(x) /(1+\eta)^{\alpha_{\epsilon}(x)}$. $k_{\epsilon}(x)=\exp \left(\beta_{\epsilon}(x)\right)$ is chosen such that $\beta_{\epsilon}(x)$ is a realization of a random field with the spherical variogram [5], correlation lengths $l_{x}=0.2, l_{y}=0.02$, and variance $\sigma=1.5$. Here $\alpha_{\epsilon}(x)$ is chosen such that $\alpha_{\epsilon}(x)=k_{\epsilon}(x)+$ const with the spatial average of 2 . In Figure 7 we compare the solutions $\left(u_{\epsilon}\right)$ and the fluxes $\left(-a_{\epsilon}\left(x, u_{\epsilon}\right) D_{x} u_{\epsilon}\right)$ corresponding to this equation with boundary and initial conditions given as previously. The solutions are rescaled for comparison purposes. The solid line designates the fine scale model results computed on a $120 \times 120$ grid, and the dotted line designates the coarse scale results computed using the numerical homogenization procedure on a $12 \times 12$ coarse grid. These results demonstrate the robustness of our approach for anistropic fields where $h$ and $\epsilon$ are nearly the same. For different realizations of the random field we have observed similar results. Currently, we are studying the application of the oversampling technique to the numerical homogenization procedure.
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# ANALYSIS OF A CANARD MECHANISM BY WHICH EXCITATORY SYNAPTIC COUPLING CAN SYNCHRONIZE NEURONS AT LOW FIRING FREQUENCIES* 
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#### Abstract

A population of oscillatory Hodgkin-Huxley (HH) model neurons is shown numerically to exhibit a behavior in which the introduction of excitatory synaptic coupling synchronizes and dramatically slows firing. This effect contrasts with the standard theory that recurrent synaptic excitation promotes states of rapid, sustained activity, independent of intrinsic neuronal dynamics. The observed behavior is not due to simple depolarization block nor to standard elliptic bursting, although it is related to these phenomena. We analyze this effect using a reduced model for a single, self-coupled HH oscillator. The mechanism explained here involves an extreme form of delayed bifurcation in which the development of a vortex structure through interaction of fast and slow subsystems pins trajectories near a surface that consists of unstable equilibria of a certain reduced system, in a canard-like manner. Using this vortex structure, a new passage time calculation is used to approximate the interspike time interval. We also consider how changes in the synaptic opening rate can modulate oscillation frequency and can lead to a related scenario through which bursting may occur for the HH equations as the synaptic opening rate is reduced.
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1. Introduction. Recurrent excitatory networks of neurons are purported to underlie persistent activity in the nervous system. Such networks have been used as models for wave propagation and short-term memory [2, 17]. Long-lasting excitatory synaptic connectivity is generally sufficient to enable such densely coupled neurons to fire repetitively at high rates after some transient input, even when the individual neurons do not intrinsically oscillate. The ability of an excitatory network to maintain a persistent state depends on several interacting factors. In many types of cortical neuron models, excitatory coupling leads to asynchronous firing when the synaptic time course lasts long enough [10]. Shortening the time constant leads to two effects; first, the neurons can synchronize, and second, thus synchronized, the network cannot reignite due to the refractory period of the neurons. Studies of persistent activity have not generally focused on differences from this standard scenario that arise due to the intrinsic dynamics of individual neurons.

In this paper we report on a new mechanism through which persistent activity is drastically slowed by excitatory coupling in a network of Hodgkin-Huxley (HH) neurons. In fact, even if the neurons are intrinsically active (say, through current injection), the excitatory coupling dramatically slows them down. We will show that the mechanism for this slowing down is a consequence of an interesting mathematical

[^3]structure (a canard) in which a trajectory passes close to a curve of points that are critical points for the intrinsic neuronal dynamics without coupling and that switch from attracting to repelling with respect to these dynamics as synaptic excitation decays [3, 22]. While delayed bifurcation resulting from slow passage infinitesimally close to such a critical curve has been studied previously $[3,15,16,4]$, we shall see that the extreme slowing that we observe involves a novel "vortex" structure and does not fit into the standard class of slow passage problems that have been considered. Indeed, the dynamics controlling the slow passage here, namely, the synaptic decay, do not need to be particularly slow for the extreme delay in activity to occur. Moreover, the slowing phenomenon occurs over a broad parameter range, which distinguishes it from typical canard scenarios.

Our results relate to those of Guckenheimer et al. [8, 9], who found prolonged interspike intervals in a model of the lateral pyloric (LP) cell of the lobster stomatogastric ganglion (see Figure 5 in [8]) and analyzed a normal form of the subcritical Hopf-homoclinic bifurcation that gives rise to this phenomenon in the LP model. To compare our work to theirs, we note that the system we study has a unique, unstable critical point, at which the synaptic variable is zero. This critical point can be made to undergo a subcritical Hopf bifurcation as certain parameters are varied, although we do not do this. It is also quite possible that we are working in a parameter regime that is near a homoclinic bifurcation curve, although we do not consider this aspect of the dynamics directly. What Guckenheimer et al. analyze, however, is not a slow passage problem. Indeed, a crucial difference arising in the present work is that the decay of the synaptic variable sweeps a critical point of a reduced subsystem through a Hopf bifurcation, whereas their analysis treats periodic orbits with the full system held at a fixed distance from bifurcation. The slow passage that we consider leads to a delayed escape from a repelling branch of critical points for the subsystem; the normal form asymptotic analysis in [9] does not involve delayed bifurcation, multiple timescales, or reduced subsystems, although a slow variable does bring trajectories closer to the Hopf bifurcation on successive oscillation cycles in the LP model. Further, we give a directly computable estimate for the change in the synaptic variable during the passage through the vortex structure that traps it, which translates directly into an estimate of passage time, and we analyze the contribution of the synaptic decay rate to the delay. The work in [9] does give an estimate for oscillation period, but this is stated in terms of normal form variables and includes some abstract constants. We note that a prolonged silent phase in the HH equations was also observed in the thorough numerical study of Doi and Kumagai [5]. There, the slowing down was attributed simply to a decrease in the instability of the unstable equilibrium of a certain fast subsystem; no further analysis was given, and the vortex phenomenon was not uncovered.

In section 2 of this paper, we begin by demonstrating the extreme delay effect, first in a large network of HH neurons, then in a reduced model, and finally in a single self-coupled neuron. Since we show that the HH networks oscillate in near synchrony, the self-coupled neuron represents a reasonable approximation of the full network behavior. In the self-coupled neuron, we show how the slowed firing rate depends on the coupling strength, the time constant of the synapses, and the reversal potential of the synapses. In section 3, we review the phase plane for the reduced HH model for a single self-coupled neuron and illustrate the slowing mechanism there. In section 4, we introduce a polynomial approximation of the model that encapsulates the behavior of the reduced HH neuron in the silent phase. We analyze this model in some detail, first showing that the usual approach to delayed bifurcations [3, 15, 16] does


Fig. 1.1. Behavior of networks of excitatorily coupled neurons depends on the intrinsic dynamics. (a) Persistent activity in a network of 50 cells with Traub's pyramidal cell dynamics. Neurons are indexed horizontally and time increases downward along the vertical axis. Grey scale depicts the membrane potential. (b) A similar network using the dynamics due to Hodgkin and Huxley. The first 50 milliseconds show the behavior of the uncoupled network; coupling is then turned on showing rapid synchronization and a 10-fold increase in the oscillation period. (c) Voltage traces from cells 0 and 32 (out of 50) from the simulation in (b).
not capture the slowing down that we observe and then deriving a novel approach to analyze the delay, including its dependence on the synaptic decay rate. This approach focuses on the effect of a vortex structure in which the interaction of fast and slow subsystems pins trajectories in a certain neighborhood of the critical curve mentioned above. More specifically, we use this structure to derive an appropriate way-in-wayout function $[3,15,16]$ that can be used to compute a good estimate of the change in the synaptic variable as a trajectory passes through the vortex. In section 5, we show how this vortex mechanism carries over to the HH system, and we explore the role of the active phase in the slow oscillations. In particular, we see how the slowing mechanism can contribute to a form of bursting, or alternation of sustained silent periods with periods of spiking, in the HH equations. Finally, in section 6, we give a further discussion of how this work relates to some earlier results and of the open questions that remain.
2. Numerical simulations of networks. If a network of excitatory cells is coupled together, often the network activity is asynchronous and has a much higher frequency than the individual cell [11, 12]. This is illustrated in Figure 1.1(a) for 50 cells coupled together in an all-to-all manner using a biophysical model for the fast
currents in a hippocampal neuron and synapses with a decay constant of 5 milliseconds [23]. Note that simulations shown in this figure, as well as all other simulations in this paper, were done using XPPAUT [7]. In the model simulated, individual cells do not fire on their own; the applied current is below threshold. However, coupled together, they produce a rhythm that is nearly 400 Hz . This is an example of strong persistent activity in an excitatory network. Contrast this behavior with another biophysical model based on the HH equations [13], with the same initial conditions and all-to-all coupling. The upper part of Figure 1.1(b) shows asynchronous output of the network when there is no coupling; the frequency is around 100 Hz . Here the neurons receive drive so that they fire spontaneously. After the first 50 milliseconds, the coupling is turned on and the network rapidly synchronizes and fires at a frequency of only about 10 Hz . Stronger coupling or longer decay rates lead to even lower frequencies. Both networks contain only three currents: a transient sodium current, a potassium current, and a leak. The individual voltage traces of two cells in Network B are shown in Figure 1.1(c). They are nearly synchronous, with out-of-phase subthreshold oscillations.

The difference in synchronization properties between these two example networks is fairly well understood, at least in the weak coupling limit. It is known that excitatory coupling can synchronize or desynchronize coupled neurons depending on many factors, such as the synaptic time constant. A very important factor is the nature of the individual neuron. In models for which the onset of repetitive firing is through a saddle node on a limit cycle (e.g., Figure 1.1(a)), excitatory coupling desynchronizes [6], while in models for which the onset is through a Hopf bifurcation (e.g., Figure 1.1(b)), excitatory coupling synchronizes [11]. As it turns out, the extreme slowing observed in the HH network also contributes to the synchronization through a form of fast threshold modulation [20]. We will return to this point in the discussion.

Our goal in much of the rest of this paper is to understand how the frequency of the synchronized oscillations is reduced to the extremely low rates observed in the HH simulations. To understand this, we first reduce the four-variable model to a twovariable system in the manner of Rinzel [18]. This will make the analysis simpler in the subsequent sections. The same network of 50 cells for the reduced system exhibits the same behavior as the full model (not shown); however, the cells synchronize perfectly, unlike in the four-variable cell model. Since synchrony (or near synchrony) appears to be a stable state of the network, we can understand the slowing down of the full network by studying a single self-coupled reduced HH cell:

$$
\begin{align*}
C \frac{d V}{d t}= & -g_{L}\left(V-V_{L}\right)-g_{K} n^{4}\left(V-V_{K}\right)-g_{N a} m^{3} h\left(V-V_{N a}\right) \\
& +I_{0}-g_{s y n} s\left(V-V_{s y n}\right) \\
\frac{d h}{d t}= & \frac{h_{\infty}(V)-h}{\tau_{h}(V)} \\
m= & m_{\infty}(V)  \tag{2.1}\\
n= & \max (.801-1.03 h, 0) \\
\frac{d s}{d t}= & \alpha(V)(1-s)-s / \tau_{\text {syn }}
\end{align*}
$$

The specific values of the gating functions and parameters in (2.1) are given in Appendix A. Note that the synapse has dynamics gated by the potential, $V$, and the reversal potential of the synapse is $V_{\text {syn }}$. Figure 2.1(a) shows the period of the selfcoupled cell as a function of the strength of coupling, $g_{\text {syn }}$, for several different synaptic


Fig. 2.1. Properties of the self-coupled reduced HH model. (a) The variation of the period as a function of the maximal synaptic conductance for different synaptic decay times. (b) Dependence of the period on the reversal potential of the synapse; $g_{s y n}=4 \frac{\mathrm{~ms}}{\mathrm{~cm}^{2}}$ and $\tau_{s y n}=10 \mathrm{~s}$. The resting potential of the neuron is about -65 mV . The discontinuities in the curve occur because the trajectory cannot release until after an integral number of subthreshold oscillations (see Figure 1.1(c)). (c) V-s phase plane during a slow oscillation (trajectory shown with circles and thick solid line) superimposed on the bifurcation diagram (thin solid and dashed lines) for which $s$ is treated as a parameter. The arrow depicts the value of $s$ at which there is a Hopf bifurcation. To compute the bifurcation diagram, we replaced the piecewise linear definition of $n$ in (2.1) with a smooth approximation.
decay rates, $\tau_{s y n}$. This dramatic slowing down is not due to simple depolarization; the period is a monotonically decreasing function of the applied current, $I_{0}$. Furthermore, for $g_{s y n}$ fixed and $s$ held constant as a parameter, the period is roughly constant as $s$ increases. The mechanism for slowing down depends on the transient nature of $s(t)$ and its interplay with the intrinsic dynamics of the reduced HH model. Furthermore, synaptic excitation is required for this; Figure 2.1(b) shows the period as a function of the reversal potential of the synapse $V_{s y n}$.

We can give a rather crude explanation for the behavior by treating the synapse as a slow variable. Thus, in (2.1), we treat $s$ as a parameter in the voltage dynamics. For sufficiently large values of $s$ and for $g_{s y n}$ large, the membrane dynamics have a stable fixed point corresponding to depolarization block of the sodium current. (The resting potential is so large that the sodium channels are inactivated by the synapse.) As $s$ is decreased, there is a Hopf bifurcation leading to large amplitude periodic solutions. Figure 2.1(c) shows the $V-s$ phase plane with the bifurcation diagram superimposed. The trajectory winds around in a clockwise motion. Essentially, the
slow oscillation is a one-spike elliptic burster [19, 24, 14]. That is, for large values of $s$, the resting state is stable and the neuron cannot fire. Thus, the synaptic gating variable decays. As this variable gets smaller, the trajectory passes through the Hopf bifurcation (shown by the arrow) and the resting state becomes unstable. However, as can be seen in the figure and is known to occur in elliptic bursting, the trajectory continues along the curve of unstable fixed points, to $s$-values well below the Hopf point, before jumping away.

While this explanation seems somewhat satisfactory, it cannot account for the drastic slowing down and extreme decay (to nearly 0 ) of $s$ that we observe. Moreover, the time constant of the decay in the figure ( $\tau_{\text {syn }}=10 \mathrm{msec}$ ) is not particularly slow; in this range it is about twice the decay rate of the inactivation variable, $h$. The mechanism for the extended period is actually quite subtle, and it turns out to be better to treat the recovery variable, $h$, as the slow variable and to study the dynamics in the $V-h$ plane. Moreover, we shall see that standard treatment of elliptic bursting and associated delay does not predict the extent to which the period increases with $\tau_{s y n}$ here, as seen in Figure 2.1(a).
3. The $\boldsymbol{V}-\boldsymbol{h}$ plane. We rewrite the equations for the reduced HH model:

$$
\begin{align*}
C \frac{d V}{d t} & =f(V, h)-g_{s y n} s\left(V-V_{s y n}\right)  \tag{3.1}\\
\frac{d h}{d t} & =\alpha_{h}(V)(1-h)-\beta_{h}(V) h \tag{3.2}
\end{align*}
$$

where

$$
f(V, h)=I_{0}-g_{N a} h\left(V-V_{N a}\right) m_{\infty}^{3}(V)-g_{K}\left(V-V_{K}\right) n^{4}(h)-g_{L}\left(V-V_{L}\right)
$$

The equation for the synapse is

$$
\begin{equation*}
\frac{d s}{d t}=\alpha(V)(1-s)-s / \tau_{s y n} \tag{3.3}
\end{equation*}
$$

While $h$ and $s$ have similar time courses, $h$ evolves much more slowly than $V$, so we refer to (3.1) as the fast equation and (3.2) as the slow equation, and we refer to this pair of equations as (PS), for projected system. For each fixed value of $s$, the solution to the equation $d V / d t=0$ forms a triple-branched curve in $(V, h)$-phase space, which constitutes the fast nullcline (Figure 3.1). We will also refer to the slow nullcline, given by $d h / d t=0$ (Figure 3.1(b)). Note that as $s$ evolves, the fast nullcline of system (3.1)-(3.2) evolves correspondingly, while the slow nullcline is independent of $s$. Alternatively, for the full system (3.1)-(3.3), there exist two-dimensional fast and slow nullsurfaces in ( $V, h, s$ )-phase space.

Solutions to the system (3.1)-(3.3) are strongly attracted to the left and right branches of the fast nullsurface, except during fast jumps between branches (see Figure 3.1(a)). We refer to a time period when a solution is near the left (right) branch as a silent phase (active phase). For our analysis, we will make use of projections of solutions to $(V, h)$-phase space, but it is important to note that $s$ continues to evolve along with $V$ and $h$.
3.1. Attraction to the intersection of nullclines and extended delay. The left panel of Figure 3.1 shows a numerically generated trajectory of (3.1)-(3.3),


Fig. 3.1. An orbit of (3.1)-(3.3) together with relevant nullclines. In the left panel, it is apparent that the orbit spends a long time in the silent phase near the left knees of the $V$-nullclines. In the right panel, it is clear that the orbit hugs the h-nullcline until s decays very near to zero, and then there is a small oscillation followed by a jump up to the active phase. $\tau_{s y n}=20 \mathrm{~s}$ in this figure.
superimposed on $V$-nullclines of (PS) that were numerically generated for several different values of $s$. A projection of this trajectory into $(V, h)$-phase space appears in the right panel, along with the $V$ - and $h$-nullclines for an arbitrary fixed $s$ near 0 . In Figure 3.1, we see that after jumping down to the left surface of the fast nullcline, the orbit travels very close to this surface, although this is not apparent in the right panel of Figure 3.1 because we have only plotted the fast nullcline for a single, very small value of $s$. The orbit also appears to hug the slow nullcline as the synaptic variable $s$ slowly decays; in other words, the orbit is very close to the intersection of the fast and slow nullclines for each fixed $s$. After a long delay, the orbit spirals away from the intersection of the nullclines as if this intersection point, treated as a critical point of (PS), had suddenly become unstable through a Hopf bifurcation at some small $s$. This is not the case; although there is a Hopf bifurcation and a loss of stability as $s$ decays, the orbit remains near the nullcline until $s$ reaches values well below the bifurcation point.

The intersection of the nullclines may be viewed as a critical point of (PS) with $s$ fixed as a parameter. The stability of the critical point changes when $s \approx 0.222$ for the default parameter set, while the escape seen in Figure 3.1 occurs when $s \approx 0.003$. This means that the orbit is attracted toward the intersection (or not repelled) while that intersection represents an unstable fixed point of (PS). The objectives for this and the following section are to explain why this delayed exit occurs and to derive an analytical expression that gives a good estimate of the duration of this delay.
3.2. Ingredients for the delay. The problem presented here is that orbits appear to be attracted to a curve of unstable critical points. However, each critical point is only unstable for fixed $s$. For the full system (3.1)-(3.3), $s$ decays during the silent phase, and so there are no true critical points with $s>0$. Thus, we cannot immediately assume that the intersection will repel the orbit once it is unstable with respect to (PS). Linear stability analysis for critical points of (PS) may not be appropriate for the system (3.1)-(3.3). Somehow, one needs to take into account the dynamics of $s$ to explain the delay in escape from the silent phase. Previous authors have contended with this issue in slow passage problems $[3,15,16,1,4]$ and in elliptic bursting in particular [19, 24, 14, 21]. Unless $1 / \tau_{s y n} \ll d h / d t$, however, (3.1)-(3.3)
do not fit the standard slow passage assumptions.
Also, the $h$-coordinate of the fast nullcline increases as $s$ decreases, and the slow nullcline has negative slope with respect to the variable $V$ (in the ( $V, h$ )-plane). Thus, the intersection of the nullclines is moving up and to the left in the phase plane as $s$ decreases. Trajectories also move in this direction, as they approach the negatively sloped slow nullcline. Thus, trajectories may approach the intersection of the nullclines, even if the linearization about the intersection of the nullclines with fixed $s$ yields eigenvalues with positive real parts. Below, we will discuss an additional trapping mechanism that holds trajectories near this intersection.

Finally, for a value of $s$ near the Hopf bifurcation, the nullclines are in the fold canard configuration [3]. Although this lasts for only a short period, it may provide a mechanism for a canard to arise in the full system. In this paper we will not use a singular slow-fast decomposition, and we will not use the tools of nonstandard analysis [3]. Nevertheless, the canard configuration appears to be an imperative structural feature in any system that demonstrates this extended delay, for reasons that we shall see below.
4. A simple system. To do any analysis directly, a model simpler than (3.1)(3.3) is useful to characterize the relevant dynamics in the silent phase, although the conclusions of the analysis are expected to hold for more general systems. For the sake of analysis, the system ideally will have nullclines that are represented by polynomials. Based on the observations from the previous subsection, our model must incorporate the following characteristics:

- The slow nullcline has a negative slope with respect to the fast variable, provided the trajectory approaches the slow nullcline from the left after it enters the silent phase (see Figure 3.1). If the approach is from the right, then the slope of the curve must be positive.
- The intersection of the fast and slow nullclines is a stable critical point (when parameterized by $s$ ) of the intrinsic equations for large values of $s$, and then changes stability via a Hopf bifurcation induced by a transversal crossing of a conjugate pair of eigenvalues through the imaginary axis, away from the origin, as $s$ decays. For a value of $s$ near the Hopf bifurcation, the nullclines must be in the regular fold canard configuration, discussed in [3].
- The vector field of the system is analytic $[15,16]$ and autonomous during the silent phase.
4.1. The model. The model used for all analysis during the silent phase is

$$
\begin{gather*}
\frac{d x}{d t}=-f(x)+y-I(s) x,  \tag{4.1}\\
\frac{d y}{d t}=-\epsilon\left(y+\frac{1}{4} x^{5}\right),  \tag{4.2}\\
\frac{d s}{d t}=-\frac{s}{\tau_{s y n}}, \tag{4.3}
\end{gather*}
$$

where $0<\epsilon \ll 1$; note that we consider only $x<0$. For simulations in this paper, the function $f$ in (4.1) is

$$
f(x)=\frac{1}{4} x^{3}-2 x
$$

and the synaptic current function $I$ is

$$
I(s)=\frac{3}{2} s
$$

Note that this model does not oscillate, but trajectories do jump up from the silent phase. This is sufficient for consideration of behavior during the silent phase. It is not necessary to consider the active phase (when spikes occur) to explain the slow release; however, we will return to the study of the role of the active phase for the HH equations, and bursting in particular, later in the paper.
4.2. Some notation. For the remainder of the paper, the following notation will be used. $N_{f}(x, s)$ is the $y$-coordinate of the fast nullcline $\left(\frac{d x}{d t}=0\right)$ for a given $x$ and $s$. Similarly, $N_{s}(x)$ is the $y$-coordinate of the slow nullcline $\left(\frac{d y}{d t}=0\right)$ for a given value of $x$. Note that $\partial N_{f} / \partial s<0$ for $x<0$, that $N_{s}(x)$ does not depend on $s$, and that these two curves intersect for each fixed $s$. Let $(\tilde{x}(s), \tilde{y}(s))$ denote the curve of intersection points.

For the system given in (4.1), (4.2), the functions $N_{f}(x, s)$ and $N_{s}(x)$ are given by

$$
\begin{gathered}
N_{f}(x, s)=f(x)+I(s) x \\
N_{s}(x)=-\frac{1}{4} x^{5}
\end{gathered}
$$

The intersection of these curves is easily found for each value of $s$.
4.3. The usual approach. Though the trajectory is visibly separated from the intersection of the fast and slow nullclines in the right panel of Figure 3.1, it is still possible that the release value of $s$ can be approximated using the variational equation around $(\tilde{x}(s), \tilde{y}(s))$. Indeed, this approach has been taken previously to analyze delayed escape in slow passage through a Hopf bifurcation through use of a way-in-way-out function $[3,15,16]$. This function relates the attraction of the orbit before the Hopf bifurcation to the repelling of the orbit after the change of stability has taken place. We shall see that in our case, this approach is not necessarily appropriate.

We now demonstrate the poor performance of the standard way-in-way-out, computed using the equation of first variation along the curve $(\tilde{x}(s), \tilde{y}(s))$. Let $J$ be the Jacobian matrix of the system defined by (4.1)-(4.2) along $(\tilde{x}(s), \tilde{y}(s))$. We have that

$$
J(s)=\left(\begin{array}{cc}
-\frac{3}{4} \tilde{x}^{2}(s)+2-I(s), & 1  \tag{4.4}\\
-\epsilon \frac{5}{4} \tilde{x}^{4}(s), & -\epsilon
\end{array}\right) .
$$

The equation of first variation is

$$
\begin{equation*}
\frac{d}{d s}\binom{x}{y}=-\frac{\tau_{s y n}}{s} J(s)\binom{x}{y} \tag{4.5}
\end{equation*}
$$

The solution to (4.5), taken from a starting point $\left(x_{0}, y_{0}, s_{\text {enter }}\right)$, is

$$
\begin{equation*}
\binom{x}{y}=\exp \left(\int_{s_{\text {enter }}}^{s}-\frac{\tau_{\text {syn }}}{\omega} J(\omega) d \omega\right)\binom{x_{0}}{y_{0}} \tag{4.6}
\end{equation*}
$$

Given an $s_{\text {enter }}$, we may solve the equation

$$
\begin{equation*}
\left\|\exp \left(\int_{s_{\text {enter }}}^{s}-\frac{\tau_{\text {syn }}}{\omega} J(\omega) d \omega\right)\binom{x_{0}}{y_{0}}\right\|_{2}=\left\|\binom{x_{0}}{y_{0}}\right\|_{2} \tag{4.7}
\end{equation*}
$$

for $s=s_{\text {exit }}$. The value $s_{\text {exit }}$ is an approximation of the value of $s$ such that

$$
\left\|\binom{x}{y}\right\|_{2}=\left\|\binom{x_{0}}{y_{0}}\right\|_{2},
$$

where $x, y$ are functions of $s$ since they solve (4.5).
In typical slow passage problems $[3,15,16,4]$, this $s_{\text {exit }}$ provides a good approximation for the release value of $s$. The results for the system under consideration here are not good, especially for the lower values of $\tau_{s y n}$ tested. This poor performance does not contradict the standard theory; this approach breaks down precisely when the passage rate determined by the decay of $s$ in (4.3) is not sufficiently slow in comparison with the rate of change in (4.2). The value of the approximated value of $s_{\text {exit }}$ over a range of $\tau_{\text {syn }}$ is shown in Figure 4.1. The standard way-in-way-out analysis overestimates $s_{\text {exit }}$. Since $s$ decays in the silent phase, this means that this approach underestimates the amount of time spent in the silent phase.

Notice further that the $s_{\text {exit }}$ curve generated here is rather flat. This is expected because the linearization of the system when $s$ is used as a parameter does not depend on $\tau_{\text {syn }}$. The slight curvature of the $s_{\text {exit }}$ curve that is visible in Figure 4.1 is due to the fact that different values of $s_{\text {enter }}$ satisfy the entrance criterion (see caption) for different $\tau_{\text {syn }}$. Simulations (solid line in Figure 4.1) suggest that the true value of $s_{\text {exit }}$ varies as the logarithm of $\tau_{s y n}$. Correspondingly, the passage time from $s_{\text {enter }}$ to $s_{\text {exit }}$ grows linearly with $\tau_{s y n}$, and spike frequency decreases as $1 / \tau_{s y n}$ as $\tau_{s y n}$ increases.

It is now apparent this is not a standard way-in-way-out problem about the curve of critical points of a slow-fast system. In the following sections, we will propose a mechanism for the increased delay, perform the corresponding analysis, and demonstrate that this approach gives a much better estimate of the observed delay than that given by the usual analysis done in this section, up to values of $\tau_{\text {syn }}$ for which $1 / \tau_{\text {syn }} \ll \epsilon$. For values of $\tau_{\text {syn }}$ greater than this, the usual approach is sufficient, and as $\tau_{\text {syn }} \rightarrow \infty$ the two approaches are identical.
4.4. The trapping mechanism. As $s \rightarrow 0$, the fast nullcline moves upward in the $y$-coordinate, since $x<0$ and thus $\partial N_{f} / \partial s<0$. In simulations, it appears as if orbits of (4.1)-(4.3) (or of (3.1)-(3.3)) track very close to the intersection curve of the fast and slow nullclines. To understand what organizes the flow near this curve, it is useful to define the following set:

$$
\begin{equation*}
A(s)=\left\{\left(x_{0}, y_{0}\right) \left\lvert\, \frac{d y}{d t}\left(x_{0}, y_{0}\right)<\frac{d N_{f}}{d s}\left(x_{0}, s\right) \frac{d s}{d t}\right.\right\} . \tag{4.8}
\end{equation*}
$$

This set consists simply of the points in the $(x, y)$-plane such that a trajectory that passes through the point $\left(x_{0}, y_{0}\right) \in A$ travels more slowly in the vertical direction ( $y$-direction) than does the point on the fast nullcline with the same $x$-coordinate. Because $N_{f}(x, s)$ increases as $s$ decreases for fixed $x<0$, we have that $\frac{d N_{f}}{d s}\left(x_{0}, s\right) \frac{d s}{d t}>$ 0 , which guarantees that $A(s)$ is nonempty for each $s$. As $x \rightarrow-\infty, \frac{d y}{d t} \rightarrow \infty$ as well (see (4.2)), so for each fixed $y$, there exists $x$ sufficiently negative such that $\frac{d y}{d t}>\frac{d N_{f}}{d s} \frac{d s}{d t}$; similarly, for each fixed $x<0$, there exists $y$ sufficiently negative such


FIG. 4.1. Values of $s_{\text {exit }}$ computed numerically versus those computed from the usual way-in-way-out function, as $\tau_{\text {syn }}$ varies. The approximation obtained by solving (4.7) (dotted line) appears to be fairly invariant with respect to $\tau_{\text {syn }}$, but simulations of (4.1)-(4.3) strongly suggest that this is not the case (solid line). Here, $\epsilon=.01$ and the entrance criterion used in (4.7) is $\|x\|_{2}=0.1$.


Fig. 4.2. The curves $N_{f}$ and $N_{s}$ along with the boundary of the set $A(s)$ for $s=.0326$. The set $A(s)$ also includes a region to the right of $N_{s}(x)$, but only the shaded region is relevant.
that this inequality holds. Thus, $A(s)$ is bounded to the left and below, and the boundary $\partial A(s)$ is a curve, which we denote $y_{\partial A(s)}(x)$, in the $(x, y)$ plane. For the simple system (4.1)-(4.2), we can express the boundary curve $\partial A(s)$ as the graph of a function:

$$
\begin{equation*}
y_{\partial A(s)}(x)=-\frac{1}{4} x^{5}+\frac{3 x s}{2 \epsilon \tau_{s y n}} \tag{4.9}
\end{equation*}
$$

Notice that $y_{\partial A(0)}(x)=N_{s}(x)$, and that as $\tau_{s y n} \rightarrow \infty, y_{\partial A(s)}(x) \rightarrow N_{s}(x)$.
Figure 4.2 shows the curve $\partial A(s)$ for $s=.0326$, along with $N_{f}(x, s)$ and $N_{s}(x)$. For the value of $s$ in Figure 4.2, if the trajectory lies to the right of the curve $\partial A(s)$, then $N_{f}(x, s)$ will be moving upward faster than the trajectory. Likewise, if the trajectory lies to the left of the curve, then the nullcline will be moving upward slower than the trajectory.

The intersection of the curves $\partial A(s)$ and $N_{f}(x, s)$ turns out to be extremely important for the delay phenomenon under study. The curve defined by these intersection points for a range of $s$ values forms an attractor for values of $s$ for which, from the perspective of the analysis done in section 4.3, the intersection of $N_{f}$ and $N_{s}$


Fig. 4.3. A sample trajectory as viewed by an observer riding the intersection of $\partial A(s)$ and $N_{f}(x, s)$. Trajectories to the left of $\partial A(s)$ pass to $y$-values above the observer, trajectories to the right fall behind. The left and right movement is dependent on whether the trajectory is above or below the curve $N_{f}(x, s)$.
corresponds to a repelling set. Suppose that a trajectory lies below $N_{f}(x, s)$ and to the right of $\partial A(s)$. Thus, the trajectory and $N_{f}(x, s)$ are separating, but $\frac{d x}{d t}<0$, and so eventually the trajectory crosses $\partial A(s)$ and then begins to catch up to $N_{f}(x, s)$. This may result in a net contraction toward $\partial A(s) \cap N_{f}(x, s)$. The $y$-coordinate of the trajectory will eventually increase through $N_{f}(x, s)$, such that $\frac{d x}{d t}>0$ results. This causes the trajectory to again cross the curve $\partial A(s)$, and another contraction toward $\partial A(s) \cap N_{f}(x, s)$ may occur as $N_{f}(x, s)$ catches up to the trajectory. Thus, the intersection curve of $\partial A(s)$ and $N_{f}(x, s)$, while not itself invariant under the flow, creates a moving vortex, or core about which the flow spirals. The flow diagram around this core, projected to the $(V, h)$-phase plane, is shown in Figure 4.3.

This moving vortex structure generates a trapping mechanism within the flow. Simulations show that trajectories follow the vortex curve very closely during the silent phase. Using a change of variables, we next explore the stability of the vortex curve and its impact on delayed escape from the silent phase.
4.5. Equations of the moving vortex. To focus on the moving vortex, we will shift the system so that the intersection, say, $(\hat{x}(s), \hat{y}(s))$, of $\partial A(s)$ and $N_{f}(x, s)$ occurs at the origin for all $s$. For the simplified model, note that one can obtain explicit expressions for this intersection point. A linear change of variables, $z_{1}=x-\hat{x}(s)$ and $z_{2}=y-\hat{y}(s)$, yields the following system:

$$
\begin{align*}
& \frac{d z_{1}}{d t}=\frac{d x}{d t}-\frac{d \hat{x}}{d s} \frac{d s}{d t}  \tag{4.10}\\
& \frac{d z_{2}}{d t}=\frac{d y}{d t}-\frac{d \hat{y}}{d s} \frac{d s}{d t} \tag{4.11}
\end{align*}
$$

which can also be written

$$
\begin{align*}
\frac{d z_{1}}{d t} & =f_{1}\left(z_{1}, z_{2}, s\right)  \tag{4.12}\\
\frac{d z_{2}}{d t} & =f_{2}\left(z_{1}, z_{2}, s\right) \tag{4.13}
\end{align*}
$$



FIG. 4.4. Change of stability. The solid line represents the value of $s$ where the sign of the real part of the complex conjugate pair of eigenvalues changes along the curve $(\hat{x}(s), \hat{y}(s))$. The dotted line shows the value of $s$ when the curve of critical points for (4.1)-(4.2) changes stability. This value is not dependent on $\tau_{\text {syn }}$.
where $s$ is governed by (4.3).
If $s$ is fixed as a parameter, then we may compute the linearization of system (4.12)-(4.13) about the vortex point $\left(z_{1}, z_{2}\right)=(0,0)$. Although $(0,0)$ is not a critical point for system (4.12)-(4.13), the sign of the real part of the complex conjugate pair of eigenvalues of the linearized system will still yield information about to what extent the neighborhood around the point acts as an attractor, as discussed above. Also, because the parameter $\tau_{s y n}$ was incorporated into the linear component of the system during the change of variables, the value of $s$ where the eigenvalues' real part changes sign is not invariant with respect to $\tau_{s y n}$, as it is using the regular approach discussed in section 4.3. The value of $s$ where the eigenvalues' real part changes sign is shown in Figure 4.4. This is encouraging because it demonstrates a lower value for the change of stability in addition to a dependence on $\tau_{s y n}$, both of which are apparent in simulations but lacking in the analysis in section 4.3 .
4.6. Release value for $s$. Because the real part of the eigenvalues crosses through zero for a smaller value of $s$ in the linearization of system (4.12)-(4.13) about $(0,0)$ than observed in the linearization of $(4.1)-(4.2)$, we expect that the linearization of system (4.12)-(4.13) will provide an improved estimate of the exit value for $s$, relative to the analysis in section 4.3 , at least until $\tau_{s y n}$ becomes extremely large. In addition to the geometric argument given in section 4.4, an analytical justification for this expectation is given in Appendix B.

Now that we have transformed to the frame of the moving vortex, the analysis itself proceeds as in section 4.3. We rewrite (4.12)-(4.13) in vector form as

$$
\begin{equation*}
\frac{d \vec{z}}{d s}=-\frac{\tau_{s y n}}{s} \vec{f}(\vec{z}, s) \tag{4.14}
\end{equation*}
$$

The equation of first variation on the vortex curve $\left(z_{1}, z_{2}\right)=(0,0)$ is

$$
\begin{equation*}
\frac{d \vec{z}}{d s}=-\frac{\tau_{s y n}}{s} \vec{f}_{\vec{z}}(0,0, s) \vec{z} . \tag{4.15}
\end{equation*}
$$



FIG. 4.5. Improved estimate of $s_{\text {exit }}$. As a function of $\tau_{s y n}$, the exit value $s_{\text {exit }}$ is derived from solution of (4.17) (dashed line) and numerical solution of the full translated model (4.12)-(4.13) (solid line). The entrance criterion for this figure was $\|z\|_{2}=0.03$, and again $\epsilon=0.01$.

The solution to (4.15) is given by

$$
\begin{equation*}
\vec{z}(s)=\exp \left(-\tau_{\text {syn }} \int_{s_{0}}^{s} \frac{1}{w} \vec{f}_{\vec{z}}(0,0, w) d w\right) \vec{z}\left(s_{0}\right) \tag{4.16}
\end{equation*}
$$

To approximate the value of $s$ where release begins to occur, we choose a value $s_{\text {enter }}$ satisfying an entrance criterion, $\|z\|_{2}=\eta$. We solve the equation

$$
\begin{equation*}
\|\vec{z}(s)\|_{2}=\left\|\exp \left(-\tau_{\text {syn }} \int_{s_{\text {enter }}}^{s} \frac{1}{w} \vec{f}_{\vec{z}}(0,0, w) d w\right) \vec{z}\left(s_{\text {enter }}\right)\right\|_{2}=\eta \tag{4.17}
\end{equation*}
$$

The results of this estimation for a range of $\tau_{\text {syn }}$ are shown, along with results from full numerical simulations, in Figure 4.5. The approximation is much better than the one obtained in section 4.3 for low to moderately high values of $\tau_{\text {syn }}$.

Remark 4.1. In principle, there exists some curve, say, $\left(x_{o p t}(s), y_{o p t}(s)\right)$, such that linearization about this curve yields an optimal estimate of $s_{\text {exit }}$. Numerical simulation suggests that system (4.12)-(4.13) has a fixed point for each $s$, and this is the natural candidate about which to linearize this translated system. (In terms of Appendix B, linearization about this curve would yield a truly linear system in (8.8).) However, it is not clear how to access this curve numerically, and the geometric arguments and numerical computations done here, along with the analytical calculation in Appendix B, show that the moving vortex curve is a good approximation to $\left(x_{\text {opt }}(s), y_{\text {opt }}(s)\right)$ to use for estimation of $s_{\text {exit }}$.

Remark 4.2. Unfortunately, for very large values of $\tau_{s y n}$, the approximation loses accuracy and gives a similar, but slightly less accurate, performance to the standard approach. Recall that the moving vortex point is defined as the intersection of $\partial A(s)$ with the fast nullcline $N_{f}(x, s)$ for each $s$. The boundary $\partial A(s)$ is given by $\frac{d y}{d t}=\frac{\partial N_{f}}{\partial s} \frac{d s}{d t}=-\frac{\partial N_{f}}{\partial s} \frac{s}{\tau_{s y n}}$. As $\tau_{s y n}$ increases, $\partial A(s)$ therefore approaches the slow nullcline, and correspondingly the moving vortex point approaches the intersection of the fast and slow nullclines, which is exactly the moving critical point used in the standard analysis. This explains why the moving vortex analysis is similar to the standard analysis for sufficiently large $\tau_{\text {syn }}$. However, the transformation (4.10)-(4.11) brings $\tau_{\text {syn }}$ into (4.12)-(4.13), so the two approaches remain nonidentical.


Fig. 4.6. The approximation curve and the actual curve using the value $\eta=0.025$ (left panel) or $\eta=0.035$ (right panel) as the entrance criterion. The results are not as good as those in Figure 4.5.

Remark 4.3. It is important to note that the results of our approach do depend on the value of $\eta$ chosen for the entrance criterion. Because we take the equation of first variation of (4.12)-(4.13) about the vortex curve $\left(z_{1}, z_{2}\right)=(0,0)$, rather than about the translated version of the optimal curve $\left(x_{o p t}, y_{o p t}\right)$ discussed in Remark 4.1, we cannot choose $\eta$ arbitrarily small. The behavior in a very small neighborhood of the origin, and the time to exit this neighborhood, do not perfectly capture the behavior near the optimal curve. Also, $\eta$ cannot be chosen too large. Large $\eta$ will result in failure of the approximation provided by the equation of first variation, and nonlinear terms may dominate. There must be an ideal entrance value, in the sense that the results obtained provide the most accurate approximations. Figure 4.6 shows the results derived from less appropriate values of $\eta$ than that used in Figure 4.5. Note, however, that these results are still better than the standard approach (Figure 4.1) over the lower range of $\tau_{s y n}$ values considered.

## 5. The HH equations.

5.1. Mechanism for slow oscillations. In section 4, a simplified model was used to elucidate a mechanism, involving trapping of trajectories near a vortex curve, by which slow synaptic decay results in an oscillation with a very long period. Because our simplified model satisfies the conditions listed at the start of section 4, this model is an appropriate subject for analysis, and we expect that the argument and findings from sections $4.4-4.6$ carry over directly to the reduced HH model (3.1)-(3.3).

Indeed, numerical study strongly suggests that the mechanism for slow oscillations in the HH equations is identical to that of the simple model. Again, there is a vortex curve which is stable longer (for smaller $s$ ) than is the fixed-point curve created by the intersection of the fast and slow nullsurfaces. Figure 5.1 shows the analogue to Figure 4.2 for the reduced HH equations.
5.2. The active phase. Up to this point, our analysis has concerned only what occurs during the silent phase of oscillations. By changing the recovery capability of the synapse, either we can make the slow behavior discussed above more pronounced or we can eliminate the silent phase completely. The latter results in high-frequency oscillations, and for appropriate values of $\tau_{s y n}$ this can induce bursting. Before discussing bursting, however, we take a closer look at how the recovery of the synapse depends on parameters in the model, assuming that a prolonged silent phase has occurred.


Fig. 5.1. The set $A(s)$ for the HH equations (3.1)-(3.3) for fixed $s$. The shaded region is the numerically computed set of $(V, h)$ (to the left of the slow $h$-nullcline) where the trajectory is moving more slowly in the direction of increasing $h$ than is the fast $V$-nullcline.

Under the flow of the reduced HH system (3.1)-(3.3), the synapse recovers ( $s$ increases) during the active phase, which begins when the cell jumps up from the vicinity of a left knee of the fast $V$-nullsurface and terminates when the cell jumps down from a right knee of this nullsurface. If we let $F(V, h, s)$ denote $f(V, h)-g_{\text {syn }} s\left(V-V_{\text {syn }}\right)$, then the knees are the two solutions of $F(V, h, s)=\partial F(V, h, s) / \partial V=0$, parametrized by $s$. More precisely, we can solve $F(V, h, s)=0$ for $V=V(h, s)$, and then solve $\partial F(V(h, s), h, s) / \partial V=0$ for $h=h(s)$, such that $V=V(h(s), s)$.

We can implicitly differentiate the equation

$$
f(V(h(s), s), h(s))-g_{s y n} s\left(V(h(s), s)-V_{s y n}\right)=0
$$

with respect to $s$ to obtain

$$
\begin{align*}
\frac{\partial f}{\partial V}\left[\frac{\partial V}{\partial h} \frac{d h}{d s}+\frac{\partial V}{\partial s}\right] & +\frac{\partial f}{\partial h} \frac{d h}{d s} \\
& -g_{s y n} s\left(\frac{\partial V}{\partial h} \frac{d h}{d s}+\frac{\partial V}{\partial s}\right)-g_{s y n}\left(V(h(s), s)-V_{s y n}\right)=0 \tag{5.1}
\end{align*}
$$

Substitution of $\partial F(V(h(s), s), h(s), s) / \partial V=0$ into (5.1) yields $\frac{\partial f}{\partial h} \frac{d h}{d s}=g_{s y n}$ $\times\left(V(h(s), s)-V_{\text {syn }}\right)$. Rewriting this as a formula for $d h / d s$ and substituting the currents in $f$ from Appendix A, as well as $V_{\text {syn }}=0$, yields

$$
\begin{equation*}
\frac{d h}{d s}=\frac{g_{s y n} V}{-g_{N a} m^{3}(V)\left(V-V_{n a}\right)-4 g_{K} n^{3}(h)\left(V-V_{k}\right) \frac{d n}{d h}} \tag{5.2}
\end{equation*}
$$

where $V=V(h(s), s)$ and $h=h(s)$. If we insert parameter values from Appendix A, as well as the range of $V$ values found in the silent phase (say, $h=h_{L}(s)$ ) or the active phase (say, $h=h_{R}(s)$ ), into (5.2), we find that both $d h_{L} / d s$ and $d h_{R} / d s$ are quite small, at most about .02 . Thus, we will assume that there is a fixed value $h_{L}$ of $h$ at the jump up from the silent phase to the active phase and a fixed value $h_{R}$ of $h$ at the jump down from the active phase to the silent phase.

Now, in the active phase, we have

$$
\begin{equation*}
\frac{d h}{d s}=\frac{\alpha_{h}(V)(1-h)-\beta_{h}(V) h}{\alpha(V)(1-s)-s / \tau_{s y n}} \tag{5.3}
\end{equation*}
$$

Make the further approximations that $\alpha(V) \approx \alpha$ and $d h / d t \approx-\beta h$, for $\alpha, \beta$ constant, in the active phase, and let $\tau=\alpha+1 / \tau_{\text {syn }}$. Then direct integration of (5.3) from $(h, s)=\left(h_{L}, 0\right)$ to $(h, s)=\left(h_{R}, s_{\max }\right)$ yields

$$
\begin{equation*}
s_{\max }=\frac{\alpha}{\tau}\left(1-H^{\tau / \beta}\right) \tag{5.4}
\end{equation*}
$$

where $H=h_{R} / h_{L}$. Equation (5.4) gives an estimate of how the level to which the synaptic variable $s$ recovers in the active phase depends on the parameters of the HH equations, particularly $\alpha$ (the approximate value of $\alpha(V)$ in (3.3)), the synaptic decay rate $\tau_{s y n}$, and the active phase decay rate of $h$ from (3.2), approximated by $\beta$.

In Figure 5.2, we compare this approximation of $s_{\max }$ to the value obtained from numerical simulation of (3.1)-(3.3) and to an alternative, naive approximation to $s_{\max }$, namely, $\alpha /\left(\alpha+\tau_{\text {syn }}^{-1}\right)$. This corresponds to the value of $s$ that would be reached if synapses responded instantaneously to voltage. We show how $s_{\max }$ depends on $\alpha$ for several values of $\tau_{\text {syn }}$, and also how $s_{\max }$ depends on $\tau_{\text {syn }}$ for $\alpha=2$, corresponding to the default value of $\alpha_{0}$ for the simulations in the other sections of this paper (see Appendix A). Note that there is some ambiguity in how to select the approximate decay rate $\beta$ for $h$, since this rate typically remains near a constant value throughout much of the active phase but then decreases near the right knee, as the decay of $h$ slows. We neglect the slowing near the right knee, which accounts for some of the error in Figure 5.2.

It is interesting to note that for fixed $\alpha$, the value of $s_{\max }$ is roughly independent of $\tau_{\text {syn }}$, such that the active phase contributes little to the slowing that occurs as $\tau_{s y n}$ is increased, as discussed in the previous sections. As $\alpha$ increases, $s_{\max }$ increases correspondingly. This leads to a larger $s_{\text {enter }}$ in (4.17), which in turn yields a smaller $s_{\text {exit }}$. Hence, the duration of the silent phase increases with $\alpha$. We explore a further implication of this dependence in section 5.3.
5.3. Bursting. Consider Figure $5.3(\mathrm{a})$. This figure shows the bifurcation structure for $(3.1)-(3.2)$ as $s$ varies for $g_{s y n}=2$, while Figure $5.3(\mathrm{~b})$ shows the voltage trace of a two-spike burst solution to (3.1)-(3.3). This solution was obtained by greatly reducing the function $\alpha(V)$, thereby reducing the turn-on of the synapse during the active (spiking) phase. Any number of spikes can be seen in a burst by scaling the recovery function appropriately.

As we have seen, during the time that a cell spends in the silent phase, its synaptic variable decays beyond the point where the fixed point (intersection of fast and slow nullclines) of the system (3.1)-(3.2) becomes unstable ( $s$ lies below the Hopf point at $s \approx 0.22$ in Figure 5.3(a)). During the active phase, the synaptic variable $s$ increases as specified in (3.3). If $s$ does not recover enough to reach a value for which the fixed point of (3.1)-(3.2) is stable ( $s>0.22$ in our example), then after it jumps down to the silent phase, it will not be attracted toward the slow nullcline or the vortex structure. Instead, the orbit tends toward the fast nullcline and the phase plane looks like a standard (oscillatory) relaxation oscillator. This results in a subsequent rapid jump to the active phase when the left knee of the fast nullcline is reached, corresponding to a rapid second spike, as seen, for example, at the start of the simulation in the right panel of Figure 5.3. Alternatively, if $s$ does increase beyond the bifurcation point, then the silent phase becomes prolonged again; however, if it is still close to the bifurcation point, the silent phase duration is still reduced relative to that seen for large $s$, based on (4.17). Figure 5.3 shows the recovery of the synaptic variable, $s$, during the two-spike burst shown in the right panel of Figure 5.3.


FIG. 5.2. The dependence of synaptic recovery level, $s_{\max }$, on the rate of synaptic rise ( $\alpha$ ) and decay $\left(\tau_{s y n}\right)$. In each panel, the dashed line corresponds to the naive approximation $s_{\max } \approx$ $\alpha /\left(\alpha+\tau_{s y n}^{-1}\right)$, the solid line corresponds to (5.4), and the thick dotted line corresponds to the actual value of $s_{\max }$ attained in numerical simulations of (3.1)-(3.3). (a) $\tau_{s y n}=20$, (b) $\tau_{s y n}=100$, (c) $\tau_{\text {syn }}=500$, (d) $\alpha=2$.
6. Discussion. It is generally assumed that synaptic connections between excitatory neurons have the effect of strengthening and accelerating neuronal firing. Indeed, part of the accepted theory of computation in cortical circuitry is that if input is strong enough to make some excitatory cells fire, then recurrent excitation among excitatory cells amplifies this activity, whereas if inhibitory input comes in before the excitatory cells can become active, then this inhibition shuts them down. In this paper, we explore a scenario in which recurrent excitation instead causes a drastic slowing of firing. We find this effect, over a broad range of parameter values, in a network of standard, biophysically derived HH model neurons, coupled with slowly decaying synaptic excitation. This highlights the important point that the effects of synaptic inputs in neuronal networks depend on the intrinsic dynamics of the cells in the network, together with the timescale of the synaptic inputs. It remains to explore the functional consequences of this result, particularly in a network of interconnected excitatory cells and inhibitory interneurons.

Since we find that synaptic excitation is strongly synchronizing in this model network (up to small differences in subthreshold oscillations), we study the mechanism behind this synaptic slowing in a self-coupled neuron. The synchronization seen here


Fig. 5.3. Bursting in the HH model. (a) Bifurcation diagram for the HH equations with $s$ as the bifurcation parameter (as shown in Figure 2.1(c)). The curve at $V \approx-60$ corresponds to the critical point of system (3.1)-(3.2) formed by the intersection of the fast and slow nullclines. This becomes unstable via a subcritical Hopf bifurcation as s decreases. Here, F.R. and S.R. refer to the first and second return to the silent phase, respectively, of the dashed trajectory shown. (b) Two-spike burst solution. During the first spike of a two-spike burst, the s value does not recover enough to exit the regime where the critical point is unstable. The second recovery brings $s$ into the stable regime, which yields a prolonged silent phase. (c) Synaptic variable, s(t) during this burst. The dashed horizontal line is the value of $s$ where the critical point (parametrized by s) changes stability. Because this stability is necessary to obtain a cycle with an arbitrarily long period, the oscillator experiences a prolonged silent phase only once s has exceeded this threshold. Parameter values for this plot are $\tau_{s y n}=20$ and $\alpha_{0}=0.15$.
in part results from the phase response properties of HH neurons [11]. Further, the extreme slowing in the silent phase enhances the synchronization tendency. We have seen that this slowing involves a prolonged residence near the left knee curve of a fast nullsurface. In a population of many cells in a near-synchronized state, a strong spatial compression occurs during this residence. As soon as one cell jumps up to the active phase, fast threshold modulation (FTM) [20] will pull the other cells up as well. This compression and FTM easily overwhelm any desynchronization that may occur in the other stages of an oscillation.

We use a simplified model to elucidate the moving vortex canard mechanism by which slowly decaying synaptic excitation prolongs the silent phase between spikes, and this mechanism carries over to the HH model. The scenario that we study truly meets the criteria for a canard, since the fast $(V)$ and slow $(h)$ nullclines of the HH model, with $s$ taken as a parameter, are in a regular fold canard configuration for an $s$-value near that at which the intersection of the nullclines loses stability via a Hopf bifurcation [3]; see also [22]. Moreover, the solutions to the full system spend a significant period of time traveling along the middle branch of the $V$-nullsurface
(although they remain extremely close to the curve of knees; see Figure 3.1). Unlike typical canards, however, the delayed solutions that we study are easy to find, occurring over a broad range of synaptic decay rates. We do not discuss the precise size of the region in phase space from which trajectories are drawn to the vortex region, for fixed parameter values. This may relate to attraction to a stable manifold of the $s=0$ critical point of the HH model in the vicinity of a homoclinic bifurcation, as discussed in [9], but we have not explored this issue.

According to previous analytical results, one should be able to estimate the change in the slow variable $s$ that will occur during the silent phase by using a way-in-wayout function $[3,15,16]$. This function incorporates information from the projected system derived by treating $s$ as a parameter. Specifically, it involves the eigenvalues of the linearization of the projected system about an appropriate curve of critical points (parametrized by $s$ ). The eigenvalues correspond to rates of decay and growth toward this critical point curve. This approach was used previously in neuronal networks to study elliptic bursting, in which there is a delayed escape from a curve of critical points that are unstable with respect to a fast subsystem [19, 24, 14, 21]. However, the novel vortex phenomenon that we have identified causes this approach to underestimate the change in $s$ in the silent phase, and correspondingly the time spent there, for a large range of synaptic decay rates.

The vortex structure develops through a breakdown in the distinction between fast and slow dynamics in the vicinity of the critical point curve for the projected system. The corresponding flow pins trajectories near a vortex curve, which itself lies close to the curve of critical points, for a prolonged period, as the synaptic strength gradually decays. We use the vortex curve to approximate a release threshold for the synaptic variable $s$, relative to a specified criterion for entrance into the trapping regime. This approach makes use of a set $A$, determined by the dynamics of the system, that is central to the vortex effect. In particular, $A$ relates to the relative rates of change of the nonsynaptic slow variable and the position of the fast nullcline. Note that the position of the fast nullcline depends on the size of the synaptic variable $s$. Further, while there are three possible timescales corresponding to the rates of change of the three dependent variables $(V, h, s)$ in the problem, the rate of change of the nonsynaptic slow variable (characterized by $\epsilon$ ) and the synaptic decay rate $1 / \tau_{\text {syn }}$ are comparable over much of the range of $\tau_{s y n}$ that we consider. A full mathematical analysis of the vortex mechanism, and in particular the types of vector fields and range of timescales for which computations based on the vortex curve will always give small errors, remains open for consideration.

While we introduce the vortex mechanism and perform relevant calculations in the context of a simplified model related qualitatively to the silent phase features of the HH system, we illustrate numerically that the same ingredients are also present in the reduced HH equations (e.g., Figure 5.1). Numerical simulations of the full HH model show a similar prolongation of the silent phase, with a strong dependence on the synaptic decay rate $\tau_{s y n}$; indeed, such simulations led us to note and seek an explanation for the delay mechanism in the first place. In the reduced HH equations, we connect the active phase of oscillations to the silent phase by considering how the synaptic recovery rate $\alpha$ affects the level to which $s$ recovers. This affects the level of $s$ at which trajectories enter the trapping region (quantified by our choice of $\eta$ ), in turn affecting our estimation of $s$ at release from the silent phase (see (4.17)); however, as discussed in section 5.2, the level of $s$ at release feeds back little effect on the level to which $s$ recovers in the active phase. By exploiting our understanding of the interaction of intrinsic and synaptic dynamics, we also describe how the fast-slow
structure allows for bursting in the HH equations. While this can be considered as elliptic bursting, the burst frequency can be quite slow, as the prolonged silent phase again occurs in the intervals between bursts of spikes.
7. Appendix A. The gating functions for $h$ in (3.2) are

$$
\begin{gathered}
\alpha_{h}(V)=.07 \exp (-(V+65) / 20) \\
\beta_{h}(V)=1 /(1+\exp (-(V+35) / 10))
\end{gathered}
$$

The $m$ and $n$ gating variables are slaved to $V$ and $h$, respectively, by

$$
\begin{gathered}
m=\frac{\alpha_{m}(V)}{\alpha_{m}(V)+\beta_{m}(V)} \\
n=\max (.801-1.03 h, 0)
\end{gathered}
$$

where

$$
\begin{aligned}
\alpha_{m}(V) & =\frac{0.1(V+40)}{1-\exp (-(V+40) / 10)} \\
\beta_{m}(V) & =4 \exp (-(V+65) / 18)
\end{aligned}
$$

The synaptic recovery function, $\alpha(V)$, is given by

$$
\alpha(V)=\frac{\alpha_{0}}{1+\exp \left(-V / V_{s h p}\right)}
$$

Parameter values for all simulations are $V_{N a}=50, V_{K}=-77, V_{L}=-54.4, g_{N a}=120$, $g_{K}=36, g_{L}=0.3, C=1, I_{o}=13, V_{\text {shp }}=5, g_{\text {syn }}=2$, and $V_{\text {syn }}=0$. Also, $\alpha_{0}=2$ in all sections except section 5.2 , where it is varied, and section 5.3 , where bursting is discussed. The units for the voltages are $m V$, the conductances $\left(g_{*}\right)$ have units $m S / \mathrm{cm}^{2}$, and the current $\left(I_{o}\right)$ has units $\mu A / \mathrm{cm}^{2}$.
8. Appendix B. Consider the model system (4.1)-(4.3), which we express as

$$
\begin{align*}
& \frac{d x}{d t}=y-N_{f}(x, s) \\
& \frac{d y}{d t}=-\epsilon\left(y-N_{s}(x)\right)  \tag{8.1}\\
& \frac{d s}{d t}=-\frac{s}{\tau_{s y n}}
\end{align*}
$$

Note that we can express (8.1) as a pair of equations:

$$
\begin{align*}
-\frac{s}{\tau_{s y n}} \frac{d x}{d s} & =y-N_{f}(x, s) \\
\frac{s}{\epsilon \tau_{s y n}} & \frac{d y}{d s} \tag{8.2}
\end{align*}=y-N_{s}(x) .
$$

To find the vortex point $(\hat{x}(s), \hat{y}(s))$ about which to linearize, we solve

$$
\begin{equation*}
\hat{y}=N_{f}(\hat{x}, s) \tag{8.3}
\end{equation*}
$$

and

$$
\begin{equation*}
d y(\hat{x}, \hat{y}) / d s=\partial N_{f}(\hat{x}, s) / \partial s \tag{8.4}
\end{equation*}
$$

Together with (8.4), the second equation of (8.2) gives

$$
\begin{equation*}
\epsilon \tau_{s y n}\left(\hat{y}-N_{s}(\hat{x})\right) / s=\partial N_{f}(\hat{x}, s) / \partial s \tag{8.5}
\end{equation*}
$$

Implicit differentiation of (8.3) along the solution $(\hat{x}(s), \hat{y}(s))$ gives

$$
\begin{equation*}
\partial N_{f}(\hat{x}, s) / \partial s=d \hat{y} / d s-\left(\partial N_{f}(\hat{x}, s) / \partial x\right)(d \hat{x} / d s) \tag{8.6}
\end{equation*}
$$

Together, (8.5) and (8.6) yield

$$
\begin{equation*}
\frac{d \hat{y}}{d s}=\frac{\epsilon \tau_{s y n}}{s}\left(\hat{y}-N_{s}(\hat{x})\right)+\frac{\partial N_{f}(\hat{x}, s)}{\partial x} \frac{d \hat{x}}{d s} . \tag{8.7}
\end{equation*}
$$

Substitute $(\hat{x}(s)+u(s), \hat{y}(s)+v(s))$ into (8.2) and linearize about $(\hat{x}, \hat{y})$ to obtain

$$
\begin{align*}
-\frac{s}{\tau} \frac{d u}{d s} & =\frac{s}{\tau} \frac{d \hat{x}}{d s}+\hat{y}+v-N_{f}(\hat{x}, s)-u\left(\partial N_{f}(\hat{x}, s) / \partial x\right)  \tag{8.8}\\
\frac{s}{\epsilon \tau} \frac{d v}{d s} & =-\frac{s}{\epsilon \tau} \frac{d \hat{y}}{d s}+\hat{y}+v-N_{s}(\hat{x})-u\left(d N_{s}(\hat{x}) / d x\right)
\end{align*}
$$

In the first equation of (8.8), $\hat{y}=N_{f}(\hat{x}, s)$. From (8.7), we have

$$
\frac{s}{\epsilon \tau} \frac{d \hat{y}}{d s}=\hat{y}-N_{s}(\hat{x})+\frac{s}{\epsilon \tau} \frac{\partial N_{f}(\hat{x}, s)}{\partial x} \frac{d \hat{x}}{d s}
$$

Thus, (8.8) becomes

$$
\begin{align*}
-\frac{s}{\tau} \frac{d u}{d s} & =\frac{s}{\tau} \frac{d \hat{x}}{d s}+v-u\left(\partial N_{f}(\hat{x}, s) / \partial x\right)  \tag{8.9}\\
\frac{s}{\epsilon \tau} \frac{d v}{d s} & =v-u\left(d N_{s}(\hat{x}) / d x\right)-\frac{s}{\epsilon \tau}\left(\partial N_{f}(\hat{x}, s) / \partial x\right)(d \hat{x} / d s)
\end{align*}
$$

Note that while this is a linearized equation, the right-hand side is not linear in $(u, v)$ because the vortex point is not a critical point of (8.2).

At this point, we make a key assumption. Since the trajectory lies in the vicinity of the knee during the time over which the vortex calculation is done, we henceforth assume that $\partial N_{f}(\hat{x}, s) / \partial x=0$. In some sense, this amounts to assuming that the system is in a vortex canard configuration, since it specifies that the boundary $\partial A(s)$ should intersect $N_{f}(x, s)$ at the knee of $N_{f}(x, s)$. Clearly this assumption is not precisely satisfied; however, a straightforward generalization of the calculation below shows that any error resulting from the violation of this assumption will be of the same order of magnitude as $\left(\partial N_{f}(\hat{x}, s) / \partial x\right)(d \hat{x} / d s)$.

Next, we express $(u(s), v(s))=\left(u_{1}(s), v_{1}(s)\right)+(\tilde{u}(s), \tilde{v}(s))$, where $\left(u_{1}, v_{1}\right)$ is a zero of the right-hand side of (8.9) with $\partial N_{f} / \partial x=0$; that is, $\left(u_{1}, v_{1}\right)$ solves

$$
\begin{align*}
& 0=\frac{s}{\tau} \frac{d \hat{x}}{d s}+v  \tag{8.10}\\
& 0=v-u\left(d N_{s}(\hat{x}) / d x\right)
\end{align*}
$$

Note that $\left(u_{1}(s), v_{1}(s)\right)=O\left(1 / \tau_{\text {syn }}\right)$, while $\left(u_{1}^{\prime}(s), v_{1}^{\prime}(s)\right)=O\left(1 / \tau_{\text {syn }}\right)$ as well since the determinant of coefficients $\left(d N_{s}(\hat{x}) / d x\right) \neq 0$. Substitution of this decomposition of ( $u(s), v(s)$ ) into (8.9) yields

$$
\begin{aligned}
-\frac{s}{\tau} \frac{d \tilde{u}}{d s} & =\frac{s}{\tau} \frac{d u_{1}}{d s}+\frac{s}{\tau} \frac{d \hat{x}}{d s}+v_{1}+\tilde{v} \\
& =\frac{s}{\tau} \frac{d u_{1}}{d s}+\tilde{v} \\
& =O\left(1 / \tau_{s y n}^{2}\right)+\tilde{v} \\
\frac{s}{\epsilon \tau} \frac{d \tilde{v}}{d s} & =-\frac{s}{\epsilon \tau} \frac{d v_{1}}{d s}+v_{1}-u_{1}\left(d N_{s}(\hat{x}) / d x\right)+\tilde{v}-\tilde{u}\left(d N_{s}(\hat{x}) / d x\right) \\
& =-\frac{s}{\epsilon \tau} \frac{d v_{1}}{d s}+\tilde{v}-\tilde{u}\left(d N_{s}(\hat{x}) / d x\right) \\
& =O\left(1 / \tau_{s y n}\right)+\tilde{v}-\tilde{u}\left(d N_{s}(\hat{x}) / d x\right)
\end{aligned}
$$

where we have assumed in the final line that $\epsilon \tau_{\text {syn }}=O(1)$. Thus, when $\epsilon \tau_{\text {syn }}=O(1)$, the error in using the equation of variations in the vortex approach is of $O\left(1 / \tau_{\text {syn }}\right)$.

Contrast this with the usual approach, Here one solves $0=y-N_{f}(x, s)$ and $0=y-N_{s}(x)$ to obtain $(\tilde{x}(s), \tilde{y}(s))$. As previously (see (8.2)), we have

$$
\begin{aligned}
-\frac{s}{\tau} \frac{d x}{d s} & =y-N_{f}(x, s) \\
\frac{s}{\epsilon \tau} \frac{d y}{d s} & =y-N_{s}(x)
\end{aligned}
$$

and we now linearize about $(\tilde{x}(s)+u(s), \tilde{y}(s)+v(s))$ to obtain, after cancellations,

$$
\begin{aligned}
-\frac{s}{\tau} \frac{d u}{d s} & =\frac{s}{\tau} \frac{d \tilde{x}}{d s}+v-u\left(\partial N_{f}(\tilde{x}, s) / \partial x\right) \\
\frac{s}{\epsilon \tau} \frac{d v}{d s} & =-\frac{s}{\epsilon \tau} \frac{d \tilde{y}}{d s}+v-u d N_{s}(\tilde{x}) / d x
\end{aligned}
$$

We can apply the same decomposition of $(u(s), v(s))=\left(u_{1}(s), v_{1}(s)\right)+(\tilde{u}(s), \tilde{v}(s))$ as above. However, if we again assume that $\epsilon \tau_{\text {syn }}=O(1)$, then we will have $\left(u_{1}, v_{1}\right)=$ $O(1)$ from the $d \tilde{y} / d s$ term, and an $O(1)$ error can result from calculation with the equation of variations.
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# COMPUTATION OF THE EFFECTIVE DIFFUSIVITY TENSOR FOR TRANSPORT OF A PASSIVE SCALAR IN A TURBULENT INCOMPRESSIBLE FLOW* 
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#### Abstract

We consider the passive scalar transport in an incompressible random flow. Our basic result is a proof of the convergence of a certain numerical scheme for the computation of the eddy diffusivity tensor. The scheme leads to the formula for the diffusivity expressed in terms of an infinite series. We give a rigorous proof of the geometric bounds on the magnitude of the terms of the series, provided that the Eulerian field is Markovian and Gaussian and its temporal dynamics has a sufficiently large spectral gap. The principal tools used in the proofs are the decomposition of the space of square integrable fields formed over the possible realizations of the Eulerian velocity field in the Gaussian chaos and the hypercontractivity properties of Gaussian measures.
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1. Introduction. The transport of a passive scalar field $T(\cdot, \cdot)$ in a turbulent flow can be modeled by the convection-diffusion equation with a random drift,

$$
\left\{\begin{array}{l}
\partial_{t} T(t, \mathbf{x})+\mathbf{u}(t, \mathbf{x}) \cdot \nabla_{\mathbf{x}} T(t, \mathbf{x})=\kappa \Delta_{\mathbf{x}} T(t, \mathbf{x})  \tag{1.1}\\
T(0, \mathbf{x})=T_{0}(\mathbf{x})
\end{array}\right.
$$

Here $\mathbf{u}=\left(u_{1}, \ldots, u_{d}\right): \mathbb{R} \times \mathbb{R}^{d} \times \Omega \rightarrow \mathbb{R}^{d}$ is a $d$-dimensional, $d \geq 2$, random field, usually called the Eulerian velocity, given over a certain probability space $\mathcal{T}:=(\Omega, \mathcal{V}, \mathbb{P})$, and $T_{0}(\cdot)$ is a deterministic initial condition. The drift models the turbulent convection by a flow of a certain fluid. It is therefore assumed to be time-space homogeneous, ergodic, centered, and incompressible, i.e., $\nabla_{\mathbf{x}} \cdot \mathbf{u}(t, \mathbf{x}):=\sum_{i=1}^{d} \partial_{x_{i}} u_{i}(t, \mathbf{x}) \equiv 0$. The parameter $\kappa>0$, called the molecular diffusivity, describes the strength of the diffusive dispersion of the medium.

The passage from the microscopic to macroscopic description of transport is obtained by an appropriate change of scales. For example, under the diffusive scaling the macroscopic coordinates $\left(t^{\prime}, \mathbf{x}^{\prime}\right)$ are given by $t \sim t^{\prime} / \varepsilon^{2}$ and $\mathbf{x} \sim \mathbf{x}^{\prime} / \varepsilon$, where $\varepsilon \ll 1$ is a certain small parameter. Suppose also that the initial data varies on the macroscopic scale, so it is of the form $T_{0}(\varepsilon \mathbf{x})$. Then, in the macroscopic coordinates the rescaled field $T_{\varepsilon}(t, \mathbf{x})=T\left(t / \varepsilon^{2}, \mathbf{x} / \varepsilon\right)$ (we omit primes here) satisfies

$$
\left\{\begin{array}{l}
\partial_{t} T_{\varepsilon}(t, \mathbf{x})+\frac{1}{\varepsilon} \mathbf{u}\left(\frac{t}{\varepsilon^{2}}, \frac{\mathbf{x}}{\varepsilon}\right) \cdot \nabla_{\mathbf{x}} T_{\varepsilon}(t, \mathbf{x})=\kappa \Delta_{\mathbf{x}} T_{\varepsilon}(t, \mathbf{x}),  \tag{1.2}\\
T_{\varepsilon}(0, \mathbf{x})=T_{0}(\mathbf{x})
\end{array}\right.
$$

One feature that can be proved about the scaled solution, under appropriate assumptions on the statistics of the drift, is the self-averaging property of the scaled scalar

[^4]field. In the weak form it can be stated as follows:
\[

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0+}\left\langle\left[\int_{\mathbb{R}^{d}} T_{\varepsilon}(t, \mathbf{x}) \varphi(\mathbf{x}) d \mathbf{x}-\int_{\mathbb{R}^{d}} T^{*}(t, \mathbf{x}) \varphi(\mathbf{x}) d \mathbf{x}\right]^{2}\right\rangle=0 \quad \forall \varphi \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right) \tag{1.3}
\end{equation*}
$$

\]

Here $\langle\cdot\rangle$ denotes the averaging over the realizations of the drift and $T^{*}$ is a (deterministic) solution of a constant coefficient heat equation

$$
\left\{\begin{array}{l}
\partial_{t} T^{*}(t, \mathbf{x})=\sum_{i, j=1}^{d} K_{i, j}^{*} \partial_{x_{i}, x_{j}}^{2} T^{*}(t, \mathbf{x})  \tag{1.4}\\
T^{*}(0, \mathbf{x})=T_{0}(\mathbf{x})
\end{array}\right.
$$

$\mathbf{K}^{*}=\left[K_{i, j}^{*}\right]$-the effective diffusivity tensor-is a constant matrix. Since the procedure described above eliminates the inhomogeneity that appears in the convectiondiffusion equation on the microscopic level and leads to a space-time homogeneous equation (1.4), it is sometimes referred to as homogenization. To substantiate the averaging property claimed in (1.3) one could first rewrite (1.2) in the divergence form. Since the drift $\mathbf{u}(t, \mathbf{x})$ is divergence-free, there exists an antisymmetric tensorvalued potential $\mathbf{H}(t, \mathbf{x})=\left[H_{p, q}(t, \mathbf{x})\right], H_{p, q}(t, \mathbf{x})=-H_{q, p}(t, \mathbf{x})$ such that $\mathbf{u}(t, \mathbf{x})=$ $\nabla_{\mathbf{x}} \cdot \mathbf{H}(t, \mathbf{x})$ and the equation in question takes the form $\partial_{t} T_{\varepsilon}(t, \mathbf{x})-\nabla_{\mathbf{x}} \cdot\left(a\left(t / \varepsilon^{2}, \mathbf{x} / \varepsilon\right) \nabla_{\mathbf{x}}\right.$ $\left.T_{\varepsilon}(t, \mathbf{x})\right)=0$, where the diffusivity matrix $a(t, \mathbf{x})=\left[a_{p, q}(t, \mathbf{x})\right]$ is given by $a_{p, q}(t, \mathbf{x})=$ $\kappa \delta_{p, q}-H_{p, q}(t, \mathbf{x})$. A rigorous proof of self-averaging for parabolic operators of this form, when the stream matrix $\mathbf{H}(t, \mathbf{x})$ is an $L^{\infty}$ bounded, time-space homogeneous, and ergodic random field, follows from the results obtained by Zhikov, Kozlov, and Olejnik in [13, Theorem 1, p. 187]. However, if $\mathbf{H}(t, \mathbf{x})$ admits unbounded realizations but possesses an absolute $p$ th moment, where $p>d+2$, as is the case in the present paper, then the averaging in the sense of (1.2) can be concluded from the quenched version of the invariance principle for random characteristics of (1.2) and has been shown in $[1,2]$. The aforementioned homogenization results hold in both time dependent and static (time independent) cases. In [7] self-averaging is also shown for Gaussian time dependent drifts, for which the stream matrix need not exist. The temporal dynamics of the field is assumed to be Markovian and uniformly mixing on all spatial scales, i.e., possesses a spectral gap; see [7, Theorem 1, p. 528].

Because the proof of the existence of the effective diffusivity matrix is a result of an application of an appropriate ergodic theorem, what is usually left unanswered by the homogenization theorems is how to calculate the effective diffusivity tensor from the statistics of the Eulerian velocity. In this paper we take up the task of providing a formula for computing the effective diffusivity. We consider random drifts that are space-time homogeneous, Gaussian, and Markov and whose spectral dynamics possesses sufficiently strong spectral gap.

For the family of the Eulerian velocity fields described above we present a rigorous scheme for calculation of the effective diffusivity matrix that results in an infinite series expansion; see (3.18) below. In addition, we provide a geometric bound for the $n$th term of this series (see Theorem 3.1 below), which results in the control of the series tails (see Corollary 3.2). This control holds provided the spectral gap of the Eulerian field dynamics is sufficiently large. The precise estimate of the size of the spectral gap is possible thanks to formula (3.6).

Another interesting question pertaining to the model with a Gaussian drift is how to relate $\mathbf{K}^{*}$ to the autocovariance tensor

$$
\begin{equation*}
\mathbf{R}(t-s, \mathbf{x}-\mathbf{y}):=\left[\left\langle u_{i}(t, \mathbf{x}) u_{j}(s, \mathbf{y})\right\rangle\right] \tag{1.5}
\end{equation*}
$$

which, as is well known, characterizes the Gaussian drift $\mathbf{u}(\cdot, \cdot)$. To simplify our calculations we suppose further that the field is spatially isotropic and its spectral gap is identical for all spatial scales. The specific form of the spectrum of the covariance matrix is presented in (2.1) below. However, as becomes apparent during the course of the argument, our proofs do not depend on isotropy of the drift. We could also admit fields whose mixing rates vary on different scales, so long as they are bounded away from zero by a certain constant that is not too small. In section 4 we give a formula for the $n$th term of the series for the effective diffusivity in terms of the spectrum of the velocity field; see (4.10). Due to the fact that this term is in principle, i.e., discarding some possible cancellations, a sum of $n$ ! terms, the computational value of this formula would be severely limited. Thanks to Theorem 3.1, however, we are able to control the size of a particular term of the series.

Let us describe briefly the main ideas used in the derivation of the formula for the effective diffusivity. The computation is contingent on finding, in an appropriate space, the solution of the cell problem (2.14); in the literature of the subject it is called the corrector field. In section 3 below we propose a numerical scheme for computing this field; see the formulas (3.1) and (3.5) for the definition of the scheme. The corrector field is then given by (3.17), and the eddy diffusivity can be calculated using (3.18). To gain appropriate estimates on the $L^{2}$-norm of the $n$th term $\psi_{n}$ appearing in the scheme (see (3.4) for its definition), we use the decomposition of the space of square integrable functionals formed over the Eulerian velocity field at the given snapshot of time (say, when $t=0$ ) into the Gaussian chaos. This together with the hypercontractivity property of Gaussian measure and the spectral gap estimate for the dynamics of the Eulerian field produce geometric bounds for the respective term; see Proposition 3.1 for the precise statement of the bounds.

Finally, in section 4 we provide an explicit formula for the $n$th term of the series (3.18); see Proposition 4.3. The formula is stated using the language of Feynman graphs. As we have already mentioned, in practical calculations, this formula should be coupled with the estimate (3.19) on the tails of the series expansion for the effective diffusivity.

## 2. The description of the model.

2.1. Homogeneous Gaussian random drifts. We suppose the following:
(V1) $\mathbf{u}: \mathbb{R} \times \mathbb{R}^{d} \times \Omega \rightarrow \mathbb{R}^{d}$ is a zero mean, space-time homogeneous, spatially isotropic, Gaussian random field over the probability space $\mathcal{T}$.
(V2) The autocovariance matrix of the field (cf. (1.5)) is given by

$$
\begin{equation*}
\mathbf{R}(t-s, \mathbf{x}-\mathbf{y})=b \int_{\mathbb{R}^{d}} \cos ((\mathbf{x}-\mathbf{y}) \cdot \mathbf{k}) e^{-a|t-s|} \mathcal{E}(|\mathbf{k}|)|\mathbf{k}|^{1-d} \hat{\Gamma}(\mathbf{k}) d \mathbf{k} \tag{2.1}
\end{equation*}
$$

Here $a, b>0, \hat{\Gamma}(\mathbf{k})=\left[\hat{\Gamma}_{i, j}(\mathbf{k})\right]$, with $\hat{\Gamma}_{i, j}(\mathbf{k}):=\delta_{i, j}-k_{i} k_{j}|\mathbf{k}|^{-2}$. We assume that the power energy spectrum satisfies the power law

$$
\begin{equation*}
\mathcal{E}(k):=\mathbf{1}_{\left[0, K_{0}\right]}(k) k^{1-2 \alpha} \tag{2.2}
\end{equation*}
$$

where $K_{0}>0$ is fixed and $\alpha<1$, to ensure the $L^{2}$-integrability of the field.
Remark 2.1. It is well known that, thanks to (2.2), such a random field possesses a modification that is $\mathbb{P}$ a.s. jointly locally Hölder continuous in $(t, \mathbf{x}) \in \mathbb{R} \times \mathbb{R}^{d}$ and $C^{\infty}$ smooth in $\mathbf{x}$ for any fixed $t \in \mathbb{R}$.

Remark 2.2. A direct calculation yields

$$
\begin{equation*}
\left.\left.\langle | \mathbf{u}(0, \mathbf{0})\right|^{2}\right\rangle=b(d-1) \omega_{d-1} \int_{0}^{K_{0}} \frac{d k}{k^{2 \alpha-1}}=\frac{b}{2}(d-1) \omega_{d-1} K_{0}^{2(1-\alpha)}(1-\alpha)^{-1} \tag{2.3}
\end{equation*}
$$

where $\omega_{d-1}$ denotes the surface measure of $\mathbb{S}^{d-1}$ - the unit sphere in $\mathbb{R}^{d}$.
Remark 2.3. The presence of the factor $\hat{\Gamma}(\cdot)$ in the formula ensures that the spatial realizations of the field are incompressible. The parameter $a>0$, called the spectral gap, controls the rate at which the field decorrelates in the temporal variable. In our model we assume that this rate is constant on all spatial scales. Let us mention here one particular case that has been widely studied in the literature. When $a=b$ and $a \rightarrow+\infty$, the autocovariance matrix converges (in the distribution sense) to the autocovariance matrix of a $\delta$-correlated velocity field, the so-called Kraichnan model (see [10]) given by

$$
\begin{equation*}
\mathbf{R}(t-s, \mathbf{x}-\mathbf{y})=\delta(t-s) \int_{\mathbb{R}^{d}} \cos ((\mathbf{x}-\mathbf{y}) \cdot \mathbf{k}) \mathcal{E}(|\mathbf{k}|)|\mathbf{k}|^{1-d} \hat{\Gamma}(\mathbf{k}) d \mathbf{k} \tag{2.4}
\end{equation*}
$$

The effective diffusivity in this case is given explicitly and equals

$$
\kappa_{*}=\kappa+\frac{1}{2} \int_{|\mathbf{k}| \leq K_{0}} \mathcal{E}(|\mathbf{k}|)|\mathbf{k}|^{1-d} \hat{\Gamma}_{11}(\mathbf{k}) d \mathbf{k}=\kappa+\frac{1}{4} \omega_{d-1}\left(1-\frac{1}{d}\right) K_{0}^{2(1-\alpha)}(1-\alpha)^{-1}
$$

2.2. Formula for effective diffusivity. An abstract cell problem. Thanks to isotropy of the Eulerian velocity field $\mathbf{u}(\cdot, \cdot)$, the effective diffusivity tensor must commute with any rotation. Hence it is of the form

$$
\begin{equation*}
\mathbf{K}^{*}=\kappa_{*} \mathbf{I}, \text { where } \kappa_{*}=\kappa+d_{*} \tag{2.5}
\end{equation*}
$$

and $d_{*}$ is called eddy diffusivity. In order to determine eddy diffusivity, one needs to solve an auxiliary cell problem for the corrector; see, e.g., [7, (4.16), p. 537]. To formulate this problem, we need to introduce an appropriate functional space that is big enough to contain all possible spatial realizations of the velocity field at any given time instant; see also [8].

Suppose that $m$ is a positive integer and $\vartheta_{\rho}(\mathbf{x}):=\left(1+|\mathbf{x}|^{2}\right)^{-\rho}, \mathbf{x} \in \mathbb{R}^{d}$, where $\rho>d / 2$. Let $\mathcal{H}$ be the Hilbert space of $d$-dimensional incompressible vector fields that is the completion of $C_{0, d i v}^{\infty}:=\left\{f \in C_{0}^{\infty}\left(\mathbb{R}^{d} ; \mathbb{R}^{d}\right): \nabla_{\mathbf{x}} \cdot f=0\right\}$ w.r.t. the norm

$$
\|f\|_{\mathcal{H}}^{2}:=\int_{\mathbb{R}^{d}}\left(|f(\mathbf{x})|^{2}+\left|\nabla_{\mathbf{x}} f(\mathbf{x})\right|^{2}+\cdots+\left|\nabla_{\mathbf{x}}^{m} f(\mathbf{x})\right|^{2}\right) \vartheta_{\rho}(\mathbf{x}) d \mathbf{x}
$$

We can always assume that $m$ is big enough (e.g., $m>d / 2+1$ ), so, thanks to the Sobolev embedding, any $f \in \mathcal{H}$ is of the $C^{1}$ class of regularity. The presence of a weight $\vartheta_{\rho}(\cdot)$ follows from the fact that for a given $t$ the spatial realizations of the Gaussian field $\mathbf{u}(t, \cdot)$ grow, as $C \log ^{1 / 2}|\mathbf{x}|$, for $|\mathbf{x}| \gg 1$; see, e.g., [12].

Let $\mu$ be the law in $\mathcal{H}$ of the Gaussian velocity field $\mathbf{u}(0, \cdot)$. Denote $L^{2}:=L^{2}(\mu)$, $L_{0}^{2}$ its subspace consisting of $F$ such that $\int F d \mu=0$. The measure $\mu$ is Gaussian of zero mean; i.e., $\int f(\mathbf{0}) \mu(d f)=\mathbf{0}$, with autocovariance

$$
\begin{equation*}
\int f(\mathbf{x}) \otimes f(\mathbf{y}) \mu(d f)=b \int_{\mathbb{R}^{d}} \cos ((\mathbf{x}-\mathbf{y}) \cdot \mathbf{k}) \frac{\mathcal{E}(|\mathbf{k}|)}{|\mathbf{k}|^{d-1}} \hat{\Gamma}(\mathbf{k}) d \mathbf{k} \tag{2.6}
\end{equation*}
$$

For any two vectors $\mathbf{a}=\left(a_{1}, \ldots, a_{d}\right), \mathbf{b}=\left(b_{1}, \ldots, b_{d}\right)$ the symbol $\mathbf{a} \otimes \mathbf{b}$ denotes a $d \times d$ matrix $\left[a_{i} b_{j}\right]$. Equation (2.6) implies homogeneity of $\mu$, i.e., $\mu \tau_{\mathbf{x}}=\mu \forall \mathbf{x} \in \mathbb{R}^{d}$, where $\tau_{\mathbf{x}}: \mathcal{H} \rightarrow \mathcal{H}$ is given by $\tau_{\mathbf{x}} f(\cdot):=f(\mathbf{x}+\cdot)$. We define the abstract spatial gradient operator $\nabla$ as follows. Let

$$
\begin{equation*}
D_{p} F(f):=\partial_{x_{p} \mid \mathbf{x}=\mathbf{0}} F\left(\tau_{\mathbf{x}}(f)\right), \quad p=1, \ldots, d \tag{2.7}
\end{equation*}
$$

for $F \in L^{2}$, such that all the partial derivatives on the right-hand side of (2.7) exist in the $L^{2}$ sense. Let $\nabla F:=\left(D_{1} F, \ldots, D_{d} F\right)$. The abstract Laplace operator $\Delta$ can be defined as

$$
\Delta F=\sum_{p=1}^{d} D_{p}^{2} F
$$

for those $F$ for which the second partials exist in the $L^{2}$ sense.
Remark 2.4. Observe that, due to incompressibility of $\mathbf{u}$, we have

$$
\begin{equation*}
(\tilde{\mathbf{u}} \cdot \nabla F, G)_{L^{2}}=-(\tilde{\mathbf{u}} \cdot \nabla G, F)_{L^{2}} \tag{2.8}
\end{equation*}
$$

Here

$$
\begin{equation*}
\tilde{\mathbf{u}}(f)=\left(\tilde{u}_{1}(f), \ldots, \tilde{u}_{d}(f)\right):=f(\mathbf{0}) \tag{2.9}
\end{equation*}
$$

Remark 2.5. The operator $\kappa \Delta$ is the generator of a semigroup of symmetric Markov contractions on $L^{2}$, given by

$$
\begin{equation*}
S(t) F(f)=\int_{\mathbb{R}^{d}} r_{\kappa}(t, \mathbf{y}) F\left(\tau_{\mathbf{y}} f\right) d \mathbf{y}, \quad F \in L^{2} \tag{2.10}
\end{equation*}
$$

where

$$
\begin{equation*}
r_{\kappa}(t, \mathbf{x}):=\frac{1}{(4 \kappa \pi t)^{d / 2}} \exp \left\{-\frac{|\mathbf{x}|^{2}}{4 \kappa t}\right\} \tag{2.11}
\end{equation*}
$$

It is therefore a self-adjoint, negative definite operator.
To introduce the temporal derivative $D_{0} F$ we need to describe in more detail the dynamics of the $\mathcal{H}$-valued stochastic process $(\mathbf{u}(t, \cdot))_{t \geq 0}$. This process can be thought of as the time stationary solution of an $\mathcal{H}$-valued linear stochastic differential equation

$$
\begin{equation*}
d u(t)=-a u(t) d t+\sqrt{2 a} B d W(t) \tag{2.12}
\end{equation*}
$$

with $u(0)=\mathbf{u}(0, \cdot)$. Here $W(\cdot)$ is a cylindrical Wiener process on $L_{\text {div }}^{2}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)$-the space of all square integrable incompressible $d$-dimensional vector fields-defined over the probability space $\mathcal{T}$, and $B: L_{\text {div }}^{2}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right) \rightarrow \mathcal{H}$ is a Hilbert-Schmidt operator given by

$$
\begin{equation*}
\widehat{B \psi}(\mathbf{k})=\sqrt{\mathcal{E}(|\mathbf{k}|)}|\mathbf{k}|^{(1-d) / 2} \hat{\psi}(\mathbf{k}) \tag{2.13}
\end{equation*}
$$

Both here and below $\hat{\psi}$ denotes the Fourier transform of a given function $\psi$. We refer the reader to [7] for details of this construction.

The Eulerian velocity field $\mathbf{u}(t, \mathbf{x})$ can be then identified with $u(t)(\mathbf{x})$. Let $D_{0}$ : $D\left(D_{0}\right) \rightarrow L^{2}$ be the generator of $u(\cdot)$ and $(P(t))_{t \geq 0}$ the corresponding semigroup of

Markov operators. It can easily be shown that the dynamics described by (2.12) and (2.13) is reversible; i.e., each $P(t)$ is self-adjoint (see [7, (3.4), p. 530]).

The abstract cell problem can be formulated as

$$
\begin{equation*}
\kappa \Delta \chi+D_{0} \chi-\tilde{\mathbf{u}} \cdot \nabla \chi=\tilde{u} \tag{2.14}
\end{equation*}
$$

see [7, (4.16), p. 537]. Here $\tilde{\mathbf{u}}$ is given by (2.9) and $\tilde{u}$ denotes one of the components of $\tilde{\mathbf{u}}$. To fix our attention we shall admit $\tilde{u}:=\tilde{u}_{1}$. The unknown field $\chi$ is called a corrector. Thanks to the assumed isotropy of the field, the eddy diffusivity $d_{*}$ is given by

$$
\begin{equation*}
d_{*}:=-(\tilde{u}, \chi)_{L^{2}} \tag{2.15}
\end{equation*}
$$

see $\left[7,(5.10)\right.$, p. 544]. Unfortunately, (2.14) does not need to have a solution in $L^{2}$. This is, for instance, a typical situation in the case of static fields. Then, one can only guarantee the existence of $\chi$ in a distribution sense. However, under the assumption that the dynamics of $\mathbf{u}(\cdot)$ possesses a spectral gap, i.e., its spectral measure is of the form (2.1) with $a>0$, one can show that there exists a unique $\chi \in L^{2}$ solving (2.14) and satisfying $\int \chi d \mu=0$; see $[7,(4.16)$, p. 537].

It is immensely difficult in general to perform explicit calculations of eddy diffusivity with the help of formula (2.15). This is due to the fact that the cell problem (2.14) is formulated for functionals defined over an infinite dimensional Hilbert space and it is very seldom possible to solve it explicitly. However, in the Gaussian case it is possible to give a numerical scheme for calculating eddy diffusivity with the help of a decomposition of $L^{2}$ into Gaussian chaos.
2.3. The decomposition of $\boldsymbol{L}^{2}$ using Gaussian chaos. Let $\mathcal{P}_{n}$ be the $L^{2}$ closure of the linear space spanned by the monomials $f \mapsto\left\langle\varphi_{1}, f\right\rangle \ldots\left\langle\varphi_{m}, f\right\rangle$, where $m \leq n, \varphi_{1}, \ldots, \varphi_{m} \in \mathcal{S}_{d}$. Here $\mathcal{S}_{d}$ is the space of incompressible fields belonging to the Schwartz class and $\langle g, f\rangle:=\int_{\mathbb{R}^{d}} f(\mathbf{x}) \cdot g(\mathbf{x}) d \mathbf{x}$ for any $f \in \mathcal{S}_{d}, g \in \mathcal{H} . H_{n}:=\mathcal{P}_{n} \ominus \mathcal{P}_{n-1}$ is called the space of $n$th degree Hermite polynomials. We denote by $\Pi_{n}$ the orthogonal projection of $L^{2}$ onto $H_{n}$. It is well known (see, e.g., [6, Theorem 2.6, p. 16]) that $L^{2}=\bigoplus_{n \geq 0} H_{n}$. Thanks to the fact that the group induced by shift $U^{\mathbf{x}} F:=F \tau_{\mathbf{x}}$ leaves each $H_{n}$ invariant, we see from (2.10) that $S(t)\left(H_{n}\right)=H_{n}$ for each $n$.

The Hermite polynomials also provide for a neat description of the operator $D_{0}$. Namely, for any $F \in H_{n}$ we have $F \in D\left(D_{0}\right)$ and

$$
\begin{equation*}
D_{0} F=-a n F \tag{2.16}
\end{equation*}
$$

Equation (2.16) can be seen by using the formula for the generator of $(\mathbf{u}(t, \cdot))_{t \geq 0}$ contained on p. 207 of [9]. A simple consequence of (2.16) is the following spectral gap estimate of $D_{0}$ :

$$
\begin{equation*}
-\left(D_{0} F, F\right)_{L^{2}} \geq a\|F\|_{L^{2}}^{2} \quad \text { for any } F \in L^{2} \text { s.t. } \int F d \mu=0 \tag{2.17}
\end{equation*}
$$

Another consequence of (2.16) and the fact that each $H_{n}$ is invariant under semigroup $S(\cdot)$ is commutation relation $P(t) S(s)-S(s) P(t)=0$ for arbitrary $t, s \geq 0$. Hence $R(t):=S(t) P(t), t \geq 0$, defines a semigroup of self-adjoint operators, whose generator equals $\kappa \Delta+D_{0}$ on a sufficiently large subspace $\mathcal{C}$ that constitutes a core for both $\kappa \Delta$, $D_{0}$. One can, for instance, take

$$
\mathcal{C}:=\bigcap_{p \in(2, \infty)} W^{2, p} \cap D\left(D_{0}\right),
$$

where $W^{m, p}$ denotes the closure of those $F$, for which $\mathbf{x} \mapsto F \tau_{\mathbf{x}}$ possesses $m$ derivatives at $\mathbf{0}$ in the norm given by $\|F\|_{m, p}^{p}:=\sum_{i_{1}+\cdots+i_{d} \leq m}\left\|D_{1}^{i_{1}} \ldots D_{d}^{i_{d}} F\right\|_{L^{p}}^{p}$.
2.4. The integral representation of the corrector. Let $\mathcal{L} F:=\kappa \Delta F+D_{0} F-$ $\tilde{\mathbf{u}} \cdot \nabla F, F \in \mathcal{C}$. It can be shown (see [7, Proposition 3, p. 536]) that the closure of $\mathcal{L}$ is a generator of a semigroup $(Q(t))_{t \geq 0}$ of Markov operators on $L^{2}$ that leaves $\mathcal{C}$ invariant. This semigroup is exponentially stable with $\|Q(t) F\|_{L^{2}} \leq e^{-a t}\|F\|_{L^{2}}$ for any $F$ satisfying $\int F d \mu=0$ (see [7, (4.5), p. 536]). Using the semigroup, we can write the unique zero mean solution to the Poisson equation (2.14) (cf. [7, (4.16), p. 537]):

$$
\begin{equation*}
\chi:=-\int_{0}^{\infty} Q(t) \tilde{u} d t \tag{2.18}
\end{equation*}
$$

Since $\tilde{u} \in \mathcal{C}$ we conclude that also $\chi \in \mathcal{C}$. From (2.14) and the spectral gap estimate (2.17) we can also infer that for a nontrivial Eulerian velocity field

$$
d_{*}=-(\mathcal{S} \chi, \chi)_{L^{2}}=\kappa\|\nabla \chi\|_{L^{2}}^{2}-\left(D_{0} \chi, \chi\right)_{L^{2}}>\kappa\|\nabla \chi\|_{L^{2}}^{2}>0
$$

and in consequence $\kappa_{*}>\kappa$. The latter inequality highlights a well-known physical fact that in an incompressible medium a turbulent convection enhances diffusive properties of the medium.

Remark 2.6. Note that in our case the "time derivation operator" $D_{0}$ is selfadjoint and satisfies the spectral gap estimate (2.17). A differentiation w.r.t. to time operator $D_{0}$ can be in fact introduced for environments that are only stationary in $t$ (with no additional assumption on the structure of their temporal dynamics); cf. [13, p. 193]. However, when $D_{0}$ is defined in such a general way, discarding additional information about the dissipative properties of the evolution of the environment in time, it is an anti-self-adjoint operator (conditioning on the environment up to a given moment of time becomes averaging w.r.t. a trivial, deterministic, probability measure), and the spectral gap inequality (2.17) fails to be true. In fact, then $\left(D_{0} F, F\right)_{L^{2}}=0 \forall F$. In consequence, the definition of $\chi$ via (2.18) would not make sense in $L^{2}$ under such general circumstances, but one can make sense of it in an appropriate distribution space (see [13, p. 194]).
3. Numerical scheme for calculation of the effective diffusivity. Since $\tilde{u} \in \mathcal{P}_{1}, \int \tilde{u} d \mu=0$, and the spectrum of $\kappa \Delta+D_{0}$ restricted to $L_{0}^{2}$ has a gap of size at least $a>0$, we can find a unique $\psi_{1} \in \mathcal{P}_{1}$ that is the solution of

$$
\begin{equation*}
\left(\kappa \Delta+D_{0}\right) \psi_{1}=\tilde{u} \tag{3.1}
\end{equation*}
$$

and satisfies $\int \psi_{1} d \mu=0$. In fact

$$
\begin{equation*}
\psi_{1}:=-\int_{0}^{\infty} R(t) \tilde{u} d t \tag{3.2}
\end{equation*}
$$

Suppose we have already defined $\psi_{n} \in \mathcal{P}_{n}, n=1, \ldots, N$, for a certain $N$. Set

$$
\begin{equation*}
u_{N}:=\tilde{\mathbf{u}} \cdot \nabla \psi_{N} \in \mathcal{P}_{N+1} \tag{3.3}
\end{equation*}
$$

Note that

$$
\int u_{N} d \mu=\int \nabla \cdot\left(\tilde{\mathbf{u}} \psi_{N}\right) d \mu=-\int \nabla \mathbf{1} \cdot \tilde{\mathbf{u}} \psi_{N} d \mu=0
$$

so

$$
\begin{equation*}
\psi_{N+1}:=-\int_{0}^{\infty} R(t) u_{N} d t \in \mathcal{P}_{N+1} \tag{3.4}
\end{equation*}
$$

is the unique zero mean solution of

$$
\begin{equation*}
\left(D_{0}+\kappa \Delta\right) \psi_{N+1}=u_{N} . \tag{3.5}
\end{equation*}
$$

Theorem 3.1. Let

$$
\begin{equation*}
q:=\left(\frac{6}{a \kappa}\right)^{1 / 2}\|\tilde{\mathbf{u}}\|_{L^{2}} \tag{3.6}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\left\|\psi_{N}\right\|_{L^{2}} \leq q^{N-1}\left\|\psi_{1}\right\|_{L^{2}} \quad \forall N \geq 1 \tag{3.7}
\end{equation*}
$$

Proof. Denote $\psi_{N, k}:=\Pi_{k} \psi_{N}$ (the projection onto the space of $k$ th degree Hermite polynomials) and

$$
\|F\|^{2}:=\sum_{k=1}^{+\infty} k\left\|\Pi_{k} F\right\|_{L^{2}}^{2} .
$$

Obviously $\psi_{N, k}=0$ for $k>N$. Projecting both sides of (3.5) onto $H_{k}$ and taking the scalar product against $\psi_{N+1, k}$, we obtain

$$
\begin{gather*}
a k\left\|\psi_{N+1, k}\right\|_{L^{2}}^{2}+\kappa\left\|\nabla \psi_{N+1}\right\|_{L^{2}}^{2}  \tag{3.8}\\
=-\left(\tilde{\mathbf{u}} \cdot \nabla \psi_{N, k+1}, \psi_{N+1, k}\right)_{L^{2}}-\left(\tilde{\mathbf{u}} \cdot \nabla \psi_{N, k-1}, \psi_{N+1, k}\right)_{L^{2}} .
\end{gather*}
$$

The last equality is a consequence of the following two observations. First, note that $\Pi_{k}\left(\tilde{\mathbf{u}} \cdot \nabla \psi_{N, l}\right) \neq 0$ only when $l=k-1, k, k+1$. In addition, thanks to (2.8),

$$
\left(\Pi_{k}\left(\tilde{\mathbf{u}} \cdot \nabla \psi_{N, k}\right), \psi_{N, k}\right)_{L^{2}}=\left(\tilde{\mathbf{u}} \cdot \nabla \psi_{N, k}, \psi_{N, k}\right)_{L^{2}}=0 .
$$

To estimate the right-hand side of (3.8), we consider two cases. First, when $k=1$, the second term on the right-hand side vanishes. On the other hand, thanks to incompressibility of $\mathbf{u}(\cdot, \cdot)$, the first term equals $\left(\tilde{\mathbf{u}} \cdot \nabla \psi_{N+1,1}, \psi_{N, 2}\right)_{L^{2}}$. Its absolute value is, by virtue of the Cauchy-Schwarz inequality, less than or equal to

$$
\begin{aligned}
& \left\|\psi_{N, 2}\right\|_{L^{2}}\left[\sum_{i, j=1}^{d} \int \tilde{u}_{i}^{2}\left(D_{j} \psi_{N+1,1}\right)^{2} d \mu\right]^{1 / 2} \\
\leq & \left\|\psi_{N, 2}\right\|_{L^{2}}\left[\sum_{i, j=1}^{d}\left(\int \tilde{u}_{i}^{4} d \mu\right)^{1 / 2}\left(\int\left(D_{j} \psi_{N+1,1}\right)^{4} d \mu\right)^{1 / 2}\right]^{1 / 2} \\
\leq & \sqrt{3}\left\|\psi_{N, 2}\right\|_{L^{2}}\|\mathbf{u}\|_{L^{2}}\left\|\nabla \psi_{N+1,1}\right\|_{L^{2}} .
\end{aligned}
$$

In the last inequality we used the fact that, for any centered Gaussian random variable $X$, its fourth moment $E X^{4}=3\left(E X^{2}\right)^{2}$.

For $k \geq 2$ we estimate as follows. The first term on the right-hand side of (3.8) equals $\left(\tilde{\mathbf{u}} \cdot \nabla \psi_{N+1, k}, \psi_{N, k+1}\right)_{L^{2}}$, and its absolute value can be estimated from above by

$$
\begin{align*}
&\left\|\nabla \psi_{N+1, k}\right\|_{L^{2}}\left[\int\left(\left|\tilde{\mathbf{u}} \| \psi_{N, k+1}\right|\right)^{2} d \mu\right]^{1 / 2}  \tag{3.9}\\
& \leq \sqrt{d}\left\|\nabla \psi_{N+1, k}\right\|_{L^{2}}\|\tilde{u}\|_{L^{2 m}}\left\|\psi_{N, k+1}\right\|_{L^{2 m /(m-1)}}
\end{align*}
$$

for an arbitrary $m>1$. The hypercontractivity property of Gaussian measures on $L^{p}$ spaces (see $[6$, Theorem 5.10, p. 62]) allows us to estimate

$$
\begin{gather*}
\left\|\psi_{N, k+1}\right\|_{L^{2 m /(m-1)}} \leq\left(\frac{2 m}{m-1}-1\right)^{(k+1) / 2}\left\|\psi_{N, k+1}\right\|_{L^{2}}  \tag{3.10}\\
=\left(\frac{m+1}{m-1}\right)^{(k+1) / 2}\left\|\psi_{N, k+1}\right\|_{L^{2}}
\end{gather*}
$$

On the other hand, $\tilde{u}$ is a Gaussian random variable under $\mu$; hence

$$
\begin{equation*}
\|\tilde{u}\|_{L^{2 m}}=[(2 m-1)!!]^{1 /(2 m)}\|\tilde{u}\|_{L^{2}} \tag{3.11}
\end{equation*}
$$

Here $(2 m-1)!!:=1 \cdot 3 \cdots(2 m-1)$. Using Stirling's formula (see, e.g., [5, paragraph 406] $), n!=\sqrt{2 \pi n}\left(n e^{-1}\right)^{n} e^{\theta /(12 n)}$ for some $\theta \in(0,1)$, we conclude from (3.11) that

$$
\begin{equation*}
[(2 m-1)!!]^{1 /(2 m)}=\left[\frac{(2 m-1)!}{2^{m-1}(m-1)!}\right]^{1 /(2 m)} \tag{3.12}
\end{equation*}
$$

$\leq(2 e)^{-1 / 2}(2 m-1)(m-1)^{-1 / 2} 2^{1 /(4 m)}\left(1-\frac{1}{2 m-1}\right)^{1 /(4 m)} \exp \left\{[24 m(2 m-1)]^{-1}\right\}$.
Summarizing, from (3.9)-(3.12) we conclude that

$$
\begin{align*}
& \left|\left(\tilde{\mathbf{u}} \cdot \nabla \psi_{N, k+1}, \psi_{N+1, k}\right)_{L^{2}}\right| \leq C\left(\frac{k+1}{2}, m\right)\|\tilde{\mathbf{u}}\|_{L^{2}}(k+1)^{1 / 2}\left\|\psi_{N, k+1}\right\|_{L^{2}}\left\|\nabla \psi_{N+1, k}\right\|_{L^{2}} \\
& (3.13) \quad \leq \frac{1}{2 \kappa} C^{2}\left(\frac{k+1}{2}, m\right)\|\tilde{\mathbf{u}}\|_{L^{2}}^{2}(k+1)\left\|\psi_{N, k+1}\right\|_{L^{2}}^{2}+\frac{\kappa}{2}\left\|\nabla \psi_{N+1, k}\right\|_{L^{2}}^{2} \tag{3.13}
\end{align*}
$$

Here

$$
\begin{align*}
& C(p, m):=(2 e p)^{-1 / 2}(2 m-1)(m-1)^{-1 / 2}\left(\frac{m+1}{m-1}\right)^{p / 2}  \tag{3.14}\\
& \times 2^{1 /(4 m)}\left(1-\frac{1}{2 m-1}\right)^{1 /(4 m)} \exp \left\{[24 m(2 m-1)]^{-1}\right\}
\end{align*}
$$

Likewise,

$$
\begin{align*}
& \left|\left(\tilde{\mathbf{u}} \cdot \nabla \psi_{N, k-1}, \psi_{N+1, k}\right)_{L^{2}}\right|  \tag{3.15}\\
& \leq \frac{1}{2 \kappa} C^{2}\left(\frac{k-1}{2}, m^{\prime}\right)\|\tilde{\mathbf{u}}\|_{L^{2}}^{2}(k-1)\left\|\psi_{N, k-1}\right\|_{L^{2}}^{2}+\frac{\kappa}{2}\left\|\nabla \psi_{N+1, k}\right\|_{L^{2}}^{2}
\end{align*}
$$

Note that for $m=2 k+1$ we have
$C((k+1) / 2,2 k+1) \leq 2^{1 / 12} e^{-1 / 2+1 / 360}\left(2+\frac{1}{2 k}\right)\left(1+\frac{1}{k}\right)^{k / 2}<1.0595\left(2+\frac{1}{2 k}\right) ;$
hence $C^{2}((k+1) / 2,2 k+1)<6$ for $k \geq 2$. A direct calculation also shows that $C^{2}(1,3) \approx 5.1620$. Likewise, for $m^{\prime}=2 k-1$ we have $C^{2}((k-1) / 2,2 k-1)<6, k \geq 2$. Summing up (3.8) over $k$ and using (3.13), (3.16), we conclude therefore that

$$
\begin{gather*}
a \sum_{k=1}^{N+1} k\left\|\psi_{N+1, k}\right\|_{L^{2}}^{2}+\kappa\left\|\nabla \psi_{N+1}\right\|_{L^{2}}^{2}  \tag{3.16}\\
\leq \kappa\left\|\nabla \psi_{N+1}\right\|_{L^{2}}^{2}+\frac{6}{\kappa}\|\tilde{\mathbf{u}}\|_{L^{2}}^{2} \sum_{k=1}^{N+1} k\left\|\psi_{N, k+1}\right\|_{L^{2}}^{2} .
\end{gather*}
$$

Hence, from (3.16) we get

$$
a\left\|\psi_{N+1}\right\|\left\|^{2} \leq \frac{6}{\kappa}\right\| \tilde{\mathbf{u}}\left\|_{L^{2}}^{2}\right\| \psi_{N} \|^{2}
$$

and (3.7) follows.
The solution to (2.14) is given by

$$
\begin{equation*}
\chi:=\sum_{n=1}^{+\infty} \psi_{n} \tag{3.17}
\end{equation*}
$$

The series in (3.17) converges in the $L^{2}$ sense provided that $q<1$; cf. (3.6). Also, as we shall show in Proposition 4.1, we have $\left(\psi_{n}, \tilde{u}\right)_{L^{2}}=0$ if $n$ is even. From (2.15) we can write therefore that

$$
\begin{equation*}
d_{*}=-\sum_{n=0}^{+\infty}\left(\psi_{2 n+1}, \tilde{u}\right)_{L^{2}} \tag{3.18}
\end{equation*}
$$

thus, using (3.7), we conclude the following.
Corollary 3.2.

$$
\begin{equation*}
\left|d_{*}+\sum_{n=0}^{M}\left(\psi_{2 n+1}, \tilde{u}\right)_{L^{2}}\right| \leq q^{2 M+2}\left(1-q^{2}\right)^{-1}\left\|\psi_{1}\right\|_{L^{2}}\|\tilde{u}\|_{L^{2}} \tag{3.19}
\end{equation*}
$$

To calculate $\left\|\psi_{1}\right\|_{L^{2}}$ we use the spectral representation of $\tilde{u}$,

$$
\tilde{u}\left(\tau_{\mathbf{x}} f\right)=\int e^{i \mathbf{k} \cdot \mathbf{x}} \hat{u}(d \mathbf{k} ; f)
$$

where $\hat{u}(\cdot)$ is its spectral measure that satisfies $\hat{u}^{*}(d \mathbf{k})=\hat{u}(-d \mathbf{k})$ (because $\tilde{u}$ is realvalued) and

$$
\left\langle\hat{u}^{*}(d \mathbf{k}) \hat{u}\left(d \mathbf{k}^{\prime}\right)\right\rangle=b \delta\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \frac{\mathcal{E}(|\mathbf{k}|)}{|\mathbf{k}|^{d-1}} \hat{\Gamma}_{11}(\mathbf{k}) d \mathbf{k} d \mathbf{k}^{\prime}
$$

Also, because $\mathbf{x} \mapsto \hat{u}\left(\tau_{\mathbf{x}} f\right)$ is a real Gaussian field, we have that $(\operatorname{Re} \hat{u}(\cdot), \operatorname{Im} \hat{u}(\cdot))$ is jointly Gaussian. Hence,

$$
\psi_{1}=\left(\kappa \Delta+D_{0}\right)^{-1} \tilde{u}=-\int \frac{\hat{u}(d \mathbf{k})}{\kappa|\mathbf{k}|^{2}+a}
$$

and

$$
\begin{align*}
\left\|\psi_{1}\right\|_{L^{2}}^{2} & =\iint \frac{\left\langle\hat{u}^{*}(d \mathbf{k}) \hat{u}\left(d \mathbf{k}^{\prime}\right)\right\rangle}{\left(\kappa|\mathbf{k}|^{2}+a\right)\left(\kappa\left|\mathbf{k}^{\prime}\right|^{2}+a\right)}  \tag{3.20}\\
& =b \omega_{d-1}\left(1-\frac{1}{d}\right) \int_{0}^{K_{0}} \frac{d k}{\left(\kappa k^{2}+a\right)^{2} k^{2 \alpha-1}}
\end{align*}
$$

4. Calculation of $\left(\psi_{\boldsymbol{n}}, \tilde{\boldsymbol{u}}\right)_{\boldsymbol{L}^{2}}$. We start with some auxiliary notation. For any function $F\left(t_{1}, \ldots, t_{n}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right)$ of $n$ temporal and spatial variables we define

$$
D F\left(t_{1}, \ldots, t_{2 n}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right):=\nabla_{\mathbf{y} \mid \mathbf{y}=\mathbf{0}} F\left(t_{1}, \ldots, t_{n}, \mathbf{x}_{1}+\mathbf{y}, \ldots, \mathbf{x}_{n}+\mathbf{y}\right)
$$

$\mathbf{W}_{n}(\cdot)$ is defined inductively by

$$
\begin{align*}
& \mathbf{W}_{0}\left(s_{1}, \mathbf{x}_{1}\right):=\mathbf{u}\left(s_{1}, \mathbf{x}_{1}\right)  \tag{4.1}\\
& \mathbf{W}_{n}\left(s_{1}, \ldots, s_{n+1}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{n+1}\right):=\mathbf{u}\left(s_{n+1}, \mathbf{x}_{n+1}\right)  \tag{4.2}\\
& \quad \cdot D \mathbf{W}_{n-1}\left(s_{1}, \ldots, s_{n}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right)
\end{align*}
$$

Let also $\Delta_{n}:=\left[\left(s_{1}, \ldots, s_{n}\right): s_{1} \geq \cdots \geq s_{n} \geq 0\right]$.
Proposition 4.1. We have

$$
\begin{equation*}
-\left(\psi_{n}, \tilde{u}\right)_{L^{2}}=\int \ldots \int_{\Delta_{n}} \int_{\left(\mathbb{R}^{d}\right)^{n}} \ldots \int_{n-1,1}\left\langle W_{\mathbf{s}, \mathbf{x})} u_{1}(0, \mathbf{0})\right\rangle R_{n-1}(\mathbf{s}, \mathbf{x}) d \mathbf{s} d \mathbf{x} \tag{4.3}
\end{equation*}
$$

Here $\mathbf{s}$, $\mathbf{x}$ stand for the abbreviations of the ensemble of variables $\mathbf{s}=\left(s_{1}, \ldots, s_{n}\right)$, $\mathbf{x}=\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right), d \mathbf{s}=d s_{1} \ldots d s_{n}, d \mathbf{x}=d \mathbf{x}_{1} \ldots d \mathbf{x}_{n}$,

$$
\begin{equation*}
R_{n-1}(\mathbf{s}, \mathbf{x}):=\prod_{m=1}^{n} r_{\kappa}\left(s_{m}-s_{m+1}, \mathbf{x}_{m}-\mathbf{x}_{m+1}\right) \tag{4.4}
\end{equation*}
$$

where $r_{\kappa}(\cdot, \cdot)$ is the heat kernel defined in (2.11) and $s_{n+1}:=0, \mathbf{x}_{n+1}:=\mathbf{0}$.
Proof. To show (4.3) we prove that

$$
\begin{equation*}
\psi_{n}=-\int \ldots \int_{\Delta_{n}} \int \ldots \int_{\left(\mathbb{R}^{d}\right)^{n}} \mathbb{E}_{0}\left[W_{n-1,1}(\mathbf{s}, \mathbf{x})\right] R_{n-1}(\mathbf{s}, \mathbf{x}) d \mathbf{s} d \mathbf{x} \tag{4.5}
\end{equation*}
$$

where $\mathbb{E}_{t}$ denotes the conditional expectation w.r.t. $\sigma$-algebra $\mathcal{U}_{t}$ generated by $\mathbf{u}(s, \cdot)$, $s \leq t$. We use an induction argument. For $n=1$, (4.5) is a consequence of (3.2) and the definition of the semigroup $R(t)$.

Suppose that we have established (4.5) for a certain $n \geq 1$. Note that

$$
\begin{equation*}
\psi_{n+1}=-\int_{0}^{+\infty} R(t) u_{n} d t \tag{4.6}
\end{equation*}
$$

Recalling the definition of $u_{n}$ (see (3.3)), we get

$$
u_{n}=-\int \ldots \int_{\Delta_{n}} \int \ldots \int_{\left(\mathbb{R}^{d}\right)^{n}} \mathbf{u}(0, \mathbf{0}) \cdot \mathbb{E}_{0}\left[D W_{n-1,1}(\mathbf{s}, \mathbf{x})\right] R_{n-1}(\mathbf{s}, \mathbf{x}) d \mathbf{s} d \mathbf{x}
$$

and in consequence
$R(t) u_{n}=-\int \ldots \iint_{\Delta_{n}} \ldots \int_{\left(\mathbb{R}^{d}\right)^{n+1}} \mathbb{E}_{0}\left[\mathbf{u}(t, \mathbf{z}) \cdot D W_{n-1,1}(\mathbf{s}+t, \mathbf{x}+\mathbf{z})\right] R_{n-1}(\mathbf{s}, \mathbf{x}) r_{\kappa}(t, \mathbf{z}) d \mathbf{s} d \mathbf{x} d \mathbf{z}$.
Here $\mathbf{s}+t:=\left(s_{1}+t, \ldots, s_{n}+t\right), \mathbf{x}+\mathbf{z}:=\left(\mathbf{x}_{1}+\mathbf{z}, \ldots, \mathbf{x}_{n}+\mathbf{z}\right)$. Setting $s_{n+1}^{\prime}:=t$, $s_{i}^{\prime}:=s_{i}+t, \mathbf{x}_{n+1}^{\prime}:=\mathbf{z}, \mathbf{x}_{i}^{\prime}:=\mathbf{x}_{i}, i=1, \ldots, n$, it is clear from (4.6) and definitions (4.3), (4.4) that formula (4.5) holds for $n+1$.

Remark 4.2. From (4.3) and elementary properties of Gaussian variables we conclude that $\left(\psi_{2 n}, \tilde{u}\right)_{L^{2}}=0 \forall n$.

To calculate $\left\langle W_{2 n, 1}(\mathbf{s}, \mathbf{x}) u_{1}(0, \mathbf{0})\right\rangle$ appearing in the formula for $\left(\psi_{2 n+1}, \tilde{u}\right)_{L^{2}}(\mathrm{cf}$. Proposition 4.1), we need to compute the mathematical expectation of a multiple product of Gaussian random variables (cf. [4]). For that purpose it is convenient to use a graphical representation, borrowed from the quantum field theory; see, e.g., [6]. A Feynman diagram $\mathcal{G}$ of order $n \geq 0$ and rank $r \geq 0$ is a graph consisting of $n$ vertices made of elements of $\mathbb{Z}_{n}:=\{1, \ldots, n\}$ that are positive integers and a set $E(\mathcal{G})$ of $r \leq n / 2$ edges without common endpoints. So there are $r$ pairs of vertices, each joined by an edge, and $n-2 r$ unpaired vertices, called free vertices. An edge whose endpoints are $m, m^{\prime} \in B$ is represented by $\widehat{{m m^{\prime}}^{\prime}}$; we always assume that $m<m^{\prime}$. Denote the set of all free vertices by $A(\mathcal{G})$. The diagram is complete if $A(\mathcal{G})$ is empty and incomplete otherwise. Denote by $\mathfrak{F}_{n}$ the family of all complete Feynman diagrams based on $\mathbb{Z}_{n}$ ( $n$ must then be even). For a given $\mathcal{G} \in \mathfrak{F}_{n}$ and any $l \leq n$ we denote by $V_{l}(\mathcal{G})$ all those vertices $m \leq l$ for which there is $n>l$ such that $\widehat{m n} \in E(\mathcal{G})$.

Suppose that $\mathcal{G}, \mathcal{G}^{\prime}$ are Feynman diagrams based on $\mathbb{Z}_{n}, \mathbb{Z}_{n-1}$, respectively. We call $\mathcal{G}^{\prime}$ an immediate predecessor of $\mathcal{G}$ and denote this $\mathcal{G}^{\prime} \hookrightarrow \mathcal{G}$ if $E\left(\mathcal{G}^{\prime}\right) \subseteq E(\mathcal{G})$. Diagram $\mathcal{G}$ is called admissible if $A(\mathcal{G}) \neq \emptyset$. For $n \geq 1$ we define a class $\mathfrak{S}_{n}$ that consists of all sequences $\mathcal{F}:=\left(\mathcal{F}_{k}\right)_{k=1}^{n}$ of Feynman diagrams $\mathcal{F}_{1} \hookrightarrow \mathcal{F}_{2} \ldots \hookrightarrow \mathcal{F}_{n}$, such that each $\mathcal{F}_{k}$, based on $\mathbb{Z}_{k}$, is admissible. For $n$ even we denote by $\mathfrak{S}_{n}^{c}$ the class of those sequences $\mathcal{F}_{1} \hookrightarrow \mathcal{F}_{2} \ldots \hookrightarrow \mathcal{F}_{n}$ for which $\left(\mathcal{F}_{k}\right)_{k=1}^{n-1} \in \mathfrak{S}_{n-1}$ and $\mathcal{F}_{n} \in \mathfrak{F}_{n}$. Let $\mathcal{F} \in \mathfrak{S}_{n}$ or $\mathfrak{S}_{n}^{c}$. Denote by $A_{k}(\mathcal{F}):=A\left(\mathcal{F}_{k}\right), E_{k}(\mathcal{F}):=E\left(\mathcal{F}_{k}\right), k=1,2, \ldots, n$. We also let $a_{k}(\mathcal{F})$ denote the cardinality of $A_{k}(\mathcal{F})$. Let $e_{1}(\mathcal{F}):=0$ and $e_{k+1}(\mathcal{F}):=$ $1 / 2\left[a_{k}(\mathcal{F})+1-a_{k+1}(\mathcal{F})\right], k=1, \ldots, n-1$.

LEMMA 4.1. Let $n \geq 0$ and $\mathbf{s}=\left(s_{1}, \ldots, s_{2 n+1}\right) \in \Delta_{2 n+1}, \mathbf{x}=\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{2 n+1}\right)$, $\mathbf{k}=\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{2 n+1}\right)$. We have then

$$
\begin{gather*}
\left\langle W_{2 n, 1}(\mathbf{s}, \mathbf{x}) u_{1}(0, \mathbf{0})\right\rangle  \tag{4.7}\\
=(-1)^{n} b^{n+1} \sum \int \ldots \int \exp \left\{\mathrm{i} \sum_{m=1}^{2 n+1} \mathbf{k}_{m} \cdot \mathbf{x}_{m}\right\} P_{\mathbf{j}}(\mathbf{s}, \mathbf{k} ; \mathcal{F}) Q_{\mathbf{j}}\left(\mathbf{k} ; \mathcal{F}_{2 n+2}\right) d \mathbf{k}
\end{gather*}
$$

The summation extends over all integer-valued multi-indices $\mathbf{j}=\left(j_{1}, \ldots, j_{2 n+2}\right)$ of length $2 n+2$, such that $j_{1}=j_{2 n+2}=1$ and all sequences $\mathcal{F} \in \mathfrak{S}_{2 n+2}^{c}$. Also, for $a$ given $\mathcal{F}$

$$
\begin{align*}
& (4.8) \quad P_{\mathbf{j}}(\mathbf{s}, \mathbf{k} ; \mathcal{F})=\exp \left\{-a a_{2 n+1}(\mathcal{F}) s_{2 n+1}\right\}  \tag{4.8}\\
& \times \prod_{l=1}^{2 n}\left\{\left(\sum_{m \in A_{l}(\mathcal{F})} k_{m, j_{l+1}}\right) \exp \left\{-a a_{l}(\mathcal{F})\left(s_{l}-s_{l+1}\right)\right\}\left[1-\exp \left\{-2 a\left(s_{l}-s_{l+1}\right)\right\}\right]^{e_{l}(\mathcal{F})}\right\}, \\
& (4.9) \quad Q_{\mathbf{j}}\left(\mathbf{k} ; \mathcal{F}_{2 n+2}\right)=\prod_{\widehat{m m^{\prime} \in E\left(\mathcal{F}_{2 n+2}\right)}} \frac{\mathcal{E}\left(\left|\mathbf{k}_{m}\right|\right)}{\left|\mathbf{k}_{m}\right|^{d-1}} \hat{\Gamma}_{j_{m}, j_{m^{\prime}}}\left(\mathbf{k}_{m}\right) \delta\left(\mathbf{k}_{m}+\mathbf{k}_{m^{\prime}}\right) \tag{4.9}
\end{align*}
$$

Here, for abbreviation's sake, $d \mathbf{k}:=d \mathbf{k}_{1} \ldots d \mathbf{k}_{2 n+2}$.
This lemma follows from an argument analogous to that used in the proof of Lemma 1 of [4]. For the reader's convenience we present it in the appendix below.

Using Proposition 4.1 and Lemma 4.1, contained in the following section we have the following formula.

Proposition 4.3. We have

$$
\begin{align*}
& \left(\psi_{2 n+1}, \tilde{u}\right)_{L^{2}}=(-1)^{n+1} b^{n+1}(2 a)^{-2 n-1} \sum \prod_{l=1}^{2 n+1} e_{l}(\mathcal{F})!\int \ldots \int \prod_{l=1}^{2 n}\left(\sum_{m \in V_{l}\left(\mathcal{F}_{2 n+2}\right)} k_{m, j_{l+1}}\right)  \tag{4.10}\\
& \times \prod_{l=1}^{2 n+1}\left[\prod_{p=0}^{e_{l}(\mathcal{F})}\left(\frac{1}{2} a_{l}(\mathcal{F})+p+\left.\frac{\kappa}{2 a}\right|_{m \in V_{l}\left(\mathcal{F}_{2 n+2}\right)} \mathbf{k}_{m}\right]^{2}\right]{ }^{2} Q_{\mathbf{j}}\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{2 n+2} ; \mathcal{F}_{2 n+2}\right) d \mathbf{k}
\end{align*}
$$

The summation range is the same as in Lemma 4.1.
Proof. Using the Fourier transform, we can write

$$
R_{2 n}(\mathbf{s}, \mathbf{x})=\int \ldots \prod_{m=1}^{2 n+1} \exp \left\{-\kappa\left|\mathbf{q}_{m}\right|^{2}\left(s_{m}-s_{m+1}\right)+\mathrm{i} \mathbf{q}_{m} \cdot\left(\mathbf{x}_{m}-\mathbf{x}_{m+1}\right)\right\} d \mathbf{q}
$$

with $d \mathbf{q}=d \mathbf{q}_{1} \ldots d \mathbf{q}_{n+1}$. Applying formula (4.3) to represent $\left(\psi_{2 n+1}, \tilde{u}\right)_{L^{2}}$ and substituting from (4.7) for $\left\langle W_{2 n, 1}(\mathbf{s}, \mathbf{x}) u_{1}(0, \mathbf{0})\right\rangle$, we obtain that

$$
\begin{align*}
&\left(\psi_{2 n+1}, \tilde{u}\right)_{L^{2}}=(-1)^{n+1} b^{n+1} \sum \int \ldots \int_{\Delta_{n}} \iiint_{m=1}^{2 n+1} \exp \left\{-\kappa\left|\mathbf{q}_{m}\right|^{2}\left(s_{m}-s_{m+1}\right)\right\}  \tag{4.11}\\
& \times \prod_{m=1}^{2 n+1} \exp \left\{\mathrm{i}\left(\mathbf{k}_{m}+\mathbf{q}_{m}-\mathbf{q}_{m-1}\right) \cdot \mathbf{x}_{m}\right\} P_{\mathbf{j}}\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{2 n+1} ; \mathcal{F}\right) \\
& \times Q_{\mathbf{j}}\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{2 n+2} ; \mathcal{F}_{2 n+2}\right) d \mathbf{s} d \mathbf{x} d \mathbf{k} d \mathbf{q}
\end{align*}
$$

here $\mathbf{q}_{0}:=\mathbf{0}$ and the summation range is the same as in Lemma 4.1. Performing the integration over $\mathbf{x}$ variables yields the expression $\prod_{m=1}^{2 n+1} \delta\left(\mathbf{k}_{m}+\mathbf{q}_{m}-\mathbf{q}_{m-1}\right)$, which in turn implies that $\mathbf{q}_{1}=-\mathbf{k}_{1}, \mathbf{q}_{m}=\mathbf{q}_{m-1}-\mathbf{k}_{m}$. Hence $\mathbf{q}_{l}=-\sum_{m=1}^{l} \mathbf{k}_{m}$. Changing variables $s_{m}^{\prime}:=s_{m}-s_{m+1}, m=1, \ldots, 2 n+1\left(s_{2 n+2}=0\right)$, and substituting for $P_{\mathbf{j}}\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{2 n+1} ; \mathcal{F}\right)$ from (4.8), we get

$$
\begin{aligned}
& \left(\psi_{2 n+1}, \tilde{u}\right)_{L^{2}}=(-1)^{n+1} b^{n+1} \sum \int \ldots \int \prod_{l=1}^{2 n}\left(\sum_{m \in A_{l}(\mathcal{F})} k_{m, j_{l+1}}\right) Q_{\mathbf{j}}\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{2 n+2} ; \mathcal{F}_{2 n+2}\right) \\
& \quad \times \prod_{l=1}^{2 n+1}\left[\int_{0}^{+\infty} \exp \left\{-\left(a a_{l}(\mathcal{F})+\kappa\left|\sum_{m=1}^{l} \mathbf{k}_{m}\right|^{2}\right) s_{l}^{\prime}\right\}\left(1-e^{-2 a s_{l}^{\prime}}\right)^{e_{l}(\mathcal{F})} d s_{l}^{\prime}\right] d \mathbf{k} .
\end{aligned}
$$

Substituting $t_{l}:=e^{-2 a s_{l}^{\prime}}$ into the integral w.r.t. $s_{l}^{\prime}$, we conclude that

$$
\begin{aligned}
\left(\psi_{2 n+1}, \tilde{u}\right)_{L^{2}}=(-1)^{n+1} b^{n+1}(2 a)^{-2 n-1} \sum \int & \ldots \int \prod_{l=1}^{2 n}\left(\sum_{m \in A_{l}(\mathcal{F})} k_{m, j_{l+1}}\right) \\
& \times Q_{\mathbf{j}}\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{2 n+2} ; \mathcal{F}_{2 n+2}\right) \\
\times & \prod_{l=1}^{2 n+1} B\left(\frac{1}{2} a_{l}(\mathcal{F})+\frac{\kappa}{2 a}\left|\sum_{m=1}^{l} \mathbf{k}_{m}\right|^{2}, e_{l}(\mathcal{F})+1\right) d \mathbf{k}
\end{aligned}
$$

Here $B(\cdot, \cdot)$ denotes the Euler beta function. Note that for a fixed $l \leq 2 n+1$ for any $m, m^{\prime} \leq l$ such that $\widehat{m m^{\prime}} \in E\left(\mathcal{F}_{2 n+2}\right)$ we necessarily have $\mathbf{k}_{m}+\mathbf{k}_{m^{\prime}}=\mathbf{0}$; thus the summation range in the sum of $\mathbf{k}$ 's reduces to $V_{l}\left(\mathcal{F}_{2 n+2}\right)$. Using the classical formula

$$
B(x, n+1)=n!\left[\prod_{p=0}^{n}(x+p)\right]^{-1}
$$

valid for any positive integer $n$, we conclude (4.10).
Computations of the terms appearing in (4.10). For $n=0$ the class $\mathfrak{S}_{2}^{c}$ consists of a single diagram sequence $1 \hookrightarrow \widehat{12}$. From (4.10), after a simple calculation, we obtain

$$
\begin{align*}
\left(\psi_{1}, \tilde{u}\right)_{L^{2}} & =-b \int_{|\mathbf{k}| \leq K_{0}}\left(1-\frac{k_{1}^{2}}{|\mathbf{k}|^{2}}\right) \frac{1}{a+\kappa|\mathbf{k}|^{2}} \times \frac{d \mathbf{k}}{|\mathbf{k}|^{2 \alpha+d-2}}  \tag{4.12}\\
& =-\omega_{d-1} b\left(1-\frac{1}{d}\right) \int_{0}^{K_{0}} \frac{d k}{\left(a+\kappa k^{2}\right) k^{2 \alpha-1}}
\end{align*}
$$

The second equality in (4.12) is a consequence of isotropy. For $n=1$ there are only four sequences of diagrams from $\mathfrak{S}_{4}^{c}$ for which the corresponding terms of (4.10) are nonvanishing. They are (A) $1 \hookrightarrow 12 \hookrightarrow 123 \hookrightarrow \widehat{14} \widehat{23}$, (B) $1 \hookrightarrow 12 \hookrightarrow 123 \hookrightarrow \widehat{13} \widehat{24}$, (C) $1 \hookrightarrow 12 \hookrightarrow \widehat{13} 2 \hookrightarrow \widehat{13} \widehat{24}$, and (D) $1 \hookrightarrow 12 \hookrightarrow \widehat{23} 1 \hookrightarrow \widehat{23} \widehat{14}$. The corresponding terms of the sum appearing on the right-hand side of (4.10), after using isotropy, can be calculated as follows:

$$
\begin{aligned}
& A=b^{2}\left(1-\frac{1}{d}\right) \iint_{\left|\mathbf{k}_{1}\right|,\left|\mathbf{k}_{2}\right| \leq K_{0}}\left|\mathbf{k}_{1}\right|^{2}\left[1-\left(\frac{\mathbf{k}_{1} \cdot \mathbf{k}_{2}}{\left|\mathbf{k}_{1}\right|\left|\mathbf{k}_{2}\right|}\right)^{2}\right] \\
& \times \frac{1}{a+\kappa\left|\mathbf{k}_{1}\right|^{2}} \times \frac{1}{2 a+\kappa\left|\mathbf{k}_{1}+\mathbf{k}_{2}\right|^{2}} \times \frac{1}{3 a+\kappa\left|\mathbf{k}_{1}\right|^{2}} \times \frac{d \mathbf{k}_{1} d \mathbf{k}_{2}}{\left(\left|\mathbf{k}_{1}\right|\left|\mathbf{k}_{2}\right|\right)^{2 \alpha+d-2}}
\end{aligned}
$$

$$
\begin{gathered}
B=\frac{b^{2}}{d} \iint_{\left|\mathbf{k}_{1}\right|,\left|\mathbf{k}_{2}\right| \leq K_{0}} \mathbf{k}_{1} \cdot \mathbf{k}_{2}\left[\left(\frac{\mathbf{k}_{1} \cdot \mathbf{k}_{2}}{\left|\mathbf{k}_{1}\right|\left|\mathbf{k}_{2}\right|}\right)^{2}-1\right] \\
\times \frac{1}{a+\kappa\left|\mathbf{k}_{1}\right|^{2}} \times \frac{1}{2 a+\kappa\left|\mathbf{k}_{1}+\mathbf{k}_{2}\right|^{2}} \times \frac{1}{3 a+\kappa\left|\mathbf{k}_{2}\right|^{2}} \times \frac{d \mathbf{k}_{1} d \mathbf{k}_{2}}{\left(\left|\mathbf{k}_{1}\right|\left|\mathbf{k}_{2}\right|\right)^{2 \alpha+d-2}} \\
C=\frac{2 a b^{2}}{d} \iint_{\left|\mathbf{k}_{1}\right|,\left|\mathbf{k}_{2}\right| \leq K_{0}} \mathbf{k}_{1} \cdot \mathbf{k}_{2}\left[\left(\frac{\mathbf{k}_{1} \cdot \mathbf{k}_{2}}{\left|\mathbf{k}_{1}\right|\left|\mathbf{k}_{2}\right|}\right)^{2}-1\right] \\
\times \frac{1}{a+\kappa\left|\mathbf{k}_{1}\right|^{2}} \times \frac{1}{a+\kappa\left|\mathbf{k}_{2}\right|^{2}} \times \frac{1}{2 a+\kappa\left|\mathbf{k}_{1}+\mathbf{k}_{2}\right|^{2}} \times \frac{1}{3 a+\kappa\left|\mathbf{k}_{2}\right|^{2}} \times \frac{d \mathbf{k}_{1} d \mathbf{k}_{2}}{\left(\left|\mathbf{k}_{1}\right|\left|\mathbf{k}_{2}\right|\right)^{2 \alpha+d-2}}, \\
D=2 a b^{2}\left(1-\frac{1}{d}\right) \iint \mathbf{x}_{1} \int \mathbf{k}_{1}\left|,\left|\mathbf{k}_{2}\right| \leq K_{0}\right. \\
\left.\left.\times \frac{1}{\left(a+\kappa\left|\mathbf{k}_{1}\right|^{2}\right)^{2}} \times \frac{1}{2 a+\kappa\left|\mathbf{k}_{1}+\mathbf{k}_{2}\right|^{2}} \times \frac{\mathbf{k}_{2}}{\left|\mathbf{k}_{1}\right|\left|\mathbf{k}_{2}\right|}\right)^{2}\right] \\
3 a+\kappa\left|\mathbf{k}_{1}\right|^{2}
\end{gathered} \frac{1}{\left(\left|\mathbf{k}_{1}\right|\left|\mathbf{k}_{2}\right|\right)^{2 \alpha+d-2}} .
$$

Adding all these terms, we conclude that

$$
\begin{aligned}
& \left(\psi_{3}, \tilde{u}\right)_{L^{2}}=\frac{b^{2}}{d} \iint_{\left|\mathbf{k}_{1}\right|,\left|\mathbf{k}_{2}\right| \leq K_{0}}\left[1-\left(\frac{\mathbf{k}_{1} \cdot \mathbf{k}_{2}}{\left|\mathbf{k}_{1}\right|\left|\mathbf{k}_{2}\right|}\right)^{2}\right]\left[\frac{(d-1)\left|\mathbf{k}_{1}\right|^{2}}{a+\kappa\left|\mathbf{k}_{1}\right|^{2}}-\frac{\mathbf{k}_{1} \cdot \mathbf{k}_{2}}{a+\kappa\left|\mathbf{k}_{2}\right|^{2}}\right] \\
& \times \frac{1}{a+\kappa\left|\mathbf{k}_{1}\right|^{2}} \times \frac{1}{2 a+\kappa\left|\mathbf{k}_{1}+\mathbf{k}_{2}\right|^{2}} \times \frac{d \mathbf{k}_{1} d \mathbf{k}_{2}}{\left(\left|\mathbf{k}_{1}\right|\left|\mathbf{k}_{2}\right|\right)^{2 \alpha+d-2}}
\end{aligned}
$$

A simple calculation shows that the approximation of the eddy diffusivity obtained by using (3.19), with $M=1$, has an error bounded by $0.1 d^{-1 / 2}\|\mathbf{u}\|_{L^{2}}^{3 / 2}\left\|\psi_{1}\right\|_{L^{2}}$ provided that $a \kappa \approx 22$.

When $n \geq 2$ we try to transform formula (4.10) a bit in order to drop the summation over multi-indices $\mathbf{j}$ and replace the summation over sequences of Feynman diagrams by the sum over the complete diagrams of length $2 n+2$. Let us fix then a sequence of Feynman diagrams $\mathcal{F} \in \mathfrak{S}_{2 n+2}^{c}$ and denote by $I(\mathcal{F})$ its corresponding term appearing on the right-hand side of (4.10). Let us consider two cases.

Case 1, when bond $1, \widehat{2 n+2} \in E\left(\mathcal{F}_{2 n+2}\right)$. Let $\widehat{m m^{\prime}} \in E\left(\mathcal{F}_{2 n+2}\right)$ be such that $1<m<m^{\prime}<2 n+2$. Performing the summation over the respective multi-indices, we get

$$
\begin{gathered}
\sum_{j_{m}, j_{m^{\prime}}}\left(\sum_{p \in V_{m-1}\left(\mathcal{F}_{2 n+2}\right)} k_{p, j_{m}}\right)\left(\sum_{p^{\prime} \in V_{m^{\prime}-1}\left(\mathcal{F}_{2 n+2}\right)} k_{p^{\prime}, j_{m^{\prime}}}\right) \Gamma_{j_{m}, j_{m}^{\prime}}\left(\mathbf{k}_{m}\right) \\
=\sum_{\substack{p \in V_{m-1}\left(\mathcal{F}_{2 n+2}\right) \\
p^{\prime} \in V_{m^{\prime}-1}\left(\mathcal{F}_{2 n+2}\right)}}\left(\mathbf{k}_{p} \cdot \mathbf{k}_{p^{\prime}}-\frac{\left(\mathbf{k}_{p} \cdot \mathbf{k}_{m}\right)\left(\mathbf{k}_{p^{\prime}} \cdot \mathbf{k}_{m}\right)}{\left|\mathbf{k}_{m}\right|^{2}}\right)
\end{gathered}
$$

Denote by $m\left(\widehat{p), m^{\prime}}(p), p=1, \ldots, n+1\right.$, all the edges of $E\left(\mathcal{F}_{2 n+2}\right)$ whose left endpoints are enumerated in increasing order. We can write then that

$$
\begin{align*}
& I(\mathcal{F})=\frac{(-b)^{n+1}}{(2 a)^{2 n+1}} \prod_{l=1}^{2 n+1} e_{l}(\mathcal{F})!\quad \int \ldots \int_{\left|\mathbf{k}_{1}\right|, \ldots,\left|\mathbf{k}_{n+1}\right| \leq K_{0}}\left(1-\frac{k_{1,1}^{2}}{\left|\mathbf{k}_{1}\right|^{2}}\right) \mathcal{J}\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{n+1} ; \mathcal{F}_{2 n+2}\right)  \tag{4.13}\\
& \times \prod_{l=1}^{2 n+1}\left[\prod_{p=0}^{e_{l}(\mathcal{F})}\left(\frac{1}{2} a_{l}(\mathcal{F})+p+\frac{\kappa}{2 a}\left|\sum_{m(q) \in V_{l}\left(\mathcal{F}_{2 n+2}\right)} \mathbf{k}_{q}\right|^{2}\right)\right]^{-1} \frac{d \mathbf{k}_{1} \ldots d \mathbf{k}_{n+1}}{\left(\left|\mathbf{k}_{1}\right| \ldots\left|\mathbf{k}_{n+1}\right|\right)^{2 \alpha+d-2}}
\end{align*}
$$

Here for a given $\mathcal{G} \in \mathfrak{F}_{2 n+2}$ such that $1, \widehat{2 n+2} \in E(\mathcal{G})$, we set

As above we let $1=m(1)<\cdots<m(n+1)$ denote the left vertices of all the edges from $E(\mathcal{G})$.

Using isotropy, we can further simplify the formula and obtain that

$$
\begin{aligned}
& I(\mathcal{F})=\left(1-\frac{1}{d}\right) \frac{(-b)^{n+1}}{(2 a)^{2 n+1}} \prod_{l=1}^{2 n+1} e_{l}(\mathcal{F})!\int_{\left|\mathbf{k}_{1}\right|, \ldots,\left|\mathbf{k}_{n+1}\right| \leq K_{0}}^{\int \ldots} \mathcal{J}\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{n+1} ; \mathcal{F}_{2 n+2}\right) \\
& \times \prod_{l=1}^{2 n+1}\left[\prod_{p=0}^{e_{l}(\mathcal{F})}\left(\frac{1}{2} a_{l}(\mathcal{F})+p+\frac{\kappa}{2 a}\left|\sum_{m(q) \in V_{l}\left(\mathcal{F}_{2 n+2}\right)} \mathbf{k}_{q}\right|^{2}\right]^{-1} \frac{d \mathbf{k}_{1} \ldots d \mathbf{k}_{n+1}}{\left(\left|\mathbf{k}_{1}\right| \ldots\left|\mathbf{k}_{n+1}\right|\right)^{2 \alpha+d-2}} .\right.
\end{aligned}
$$

Case 2 , when bond $1, \widehat{2 n+2} \notin E\left(\mathcal{F}_{2 n+2}\right)$. Let $q>1$ be such that $m(\widehat{q), 2 n}+2 \in$ $E\left(\mathcal{F}_{2 n+2}\right)$. After a calculation similar to the one in the previous case, we obtain that

$$
\begin{aligned}
& I(\mathcal{F})=\frac{(-b)^{n+1}}{d(2 a)^{2 n+1}} \prod_{l=1}^{2 n+1} e_{l}(\mathcal{F})!\quad \int \ldots \int_{\left|\mathbf{k}_{1}\right|, \ldots,\left|\mathbf{k}_{n+1}\right| \leq K_{0}} \mathcal{J}\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{n+1} ; \mathcal{F}_{2 n+2}\right) \\
& \times \prod_{l=1}^{2 n+1}\left[\prod_{p=0}^{e_{l}(\mathcal{F})}\left(\frac{1}{2} a_{l}(\mathcal{F})+p+\frac{\kappa}{2 a}\left|\sum_{m(q) \in V_{l}\left(\mathcal{F}_{2 n+2}\right)} \mathbf{k}_{q}\right|^{2}\right)\right]^{-1} \frac{d \mathbf{k}_{1} \ldots d \mathbf{k}_{n+1}}{\left(\left|\mathbf{k}_{1}\right| \ldots\left|\mathbf{k}_{n+1}\right|\right)^{2 \alpha+d-2}} .
\end{aligned}
$$

Here for a given $\mathcal{G} \in \mathfrak{F}_{2 n+2}$ such that $m(\widehat{q), 2 n}+2 \in E(\mathcal{G})$ for some $q>1$, we set

$$
\begin{equation*}
\mathcal{J}\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{n+1} ; \mathcal{G}\right):=\prod_{\substack{l \notin\{1, q\}}} \sum_{\substack{m(p) \in V_{m(l)-1}(\mathcal{G}) \\ m\left(p^{\prime}\right) \in V_{m^{\prime}(l)-1}(\mathcal{G})}}\left(\mathbf{k}_{p} \cdot \mathbf{k}_{p^{\prime}}-\frac{\left(\mathbf{k}_{p} \cdot \mathbf{k}_{l}\right)\left(\mathbf{k}_{p^{\prime}} \cdot \mathbf{k}_{l}\right)}{\left|\mathbf{k}_{l}\right|^{2}}\right) \tag{4.15}
\end{equation*}
$$

$$
\begin{gathered}
\times \sum_{\substack{m(p) \in V_{m^{\prime}(1)-1}(\mathcal{G}) \\
m\left(p^{\prime}\right) \in V_{m(q)-1}(\mathcal{G})}}\left[\mathbf{k}_{p} \cdot \mathbf{k}_{p^{\prime}}\right. \\
+\frac{\left(\mathbf{k}_{q} \cdot \mathbf{k}_{p^{\prime}}\right)\left(\mathbf{k}_{1} \cdot \mathbf{k}_{p}\right)\left(\mathbf{k}_{1} \cdot \mathbf{k}_{q}\right)}{\left(\left|\mathbf{k}_{1}\right|\left|\mathbf{k}_{q}\right|\right)^{2}}-\frac{\left(\mathbf{k}_{p} \cdot \mathbf{k}_{q}\right)\left(\mathbf{k}_{p^{\prime}} \cdot \mathbf{k}_{q}\right)}{\left|\mathbf{k}_{q}\right|^{2}} \\
\\
\left.-\frac{\left(\mathbf{k}_{p} \cdot \mathbf{k}_{1}\right)\left(\mathbf{k}_{p^{\prime}} \cdot \mathbf{k}_{1}\right)}{\left|\mathbf{k}_{1}\right|^{2}}\right] .
\end{gathered}
$$

Fix a Feynman $\operatorname{diagram} \mathcal{G} \in \mathfrak{F}_{2 n+2}$ and a sequence $\left(e_{l}\right)_{l=1}^{2 n+2}$ such that $e_{l} \geq 0$ and $\sum e_{l}=n+1$. Let $\mathcal{F} \in \mathfrak{S}_{2 n+2}^{c}$ be such that

$$
\begin{equation*}
e_{l}(\mathcal{F})=e_{l}, \quad l \in\{1, \ldots, 2 n+1\}, \text { and } \mathcal{F}_{2 n+2}=\mathcal{G} \tag{4.16}
\end{equation*}
$$

Since $\mathcal{F}$ is admissible, $\left(e_{l}\right)_{l=1}^{2 n+1}$ must belong to the set $\mathcal{S}_{n}$ of all sequences satisfying $e_{1}+\cdots+e_{2 n+1} \leq n, e_{1}+\cdots+e_{2 p} \leq p-1$ and $e_{1}+\cdots+e_{2 p-1} \leq p-1, p \in\{1, \ldots, n\}$. Let $a_{l}$ be given by $a_{1}=1$ and $a_{l+1}:=a_{l}+1-2 e_{l}, l \geq 1$. With a given $\left(e_{l}\right)_{l=1}^{2 n+1}$ and $\mathcal{G}$ let us calculate the number of $\mathcal{F}$ 's satisfying (4.16). The diagram $\mathcal{F}_{2 n+1}$ may be obtained from $\mathcal{G}$ by removing the bond containing $2 n+2$ and $e_{2 n+2}-1$ out of the remaining $n$ bonds. There are $\binom{n}{e_{2 n+2}-1}$ ways of doing that. Out of the remaining $n+1-e_{2 n+2}$ bonds we can remove $e_{2 n+1}$ in $\binom{n+1-e_{2 n+2}}{e_{2 n+1}}$ ways, etc. One can see therefore that the number of sequences $\mathcal{F}$ corresponding to a given $\mathcal{G} \in \mathfrak{F}_{2 n+2}$ and $\left(e_{l}\right)_{l=1}^{2 n+1} \in \mathcal{S}_{n}$ equals $n!/\left[e_{1}!\ldots e_{2 n+1}!\left(n-e_{1}-\cdots-e_{2 n+1}\right)!\right]$. Summarizing the above, we can rewrite (4.10) in the form

$$
\begin{align*}
& \left(\psi_{2 n+1}, \tilde{u}\right)_{L^{2}}=(-1)^{n+1} b^{n+1}(2 a)^{-2 n-1} \sum \frac{n!}{\left(n-\sum_{l=1}^{2 n+1} e_{l}\right)!} \int \ldots \int \mathcal{J}\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{n+1} ; \mathcal{G}\right)  \tag{4.17}\\
& \quad \times \prod_{l=1}^{2 n+1}\left[\prod_{p=0}^{e_{l}(\mathcal{F})}\left(\frac{1}{2} a_{l}+p+\left.\left.\frac{\kappa}{2 a}\right|_{m(q) \in V_{l}(\mathcal{G})} \mathbf{k}_{q}\right|^{2}\right)\right]^{-1} \frac{d \mathbf{k}_{1} \ldots d \mathbf{k}_{n+1}}{\left(\left|\mathbf{k}_{1}\right| \ldots\left|\mathbf{k}_{n+1}\right|\right)^{2 \alpha+d-2}}
\end{align*}
$$

The summation extends over all $\mathcal{G} \in \mathfrak{F}_{2 n+2}$ and sequences $\left(e_{l}\right)_{l=1}^{2 n+1} \in \mathcal{S}_{n}$. The cardinality $D_{2 n-1}$ of the set $\mathcal{S}_{n}$ can be calculated using the counting method presented in [11]; see, in particular, Lemma 1 on p. 16. We have the following recursive formula, $D_{0}:=1$, and

$$
\begin{equation*}
D_{k}=\sum_{i=0}^{k-1}(-1)^{i}\binom{[(k-i+1) / 2]+k}{i+1} D_{k-i-1}, \quad k=1, \ldots, 2 n-1 \tag{4.18}
\end{equation*}
$$

The number of terms that may, in principle, appear in the sum on the left-hand side of (4.17) equals, therefore, $(2 n+1)!!D_{2 n-1}$; here $(2 n+1)!!$ stands for the number of complete Feynman diagrams of length $2 n+2$. Note, however, that in fact the number of nonvanishing terms is necessarily smaller than the one given above. All terms corresponding to Feynman diagrams for which at least one of the sets $V_{l}(\mathcal{G})$, $l=1, \ldots, 2 n$, is empty are equal to $0(c f .(4.10))$. Any $\mathcal{G}$ having that property shall be called a null diagram.

For example, when $n=2$, one calculates from (4.18) that $D_{3}=7$. Out of 15 Feynman diagrams belonging to $\mathfrak{F}_{6}$, all three diagrams containing bond $\widehat{56}$ are null
diagrams. In addition, one can see that $\widehat{12} \widehat{35} \widehat{46}, \widehat{12} \widehat{36} \widehat{45}$ are also null. The sum in (4.17) involves therefore at most $7 \times 10=70$ nonvanishing terms.

An estimate of $D_{2 n-1}$ for a general $n$ can also be obtained from [11]. Namely, using the counting argument contained on p. 14 and the upper bound (1.41) of [11], one can see that $D_{2 n-1} \leq 5\binom{3 n+1}{2 n-1} /(3 n+1)$.

Appendix. The proof of Lemma 4.1. Using the Fourier transform in the spatial variable, we can write that

$$
\begin{equation*}
\mathbf{u}(t, \mathbf{x})=\int e^{\mathrm{i} \mathbf{x} \cdot \mathbf{k}} \hat{\mathbf{u}}(t, d \mathbf{k}) \tag{A.1}
\end{equation*}
$$

where $\hat{\mathbf{u}}(t, d \mathbf{k})=\left(\hat{u}_{1}(t, d \mathbf{k}), \ldots, \hat{u}_{d}(t, d \mathbf{k})\right)$ is a real-valued Gaussian spectral measure with the structure function

$$
\begin{equation*}
\left\langle\hat{\mathbf{u}}^{*}(t, d \mathbf{k}) \otimes \hat{\mathbf{u}}\left(s, d \mathbf{k}^{\prime}\right)\right\rangle=b e^{-a|t-s|} \frac{\mathcal{E}(|\mathbf{k}|)}{|\mathbf{k}|^{d-1}} \hat{\Gamma}(\mathbf{k}) \delta\left(\mathbf{k}-\mathbf{k}^{\prime}\right) d \mathbf{k} d \mathbf{k}^{\prime} \tag{A.2}
\end{equation*}
$$

satisfying $\hat{\mathbf{u}}^{*}(t, d \mathbf{k})=\hat{\mathbf{u}}(t,-d \mathbf{k})$.
To show the lemma it suffices only to prove that for arbitrary $\mathbf{s}=\left(s_{1}, \ldots, s_{n+1}\right) \in$ $\Delta_{n+1}, s_{n+2} \leq s_{n+1}$, we have

$$
\begin{equation*}
=\mathrm{i}^{n} \sum \int \ldots \int b^{f_{n+1}(\mathcal{F})} \exp \left\{\mathrm{i} \sum_{m=1}^{n+1} \mathbf{k}_{m} \cdot \mathbf{x}_{m}\right\} \widehat{P}_{\mathbf{j}}\left(\mathbf{s}, \mathbf{k} ; s_{n+2}, \mathcal{F}\right) \widehat{Q}_{\mathbf{j}}\left(d \mathbf{k} ; s_{n+2}, \mathcal{F}\right) \tag{A.3}
\end{equation*}
$$

Here $f_{m}(\mathcal{F})=\sum_{l \leq m} e_{l}(\mathcal{F})$ denotes the cardinality of $E\left(\mathcal{F}_{m}\right)$. The summation extends over all integer-valued multi-indices $\mathbf{j}=\left(j_{1}, \ldots, j_{n+1}\right)$, such that $j_{1}=1$ and all Feynman diagrams $\mathcal{F} \in \mathfrak{S}_{n+1}$. As we recall, $\mathbb{E}_{t}$ is the conditional expectation w.r.t. the $\sigma$-algebra $\mathcal{U}_{t}$ generated by $\mathbf{u}(s, \cdot), s \leq t$, and

$$
\begin{equation*}
\widehat{P}_{\mathbf{j}}\left(\mathbf{s}, \mathbf{k} ; s_{n+2}, \mathcal{F}\right):=\exp \left\{-a a_{n+1}(\mathcal{F})\left(s_{n+1}-s_{n+2}\right)\right\} \tag{A.4}
\end{equation*}
$$

$$
\times \prod_{l=1}^{n}\left\{\left(\sum_{m \in A_{l}(\mathcal{F})} k_{m, j_{l+1}}\right) \exp \left\{-a a_{l}(\mathcal{F})\left(s_{l}-s_{l+1}\right)\right\}\left[1-\exp \left\{-2 a\left(s_{l}-s_{l+1}\right)\right\}\right]^{e_{l}(\mathcal{F})}\right\}
$$

$$
\begin{equation*}
\widehat{Q}_{\mathbf{j}}\left(d \mathbf{k} ; s_{n+2}, \mathcal{F}\right) \tag{A.5}
\end{equation*}
$$

$$
:=\prod_{\widehat{m m^{\prime} \in E_{n+1}(\mathcal{F})}} \frac{\mathcal{E}\left(\left|\mathbf{k}_{m}\right|\right)}{|\mathbf{k}|^{d-1}} \hat{\Gamma}_{j_{m}, j_{m^{\prime}}}\left(\mathbf{k}_{m}\right) \delta\left(\mathbf{k}_{m}+\mathbf{k}_{m^{\prime}}\right) d \mathbf{k}_{m} d \mathbf{k}_{m^{\prime}} \prod_{m \in A_{n+1}(\mathcal{F})} \hat{u}_{j_{m}}\left(s_{n+2}, d \mathbf{k}_{m}\right)
$$

We use the induction argument. Formula (A.3) obviously holds for $n=0$. Suppose that it holds for a certain $n$. Then
$\mathbb{E}_{s_{n+3}} W_{n+1,1}(\mathbf{s}, \mathbf{x})=\mathbb{E}_{s_{n+3}}\left[\mathbf{u}\left(s_{n+2}, \mathbf{x}_{n+2}\right) \cdot D \mathbb{E}_{s_{n+2}} W_{n, 1}\left(s_{1}, \ldots, s_{n+1}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{n+1}\right)\right]$.
Calculate $\mathbb{E}_{s_{n+2}} \mathbf{W}_{n}(\cdot)$ using (A.3). Note that

$$
\begin{equation*}
\mathbb{E}_{s_{n+3}} W_{n+1,1}(\mathbf{s}, \mathbf{x})=\mathrm{i}^{n} \sum \int \ldots \int b^{f_{n+1}(\mathcal{F})} \exp \left\{\mathrm{i} \sum_{m=1}^{n+2} \mathbf{k}_{m} \cdot \mathbf{x}_{m}\right\} \widehat{P}_{\mathbf{j}}\left(\mathbf{s}, \mathbf{k} ; s_{n+2}, \mathcal{F}\right) \tag{A.6}
\end{equation*}
$$

$$
\times \mathbb{E}_{s_{n+3}}\left[\hat{u}_{j_{n+2}}\left(s_{n+2}, \mathbf{k}_{n+2}\right) \frac{\partial}{\partial y_{j_{n+2}} \mid \mathbf{y}=\mathbf{0}} \exp \left\{\mathrm{i} \sum_{m=1}^{n+1} \mathbf{k}_{m} \cdot \mathbf{y}\right\} \widehat{Q}_{\mathbf{j}}\left(d \mathbf{k} ; s_{n+2}, \mathcal{F}\right)\right]
$$

The summation extends over all integer-valued multi-indices $\mathbf{j}=\left(j_{1}, \ldots, j_{n+2}\right)$, such that $j_{1}=1$ and all Feynman diagrams $\mathcal{F} \in \mathfrak{S}_{n+1}$. Differentiating w.r.t. $y_{j_{n+2}}$ and using the identification rule $\mathbf{k}_{m}=-\mathbf{k}_{m^{\prime}}$, when $\widehat{m m^{\prime}} \in E_{n+1}(\mathcal{F})$, we obtain that the right-hand side of (A.6) equals

$$
\begin{align*}
& \mathrm{i}^{n+1} \sum \int \ldots \int b^{f_{n+1}(\mathcal{F})} \exp \left\{\mathrm{i} \sum_{m=1}^{n+2} \mathbf{k}_{m} \cdot \mathbf{x}_{m}\right\} \widehat{P}_{\mathbf{j}}\left(\mathbf{s}, \mathbf{k} ; s_{n+2}, \mathcal{F}\right)  \tag{A.7}\\
& \times\left(\sum_{m \in A_{n+1}(\mathcal{F})} k_{m, j_{n+2}}\right) \mathbb{E}_{s_{n+3}}\left[\hat{u}_{j_{n+2}}\left(s_{n+2}, \mathbf{k}_{n+2}\right) \widehat{Q}_{\mathbf{j}}\left(d \mathbf{k} ; s_{n+2}, \mathcal{F}\right)\right] .
\end{align*}
$$

From elementary properties of Gaussian variables we conclude that

$$
\hat{u}_{j}\left(s_{n+2}, d \mathbf{k} ; s_{n+3}\right):=\mathbb{E}_{s_{n+3}} \hat{u}_{j}\left(s_{n+2}, d \mathbf{k}\right)=e^{-a\left(s_{n+2}-s_{n+3}\right)} \hat{u}_{j}\left(s_{n+3}, d \mathbf{k}\right) .
$$

The spectral measure

$$
\hat{u}_{j}^{\perp}\left(s_{n+2}, d \mathbf{k} ; s_{n+3}\right):=\hat{u}_{j}\left(s_{n+2}, d \mathbf{k}\right)-\mathbb{E}_{s_{n+3}} \hat{u}_{j}\left(s_{n+2}, d \mathbf{k}\right)
$$

is independent of the $\sigma$-algebra $\mathcal{U}_{s_{n+2}}$. Moreover, note that
$\left\langle\hat{u}_{j}^{\perp}\left(s_{n+2}, d \mathbf{k} ; s_{n+3}\right) \hat{u}_{j^{\prime}}^{\perp}\left(s_{n+2}, d \mathbf{k}^{\prime} ; s_{n+3}\right)\right\rangle=\left[1-e^{-2 a\left(s_{n+2}-s_{n+3}\right)}\right]\left\langle\hat{u}_{j}(0, d \mathbf{k}) \hat{u}_{j^{\prime}}\left(0, d \mathbf{k}^{\prime}\right)\right\rangle$.
Replace each $\hat{u}_{j_{m}}\left(s_{n+2}, d \mathbf{k}_{m}\right)$ appearing in (A.7), i.e., $\hat{u}_{j_{n+2}}\left(s_{n+2}, \mathbf{k}_{n+2}\right)$ and the spectral measures that occur in $\widehat{Q}_{\mathbf{j}}\left(d \mathbf{k} ; s_{n+2}, \mathcal{F}\right)$, by

$$
e^{-a\left(s_{n+2}-s_{n+3}\right)} \hat{u}_{j_{m}}\left(s_{n+3}, d \mathbf{k}_{m}\right)+\hat{u}_{j_{m}}^{\perp}\left(s_{n+2}, d \mathbf{k}_{m} ; s_{n+3}\right)
$$

The conditional expectation $\mathbb{E}_{s_{n+3}}$ can be expressed using the expectation of the product of the terms in the form $\hat{u}_{j_{m}}^{\perp}\left(s_{n+2}, d \mathbf{k}_{m} ; s_{n+3}\right)$ times the product of $e^{-a\left(s_{n+2}-s_{n+3}\right)}$ $\times \hat{u}_{j_{m}}\left(s_{n+3}, d \mathbf{k}_{m}\right)$. In order to finish the induction argument we apply the rules of calculating the expectation of products of Gaussian random variables using Feynman diagrams. To prove that out of the diagrams generated in that way we need only to take into account those belonging to $\mathfrak{S}_{n+2}$, it suffices only to show that

$$
\begin{align*}
& .8) \quad \mathrm{i}^{n+1} \sum \int \ldots \int b^{f_{n+1}(\mathcal{F})} \exp \left\{\mathrm{i} \sum_{m=1}^{n+2} \mathbf{k}_{m} \cdot \mathbf{x}_{m}\right\} \widehat{P}_{\mathbf{j}}\left(\mathbf{s}, \mathbf{k} ; s_{n+2}, \mathcal{F}\right)  \tag{A.8}\\
& \times\left(\sum_{m \in A_{n+1}(\mathcal{F})} k_{m, j_{n+2}}\right)\left\langle\hat{u}_{j_{n+2}}^{\perp}\left(s_{n+2}, \mathbf{k}_{n+2} ; s_{n+3}\right) \widehat{Q}_{\mathbf{j}}^{\perp}\left(d \mathbf{k} ; s_{n+2}, s_{n+3}, \mathcal{F}\right)\right\rangle=0 .
\end{align*}
$$

Here

$$
:=\prod_{m m^{\prime} \in E_{n+1}(\mathcal{F})} \frac{\widehat{Q}_{\mathbf{j}}^{\perp}\left(d \mathbf{k} ; s_{n+2}, s_{n+3}, \mathcal{F}\right)}{\left|\mathbf{k}_{m}\right|^{d-1} \mid} \hat{\Gamma}_{j_{m}, j_{m^{\prime}}}\left(\mathbf{k}_{m}\right) \delta\left(\mathbf{k}_{m}+\mathbf{k}_{m^{\prime}}\right) d \mathbf{k}_{m} d \mathbf{k}_{m^{\prime}} \prod_{m \in A_{n+1}(\mathcal{F})} \hat{u}_{j_{m}}^{\perp}\left(s_{n+2}, d \mathbf{k}_{m} ; s_{n+3}\right) .
$$

To do so note that since $\sum_{j_{n+2}} k_{n+2, j_{n+2}} \hat{u}_{j_{n+2}}^{\perp}\left(s_{n+2}, d \mathbf{k}_{n+2} ; s_{n+3}\right)=0$, the expression appearing on the left-hand side of (A.8) equals

$$
\begin{align*}
& \text { 9) } \begin{array}{l}
\mathrm{i}^{n} \sum b^{f_{n+1}(\mathcal{F})} \widehat{P}_{\mathbf{j}}\left(\mathbf{s}, \mathbf{k} ; s_{n+2}, \mathcal{F}\right)\left\langle\hat{u}_{j_{n+2}}^{\perp}\left(s_{n+2}, d \mathbf{k}_{n+2} ; s_{n+3}\right)\right. \\
\left.\times \frac{\partial}{\partial y_{j_{n+2}} \mid \mathbf{y}=0}\left[\int \ldots \int \exp \left\{\mathrm{i} \sum_{m=1}^{n+2} \mathbf{k}_{m} \cdot\left(\mathbf{x}_{m}+\mathbf{y}\right)\right\} \widehat{Q}_{\mathbf{j}}^{\perp}\left(d \mathbf{k} ; s_{n+2}, s_{n+3}, \mathcal{F}\right)\right]\right\rangle \\
=\mathrm{i}^{n} \sum b^{f_{n+1}(\mathcal{F})} \widehat{P}_{\mathbf{j}}\left(\mathbf{s}, \mathbf{k} ; s_{n+2}, \mathcal{F}\right) \frac{\partial}{\partial y_{j_{n+2}} \mid \mathbf{y}=0}\left\langle\int \ldots \int \exp \left\{\mathrm{i} \sum_{m=1}^{n+2} \mathbf{k}_{m} \cdot \mathbf{x}_{m}\right\}\right. \\
\left.\times \hat{u}_{j_{n+2}}^{\perp}\left(s_{n+2}, d \mathbf{k}_{n+2} ; s_{n+3}\right) \widehat{Q}_{\mathbf{j}}^{\perp}\left(d \mathbf{k} ; s_{n+2}, s_{n+3}, \mathcal{F}\right)\right\rangle=0
\end{array} . \tag{A.9}
\end{align*}
$$

The last equality in (A.9) is a consequence of spatial stationarity of the field.
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#### Abstract

A new approach to parameter identification problems from the point of view of symmetry analysis theory is given. A mathematical model that arises in the design of car windshield represented by a linear second order mixed type PDE is considered. Following a particular case of the direct method (due to Clarkson and Kruskal), we introduce a method to study the group invariance between the parameter and the data. The equivalence transformations associated with this inverse problem are also found. As a consequence, the symmetry reductions relate the inverse and the direct problem and lead us to a reduced order model.
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1. Introduction. Symmetry analysis theory links differential geometry to PDEs theory [18], symbolic computation [9], and, more recently, to numerical analysis theory [3], [6]. The notion of continuous transformation groups was introduced by Sophus Lie [14], who also applied them to differential equations. Over the years, Lie's method has been proven to be a powerful tool for studying a remarkable number of PDEs arising in mathematical physics (more details can be found for example in [2], [10], and [21]). In the last several years a variety of methods have been developed in order to find special classes of solutions of PDEs, which cannot be determined by applying the classical Lie method. Olver and Rosenau [20] showed that the common theme of all these methods has been the appearance of some form of group invariance. On the other hand, parameter identification problems arising in the inverse problems theory are concerned with the identification of physical parameters from observations of the evolution of a system. In general, these are ill-posed problems, in the sense that they do not fulfill Hadamard's postulates for all admissible data: a solution exists, the solution is unique, and the solution depends continuously on the given data. Arbitrary small changes in data may lead to arbitrary large changes in the solution. The iterative approach of studying parameter identification problems is a functional-analytic setup with a special emphasis on iterative regularization methods [8].

The aim of this paper is to show how parameter identification problems can be analyzed with the tools of group analysis theory. This is a new direction of research in the theory of inverse problems, although the symmetry analysis theory is a common approach for studying PDEs. We restrict ourselves to the case of a parameter identification problem modeled by a PDE of the form

$$
\begin{equation*}
F\left(x, w^{(m)}, E^{(n)}\right)=0 \tag{1.1}
\end{equation*}
$$

where the unknown function $E=E(x)$ is called parameter, and, respectively, the arbitrary function $w=w(x)$ is called data, with $x=\left(x_{1}, \ldots, x_{p}\right) \in \Omega \subset R^{p}$ a given

[^5]domain (here $w^{(m)}$ denotes the function $w$ together with its partial derivatives up to order $m$ ). Assume that the parameters and the data are analytical functions. The PDE (1.1) sometimes augmented with certain boundary conditions is called the inverse problem associated with a direct problem. The direct problem is the same equation but the unknown function is the data, for which certain boundary conditions are required.

The classical Lie method allows us to find the symmetry group related to a PDE. This is a (local) Lie group of transformations acting on the space of the independent variables and the space of the dependent variables of the equation with the property that it leaves the set of all analytical solutions invariant. Knowledge of these classical symmetries allows us to reduce the order of the studied PDE and to determine group-invariant solutions (or similarity solutions) which are invariant under certain subgroups of the full symmetry group (for more details see [18]). Bluman and Cole [1] introduced the nonclassical method that allows one to find the conditional symmetries (also called nonclassical symmetries) associated with a PDE. These are transformations that leave only a subset of the set of all analytical solutions invariant. Note that any classical symmetry is a nonclassical symmetry but not conversely. Another procedure for finding symmetry reductions is the direct method (due to Clarkson and Kruskal [5]). The relation between these last two methods has been studied by Olver [19]. Moreover, for a PDE with coefficients depending on an arbitrary function, Ovsiannikov [21] introduced the notion of equivalence transformations, which are (local) Lie group of transformations acting on the space of the independent variables, the space of the dependent variables and the space of the arbitrary functions that leave the equation unchanged. Notice that these techniques based on group theory do not take into account the boundary conditions attached to a PDE.

To find symmetry reductions associated with the parameter identification problem (1.1) one can seek classical and nonclassical symmetries related to this equation. Two cases can occur when applying the classical Lie method or the nonclassical method, depending if the data $w$ is known or not. From the symbolic computation point of view, the task of finding symmetry reductions for a PDE depending on an arbitrary function might be a difficult one, due to the lack of the symbolic manipulation programs that can handle these kind of equations. Another method to determine symmetry reductions for (1.1) might be a particular case of the direct method, which has been applied by Zhdanov [24] to certain multidimensional PDEs arising in mathematical physics. Based on this method and taking into account that (1.1) depends on an arbitrary function, we introduce a procedure to find the relation between the data and the parameter in terms of a similarity variable (see section 2 ). As a consequence, the equivalence transformations related to (1.1) must be considered as well. These final symmetry reductions are found by using any symbolic manipulation program designed to determine classical symmetries for a PDE system - now both the data and the parameter are unknown functions in (1.1). The equivalence transformations relate the direct problem and the inverse problem. Moreover, one can find special classes of data and parameters, respectively, written in terms of the invariants of the group action, the order of the studied PDE can be reduced at least by one, and analytical solutions of (1.1) can be found.

At the first step, the group approach of the free boundary problem related to (1.1) can be considered and, afterwards, the invariance of the boundary conditions under particular group actions has to be analyzed (see [2]). In the case of parameter identification problems we sometimes have to deal with two pairs of boundary conditions, for data and the parameter as well, otherwise we might only know the boundary
conditions for the data. Thus, the problem of finding symmetry reductions for a given data can be more complicated. At least by finding the equivalence transformations related to the problem, the invariants of the group actions can be used to establish suitable domains $\Omega$ on which the order of the model can be reduced.

In this paper we consider a mathematical model arising in the car windshield design. Let us briefly explain the gravity sag bending process, one of the main industrial processes used in the manufacture of car windshields. A piece of glass is placed over a rigid frame, with the desired edge curvature and heated from below. The glass becomes viscous due to the temperature rise and sags under its own weight. The final shape depends on the viscosity distribution of the glass obtained from varying the temperature. It has been shown that the sag bending process can also be controlled (in a first approximation) in the terms of Young's modulus $E$, a spatially varying glass material parameter, and the displacement of the glass $w$ can be described by the thin linear elastic plate theory (see [11], [16], and [17] and references from there). The model is based on the linear plate equation
$\left(E\left(w_{x x}+\nu w_{y y}\right)\right)_{x x}+2(1-\nu)\left(E w_{x y}\right)_{x y}+\left(E\left(w_{y y}+\nu w_{x x}\right)\right)_{y y}=\frac{12\left(1-\nu^{2}\right) f}{h^{3}}$ on $\Omega$,
where $w=w(x, y)$ represents the displacement of the glass sheet (the target shape) occupying a domain $\Omega \subset R^{2}, E=E(x, y)$ is Young's modulus, a positive function that can be influenced by adjusting the temperature in the process of heating the glass, $f$ is the gravitational force, $\nu \in\left(0, \frac{1}{2}\right]$ is the glass Poisson ratio, and $h$ is thickness of the plate. The direct problem (or the forward problem) is the following: for a given Young modulus $E$, find the displacement $w$ of a glass sheet occupying a domain $\Omega$ before the heating process. Note that the PDE (1.2) is an elliptic fourth order linear PDE for the function $w$. Until now, two problems related to (1.2) have been studied: the clamped plate case and the simply supported plate case (more details can be found for example in [15]). In this paper we consider the clamped case, in which the following boundary conditions are required: the plate is placed over a rigid frame, i.e.,

$$
\begin{equation*}
\left.w(x, y)\right|_{\partial \Omega}=0, \tag{1.3}
\end{equation*}
$$

and, respectively,

$$
\begin{equation*}
\left.\frac{\partial w}{\partial n}\right|_{\partial \Omega}=0, \tag{1.4}
\end{equation*}
$$

which means the (outward) normal derivative of $w$ must be zero, i.e., the sheet of glass is not allowed to freely rotate around the tangent to $\partial \Omega$. The associated inverse problem consists of finding Young's modulus $E$ for a given data $w$ in (1.2). This is a linear second order PDE for Young's modulus that can be written as

$$
\begin{align*}
\left(w_{x x}+\nu w_{y y}\right) E_{x x}+2(1-\nu) w_{x y} E_{x y} & +\left(w_{y y}+\nu w_{x x}\right) E_{y y}  \tag{1.5}\\
& +2(\Delta w)_{x} E_{x}+2(\Delta w)_{y} E_{y}+\left(\Delta^{2} w\right) E=1
\end{align*}
$$

after the scaling transformations $w \rightarrow \frac{1}{k} w$ or $E \rightarrow \frac{1}{k} E$, with $k=\frac{12\left(1-\nu^{2}\right) f}{h^{3}}$. In (1.5), $\Delta$ denotes the Laplace operator. The main problem in the car windshield design is that the prescribed target shape $w$ is frequent such that the discriminant

$$
D=(1-\nu)^{2} w_{x y}^{2}-\left(w_{x x}+\nu w_{y y}\right)\left(w_{y y}+\nu w_{x x}\right)
$$

of (1.5) changes sign in the domain $\Omega$, so that we get a mixed type PDE. This is one of the reasons for which optical defects might occur during the process. Note that (1.5) would naturally call for boundaries conditions for $E$ on $\partial \Omega$ in the purely elliptic case (when $D<0$ ), and Cauchy data on a suitable (noncharacteristic part) $\Gamma \subset \partial \Omega$ in the purely hyperbolic part (for $D>0$ ). There is a recent interest in studying this inverse problem (see, e.g., [13]). It is known [15] that a constant Young's modulus corresponds to a data which satisfies the nonhomogeneous biharmonic equation (2.29). A survey on this subject can be found in [23]. Salazar and Westbrook [22] studied the case when the data and the parameter are given by radial functions; Kügler [12] used a derivative free iterative regularization method for analyzing the problem on rectangular frames; and a simplified model for the inverse problem on circular domains was considered by Engl and Kügler [7].

So far it is not obvious which shapes can be made by using this technique. Hence, we try to answer this question by finding out the symmetry reductions related to the PDE (1.5) hidden by the nonlinearity that occurs between the data and the parameter. In this sense, we determine (see section 3) the group of transformations that leave the equation unchanged, and so, its mixed type form. Knowledge of the invariants of these group actions allows us to write the target shape and the parameter in terms of them, and, therefore, to reduce the order of the studied equation. We find again the obvious result that a Young's modulus constant corresponds to data which is a solution of a nonhomogeneous biharmonic equation. The circular case problem considered by Salazar and Westbrook is, in fact, a particular case of our study. We show that other target shapes which are not radial functions can be considered. We prove that (1.5) is invariant under scaling transformations. It follows that target shapes modeled by homogeneous functions can be analyzed as well. In particular, we are interested in target shapes modeled by homogeneous polynomials defined on elliptical domains or square domains with rounded corners.

The paper is structured as follows. To reduce the order of the PDE (1.5) we propose in section 2 a method for studying the relation between the data and the parameter in terms of the similarity variables. The equivalence transformations related to this equation are given in section 3 . The symbolic manipulation program DESOLV, authors Carminati and $\mathrm{Vu}[4]$ has been used for this purpose. Table 1 contains a complete classification of these symmetry reductions. In the last section, we discuss the PDE (1.5) augmented with the boundary conditions (1.3) and (1.4), namely, how to use the invariants of the group actions (on suitable bounded domains $\Omega$ ) in order to incorporate the boundary conditions. In this sense, certain examples of exact and of numerical solutions of the reduced ODEs are given.
2. Conditional symmetries. The direct method approach to a second order PDE

$$
\mathcal{F}\left(x, y, E^{(2)}\right)=0
$$

consists of seeking solutions written in the form

$$
\begin{equation*}
E(x, y)=\Phi(x, y, F(z)), \quad \text { where } \quad z=z(x, y), \quad(x, y) \in \Omega \tag{2.1}
\end{equation*}
$$

In this case the function $z$ is called similarity variable and its level sets $\{z=k\}$ are named similarity curves. After substituting (2.1) into the studied second order PDE, we require that the result to be an ODE for the arbitrary function $F=F(z)$. Hence, certain conditions are imposed upon the functions $\Phi, z$ and their partial derivatives.

The particular case

$$
\begin{equation*}
E(x, y)=F(z(x, y)) \tag{2.2}
\end{equation*}
$$

consists of looking for solutions depending only on the similarity variable $z$. If $z$ is an invariant of the group action then the solutions of the form (2.2) are as well. Assume that the similarity variable is such that $\|\nabla z\| \neq 0$ on $\bar{\Omega}$.

In this section we apply this particular approach to (1.5) in order to study if the parameter and the data are functionally independent, which means whether or not they can depend on the same similarity variable. Assume that Young's modulus takes the form (2.2). In this case we get the relation

$$
\begin{align*}
& F^{\prime \prime}(z)\left[z_{x}^{2}\left(w_{x x}+\nu w_{y y}\right)+2 z_{x} z_{y}(1-\nu) w_{x y}+z_{y}^{2}\left(w_{y y}+\nu w_{x x}\right)\right]  \tag{2.3}\\
& \qquad \begin{aligned}
+F^{\prime}(z)\left[z_{x x}\left(w_{x x}+\nu w_{y y}\right)+\right. & 2(1-\nu) z_{x y} w_{x y}++z_{y y}\left(w_{y y}+\nu w_{x x}\right) \\
& \left.+2 z_{x}(\Delta w)_{x}+2 z_{y}(\Delta w)_{y}\right]+F(z)\left(\Delta^{2} w\right)=1
\end{aligned}
\end{align*}
$$

which must be an ODE for the unknown function $F=F(z)$. This condition is satisfied if the coefficients of the partial derivatives of $F$ are function of $z$ only (note that these coefficients are also invariant under the same group action). Denote them by

$$
\begin{align*}
\Gamma_{1}(z)= & z_{x}^{2}\left(w_{x x}+\nu w_{y y}\right)+2 z_{x} z_{y}(1-\nu) w_{x y}+z_{y}^{2}\left(w_{y y}+\nu w_{x x}\right) \\
\Gamma_{2}(z)= & z_{x x}\left(w_{x x}+\nu w_{y y}\right)+2(1-\nu) z_{x y} w_{x y}+z_{y y}\left(w_{y y}+\nu w_{x x}\right)  \tag{2.4}\\
& +2 z_{x}(\Delta w)_{x}+2 z_{y}(\Delta w)_{y} \\
\Gamma_{3}(z)= & \Delta^{2} w .
\end{align*}
$$

If these relations hold, then the $\mathrm{PDE}(1.5)$ is reduced to the second order linear ODE

$$
\begin{equation*}
\Gamma_{1}(z) F^{\prime \prime}(z)+\Gamma_{2}(z) F^{\prime}(z)+\Gamma_{3}(z) F(z)=1 \tag{2.5}
\end{equation*}
$$

2.1. Data and parameter invariant under the same group. If the target shape is invariant under the same group action as Young's modulus, then

$$
\begin{equation*}
w(x, y)=G(z(x, y)) \tag{2.6}
\end{equation*}
$$

where $G=G(z)$. Substituting (2.6) into the relations (2.4) we get

$$
\begin{align*}
\Gamma_{1}= & G^{\prime \prime}\left(z_{x}^{2}+z_{y}^{2}\right)^{2}+G^{\prime}\left[\left(z_{x}^{2}+\nu z_{y}^{2}\right) z_{x x}+2(1-\nu) z_{x} z_{y} z_{x y}+\left(z_{y}^{2}+\nu z_{x}^{2}\right) z_{y y}\right], \\
\Gamma_{2}= & 2 G^{\prime \prime \prime}\left(z_{x}^{2}+z_{y}^{2}\right)^{2}+G^{\prime \prime}\left\{\left[7 z_{x}^{2}+(\nu+2) z_{y}^{2}\right] z_{x x}+2(5-\nu) z_{x} z_{y} z_{x y}\right. \\
& \left.+\left[7 z_{y}^{2}+(\nu+2) z_{x}^{2}\right] z_{y y}\right\}+G^{\prime}\left\{(\Delta z)^{2}+2(1-\nu)\left(z_{x y}^{2}-z_{x x} z_{y y}\right)\right. \\
& \left.+2\left[z_{x}(\Delta z)_{x}+z_{y}(\Delta z)_{y}\right]\right\},  \tag{2.7}\\
\Gamma_{3}= & G^{\prime \prime \prime \prime}\left(z_{x}^{2}+z_{y}^{2}\right)^{2}+2 G^{\prime \prime \prime}\left[\left(3 z_{x}^{2}+z_{y}^{2}\right) z_{x x}+4 z_{x} z_{y} z_{x y}+\left(z_{x}^{2}+3 z_{y}^{2}\right) z_{y y}\right. \\
& +G^{\prime \prime}\left\{3(\Delta z)^{2}+4\left(z_{x y}^{2}-z_{x x} z_{y y}\right)+4\left[z_{x}(\Delta z)_{x}+z_{y}(\Delta z)_{y}\right]\right\}+G^{\prime} \Delta^{2} z .
\end{align*}
$$

Next, the coefficients of the partial derivatives of the function $G$, denoted by $\Gamma_{i}$, must depend only on $z$, i.e.,

$$
\begin{aligned}
& \Gamma_{1}=\alpha^{4} G^{\prime \prime}+a_{1} G^{\prime} \\
& \Gamma_{2}=2 \alpha^{4} G^{\prime \prime \prime}+a_{2} G^{\prime \prime}+a_{3} G^{\prime} \\
& \Gamma_{3}=\alpha^{4} G^{\prime \prime \prime \prime}+2 a_{4} G^{\prime \prime \prime}+a_{5} G^{\prime \prime}+a_{6} G^{\prime}
\end{aligned}
$$

where

$$
\begin{align*}
& \alpha^{2}(z)=z_{x}^{2}+z_{y}^{2} \\
& a_{1}(z)=\left(z_{x}^{2}+\nu z_{y}^{2}\right) z_{x x}+2(1-\nu) z_{x} z_{y} z_{x y}+\left(z_{y}^{2}+\nu z_{x}^{2}\right) z_{y y} \\
& a_{2}(z)=\left[7 z_{x}^{2}+(\nu+2) z_{y}^{2}\right] z_{x x}+2(5-\nu) z_{x} z_{y} z_{x y}+\left[7 z_{y}^{2}+(\nu+2) z_{x}^{2}\right] z_{y y} \\
& a_{3}(z)=(\Delta z)^{2}+2(1-\nu)\left(z_{x y}^{2}-z_{x x} z_{y y}\right)+2\left[z_{x}(\Delta z)_{x}+z_{y}(\Delta z)_{y}\right]  \tag{2.8}\\
& a_{4}(z)=\left(3 z_{x}^{2}+z_{y}^{2}\right) z_{x x}+4 z_{x} z_{y} z_{x y}+\left(z_{x}^{2}+3 z_{y}^{2}\right) z_{y y} \\
& a_{5}(z)=3(\Delta z)^{2}+4\left(z_{x y}^{2}-z_{x x} z_{y y}\right)+4\left[z_{x}(\Delta z)_{x}+z_{y}(\Delta z)_{y}\right] \\
& a_{6}(z)=\Delta^{2} z
\end{align*}
$$

The first relation in (2.8) is a two-dimensional (2D) eikonal equation. From this we get

$$
\begin{aligned}
& z_{x}^{2} z_{x x}+2 z_{x} z_{y} z_{x y}+z_{y}^{2} z_{y y}=\alpha^{3}(z) \alpha^{\prime}(z) \\
& z_{x x}=\alpha(z) \alpha^{\prime}(z)-\frac{z_{y}}{z_{x}} z_{x y} \\
& z_{y y}=\alpha(z) \alpha^{\prime}(z)-\frac{z_{x}}{z_{y}} z_{x y}
\end{aligned}
$$

The last two equations imply

$$
\begin{equation*}
z_{y}^{2} z_{x x}-2 z_{x} z_{y} z_{x y}+z_{x}^{2} z_{y y}=\alpha^{3}(z) \alpha^{\prime}(z)-\alpha^{4}(z) \frac{z_{x y}}{z_{x} z_{y}} \tag{2.9}
\end{equation*}
$$

Assume that there is a function $\beta=\beta(z)$ such that

$$
\begin{equation*}
z_{x y}=\beta(z) z_{x} z_{y} \tag{2.10}
\end{equation*}
$$

Indeed, since the left-hand side in (2.9) depends only on $z$, one can easily check if $z$ satisfies both the 2D eikonal equation in (2.8) and (2.10), then all the functions $a_{i}=a_{i}(z)$ defined by (2.8) are written in terms of $\alpha$ and $\beta$. Therefore, the problem of finding the similarity variable $z$ is reduced to that of integrating the 2 D eikonal equation and the PDE system

$$
\left\{\begin{array}{l}
z_{x x}=\alpha \alpha^{\prime}-\beta z_{y}^{2}  \tag{2.11}\\
z_{x y}=\beta z_{x} z_{y} \\
z_{y y}=\alpha \alpha^{\prime}-\beta z_{x}^{2}
\end{array}\right.
$$

The system (2.11) is compatible if the following relation holds:

$$
\alpha \alpha^{\prime \prime}+\alpha^{\prime 2}-3 \beta \alpha \alpha^{\prime}+\alpha^{2}\left(\beta^{2}-\beta^{\prime}\right)=0
$$

Denote $\mu=\frac{1}{2} \alpha^{2}$. In this case, the above compatibility condition can be written as

$$
\begin{equation*}
\mu^{\prime \prime}-3 \beta \mu^{\prime}+2 \mu\left(\beta^{2}-\beta^{\prime}\right)=0 \tag{2.12}
\end{equation*}
$$

On the other hand, if the function $\beta$ is given by

$$
\begin{equation*}
\beta(z)=-\frac{\lambda^{\prime \prime}(z)}{\lambda^{\prime}(z)} \tag{2.13}
\end{equation*}
$$

where $\lambda$ is a nonconstant function, then (2.10) turns into

$$
(\lambda(z))_{x y}=0
$$

The general solution of this equation is given by

$$
\begin{equation*}
\lambda(z(x, y))=a(x)+b(y) \tag{2.14}
\end{equation*}
$$

with $a$ and $b$ being arbitrary functions. Substituting $\beta$ from (2.13) into the compatibility condition (2.12) and after integrating once, we get

$$
\begin{equation*}
\mu^{\prime} \lambda^{\prime}+2 \mu \lambda^{\prime \prime}=k \tag{2.15}
\end{equation*}
$$

where $k$ is an arbitrary constant.
Case 1. If $k \neq 0$, then after integrating (2.15) and substituting back $\mu=\frac{1}{2} \alpha^{2}$, we get

$$
\begin{equation*}
\alpha^{2}(z)=\frac{2 k \lambda(z)+C_{1}}{\lambda^{\prime 2}(z)} \tag{2.16}
\end{equation*}
$$

The relation (2.14) implies $\lambda^{\prime}(z) z_{x}=a^{\prime}(x)$, and $\lambda^{\prime}(z) z_{y}=b^{\prime}(y)$. We substitute these relations, (2.14) and (2.16), into the 2D eikonal equation (see (2.8)). It follows that the functions $a=a(x)$ and $b=b(y)$ are solutions of the following respective ODEs:

$$
a^{\prime 2}(x)-2 k a(x)=C_{2} \quad \text { and } \quad b^{\prime 2}(y)-2 k b(y)=C_{3},
$$

with $C_{2}+C_{3}=C_{1}$ (here $C_{i}$ are real constants). The above ODEs admit the nonconstant solutions

$$
a(x)=\frac{1}{2 k}\left[k^{2}\left(x-C_{4}\right)^{2}-C_{2}\right] \quad \text { and } \quad b(y)=\frac{1}{2 k}\left[k^{2}\left(y-C_{5}\right)^{2}-C_{3}\right],
$$

and so (2.14) takes the form

$$
\begin{equation*}
\lambda(z(x, y))=\frac{k}{2}\left[\left(x-C_{4}\right)^{2}+\left(y-C_{5}\right)^{2}\right]-\frac{C_{1}}{2 k} . \tag{2.17}
\end{equation*}
$$

Notice that $\frac{1}{k_{1}} \lambda$ or $\lambda+k_{2}$ defines the same function $\beta$ as the function $\lambda$ does. Moreover, since the PDE (1.5) is invariant under translations in the ( $x, y$ )-space, we can consider

$$
\begin{equation*}
\lambda(z(x, y))=x^{2}+y^{2} \tag{2.18}
\end{equation*}
$$

If $\sqrt{\lambda}$ is a bijective function on a suitable interval, and if we denote by $\Phi=(\sqrt{\lambda})^{-1}$ its inverse function, then the similarity variable written in the polar coordinates $(r, \theta)$ (where $x=r \cos (\theta), y=r \sin (\theta)$ ) is given by

$$
\begin{equation*}
z(x, y)=\Phi(r) \tag{2.19}
\end{equation*}
$$

For simplicity, we consider $\Phi=\mathrm{Id}$, and from that we get

$$
\begin{equation*}
E=F(r) \quad \text { and } \quad w=G(r), \quad \text { where } \quad z(x, y)=r \tag{2.20}
\end{equation*}
$$

Hence, the ODE (2.5) turns into

$$
\begin{align*}
\left(G^{\prime \prime}+\frac{\nu}{r} G^{\prime}\right) F^{\prime \prime}+\left(2 G^{\prime \prime \prime}+\frac{\nu+2}{r}\right. & \left.G^{\prime \prime}-\frac{1}{r^{2}} G^{\prime}\right) F^{\prime}  \tag{2.21}\\
& +\left(G^{\prime \prime \prime \prime}+\frac{2}{r} G^{\prime \prime \prime}-\frac{1}{r^{2}} G^{\prime \prime}+\frac{1}{r^{3}} G^{\prime}\right) F=1
\end{align*}
$$

which can be reduced to the first order ODE

$$
\begin{equation*}
\left(G^{\prime \prime}+\frac{\nu}{r} G^{\prime}\right) F^{\prime}+\left(G^{\prime \prime \prime}+\frac{1}{r} G^{\prime \prime}-\frac{1}{r^{2}} G^{\prime}\right) F=\frac{r^{2}-r_{0}^{2}}{2 r}+\frac{\gamma}{r} \tag{2.22}
\end{equation*}
$$

where $r_{0} \in[0,1]$ with the property that

$$
\gamma=\left.\left[\left(r G^{\prime \prime}+\nu G^{\prime}\right) F^{\prime}+\left(r G^{\prime \prime \prime}+G^{\prime \prime}-\frac{1}{r} G^{\prime}\right) F\right]\right|_{r=r_{0}}
$$

is finite. The smoothness condition $G^{\prime}(0)=0$ implies that (2.22) can be written as [15]

$$
\begin{equation*}
\left(G^{\prime \prime}+\frac{\nu}{r} G^{\prime}\right) F^{\prime}+\left(G^{\prime \prime \prime}+\frac{1}{r} G^{\prime \prime}-\frac{1}{r^{2}} G^{\prime}\right) F=\frac{r}{2} \tag{2.23}
\end{equation*}
$$

Case 2. If $k=0$, similarly we get

$$
\begin{equation*}
z(x, y)=\Phi\left(k_{1} x+k_{2} y\right) \tag{2.24}
\end{equation*}
$$

where $k_{1}$ and $k_{2}$ are real constants such that $k_{1}^{2}+k_{2}^{2}>0$. In this case, for $\Phi=\mathrm{Id}$, the parameter and the data are written as

$$
\begin{equation*}
E=F(z) \quad \text { and } \quad w=G(z), \quad \text { where } \quad z(x, y)=k_{1} x+k_{2} y \tag{2.25}
\end{equation*}
$$

and the ODE (2.5) turns into

$$
\begin{equation*}
G^{\prime \prime}(z) F^{\prime \prime}(z)+2 G^{\prime \prime \prime}(z) F^{\prime}(z)+G^{\prime \prime \prime \prime}(z) F(z)=\frac{1}{\left(k_{1}^{2}+k_{2}^{2}\right)^{2}} \tag{2.26}
\end{equation*}
$$

with $\left\{z \mid G^{\prime \prime}(z)=0\right\}$ the associated set of singularities. Integrating the above ODE on the set $\left\{z \mid G^{\prime \prime}(z) \neq 0\right\}$ we obtain that Young's modulus is given by

$$
E(x, y)=\frac{\left(k_{1} x+k_{2} y\right)^{2}+C_{1}\left(k_{1} x+k_{2} y\right)+C_{2}}{2\left(k_{1}^{2}+k_{2}^{2}\right)^{2} G^{\prime \prime}\left(k_{1} x+k_{2} y\right)}
$$

where $C_{i}$ are arbitrary constants.
2.2. Data and parameter invariant under different groups. Consider two functionally independent functions on $\Omega$, say, $z=z(x, y)$ and $v=v(x, y)$, and let

$$
\begin{equation*}
w=H(v(x, y)) \tag{2.27}
\end{equation*}
$$

be the target shape. In this case, the data and the parameter do not share the same invariance. Similar to the above, substituting (2.27) into the relations (2.4) we get

$$
\begin{align*}
\Gamma_{1}= & H^{\prime \prime}\left[\left(z_{x} v_{x}+z_{y} v_{y}\right)^{2}+\nu\left(z_{y} v_{x}-z_{x} v_{y}\right)^{2}\right]  \tag{2.28}\\
& +H^{\prime}\left[z_{x}^{2} v_{x x}+2 z_{x} z_{y} v_{x y}+z_{y}^{2} v_{y y}+\nu\left(z_{x}^{2} v_{y y}-2 z_{x} z_{y} v_{x y}+z_{y}^{2} v_{x x}\right)\right] \\
\Gamma_{2}= & H^{\prime \prime \prime}\left(v_{x}^{2}+v_{y}^{2}\right)\left(z_{x} v_{x}+z_{y} v_{y}\right)+H^{\prime \prime}\left[v_{x}^{2} z_{x x}+2 v_{x} v_{y} z_{x y}+v_{y}^{2} z_{y y}\right. \\
& +\nu\left(v_{y}^{2} z_{x x}-2 v_{x} v_{y} z_{x y}+v_{x}^{2} z_{y y}\right)+2 z_{x} v_{x} v_{x x}+2\left(z_{x} v_{y}+z_{y} v_{x}\right) v_{x y}+2 z_{y} v_{y} v_{y y} \\
& \left.+\left(z_{x} v_{x}+z_{y} v_{y}\right)(\Delta v)\right]+H^{\prime}\left[z_{x x} v_{x x}+2 z_{x y} v_{x y}+z_{y y} v_{y y}+\nu\left(z_{x x} v_{y y}-2 z_{x y} v_{x y}\right.\right. \\
& \left.\left.+z_{y y} v_{x x}\right)+z_{x}(\Delta v)_{x}+z_{y}(\Delta v)_{y}\right] \\
\Gamma_{3}= & H^{\prime \prime \prime \prime}\left(v_{x}^{2}+v_{y}^{2}\right)^{2}+2 H^{\prime \prime \prime}\left[\left(3 v_{x}^{2}+v_{y}^{2}\right) v_{x x}+4 v_{x} v_{y} v_{x y}+\left(v_{x}^{2}+3 v_{y}^{2}\right) v_{y y}\right] \\
& +H^{\prime \prime}\left[3 v_{x x}^{2}+4 v_{x y}^{2}+3 v_{y y}^{2}+2 v_{x x} v_{y y}+4 v_{x}(\Delta v)_{x}+4 v_{y}(\Delta v)_{y}\right]+H^{\prime} \Delta^{2} v .
\end{align*}
$$

Recall that $\Gamma_{i}$ 's are functions of $z=z(x, y)$ only. Since each right-hand side in the above relations contains the function $H=H(v)$ and its derivatives, we require that the coefficients of the derivatives of $H$ to be functions of $v$. It follows that $\Gamma_{i}$ must be constant and denote them by $\gamma_{i}$. Therefore, the last condition in (2.28) becomes

$$
\begin{equation*}
\Delta^{2}(w)=\gamma_{3} \tag{2.29}
\end{equation*}
$$

which is the biharmonic equation. According to the above assumption, we seek solutions of (2.29) that are functions of $v$ only. Similar to section 2.1, we get

$$
\begin{equation*}
v(x, y)=\Psi(r), \quad \text { or } \quad v(x, y)=\Psi\left(k_{1} x+k_{2} y\right) \tag{2.30}
\end{equation*}
$$

and thus, for $\Psi=I d$, the target shape is written as

$$
\begin{equation*}
w(x, y)=H(r), \quad \text { or } \quad w(x, y)=H\left(k_{1} x+k_{2} y\right) \tag{2.31}
\end{equation*}
$$

Since $z=z(x, y)$ and $v=v(x, y)$ are functionally independent, we get

$$
\begin{equation*}
z(x, y)=k_{1} x+k_{2} y, \quad v(x, y)=\sqrt{x^{2}+y^{2}} \tag{2.32}
\end{equation*}
$$

or

$$
\begin{equation*}
z(x, y)=\sqrt{x^{2}+y^{2}}, \quad v(x, y)=k_{1} x+k_{2} y \tag{2.33}
\end{equation*}
$$

One can prove that if the coefficients $\gamma_{i}$ are constant, and if $z$ and $v$ are given by (2.32) or (2.33), respectively, then $\gamma_{1}=\gamma_{2}=0$, and $\gamma_{3} \neq 0$. On the other hand, the solutions of the biharmonic equation (2.29) of the form (2.31) are the following:

$$
w(x, y)=\frac{\gamma_{3}}{64} z^{4}+C_{1} z^{2}+C_{2} \ln (z)+C_{3} z^{2} \ln (z)+C_{4} \quad \text { for } \quad z=\sqrt{x^{2}+y^{2}}
$$

and, respectively,

$$
w(x, y)=\frac{\gamma_{3}}{24\left(k_{1}^{2}+k_{2}^{2}\right)^{2}} v^{4}+C_{1} v^{3}+C_{2} v^{2}+C_{3} v+C_{4} \quad \text { for } \quad v=k_{1} x+k_{2} y
$$

and these correspond to the constant Young's modulus

$$
\begin{equation*}
E(x, y)=\frac{1}{\gamma_{3}} \tag{2.34}
\end{equation*}
$$

Notice that only particular solutions of the biharmonic equation have been found in this case (i.e., solutions invariant under rotations and translations). Since this PDE is also invariant under scaling transformations, which act not only on the space of the independent variables but on the data space as well, it is obvious to extend our study and to seek other types of symmetry reductions.
3. Equivalence transformations. Consider a one-parameter Lie group of transformations acting on an open set $\mathcal{D} \subset \Omega \times \mathcal{W} \times \mathcal{E}$, where $\mathcal{W}$ is the space of the data functions, and $\mathcal{E}$ is the space of the parameter functions, given by

$$
\left\{\begin{array}{l}
x^{*}=x+\varepsilon \zeta(x, y, w, E)+\mathcal{O}\left(\varepsilon^{2}\right)  \tag{3.1}\\
y^{*}=y+\varepsilon \eta(x, y, w, E)+\mathcal{O}\left(\varepsilon^{2}\right) \\
w^{*}=w+\varepsilon \phi(x, y, w, E)+\mathcal{O}\left(\varepsilon^{2}\right) \\
E^{*}=E+\varepsilon \psi(x, y, w, E)+\mathcal{O}\left(\varepsilon^{2}\right)
\end{array}\right.
$$

where $\varepsilon$ is the group parameter. Let

$$
\begin{equation*}
V=\zeta(x, y, w, E) \partial_{x}+\eta(x, y, w, E) \partial_{y}+\phi(x, y, w, E) \partial_{w}+\psi(x, y, w, E) \partial_{E} \tag{3.2}
\end{equation*}
$$

be its associated general infinitesimal generator. The group of transformations (3.1) is called an equivalence transformation associated to the PDE (1.5) if this leaves the equation invariant. This means that the form of the equation in the new coordinates remains unchanged and the set of the analytical solutions is invariant under this transformation. The equivalence transformations can be found by applying the classical Lie method to (1.5), with $E$ and $w$ both considered as unknown functions (for more details see [10] and [21]). Following this method we obtain

$$
\left\{\begin{array}{l}
\zeta(x, y, w, E)=k_{1}+k_{5} x-k_{4} y,  \tag{3.3}\\
\eta(x, y, w, E)=k_{2}+k_{4} x+k_{5} y, \\
\phi(x, y, w, E)=k_{3}+k_{7} x+k_{6} y+\left(4 k_{5}-k_{8}\right) w, \\
\psi(x, y, w, E)=k_{8} E,
\end{array}\right.
$$

where $k_{i}$ are real constants. The vector field (3.2) is written as $V=\sum_{i=1}^{8} k_{i} V_{i}$, where

$$
\begin{gather*}
V_{1}=\partial_{x}, \quad V_{2}=\partial_{y}, \quad V_{3}=\partial_{w}, \quad V_{4}=-y \partial_{x}+x \partial_{y}, \quad V_{5}=x \partial_{x}+y \partial_{y}+4 w \partial_{w},  \tag{3.4}\\
V_{6}=y \partial_{w}, \quad V_{7}=x \partial_{w}, \quad V_{8}=-w \partial_{w}+E \partial_{E} .
\end{gather*}
$$

Proposition 3.1. The equivalence transformations related to the PDE (1.5) are generated by the infinitesimal generators (3.4). Thus, the equation is invariant under translations in the $x$-space, $y$-space, $w$-space, rotations in the space of the independent variables $(x, y)$, scaling transformations in the $(x, y, w)$-space, Galilean transformations in the $(y, w)$ and $(x, w)$ spaces, and scaling transformations in the $(w, E)$-space, respectively.

Notice that the conditional symmetries found in section 2 represent particular cases of the equivalence transformations. Since each one-parameter group of transformations generated by $V_{i}$ is a symmetry group, if $(w=G(x, y), E=F(x, y))$ is a pair of known solutions of (1.5), so are the following:

$$
\begin{array}{ll}
w^{(1)}=G\left(x-\varepsilon_{1}, y\right), & E^{(1)}=F\left(x-\varepsilon_{1}, y\right), \\
w^{(2)}=G\left(x, y-\varepsilon_{2}\right), & E^{(2)}=F\left(x, y-\varepsilon_{2}\right), \\
w^{(3)}=G(x, y)+\varepsilon_{3}, & E^{(3)}=F(x, y), \\
w^{(4)}=G(\tilde{x}, \tilde{y}), & E^{(4)}=F(\tilde{x}, \tilde{y}), \\
w^{(5)}=e^{4 \varepsilon_{5}} G\left(e^{-\varepsilon_{5}} x, e^{-\varepsilon_{5}} y\right), & E^{(5)}=F\left(e^{-\varepsilon_{5}} x, e^{-\varepsilon_{5}} y\right),  \tag{3.5}\\
w^{(6)}=G(x, y)+\varepsilon_{6} y, & E^{(6)}=F(x, y), \\
w^{(7)}=G(x, y)+\varepsilon_{7} x, & E^{(7)}=F(x, y), \\
w^{(8)}=e^{-\varepsilon_{8}} G(x, y), & E^{(8)}=e^{\varepsilon_{8}} F(x, y),
\end{array}
$$

where $\tilde{x}=x \cos \left(\varepsilon_{4}\right)+y \sin \left(\varepsilon_{4}\right), \tilde{y}=-x \sin \left(\varepsilon_{4}\right)+y \cos \left(\varepsilon_{4}\right)$, and $\varepsilon_{i}$ are real constants. Moreover, the general solution of (1.5) constructed from a known one is given by

$$
\begin{aligned}
& w(x, y)=e^{4 \varepsilon_{5}-\varepsilon_{8}} G\left(e^{-\varepsilon_{5}}\left(\tilde{x}-\tilde{k}_{1}\right), e^{-\varepsilon_{5}}\left(\tilde{y}-\tilde{k}_{2}\right)\right)+e^{4 \varepsilon_{5}-\varepsilon_{8}} \varepsilon_{6} y+e^{4 \varepsilon_{5}-\varepsilon_{8}} \varepsilon_{7} x+e^{4 \varepsilon_{5}-\varepsilon_{8}} \varepsilon_{3} \\
& E(x, y)=e^{\varepsilon_{8}} F\left(e^{-\varepsilon_{5}}\left(\tilde{x}-\tilde{k}_{1}\right), e^{-\varepsilon_{5}}\left(\tilde{y}-\tilde{k}_{2}\right)\right)
\end{aligned}
$$

where $\tilde{k}_{1}=\varepsilon_{1} \cos \left(\varepsilon_{4}\right)+\varepsilon_{2} \sin \left(\varepsilon_{4}\right)$, and $\tilde{k}_{2}=\varepsilon_{1} \sin \left(\varepsilon_{4}\right)-\varepsilon_{2} \cos \left(\varepsilon_{4}\right)$.
The equivalence transformations form a Lie group $\mathcal{G}$ with an eight-dimensional associated Lie algebra $\mathcal{A}$. Using the adjoint representation of $\mathcal{G}$, one can find the optimal system of one-dimensional subalgebras of $\mathcal{A}$ (more details can be found in [18, pp. 203-209]). This optimal system is spanned by the vector fields given in Table 1. Denote by $z, I$, and $J$ the invariants related to the one-parameter group of transformations generated by each vector field $V_{i}$. Here $F$ and $G$ are arbitrary functions, $(r, \theta)$ are the polar coordinates, and $a, b, c$ are nonzero constants. To reduce the order of the PDE (1.5) one can also integrate the first order PDE system

$$
\left\{\begin{align*}
\zeta(x, y, w, E) w_{x}+\eta(x, y, w, E) w_{y} & =\phi(x, y, w, E)  \tag{3.6}\\
\zeta(x, y, w, E) E_{x}+\eta(x, y, w, E) E_{y} & =\psi(x, y, w, E)
\end{align*}\right.
$$

which defines the characteristics of the vector field (3.2). In Table 1, the associated reduced ODEs are listed. The invariance of (1.5) under the one-parameter groups of transformations generated by $V_{1}, V_{2}, V_{1}+c V_{6}$, and $V_{2}+c V_{7}$, respectively, leads us to the same ODE,

$$
\begin{equation*}
F^{\prime \prime}(z) G^{\prime \prime}(z)+2 F^{\prime}(z) G^{\prime \prime \prime}(z)+F(z) G^{\prime \prime \prime \prime}(z)=1 \tag{3.7}
\end{equation*}
$$

with the general solution

$$
\begin{equation*}
F(z)=\frac{z^{2}+C_{1} z+C_{2}}{2 G^{\prime \prime}(z)} \tag{3.8}
\end{equation*}
$$

on the set $\left\{z \mid G^{\prime \prime}(z) \neq 0\right\}$. The invariance under the scaling transformation generated by the vector field $V_{5}$ yields the reduced ODE

$$
\begin{align*}
& {\left[G^{\prime \prime}\left(z^{2}+1\right)^{2}-6 z\left(z^{2}+1\right) G^{\prime}+12\left(z^{2}+\nu\right) G\right] F^{\prime \prime}} \\
& \quad+2\left[\left(z^{2}+1\right)^{2} G^{\prime \prime \prime}-5 z\left(z^{2}+1\right) G^{\prime \prime}+3\left(4 z^{2}+\nu+1\right) G^{\prime}-12 z G\right] F^{\prime}  \tag{3.9}\\
& \quad+\left[\left(z^{2}+1\right)^{2} G^{\prime \prime \prime \prime}-4 z\left(z^{2}+1\right) G^{\prime \prime \prime}+4\left(3 z^{2}+1\right) G^{\prime \prime}-24 z G^{\prime}+24 G\right] F=1
\end{align*}
$$

The ODE

$$
\begin{align*}
& {\left[\left(z^{2}+1\right)^{2} G^{\prime \prime}+2(c-3) z\left(z^{2}+1\right) G^{\prime}+(c-3)(c-4)\left(z^{2}+\nu\right) G\right] F^{\prime \prime}}  \tag{3.10}\\
& +\left\{2\left(z^{2}+1\right)^{2} G^{\prime \prime \prime}+2(2 c-5) z\left(z^{2}+1\right) G^{\prime \prime}+2(c-3)\left[z^{2}(c-4)+\nu(c-1)-1\right] G^{\prime}\right. \\
& -2(c-3)(c-4) z G\} F^{\prime}+\left\{\left(z^{2}+1\right)^{2} G^{\prime \prime \prime \prime}+2(c-2) z\left(z^{2}+1\right) G^{\prime \prime \prime}+\left[(c-3)(c-4) z^{2}\right.\right. \\
& \left.-2(c-2)+\nu c(c-1)] G^{\prime \prime}-2(c-4)(c-3) z G^{\prime}+2(c-4)(c-3) G\right\} F=1
\end{align*}
$$

Table 1

|  | Infintesimal generator | Invariants | $w=w(x, y)$ | $E=E(x, y)$ | ODE |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | $V_{1}$ | $\begin{aligned} & z=y \\ & I=w \\ & J=E \end{aligned}$ | $w=G(z)$ | $E=F(z)$ | (3.7) |
| 2. | $V_{2}$ | $\begin{aligned} & z=x \\ & I=w \\ & J=E \end{aligned}$ | $w=G(z)$ | $E=F(z)$ | (3.7) |
| 3. | $V_{4}$ | $\begin{aligned} & z=r \\ & I=w \\ & J=E \end{aligned}$ | $w=G(z)$ | $E=F(z)$ | (2.21) |
| 4. | $V_{5}$ | $\begin{gathered} z=\frac{y}{x} \\ I=x^{-4} w \\ J=E \end{gathered}$ | $w=x^{4} G(z)$ | $E=F(z)$ | (3.9) |
| 5. | $c V_{3}+V_{4}$ | $\begin{gathered} z=r \\ I=w-c \theta \\ J=E \end{gathered}$ | $w=c \theta+G(z)$ | $E=F(z)$ | (2.21) |
| 6. | $V_{5}+c V_{8}$ | $\begin{gathered} z=\frac{y}{\underline{x}} \\ I=x^{c-4} w \\ J=x^{-c} E \end{gathered}$ | $w=x^{4-c} G(z)$ | $E=x^{c} F(z)$ | (3.10) |
| 7. | $V_{4}+c V_{8}$ | $\begin{gathered} z=r \\ I=e^{c \theta} w \\ J=e^{-c \theta} E \end{gathered}$ | $w=e^{-c \theta} G(z)$ | $E=e^{c \theta} F(z)$ | (3.11) |
| 8. | $V_{4}+c V_{5}$ | $\begin{gathered} \hline z=r e^{-c \theta} \\ I=r^{-4} w \\ J=E \end{gathered}$ | $w=r^{4} G(z)$ | $E=F(z)$ | (3.13) |
| 9. | $V_{4}+c X_{5}+b V_{8}$ | $\begin{gathered} z=r e^{-c \theta} \\ I=r^{\frac{b}{c}-4} w \\ J=r^{-\frac{b}{c}} E \end{gathered}$ | $w=r^{4-\frac{b}{c}} G(z)$ | $E=r^{\frac{b}{c}} F(z)$ | (3.14) |
| 10. | $V_{1}+c V_{6}$ | $\begin{gathered} z=y \\ I=w-c x y \\ J=E \end{gathered}$ | $w=c x y+G(z)$ | $E=F(z)$ | (3.7) |
| 11. | $V_{2}+c V_{7}$ | $\begin{gathered} z=x \\ I=w-c x y \\ J=E \end{gathered}$ | $w=c x y+G(z)$ | $E=F(z)$ | (3.7) |
| 12. | $V_{1}+c V_{8}$ | $\begin{gathered} z=y \\ I=e^{c x} w \\ J=e^{-c x} E \end{gathered}$ | $w=e^{-c x} G(z)$ | $E=e^{c x} F(z)$ | (3.15) |
| 13. | $V_{2}+c V_{8}$ | $\begin{gathered} z=x \\ I=e^{c y} w \\ J=e^{-c y} E \end{gathered}$ | $w=e^{-c y} G(z)$ | $E=e^{c y} F(z)$ | (3.15) |

is obtained in case 6 of Table 1. The reduced equation

$$
\begin{align*}
& {\left[G^{\prime \prime}+\frac{\nu}{r} G^{\prime}+\frac{\nu c^{2}}{r^{2}} G\right] F^{\prime \prime}+\left[2 G^{\prime \prime \prime}+\frac{\nu+2}{r} G^{\prime \prime}+\frac{2 \nu c^{2}-1}{r^{2}} G^{\prime}-\frac{c^{2}(1+2 \nu)}{r^{3}} G\right] F^{\prime}}  \tag{3.11}\\
& \quad+\left[G^{\prime \prime \prime \prime}+\frac{2}{r} G^{\prime \prime \prime}+\frac{c^{2} \nu-1}{r^{2}} G^{\prime \prime}+\frac{1-c^{2}(2 \nu+1)}{r^{3}} G^{\prime}+\frac{2 c^{2}(\nu+1)}{r^{4}} G\right] F=1
\end{align*}
$$

is related to case 7. This can be written as the first order ODE

$$
\begin{equation*}
\left(G^{\prime \prime}+\frac{\nu}{r} G^{\prime}+\frac{\nu c^{2}}{r^{2}} G\right) F^{\prime}+\left(G^{\prime \prime \prime}+\frac{1}{r} G^{\prime \prime}+\frac{c^{2} \nu-1}{r^{2}} G^{\prime}-\frac{c^{2}(1+\nu)}{r^{3}} G\right) F=\frac{r^{2}-r_{0}^{2}}{2 r}+\frac{\gamma^{*}}{r} \tag{3.12}
\end{equation*}
$$

where $r_{0} \in[0,1]$ with the property that

$$
\gamma^{*}=\left.\left[F^{\prime}\left(r G^{\prime \prime}+\nu G^{\prime}+\frac{\nu}{r} G\right)+F\left(r G^{\prime \prime \prime}+G^{\prime \prime}+\frac{c^{2} \nu-1}{r} G^{\prime}-\frac{c^{2}(1+\nu)}{r^{2}} G\right)\right]\right|_{r=r_{0}}
$$

is finite. In cases 8 and 9 , after the change of the variable $z=\exp (t)$, the reduced ODEs are the following:

$$
\begin{align*}
& \left\{\left(c^{2}+1\right)^{2} G^{\prime \prime}+\left(c^{2}+1\right)(\nu+7) G^{\prime}+4\left[\nu\left(3 c^{2}+1\right)+c^{2}+3\right] G\right\} F^{\prime \prime}  \tag{3.13}\\
& +\left\{2\left(c^{2}+1\right)^{2} G^{\prime \prime \prime}+\left(c^{2}+1\right)(\nu+19) G^{\prime \prime}+2\left[16+\left(c^{2}+1\right)(3 \nu+13)\right] G^{\prime}+8(\nu+7) G\right\} F^{\prime} \\
& +\left\{\left(c^{2}+1\right)^{2} G^{\prime \prime \prime \prime}+12\left(c^{2}+1\right) G^{\prime \prime \prime}+4\left(5 c^{2}+13\right) G^{\prime \prime}+96 G^{\prime}+64 G\right\} F=1,
\end{align*}
$$

and, respectively,

$$
\begin{align*}
& \left\{\left(c^{2}+1\right)^{2} G^{\prime \prime}+\left(\frac{1}{c}+c\right)[c(\nu+7)-2 b] G^{\prime}+\left(\frac{4}{c}-\frac{b}{c^{2}}\right)\left[c^{3}(1+3 \nu)-c^{2} \nu b\right.\right.  \tag{3.14}\\
& +c(\nu+3)-b] G\} F^{\prime \prime}+\left\{2\left(c^{2}+1\right)^{2} G^{\prime \prime \prime}+\left(\frac{1}{c}+c\right)[c(\nu+19)-4 b] G^{\prime \prime}\right. \\
& +2\left[\frac{b^{2}}{c^{2}}+\nu b^{2}+c^{2}(3 \nu+13)-4 b c(\nu+1)-12 \frac{b}{c}+3 \nu+29\right] G^{\prime} \\
& \left.+\left(\frac{4}{c}-\frac{b}{c^{2}}\right)[2 c(\nu+7)+b(\nu-5)] G\right\} F^{\prime}+\left\{\left(c^{2}+1\right)^{2} G^{\prime \prime \prime \prime}\right. \\
& +2\left(c+\frac{1}{c}\right)(6 c-b) G^{\prime \prime \prime}+\left[\frac{b^{2}}{c^{2}}+\frac{b}{c}(\nu-17)+20 c^{2}-b c(\nu+7)+\nu b^{2}+52\right] G^{\prime \prime} \\
& \left.+\left(\frac{6}{c}-\frac{b}{c^{2}}\right)[16 c+b(\nu-5)] G^{\prime}+2\left(\frac{4}{c}-\frac{b}{c^{2}}\right)[8 c+b(\nu-3)] G\right\} F=1
\end{align*}
$$

In cases 12 and 13 we get the same equation,

$$
\begin{equation*}
\left(G^{\prime \prime}+\nu c^{2} G\right) F^{\prime \prime}+2\left(G^{\prime \prime \prime}+\nu c^{2} G^{\prime}\right) F^{\prime}+\left(G^{\prime \prime \prime \prime}+\nu c^{2} G^{\prime \prime}\right) F=1 \tag{3.15}
\end{equation*}
$$

with the general solution given by

$$
\begin{equation*}
F(z)=\frac{z^{2}+C_{1} z+C_{2}}{G^{\prime \prime}(z)+\nu c^{2} G(z)} \tag{3.16}
\end{equation*}
$$

on the set $\left\{z \mid G^{\prime \prime}(z)+\nu c^{2} G(z) \neq 0\right\}$, where $C_{1}$ and $C_{2}$ are arbitrary real constants.
4. Conclusions. The data $w$ is the function that models the target shape of a car windshield. Hence, we seek data with relevant physical and geometrical properties, such as smoothness and a positive curvature graph at least in the center of the bounded domain $\Omega$, for which the boundary condition (1.3) is satisfied-which means that the sheet of glass is placed over a rigid frame. Moreover, if there is no free rotation of the plate around the tangent to $\partial \Omega$, then the condition (1.4) is required. Applying symmetry reductions theory to the $\operatorname{PDE}$ (1.5), we have shown that the data $w$ and Young's modulus $E$ can be expressed in terms of the invariants $z, I$, and $J$ associated with a certain group action, i.e., $I=G(z)$ and $J=F(z)$, where $w$ occurs in $I$, and $E$ in $J$, respectively. Since now the technique of reducing the $\operatorname{PDE}(1.5)$ to an ODE has been applied only in the case of the radial functions ([15], [22], and [23]). Other symmetry reductions related to the studied model can be derived and these are listed in Table 1. The data given by homogeneous polynomials can be related to the invariance of the equation with respect to the scaling transformations (see cases 4 and 6 , Table 1). The first two and last four cases in Table 1 allow us to construct other kind of data (see (3.5)). Since $\Omega$ must be bounded, the most interesting cases correspond to the rotational and the scaling symmetries. The problem of finding exact solutions of the reduced equations, which are second order linear nonhomogeneous ODEs, might be a difficult task depending on the form of the data. These equations are also, in general, ill-posed, as the initial problem is, and hence, regularization methods might be required in order to be studied, which is our current research.

One can make the following remarks: assume that $\partial \Omega=\{(x, y) \mid z(x, y)=k\}$ is the $k$-level set of the function $z$ (here $k$ being a nonzero constant) and $\|\nabla z\|>0$ on $\bar{\Omega}$. If the target shape is given by $w(x, y)=a(x, y) G(z(x, y))$, where $a=a(x, y)$ is a suitable function according to Table 1, then the boundary conditions (1.3) and (1.4) are equivalent to $G(k)=0$ and $G^{\prime}(k)=0$. Therefore, the data might have the form $w(x, y)=a(x, y)(z(x, y)-k)^{2} H(z(x, y))$. This corresponds to the case when the data and the bounded domain $\Omega$ are invariant under the same symmetry reduction. In our case, this can be applied to rotational symmetries. For scaling invariance, we have to incorporate the noninvariant boundary conditions in invariant solutions. As a consequence, we can extend the study of the problem on elliptical domains and on square domains with rounded corners. For instance, the class of target shapes of the form $w(x, y)=z^{m}(x, y)-k^{m}$, where $m \geq 1$ is a natural number, satisfies the boundary condition (1.3). In this case, the normal derivative of the data on the boundary is $\left.\frac{\partial w}{\partial n}\right|_{\partial \Omega}=m k^{m-1}\|\nabla z\| \|_{\partial \Omega}$. If this quantity is small then the condition (1.4) is almost satisfied (i.e., there is a small free rotation of the plate around the tangent to $\partial \Omega$ ). In the following examples, we assume that the glass Poisson ration $\nu=0.5$.

Example 1. Rotational invariant data and parameter. Consider the target shape of the form [23]

$$
w(x, y)=G(r)=-\frac{1}{6}(r-1)^{2}(2 r+1), \quad r=\sqrt{x^{2}+y^{2}}
$$

defined on the unit disc (see Figure 4.1) which satisfies the boundary conditions (1.3) and (1.4). Since $G^{\prime}(0)=0$, the reduced ODE is (2.23) and this has a singularity at $r=\frac{3}{5}$. Since $E>0$, we consider the constant of integration $C_{1}=1$, and so,

$$
E(x, y)=F(r)=-\frac{1}{11}\left(r+\frac{1}{2}\right)+(5 r-3)^{-\frac{6}{5}}
$$

The PDE (1.5) is elliptic for $r \in\left(\frac{3}{5}, \frac{3}{4}\right)$, hyperbolic for $r \in\left[0, \frac{3}{5}\right) \cup\left(\frac{3}{5}, 1\right]$, and parabolic if $r=\frac{3}{5}$ or $r=\frac{3}{4}$, respectively.



FIG. 4.1. The parameter $E(x, y)=F(r)=-\frac{1}{11}\left(r+\frac{1}{2}\right)+(5 r-3)^{-\frac{6}{5}}$ and the target shape $w(x, y)=G(r)=-\frac{1}{6}(r-1)^{2}(2 r+1)$, with $r=\sqrt{x^{2}+y^{2}}$, defined on the unit disc.

Example 2. Particular target shapes on rounded square domains.
(a) Suppose the Lamé oval $\partial \Omega=\left\{(x, y) \mid x^{2 n}+y^{2 n}=1\right\}$ is the boundary of the domain (here $n \geq 2$ is a natural number). For a target shape of the form

$$
\begin{equation*}
w(x, y)=\left(x^{2 n}+y^{2 n}\right)^{m}-1 \tag{4.1}
\end{equation*}
$$

$m \geq 1$ being a natural number, (1.5) is elliptic on $\Omega-\{(0,0)\}$ and parabolic in $(0,0)$. These target shapes are invariant with respect to $V_{5}+c V_{8}+(4-c) V_{3}$, where $c=4-2 m n$. For $x>0$ or $x<0$, the functions (4.1) can be written as

$$
w(x, y)=x^{2 m n} G(z)-1, \quad G(z)=\left(1+z^{2 n}\right)^{m}, \quad z=\frac{y}{x}
$$

According to case 6 in Table 1, the associated Young's modulus has the form

$$
E(x, y)=x^{4-2 m n} F(z), \quad z=\frac{y}{x}
$$

Since $w(x, y)=w(y, x)=w(-x, y)=w(x,-y)=w(-x,-y)$, Young's modulus also shares these discrete symmetries. Thus, the reduced ODE (3.10) can be integrated for $z \in[0,1]$. In particular, for $n=2$ and $m=1$, the data is a solution of the biharmonic equation and Young's modulus is $E=48^{-1}$. For $n=3$ and $m=1$, the data and the numerical solution $F$ satisfying $F(0)=0.002$ and $F^{\prime}(0)=0$ are given in Figure 4.2.
(b) Assume that $\partial \Omega=\left\{(x, y) \mid x^{2 n}+y^{2}=1\right\}$, where $n \geq 1$ is a natural number. Consider the class of target shapes

$$
w(x, y)=x^{2 n}+y^{2}-1
$$

invariant under the vector field $V_{2}+2 V_{6}$. Hence, (1.5) is reduced to the ODE (3.7). For $n=3$, the associated Young's modulus is given by

$$
E(x, y)=F(x)=\frac{x^{2}+C_{1} x+C_{2}}{2\left(30 x^{4}+1\right)}
$$

and since $E>0$, we can set $C_{1}=0$ and $C_{2}=2$ (see Figure 4.3). Equation (1.5) is elliptic on $\Omega-O y$ and parabolic on the $y$-axis.


Fig. 4.2. The parameter $E(x, y)=x^{-2} F(z)$, with $z=\frac{y}{x}$, and the data $w(x, y)=x^{6}+y^{6}-1$ defined on the rounded square domain $\left\{(x, y) \mid x^{6}+y^{6}<1\right\}$.



Fig. 4.3. The parameter $E(x, y)=\frac{x^{2}+2}{2\left(30 x^{4}+1\right)}$ and the data $w(x, y)=x^{6}+y^{2}-1$ defined on the rounded square domain $\left\{(x, y) \mid x^{6}+y^{2}<1\right\}$.

Example 3. Particular target shapes on elliptic domains. Consider the data

$$
\begin{equation*}
w(x, y)=\left(\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}\right)^{m}-1 \tag{4.2}
\end{equation*}
$$

on the elliptic domain $\Omega=\left\{(x, y) \left\lvert\, \frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}<1\right.\right\}$, where $m \geq 1$ is a natural number. These target shapes are obtained from the invariance of the studied PDE with respect to $V_{5}+c V_{8}+(4-c) V_{3}$, where $c=4-2 m$. The PDE (1.5) is elliptic on $\Omega-\{(0,0)\}$ and parabolic in the origin. For $x>0$ or $x<0$, the functions (4.2) can be written as

$$
w(x, y)=x^{2 m} G(z)-1, \quad G(z)=\left(\frac{1}{a^{2}}+\frac{z^{2}}{b^{2}}\right)^{m}, \quad z=\frac{y}{x}
$$



FIG. 4.4. The parameter $E(x, y)=x^{-2} F(z)$, with $z=\frac{y}{x}$, and the data $w(x, y)=\left(\frac{x^{2}}{4}+y^{2}\right)^{3}-1$ defined on the elliptical domain $\left\{(x, y) \left\lvert\, \frac{x^{2}}{4}+y^{2}=1\right.\right\}$.

In this case, we look for solutions to (1.5) of the form

$$
E(x, y)=x^{4-2 m} F(z), \quad z=\frac{y}{x}
$$

If $m=2$, the data is a solution of the biharmonic equation, and the related Young's modulus is $E=24\left(a^{-4}+b^{-4}\right)+16 a^{-2} b^{-2}$. If $m \geq 3$, the reduced ODE is (3.9). For $m=3$, the data and the numerical solution $F$ of (3.9) satisfying $F(0)=0.001$ and $F^{\prime}(0)=0$ are plotted in Figure 4.4.

In brief, suppose that the target shape $w$ on a domain $\Omega$ is given. In order to see if this is an invariant function with respect to the equivalence transformations related to the studied model, we should check if this is a solution of the first equation in (3.6), where the functions $\zeta, \eta$, and $\phi$ are given by (3.3). Next, by integrating the second PDE in (3.6) we can determine the form of the parameter in terms of the similarity variables. The geometrical significance of the nonlinearity occurring between the data and the parameter in the inverse problem (1.1) is reflected by the group analysis tools. Investigating special groups of transformations connected to this equation, the order of the model can be reduced. The equation will be then written in terms of the invariants of the group actions. Another advantage of this approach is that of relating the direct and inverse problems through these symmetry reductions. It might be interesting for future study to link these results to the common approach of the inverse problems theory, especially in expressing the regularization methods in terms of the similarity variables. For other target shapes defined by functions which are not invariant under the listed symmetry reductions, the classical theory of the linear second order PDEs can be applied, but this might be quite difficult due to the form of the discriminant.
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# FRONT BIFURCATIONS IN AN EXCITATORY NEURAL NETWORK* 
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#### Abstract

We show how a one-dimensional excitatory neural network can exhibit a symmetry breaking front bifurcation analogous to that found in reaction diffusion systems. This occurs in a homogeneous network when a stationary front undergoes a pitchfork bifurcation leading to bidirectional wave propagation. We analyze the dynamics in a neighborhood of the front bifurcation using perturbation methods, and we establish that a weak input inhomogeneity can induce a Hopf instability of the stationary front, leading to the formation of an oscillatory front or breather. We then carry out a stability analysis of stationary fronts in an exactly solvable model and use this to derive conditions for oscillatory fronts beyond the weak input regime. In particular, we show how wave propagation failure occurs in the presence of a large stationary input due to the pinning of a stationary front; a subsequent reduction in the strength of the input then generates a breather via a Hopf instability of the front. Finally, we derive conditions for the locking of a traveling front to a moving input, and we show how locking depends on both the amplitude and velocity of the input.
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1. Introduction. Nonlinear integro-differential equations of the form

$$
\begin{aligned}
\tau_{s} \frac{\partial u(x, t)}{\partial t} & =-u(x, t)+\int_{-\infty}^{\infty} w\left(x-x^{\prime}\right) f\left(u\left(x^{\prime}, t\right)\right) d x^{\prime}-\beta v(x, t)+I(x) \\
\frac{1}{\varepsilon} \frac{\partial v(x, t)}{\partial t} & =-v(x, t)+u(x, t)
\end{aligned}
$$

have arisen as continuum models of one-dimensional cortical tissue [1, 12], in which $u(x, t)$ is a neural field that represents the local activity of a population of excitatory neurons at position $x \in \mathbf{R}, I(x)$ is an external input current, $\tau_{s}$ is a synaptic time constant (assuming first-order synapses), $f(u)$ denotes the output firing rate function, and $w\left(x-x^{\prime}\right)$ is the strength of connections from neurons at $x^{\prime}$ to neurons at $x$. The distribution $w(x)$ is taken to be a positive, even function of $x$. The neural field $v(x, t)$ represents some form of negative feedback mechanism such as spike frequency adaptation or synaptic depression, with $\beta, \varepsilon$ determining the relative strength and rate of feedback. If additional nonlocal terms in $v$ are introduced, then $v$ represents instead the activity of a population of inhibitory neurons $[17,1]$. The nonlinear function $f$ is usually taken to be a smooth sigmoid function

$$
\begin{equation*}
f(u)=\frac{1}{1+\mathrm{e}^{-\gamma(u-\kappa)}} \tag{1.2}
\end{equation*}
$$

with gain $\gamma$ and threshold $\kappa$. The units of time are fixed by setting $\tau_{s}=1$; a typical value of $\tau_{s}$ is 10 msec . It can be shown [12] that there is a direct link between the above model and experimental studies of wave propagation in cortical slices where synaptic inhibition is pharmacologically blocked $[4,7,18]$. Since there is strong vertical

[^6]coupling between cortical layers, it is possible to treat a thin cortical slice as an effective one-dimensional medium. Analysis of the model provides valuable information regarding how the speed of a traveling wave, which is relatively straightforward to measure experimentally, depends on various features of the underlying cortical circuitry.

A number of previous studies have considered the existence and stability of traveling wave solutions of (1.1) in the case of a uniform input $I$, which is equivalent to a shift in the threshold $\kappa$. In particular, it has been shown that in the absence of any feedback $(\beta=0)$, the resulting scalar network can support the propagation of traveling fronts [5, 10], whereas traveling pulses tend to occur when there is significant negative feedback $[17,1,12]$. In this paper, we show that such feedback can also have a nontrivial effect on the propagation of traveling fronts. This is due to the occurrence of a symmetry breaking front bifurcation analogous to that found in reaction diffusion systems $[14,8,16,9,2,15,13,11]$. We begin by deriving conditions for the existence of traveling wavefronts in the case of a homogeneous network (section 2). We then carry out a perturbation expansion in powers of the wavespeed $c$ to show that a stationary front can undergo a supercritical pitchfork bifurcation at a critical rate of negative feedback, leading to bidirectional front propagation (section 3). As in the case of reaction diffusion systems, the front bifurcation acts as an organizing center for a variety of nontrivial dynamics including the formation of oscillatory fronts or breathers. We show how the latter can occur through a Hopf bifurcation from a stationary front in the presence of a weak stationary input inhomogeneity (section 4). Finally, we analyze the existence and stability of stationary fronts in an exactly solvable model, which is obtained by taking the high gain limit $\gamma \rightarrow \infty$ of the sigmoid function $f$ such that $f(u)=H(u-\kappa)$, where $H$ is the Heaviside function (section 5). As briefly reported elsewhere [3], the exactly solvable model allows us to study oscillatory fronts beyond the weak input regime. Rather than perturbing about the homogeneous case, we now consider a large input amplitude for which wave propagation failure occurs due to the pinning of a stationary front. A subsequent reduction in the amplitude of the input then induces a Hopf instability, leading to the formation of a breather. We conclude our analysis of the exactly solvable model by deriving conditions for the locking of a traveling front to a moving input, and we show how locking depends on both the amplitude and speed of the input.

The major advantage of the exactly solvable model is that it allows us to explicitly determine the existence and stability of stationary and traveling fronts in the presence of external inputs, without any restrictions on the size of the input. However, it has the disadvantage of restricting the nonlinear function $f$ to be a step function. This is less realistic than the smooth nonlinearity (1.2), which matches quite well the inputoutput characteristics of populations of neurons. The lack of smoothness also makes it difficult to carry out a nonlinear analysis in order to determine whether or not the Hopf instability is supercritical, for example. As we show in this paper, such an analysis can be carried out for smooth $f$ provided that the input amplitude is sufficiently weak. The fact that the nonlocal integro-differential equation (1.1) exhibits behavior similar to a reaction-diffusion system might not be surprising, particularly given that for the exponential weight distribution $w(x)=\mathrm{e}^{-|x|}$, equation (1.1) can be reduced to a PDE of the reaction-diffusion type. It is important to emphasize, however, that our results hold for a more general class of weight distribution $w(x)$ for which a corresponding (finite-order) PDE cannot be constructed. Hence, the analysis is a nontrivial extension of known results for reaction-diffusion equations.
2. Traveling fronts in a homogeneous network. In this section we investigate the existence of traveling front solutions of (1.1) for homogeneous inputs by combining results on scalar networks [5] with an extension of the analysis of front bifurcations in nonscalar reaction-diffusion equations [8, 2].
2.1. The scalar case. The existence of traveling front solutions in scalar, homogeneous networks was previously analyzed by Ermentrout and McLeod [5]. Their analysis can be applied to a scalar version of (1.1) obtained by taking $\varepsilon \rightarrow \infty$ so that $v=u$ and setting $I(x)=-h$ with $h$ a constant input. This leads to the scalar integro-differential equation

$$
\begin{equation*}
\frac{\partial u(x, t)}{\partial t}=-(1+\beta) u(x, t)+\int_{-\infty}^{\infty} w\left(x-x^{\prime}\right) f\left(u\left(x^{\prime}, t\right)\right) d x^{\prime}-h \tag{2.1}
\end{equation*}
$$

Without loss of generality we choose $h$ such that $\kappa=0$ in the sigmoid function (1.2). The weight distribution $w$ is assumed to be a positive, even, continuously differentiable function of $x$ with unit normalization $\int_{-\infty}^{\infty} w(y) d y=1$. Suppose that the function

$$
\begin{equation*}
F_{h, \beta}(u)=f(u)-(1+\beta) u-h \tag{2.2}
\end{equation*}
$$

has precisely three zeros at $u=U_{ \pm}(h, \beta), U_{0}(h, \beta)$ with $U_{-}<U_{0}<U_{+}$and $F_{h, \beta}^{\prime}\left(U_{ \pm}\right)<$ 0 . It can then be shown that (modulo uniform translations) there exists a unique traveling front solution of (2.1) such that $u(x, t)=U(\xi), \xi=x-c t$, with $U(\xi) \rightarrow U_{ \pm}$as $\xi \rightarrow \mp \infty$ [5]. Moreover, the speed of the wave satisfies

$$
\begin{equation*}
c=c(h, \beta)=\frac{\Gamma_{h, \beta}}{\int_{-\infty}^{\infty} u^{\prime 2} f^{\prime}(u) d \xi} \tag{2.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma_{h, \beta}=\int_{U_{-}}^{U_{+}} F_{h, \beta}(u) d u \tag{2.4}
\end{equation*}
$$

Since the denominator of (2.3) is positive definite, the sign of $c$ is determined by the sign of the coefficient $\Gamma_{h, \beta}$. In particular, suppose that $h=0.5$ and $f$ is given by the sigmoid function (1.2) so that $f(u)-h=\tanh (u / 2 \gamma) / 2$. It follows that, for $0<1+\beta<$ $\gamma / 4$, there exists a pair of stable homogeneous fixed points with $U_{-}=-U_{+}$, which in turn implies that $\Gamma_{h, \beta}=0$ and the front solution is stationary; see Figure 2.1. The corresponding function $F_{h, \beta}(u)$ has the inflection symmetry $F_{h, \beta}(-u)=-F_{h, \beta}(u)$. Note that the stationary solution of (2.1) is also an $\varepsilon$-independent solution of the full system (1.1) with $I(x)=-h$, but it is not necessarily the only solution (see below).
2.2. The regime $\varepsilon \gg 1$. In the large $\varepsilon$ regime, the neural field $v$ varies on a much faster time scale than $u$. Introducing the stretched time coordinate $\tau=t / \delta$ with $\delta=\varepsilon^{-1} \ll 1$, we have

$$
\frac{\partial u(x, \tau)}{\partial \tau}=\delta\left(-u(x, \tau)+\int_{-\infty}^{\infty} w\left(x-x^{\prime}\right) f\left(u\left(x^{\prime}, \tau\right)\right) d x^{\prime}-\beta v(x, \tau)-h\right)
$$

$$
\begin{equation*}
\frac{\partial v(x, \tau)}{\partial \tau}=-v(x, \tau)+u(x, \tau) \tag{2.5}
\end{equation*}
$$



Fig. 2.1. Balance condition for the speed of a traveling wavefront in a scalar excitatory network with $u(x, t)=U(x-c t)$ such that $U(\mp \infty)=U_{ \pm}$. The solid curve is $f(u)=1 /\left(1+\mathrm{e}^{-\gamma u}\right)$ with $\gamma=8$, and the dashed line is $g(u)=(1+\beta) u+h$. The wavespeed $c$ is positive (negative) if the gray shaded area is larger (smaller) than the black shaded area. (a) $h=0.5, \beta=0.5$ such that $c=0$. (b) $h=0.4, \beta=0.5$ such that $c>0$.

To leading order in $\delta, u$ is independent of $\tau$ so that we can explicitly solve for $v$ according to

$$
\begin{equation*}
v(x, t)=v_{0}(x) \mathrm{e}^{-\varepsilon t}+u(x, t)\left(1-\mathrm{e}^{-\varepsilon t}\right) . \tag{2.6}
\end{equation*}
$$

Thus after an initial transient of duration $t \sim \mathcal{O}\left(\varepsilon^{-1}\right)$, the field $v$ adiabatically follows the field $u$, with the latter evolving according to the scalar equation (2.1). It follows that in the large $\varepsilon$ regime there exists a unique traveling wave solution of the full system with $(u(x, t), v(x, t))=(U(x-c t), V(x-c t))$ such that $(U, V) \rightarrow\left(U_{ \pm}, U_{ \pm}\right)$as $\xi \rightarrow \mp \infty$ and $c=c(h, \beta), U_{ \pm}=U_{ \pm}(h, \beta)$. The front is stable in the large $\varepsilon$ regime provided that the solution of the corresponding scalar equation is stable, which is found to be the case numerically. If $\Gamma_{h, \beta}=0$, then the front is stationary and persists for all $\varepsilon$ but may become unstable as $\varepsilon$ is reduced.
2.3. The regime $0<\varepsilon \ll 1$. In the small $\varepsilon$ regime, additional front solutions can be constructed that connect the two fixed points $(u, v)=\left(U_{ \pm}(h, \beta), U_{ \pm}(h, \beta)\right)$. This follows from the observation that the neural field $v$ remains approximately constant on the length scale over which $u$ varies, that is, within the transition layer of the front. Suppose that the system is prepared in the down state $\left(U_{-}, U_{-}\right)$and is perturbed on its left-hand side to induce a transition to the upper state $\left(U_{+}, U_{+}\right)$. In this case $v \approx U_{-}$within the transition layer, and this generates a front propagating to the right whose speed is approximately given by (2.3) with $h \rightarrow h+\beta U_{-}$, that is, $c=c\left(h+\beta U_{-}, 0\right)$. If, on the other hand, the system is prepared in the up state $\left(U_{+}, U_{+}\right)$and is perturbed on its right-hand side to induce a transition to the down state $\left(U_{-}, U_{-}\right)$, then a left-propagating front is generated with $c=c\left(h+\beta U_{+}, 0\right)$. Note from (2.4) that

$$
\begin{equation*}
\Gamma_{h+\beta U_{-}, 0}>\Gamma_{h, \beta}+\beta \int_{U_{-}}^{U_{+}}\left(u-U_{-}\right) d u, \quad \Gamma_{h+\beta U_{+}, 0}<\Gamma_{h, \beta}+\beta \int_{U_{-}}^{U_{+}}\left(u-U_{+}\right) d u \tag{2.7}
\end{equation*}
$$

so that $\Gamma_{h+\beta U_{-}, 0}>\Gamma_{h, \beta}>\Gamma_{h+\beta U_{+}, 0}$. Hence, the existence of fronts propagating in opposite directions clearly holds when $h, \beta$ are chosen such that $\Gamma_{h, \beta}=0$.
3. Front bifurcation. The above analysis suggests that if $\Gamma_{h, \beta}=0$, then at some critical rate of feedback $\varepsilon=\varepsilon_{c}$, a pair of counterpropagating fronts bifurcate
from a stationary front. Moreover, all the front solutions have the same asymptotic behavior $(U(\xi), V(\xi)) \rightarrow\left(U_{ \pm}, U_{ \pm}\right)$as $\xi \rightarrow \mp \infty$. Following along lines analogous to Hagberg and Meron [8], we carry out a perturbation expansion in powers of the speed $c$ about this critical point, and we show that the stationary solution undergoes a pitchfork bifurcation.

First, set $I(x)=-h$ and $(u(x, t), v(x, t))=(U(x-c t), V(x-c t))$ in (1.1) to obtain the pair of equations

$$
\begin{align*}
& -c U^{\prime}=-U+w * f(U)-\beta V \\
& -c V^{\prime}=\varepsilon[-V+U] \tag{3.1}
\end{align*}
$$

where $U^{\prime}=d U / d \xi$ and $*$ denotes the convolution operator,

$$
\begin{equation*}
w * U=\int_{-\infty}^{\infty} w\left(\xi-\xi^{\prime}\right) U\left(\xi^{\prime}\right) d \xi^{\prime} \tag{3.2}
\end{equation*}
$$

Suppose that $\beta$ and $h$ are fixed such that $\Gamma_{h, \beta}=0$, and denote the corresponding stationary solution by $(\bar{U}, \bar{V})$. Expand the fields $U, V$ as power series in $c$ :

$$
\begin{align*}
U(\xi) & =\bar{U}(\xi)+c U_{1}(\xi)+c^{2} U_{2}(\xi)+\cdots \\
V(\xi) & =\bar{V}(\xi)+c V_{1}(\xi)+c^{2} V_{2}(\xi)+\cdots \tag{3.3}
\end{align*}
$$

Note that the higher order terms $U_{n}(\xi), V_{n}(\xi), n \geq 1$, should all decay to zero as $\xi \rightarrow \pm \infty$, since the stationary solution already has the correct asymptotic behavior. Also expand $\varepsilon$ according to

$$
\begin{equation*}
\varepsilon=\varepsilon_{c}+c \varepsilon_{1}+c^{2} \varepsilon_{2}+\cdots \tag{3.4}
\end{equation*}
$$

Substitute these expansions into (3.1) and Taylor expand the nonlinear function $f(U)$ about $\bar{U}$ :

$$
\begin{equation*}
f(U)=f(\bar{U})+\sum_{n \geq 1} \bar{f}_{n}(U-\bar{U})^{n}, \quad \bar{f}_{n}=\left.\frac{1}{n!} \frac{d^{n} f}{d U^{n}}\right|_{U=\bar{U}} \tag{3.5}
\end{equation*}
$$

Collecting all terms at successive orders of $c$ then generates a hierarchy of equations for the perturbative corrections $U_{n}, V_{n}$. The lowest order equation recovers the conditions for a stationary solution:

$$
\begin{align*}
(1+\beta) \bar{U}+h & =w * f(\bar{U}) \\
\bar{V} & =\bar{U} \tag{3.6}
\end{align*}
$$

At order $c$ we have

$$
\begin{align*}
-\bar{U}^{\prime} & =-U_{1}+w *\left[\bar{f}_{1} U_{1}\right]-\beta V_{1} \\
-\bar{V}^{\prime} & =\varepsilon_{c}\left[-V_{1}+U_{1}\right]+\varepsilon_{c}[-\bar{V}+\bar{U}] \tag{3.7}
\end{align*}
$$

The term $-\beta V_{1}$ in the first line can be eliminated using the second. Since $\bar{V}=\bar{U}$, we thus find that

$$
\begin{equation*}
\mathcal{M} U_{1}=\left(\frac{\beta}{\varepsilon_{c}}-1\right) \bar{U}^{\prime}, \quad V_{1}=U_{1}+\frac{\bar{U}^{\prime}}{\varepsilon_{c}} \tag{3.8}
\end{equation*}
$$

where $\mathcal{M}$ is the linear operator

$$
\begin{equation*}
\mathcal{M} U=-(1+\beta) U+w *\left[\bar{f}_{1} U\right] \tag{3.9}
\end{equation*}
$$

Since the functions $U_{n}(\xi), V_{n}(\xi)$ decay to zero as $\xi \rightarrow \pm \infty$, we will assume that $\mathcal{M}$ acts on the space $L^{2}(\mathbf{R})$ and introduce the generalized inner product

$$
\begin{equation*}
\langle U \mid V\rangle=\int_{-\infty}^{\infty} f^{\prime}(\bar{U}(\xi)) U(\xi) V(\xi) d \xi \tag{3.10}
\end{equation*}
$$

for all $U, V \in L^{2}(\mathbf{R})$. With respect to this space, $\mathcal{M}$ is self-adjoint and has the null vector $\bar{U}^{\prime}{ }^{1}$ :

$$
\begin{equation*}
\mathcal{M} \bar{U}^{\prime}=\mathcal{M}^{\dagger} \bar{U}^{\prime}=0 \tag{3.11}
\end{equation*}
$$

Applying the Fredholm alternative to (3.8) then gives the solvability condition

$$
\begin{equation*}
\left\langle\bar{U}^{\prime} \mid \bar{U}^{\prime}\right\rangle\left(\frac{\beta}{\varepsilon_{c}}-1\right)=0 \tag{3.12}
\end{equation*}
$$

Since $f^{\prime}(\bar{U}(\xi))>0$ for all $\xi$, it follows that $\left\langle\bar{U}^{\prime} \mid \bar{U}^{\prime}\right\rangle>0$ and thus $\varepsilon_{c}=\beta$. This in turn means that $\mathcal{M} U_{1}=0$ and hence $U_{1}=A \bar{U}^{\prime}$ for some constant $A$. Since $\bar{U}^{\prime}$ is the generator of uniform translations, we are free to choose the origin such that $A=0$. Under this choice,

$$
\begin{equation*}
U_{1}=0, \quad V_{1}=\frac{\bar{U}^{\prime}}{\varepsilon_{c}} \tag{3.13}
\end{equation*}
$$

At order $c^{2}$ we obtain

$$
\begin{align*}
-U_{1}^{\prime} & =\mathcal{M} U_{2}+\beta\left[-V_{2}+U_{2}\right]+w *\left[\bar{f}_{2} U_{1}^{2}\right] \\
-V_{1}^{\prime} & =\varepsilon_{c}\left[-V_{2}+U_{2}\right]+\varepsilon_{1}\left[-V_{1}+U_{1}\right]+\varepsilon_{2}[-\bar{V}+\bar{U}] \tag{3.14}
\end{align*}
$$

Substituting for $-V_{2}+U_{2}$ in the first line, taking $\bar{V}=\bar{U}, \beta=\varepsilon_{c}$, and using equation (3.13) then gives

$$
\begin{equation*}
\mathcal{M} U_{2}=\frac{1}{\varepsilon_{c}}\left(\bar{U}^{\prime \prime}-\varepsilon_{1} \bar{U}^{\prime}\right), \quad V_{2}=U_{2}+\frac{1}{\varepsilon_{c}^{2}}\left(\bar{U}^{\prime \prime}-\varepsilon_{1} \bar{U}^{\prime}\right) \tag{3.15}
\end{equation*}
$$

Applying the Fredholm alternative to (3.15) yields the solvability condition

$$
\begin{equation*}
\left\langle\bar{U}^{\prime} \mid \bar{U}^{\prime \prime}\right\rangle=\varepsilon_{1}\left\langle\bar{U}^{\prime} \mid \bar{U}^{\prime}\right\rangle \tag{3.16}
\end{equation*}
$$

In order to evaluate the inner product $\left\langle\bar{U}^{\prime} \mid \bar{U}^{\prime \prime}\right\rangle$, we use the result

$$
\begin{equation*}
(1+\beta) \frac{d^{2} \bar{U}}{d \xi^{2}}=\int_{-\infty}^{\infty} w\left(\xi-\xi^{\prime}\right) \frac{d^{2} f\left(\bar{U}\left(\xi^{\prime}\right)\right)}{d \xi^{\prime 2}} d \xi^{\prime} \tag{3.17}
\end{equation*}
$$

[^7]which follows from differentiating (3.6) with respect to $\xi$ and using the asymptotic properties of $w$. Then
\[

$$
\begin{align*}
\left\langle\bar{U}^{\prime} \mid \bar{U}^{\prime \prime}\right\rangle & =\int_{-\infty}^{\infty} f^{\prime}(\bar{U}(\xi)) \bar{U}^{\prime}(\xi) \bar{U}^{\prime \prime}(\xi) d \xi \\
& =\int_{-\infty}^{\infty} \frac{d f(\bar{U}(\xi))}{d \xi} \bar{U}^{\prime \prime}(\xi) d \xi \\
& =\frac{1}{1+\beta} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{d f(\bar{U}(\xi))}{d \xi} w\left(\xi-\xi^{\prime}\right) \frac{d^{2} f\left(\bar{U}\left(\xi^{\prime}\right)\right)}{d \xi^{\prime 2}} d \xi^{\prime} d \xi \\
& =\frac{1}{1+\beta} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{d f(\bar{U}(\xi))}{d \xi} w^{\prime}\left(\xi-\xi^{\prime}\right) \frac{d f\left(\bar{U}\left(\xi^{\prime}\right)\right)}{d \xi^{\prime}} d \xi^{\prime} d \xi \\
& =0, \tag{3.18}
\end{align*}
$$
\]

since $w^{\prime}(\xi)$ is an odd function of $\xi$. Hence, $\varepsilon_{1}=0$ and

$$
\begin{equation*}
\mathcal{M} U_{2}=\frac{\bar{U}^{\prime \prime}}{\varepsilon_{c}}, \quad V_{2}=U_{2}+\frac{\bar{U}^{\prime \prime}}{\varepsilon_{c}^{2}} . \tag{3.19}
\end{equation*}
$$

At order $c^{3}$ we obtain

$$
\begin{align*}
& -U_{2}^{\prime}=\mathcal{M} U_{3}+\beta\left[-V_{3}+U_{3}\right]+2 w *\left[\bar{f}_{2} U_{1} U_{2}\right]+w *\left[\bar{f}_{3} U_{1}^{3}\right], \\
& -V_{2}^{\prime}=\varepsilon_{c}\left[-V_{3}+U_{3}\right]+\varepsilon_{1}\left[-V_{2}+U_{2}\right]+\varepsilon_{2}\left[-V_{1}+U_{1}\right]+\varepsilon_{3}[-\bar{V}+\bar{U}] . \tag{3.20}
\end{align*}
$$

Substituting for $-V_{2}+U_{2}$ in the first line, taking $\bar{V}=\bar{U}, \beta=\varepsilon_{c}, \varepsilon_{1}=0$, and using (3.13) and (3.19) then gives

$$
\begin{equation*}
\mathcal{M} U_{3}=\frac{1}{\varepsilon_{c}^{2}}\left(\bar{U}^{\prime \prime \prime}-\varepsilon_{2} \varepsilon_{c} \bar{U}^{\prime}\right), \quad V_{3}=U_{3}+\frac{1}{\varepsilon_{c}^{3}}\left(\bar{U}^{\prime \prime \prime}+\varepsilon_{c}^{2} U_{2}^{\prime}-\varepsilon_{2} \varepsilon_{c} \bar{U}^{\prime}\right) . \tag{3.21}
\end{equation*}
$$

Applying the Fredholm alternative to (3.21) yields the solvability condition

$$
\begin{equation*}
\varepsilon_{2}=\frac{\left\langle\bar{U}^{\prime} \mid \bar{U}^{\prime \prime \prime}\right\rangle}{\varepsilon_{c}\left\langle\bar{U}^{\prime} \mid \bar{U}^{\prime}\right\rangle}<0 . \tag{3.22}
\end{equation*}
$$

The sign of $\varepsilon_{2}$ can be determined using (3.17),

$$
\begin{align*}
\left\langle\bar{U}^{\prime} \mid \bar{U}^{\prime \prime \prime}\right\rangle & =\int_{-\infty}^{\infty} f^{\prime}(\bar{U}(\xi)) \bar{U}^{\prime}(\xi) \bar{U}^{\prime \prime \prime}(\xi) d \xi \\
& =\int_{-\infty}^{\infty} \frac{d f(\bar{U}(\xi))}{d \xi} \bar{U}^{\prime \prime \prime}(\xi) d \xi \\
& =-\int_{-\infty}^{\infty} \frac{d^{2} f(\bar{U}(\xi))}{d \xi^{2}} \bar{U}^{\prime \prime}(\xi) d \xi \\
& =-\frac{1}{1+\beta} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{d^{2} f(\bar{U}(\xi))}{d \xi^{2}} w\left(\xi-\xi^{\prime}\right) \frac{d^{2} f\left(\bar{U}\left(\xi^{\prime}\right)\right)}{d \xi^{\prime 2}} d \xi^{\prime} d \xi \\
& <0, \tag{3.23}
\end{align*}
$$

since $w(\xi)$ is an even, monotonically decreasing function of $|\xi|$. Hence $\varepsilon_{2}<0$.

Combining these various results, we find that

$$
\begin{align*}
U(\xi) & =\bar{U}(\xi)+\mathcal{O}\left(c^{2}\right) \\
V(\xi) & =\bar{U}(\xi)+\frac{c}{\varepsilon_{c}} \bar{U}^{\prime}(\xi)+\mathcal{O}\left(c^{2}\right) \tag{3.24}
\end{align*}
$$

and

$$
\begin{equation*}
\varepsilon=\varepsilon_{c}+c^{2} \varepsilon_{2}+\mathcal{O}\left(c^{3}\right) \tag{3.25}
\end{equation*}
$$

Equation (3.25) implies that the stationary front undergoes a pitchfork bifurcation, which is supercritical since $\varepsilon_{2}<0$. (This assumes of course that the stationary front is stable for $\varepsilon>\varepsilon_{c}$. This can be confirmed numerically, and also proven analytically in the high gain limit; see section 5.) Close to the bifurcation point the shape of the propagating fronts is approximately the same as the stationary front, except that the recovery variable $V$ is shifted relative to $U$ by an amount proportional to the speed $c$, that is,

$$
\begin{equation*}
U(\xi) \approx \bar{U}(\xi), \quad V(\xi) \approx \bar{U}\left(\xi+c / \varepsilon_{c}\right) \tag{3.26}
\end{equation*}
$$

An analogous result was previously obtained for reaction-diffusion equations [8]. It is important to emphasize that the occurrence of a pitchfork bifurcation from a stationary front does not require any underlying inflection symmetries of the nonlinear function $f$ (see also [2]). We only require that the scalar equation (2.1) supports a stationary front for appropriate choices of $h, \beta$. The fact that the weight distribution $w(x)$ is even means that there must be a pitchfork bifurcation from a stationary solution rather than a transcritical bifurcation as in the case of a nonsymmetric $w$.
4. The effect of a weak input inhomogeneity. Now suppose that both $\varepsilon$ and $h$ are allowed to vary. We then expect a codimension 2 cusp bifurcation in which the pitchfork bifurcation unfolds into a saddle-node bifurcation, with the stationary front replaced by a traveling front in the large $\varepsilon$ regime. More interestingly, as in the case of reaction-diffusion systems $[16,9,2]$, the pitchfork bifurcation acts as an organizing center for a variety of dynamical phenomena, including the formation of breathers due to the presence of a weak input inhomogeneity or due to curvature (in the case of two spatial dimensions). These breathers consist of periodic reversals in propagation that can be understood in terms of a dynamic transition between the pair of counterpropagating fronts that is induced by the weak intrinsic perturbation. Such a transition involves an interaction between a translational degree of freedom and an order parameter that determines the direction of propagation. In order to unravel this interaction, it is necessary to extend the perturbation analysis of section 3 along lines analogous to previous treatments of reaction-diffusion systems [16, 9, 2].

Suppose that the system (1.1) undergoes a pitchfork bifurcation from a stationary state when $\varepsilon=\varepsilon_{c}=\beta$ and $I(x)=-h$. Introduce the small parameter $\delta$ according to $\varepsilon-\varepsilon_{c}=\delta^{2} \chi$ and introduce a weak input inhomogeneity by taking $I(x)=-h+\delta^{3} \eta(x)$. Since any fronts are slowly propagating, we rescale time according to $\tau=\delta t$ so that (1.1) becomes

$$
\begin{align*}
& \delta \frac{\partial u(x, \tau)}{\partial \tau}=-u(x, t)+\int_{-\infty}^{\infty} w\left(x-x^{\prime}\right) f\left(u\left(x^{\prime}, \tau\right)\right) d x^{\prime}-\beta v(x, \tau)-h+\delta^{3} \eta(x) \\
& \delta \frac{\partial v(x, \tau)}{\partial \tau}=\left(\varepsilon_{c}+\delta^{2} \chi\right)[-v(x, \tau)+u(x, \tau)] \tag{4.1}
\end{align*}
$$

Motivated by (3.24), we introduce the ansatz that, sufficiently close to the pitchfork bifurcation, the solutions of (4.1) can be expanded in the form

$$
\begin{align*}
& u(x, \tau)=\bar{U}(x-p(\tau))+\delta^{2} u_{2}(x, \tau)+\delta^{3} u_{3}(x, \tau)+\cdots \\
& v(x, \tau)=\bar{U}(x-p(\tau))+\delta \frac{a(\delta \tau)}{\varepsilon_{c}} \bar{U}^{\prime}(x-p(\tau))+\delta^{2} v_{2}(x, \tau)+\delta^{3} v_{3}(x, \tau)+\cdots \tag{4.2}
\end{align*}
$$

Here $p$ is identified with the translational degree of freedom, whereas $a$ represents the order parameter associated with changes in propagation direction. Note that $a$ is assumed to evolve on a slower time scale than $p$. We now substitute the ansatz (4.2) into (4.1) and expand in powers of $\delta$ along lines similar to the perturbation calculation of section 3 .

At order $\delta$ we find that

$$
\begin{equation*}
p_{\tau}=a \tag{4.3}
\end{equation*}
$$

where $p_{\tau}=d p / d \tau$. At order $\delta^{2}$ we obtain the pair of equations

$$
\begin{equation*}
\mathcal{M} u_{2}=a^{2} \frac{\bar{U}^{\prime \prime}}{\varepsilon_{c}}, \quad v_{2}=u_{2}+a^{2} \frac{\bar{U}^{\prime \prime}}{\varepsilon_{c}^{2}} \tag{4.4}
\end{equation*}
$$

after setting $p_{\tau}=a$. The solvability condition for (4.4) is automatically satisfied. At order $\delta^{3}$ we have

$$
\begin{align*}
\frac{\partial u_{2}}{\partial \tau} & =\mathcal{M} u_{3}+\beta\left[-v_{3}+u_{3}\right]+\eta \\
\frac{\partial v_{2}}{\partial \tau}+\frac{\bar{U}^{\prime} a_{\hat{\tau}}}{\varepsilon_{c}} & =\varepsilon_{c}\left[-v_{3}+u_{3}\right]-a \chi \frac{\bar{U}^{\prime}}{\varepsilon_{c}} \tag{4.5}
\end{align*}
$$

with $\hat{\tau}=\delta \tau$. Using (4.4), the following equation for $u_{3}$ is obtained:

$$
\begin{equation*}
\mathcal{M} u_{3}=\frac{1}{\varepsilon_{c}^{2}}\left(a^{3} \bar{U}^{\prime \prime \prime}-a \chi \varepsilon_{c} \bar{U}^{\prime}-a_{\hat{\tau}} \varepsilon_{c} \bar{U}^{\prime}\right)-\eta \tag{4.6}
\end{equation*}
$$

Applying the Fredholm alternative to (4.6) yields an amplitude equation for $a$ :

$$
\begin{equation*}
a_{\hat{\tau}}=-\chi a+a^{3} \frac{\left\langle\bar{U}^{\prime} \mid \bar{U}^{\prime \prime \prime}\right\rangle}{\varepsilon_{c}\left\langle\bar{U}^{\prime} \mid \bar{U}^{\prime}\right\rangle}-\varepsilon_{c} \frac{\left\langle\bar{U}^{\prime} \mid \eta\right\rangle}{\left\langle\bar{U}^{\prime} \mid \bar{U}^{\prime}\right\rangle} . \tag{4.7}
\end{equation*}
$$

Finally, rescaling $p, a$, and $\eta$, we obtain the pair of equations

$$
\begin{align*}
& p_{t}=a, \\
& a_{t}=\left(\varepsilon_{c}-\varepsilon\right) a+\frac{\left\langle\bar{U}^{\prime} \mid \bar{U}^{\prime \prime \prime}\right\rangle}{\varepsilon_{c}\left\langle\bar{U}^{\prime} \mid \bar{U}^{\prime}\right\rangle} a^{3}-\varepsilon_{c} \frac{\left\langle\bar{U}^{\prime} \mid \eta\right\rangle}{\left\langle\bar{U}^{\prime} \mid \bar{U}^{\prime}\right\rangle} . \tag{4.8}
\end{align*}
$$

Note that $\bar{U}=\bar{U}(x-p)$, so that the final coefficient on the right-hand side of (4.8) will be $p$-dependent in the case of an inhomogeneous input $\eta=\eta(x)$.

Cusp bifurcation for homogeneous inputs. It is clear from (4.8) that when $\eta=0$ we recover the pitchfork bifurcation of a stationary front as found in section 3. In particular, for $\varepsilon<\varepsilon_{c}$ there are three constant speed solutions of (4.8) such that
$a_{t}=0, P_{t}=a=c$, corresponding to an unstable stationary front and a pair of stable counterpropagating fronts with speeds

$$
\begin{equation*}
c= \pm \sqrt{\left(\varepsilon_{c}-\varepsilon\right) \varepsilon_{c} \frac{\left\langle\bar{U}^{\prime} \mid \bar{U}^{\prime}\right\rangle}{\left|\left\langle\bar{U}^{\prime} \mid \bar{U}^{\prime \prime \prime}\right\rangle\right|}} . \tag{4.9}
\end{equation*}
$$

If $\eta$ is nonzero but constant, on the other hand, the final term on the right-hand side of (4.8) reduces to the constant coefficient $\varepsilon_{c} \eta\left(f\left(U_{+}\right)-f\left(U_{-}\right)\right) /\left\langle\bar{U}^{\prime} \mid \bar{U}^{\prime}\right\rangle$, and the pitchfork bifurcation unfolds to a saddle-node bifurcation. There are two saddlenode lines in the $(\eta, \varepsilon)$-plane corresponding to the condition $d G(a) / d a=0$, where $a_{t}=G(a):$

$$
\begin{equation*}
\eta_{s n}= \pm \frac{2}{3 \sqrt{3}} \frac{\left(\varepsilon_{c}-\varepsilon\right)^{3 / 2}}{\varepsilon_{c}^{1 / 2}} \frac{\left\langle\bar{U}^{\prime} \mid \bar{U}^{\prime}\right\rangle^{3 / 2}}{\left(f\left(U_{+}\right)-f\left(U_{-}\right)\right)\left|\left\langle\bar{U}^{\prime} \mid \bar{U}^{\prime \prime \prime}\right\rangle\right|^{1 / 2}} \tag{4.10}
\end{equation*}
$$

and the corresponding speed along these lines is

$$
\begin{equation*}
c_{s n}= \pm \sqrt{\left(\varepsilon_{c}-\varepsilon\right) \varepsilon_{c} \frac{\left\langle\bar{U}^{\prime} \mid \bar{U}^{\prime}\right\rangle}{3\left|\left\langle\bar{U}^{\prime} \mid \bar{U}^{\prime \prime \prime}\right\rangle\right|}} \tag{4.11}
\end{equation*}
$$

Hopf bifurcation for a weak inhomogeneity. The introduction of a weak input inhomogeneity can lead to a Hopf instability of the stationary front. We shall illustrate this by considering the particular example of the step inhomogeneity

$$
\eta(x)=\left\{\begin{array}{cc}
s / 2 & \text { if } x \leq 0  \tag{4.12}\\
-s / 2 & \text { if } x>0
\end{array}\right.
$$

with $s>0$. For such an input we find that

$$
\begin{equation*}
\left\langle\bar{U}^{\prime} \mid \eta\right\rangle=\frac{s}{2}\left[2 f(\bar{U}(-p))-f\left(U_{+}\right)-f\left(U_{-}\right)\right] . \tag{4.13}
\end{equation*}
$$

Recall from section 2 that when $h=0.5$ the homogeneous network with $f$ given by (1.2) supports a stationary front solution for which $U_{ \pm}= \pm 0.5 /(1+\beta)$, and $\bar{U}(0)=0$ such that $f\left(U_{+}\right)+f\left(U_{-}\right)=2 f(0)$. Hence, (4.8) has a fixed point at $p=0, a=0$. Linearization about this fixed point shows that there is a Hopf bifurcation of the stationary front at $\varepsilon=\varepsilon_{c}$ with Hopf frequency

$$
\begin{equation*}
\omega_{H}=\sqrt{\frac{s \varepsilon_{c} f^{\prime}(0)\left|\bar{U}^{\prime}(0)\right|}{\left\langle\bar{U}^{\prime} \mid \bar{U}^{\prime}\right\rangle}} \tag{4.14}
\end{equation*}
$$

The supercritical or subcritical nature of the Hopf bifurcation can then be determined by evaluating higher order terms in $a, p$. However, this is complicated by the fact that we do not have an analytical expression for the stationary front solution $\bar{U}$, in contrast to the case of a reaction-diffusion equation with a cubic nonlinearity [2]. (Note that, as in the case of reaction-diffusion equations [2], one can develop a more intricate perturbation analysis that takes into account $\mathcal{O}\left(\delta^{2}\right)$ inhomogeneities and corresponding shifts in the Hopf bifurcation point. Here we have followed a simpler approach in order to illustrate the basic ideas underlying the perturbative treatment of the integro-differential equation (1.1).)
5. Exactly solvable model. We now consider the high gain limit $\gamma \rightarrow \infty$, for which (1.2) reduces to $f(u)=H(u-\kappa)$, where $H$ is the Heaviside function $H(u)=1$ if $u>0$ and $H(u)=0$ if $u \leq 0$. The advantage of using a threshold nonlinearity is that explicit analytical expressions for front solutions can be obtained, which allows us to derive conditions for the Hopf instability of a stationary front without any restrictions on the size of the input inhomogeneity. Numerical simulations of the full system establish that the bifurcation is supercritical and that it generates an oscillatory modulation of the stationary front in the form of a breather [3]. (For a corresponding analysis of reaction-diffusion equations, see Prat and Li [13].)
5.1. Traveling fronts (homogeneous case). We begin by deriving exact traveling front solutions of (1.1) for $f(u)=H(u-\kappa)$ and a homogeneous input $I(x)=0$. That is, we seek a solution of the form $u(x, t)=U(\xi), \xi=x-c t, c>0$, such that $U(0)=\kappa, U(\xi)<\kappa$ for $\xi>0$ and $U(\xi)>\kappa$ for $\xi<0$. Setting $v(x, t)=V(\xi)$, we then have

$$
\begin{gather*}
-c U^{\prime}(\xi)+U(\xi)=\int_{-\infty}^{0} w\left(\xi-\xi^{\prime}\right) d \xi^{\prime}-\beta V(\xi)  \tag{5.1}\\
-\frac{c}{\varepsilon} V^{\prime}(\xi)=-V(\xi)+U(\xi) \tag{5.2}
\end{gather*}
$$

Differentiating the first equation and substituting into the second, we obtain a secondorder ODE with boundary conditions at $\xi=0$ and $\pm \infty$ :

$$
\begin{align*}
-c^{2} U^{\prime \prime}(\xi)+c[1+\varepsilon] U^{\prime}(\xi)-\varepsilon[1+\beta] U(\xi) & =-c w(\xi)-\varepsilon W(\xi) \\
U(0) & =\kappa \\
U(\mp \infty) & =U_{ \pm} \tag{5.3}
\end{align*}
$$

where

$$
\begin{equation*}
W(\xi)=\int_{\xi}^{\infty} w(y) d y \tag{5.4}
\end{equation*}
$$

Here $U_{ \pm}$are the homogeneous fixed point solutions

$$
\begin{equation*}
U_{+}=\frac{1}{1+\beta}, \quad U_{-}=0 \tag{5.5}
\end{equation*}
$$

We have used the fact that $w$ has unit normalization, $W(-\infty) \equiv \int_{-\infty}^{\infty} w(y) d y=1$. It follows that a necessary condition for the existence of a front solution is $\kappa<U_{+}$.

In order to establish the existence of a traveling front, we solve the boundary value problem in the domains $\xi \leq 0$ and $\xi \geq 0$ and match the solutions at $\xi=$ 0 . For further mathematical convenience, we take the weight distribution to be an exponential function

$$
\begin{equation*}
w(x)=\frac{1}{2 d} \mathrm{e}^{-|x| / d} \tag{5.6}
\end{equation*}
$$

where $d$ determines the range of the synaptic interactions. We fix the spatial scale by setting $d=1$; a typical value of $d$ is 1 mm . We first consider the case of right-moving
waves $(c>0)$. On the domain $\xi \geq 0$, the particular solution is $U_{>}(\xi)=\kappa \mathrm{e}^{-\xi}$, with $\kappa$ related to the speed $c$ according to the self-consistency condition

$$
\begin{equation*}
\kappa=\frac{c+\varepsilon}{2\left(c^{2}+c[1+\varepsilon]+\varepsilon[1+\beta]\right)}, \quad c \geq 0 \tag{5.7}
\end{equation*}
$$

In the domain $\xi \leq 0$ the solution consists of complementary and particular parts:

$$
\begin{equation*}
U_{<}(\xi)=\mathcal{A}_{+} \mathrm{e}^{\mu_{+} \xi}+\mathcal{A}_{-} \mathrm{e}^{\mu_{-} \xi}+\mathcal{A e}^{\xi}+U_{+} \tag{5.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu_{ \pm}=\frac{1}{2 c}\left[1+\varepsilon \pm \sqrt{(1+\varepsilon)^{2}-4 \varepsilon(1+\beta)}\right] \tag{5.9}
\end{equation*}
$$

The coefficient $\mathcal{A}$ is obtained by direct substitution into the differential equation for $U$, whereas the coefficients $\mathcal{A}_{ \pm}$are determined by matching solutions at the boundary $\xi=0$, that is, $U_{<}(0)=\kappa$ and $U_{<}^{\prime}(0)=-\kappa$. Thus we find

$$
\begin{gather*}
\mathcal{A}=\frac{c-\varepsilon}{2\left(c^{2}-c[1+\varepsilon]+\varepsilon[1+\beta]\right)}  \tag{5.10}\\
\mathcal{A}_{+}=\frac{\mu_{-} U_{+}+\left(\mu_{-}-1\right) \mathcal{A}-\left(1+\mu_{-}\right) \kappa}{\mu_{+}-\mu_{-}}  \tag{5.11}\\
\mathcal{A}_{-}=\frac{-\mu_{+} U_{+}+\left(1-\mu_{+}\right) \mathcal{A}+\left(1+\mu_{+}\right) \kappa}{\mu_{+}-\mu_{-}} \tag{5.12}
\end{gather*}
$$

In the limit $\beta \rightarrow 0$ we recover the standard result for an excitatory network without feedback [5]:

$$
U(\xi)=\left\{\begin{array}{cl}
\frac{1}{2(c+1)} \mathrm{e}^{-\xi} & \text { for } \xi>0  \tag{5.13}\\
1+(\kappa-1) \mathrm{e}^{\xi / c}+\frac{1}{2(c-1)}\left[\mathrm{e}^{\xi}-\mathrm{e}^{\xi / c}\right] & \text { for } \xi<0
\end{array}\right.
$$

with

$$
\begin{equation*}
\kappa=\frac{1}{2(c+1)}, \quad c \geq 0 \tag{5.14}
\end{equation*}
$$

A similar analysis can be carried out for left-moving waves. Now the speed $c$ is determined by the particular solution in the domain $\xi \leq 0$, which takes the form $U_{<}(\xi)=-\hat{\kappa} \mathrm{e}^{\xi}+U_{+}$with $\hat{\kappa}=(1+\beta)^{-1}-\kappa$. This leads to the self-consistency condition

$$
\begin{equation*}
\hat{\kappa}=-\frac{c-\varepsilon}{2\left(c^{2}-c[1+\varepsilon]+\varepsilon[1+\beta]\right)}, \quad c \leq 0 \tag{5.15}
\end{equation*}
$$

The existence of traveling front solutions can now be established by finding positive real solutions of (5.7) and negative real solutions of (5.15). For concreteness, we will assume that the threshold $\kappa$ is fixed and determine the solution branches as a


Fig. 5.1. Plot of wavefront speed $c$ as a function of $\varepsilon$ for various values of $\beta$ and a fixed threshold $\kappa=0.25$ : (i) $2 \kappa(1+\beta)=1$, (ii) $2 \kappa(1+\beta)>1$, (iii) $2 \kappa(1+\beta)<1$. Stable (unstable) branches are shown as solid (dashed) curves.
function of the feedback parameters $\varepsilon, \beta$ with $1 / \kappa-1>\beta>0$. The roots of (5.7) and (5.15) can be written explicitly as

$$
\begin{equation*}
c=\frac{1}{2}\left[-\left(1+\varepsilon-\frac{1}{2 \kappa}\right) \pm \sqrt{\left(1+\varepsilon-\frac{1}{2 \kappa}\right)^{2}-4 \varepsilon\left(1+\beta-\frac{1}{2 \kappa}\right)}\right] \tag{5.16}
\end{equation*}
$$

and

$$
\begin{equation*}
c=\frac{1}{2}\left[\left(1+\varepsilon-\frac{1}{2 \hat{\kappa}}\right) \pm \sqrt{\left(1+\varepsilon-\frac{1}{2 \hat{\kappa}}\right)^{2}-4 \varepsilon\left(1+\beta-\frac{1}{2 \hat{\kappa}}\right)}\right] \tag{5.17}
\end{equation*}
$$

Using the fact that $\operatorname{sign}\left(1+\beta-\frac{1}{2 \kappa}\right)=-\operatorname{sign}\left(1+\beta-\frac{1}{2 \hat{\kappa}}\right)$, we find that there are three bifurcation scenarios, as shown in Figure 5.1:
(i) If $2 \kappa(1+\beta)=1$, then there exists a stationary front for all $\varepsilon$. At a critical value of $\varepsilon$ the stationary front undergoes a pitchfork bifurcation, leading to the formation of a left- and a right-moving wave. This is the high gain limit of the front bifurcation analyzed in section 3 for smooth $f$.
(ii) If $2 \kappa(1+\beta)>1$, then there is a single left-moving wave for all $\varepsilon$. There also exists a pair of right-moving waves that annihilate in a saddle-node bifurcation at a critical value of $\varepsilon$ that approaches zero as $\beta \rightarrow 0$.
(iii) If $2 \kappa(1+\beta)<1$, then there is a single right-moving wave for all $\varepsilon$. There also exists a pair of left-moving waves that annihilate in a saddle-node bifurcation at a critical value of $\varepsilon$ that approaches zero as $\beta \rightarrow 0$.
5.2. Stability analysis of stationary fronts (inhomogeneous case). Stationary front solutions of (1.1) with $f(u)=H(u-\kappa)$ in the case of an inhomogeneous input $I(x)$ satisfy the equation

$$
\begin{equation*}
(1+\beta) U(x)=\int_{-\infty}^{x_{0}} w\left(x-x^{\prime}\right) d x^{\prime}+I(x) \tag{5.18}
\end{equation*}
$$

Suppose that $I(x)$ is a monotonically decreasing function of $x$. Since the system is no longer translation invariant, the position of the front is pinned to a particular location $x_{0}$, where $U\left(x_{0}\right)=\kappa$. Monotonicity of $I(x)$ ensures that $U(x)>\kappa$ for $x<x_{0}$ and $U(x)<\kappa$ for $x>x_{0}$. The center $x_{0}$ satisfies

$$
\begin{equation*}
(1+\beta) \kappa=\frac{1}{2}+I\left(x_{0}\right) \tag{5.19}
\end{equation*}
$$

under the normalization $\int_{0}^{\infty} w(y) d y=1 / 2$. Equation (5.19) implies that in contrast to the homogeneous case, there exists a stationary front over a range of threshold values (for fixed $\beta$ ); changing the threshold $\kappa$ simply shifts the position of the center $x_{0}$. In the particular case of the exponential weight distribution (5.6), we have

$$
(1+\beta) U(x)=\left\{\begin{align*}
\frac{\mathrm{e}^{x_{0}-x}}{2}+I(x), & x>x_{0}  \tag{5.20}\\
1-\frac{\mathrm{e}^{x-x_{0}}}{2}+I(x), & x<x_{0}
\end{align*}\right.
$$

If the stationary front is stable, then it will prevent wave propagation. Stability is determined by writing $u(x, t)=U(x)+p(x, t)$ and $v(x, t)=V(x)+q(x, t)$ with $V(x)=U(x)$ and expanding (1.1) to first-order in $(p, q)$ :

$$
\begin{aligned}
\frac{\partial p(x, t)}{\partial t} & =-p(x, t)+\int_{-\infty}^{\infty} w\left(x-x^{\prime}\right) H^{\prime}\left(U\left(x^{\prime}\right)\right) p\left(x^{\prime}, t\right) d x^{\prime}-\beta q(x, t) \\
\frac{1}{\varepsilon} \frac{\partial q(x, t)}{\partial t} & =-q(x, t)+p(x, t)
\end{aligned}
$$

We assume that $p, q \in L^{2}(\mathbf{R})$. The spectrum of the associated linear operator is found by taking $p(x, t)=\mathrm{e}^{\lambda t} p(x)$ and $q(x, t)=\mathrm{e}^{\lambda t} q(x)$. Using the identity

$$
\begin{equation*}
\frac{d H(U(x))}{d U}=\frac{\delta\left(x-x_{0}\right)}{\left|U^{\prime}\left(x_{0}\right)\right|} \tag{5.22}
\end{equation*}
$$

we obtain the equation

$$
\begin{equation*}
(\lambda+1) p(x)=\frac{w\left(x-x_{0}\right)}{\left|U^{\prime}\left(x_{0}\right)\right|} p\left(x_{0}\right)-\frac{\varepsilon \beta p(x)}{\lambda+\varepsilon} \tag{5.23}
\end{equation*}
$$

Equation (5.23) has two classes of solution. The first consists of any function $p(x)$ such that $p\left(x_{0}\right)=0$, for which $\lambda=\lambda_{ \pm}^{(0)}$, where

$$
\begin{equation*}
\lambda_{ \pm}^{(0)}=\frac{-(1+\varepsilon) \pm \sqrt{(1+\varepsilon)^{2}-4 \varepsilon(1+\beta)}}{2} \tag{5.24}
\end{equation*}
$$

Note that $\lambda_{ \pm}^{(0)}$ belong to the essential spectrum since they have infinite multiplicity. The second class of solution is of the form $p(x)=A w\left(x-x_{0}\right), A \neq 0$, for which $\lambda$ is given by the roots of the equation

$$
\begin{equation*}
\lambda+1+\frac{\varepsilon \beta}{\lambda+\varepsilon}=\frac{1}{2\left|U^{\prime}\left(x_{0}\right)\right|} \tag{5.25}
\end{equation*}
$$

Since

$$
\begin{equation*}
U^{\prime}\left(x_{0}\right)=\frac{1}{1+\beta}\left[I^{\prime}\left(x_{0}\right)-\frac{1}{2}\right] \tag{5.26}
\end{equation*}
$$

it follows that $\lambda=\lambda_{ \pm}$, where

$$
\begin{equation*}
\lambda_{ \pm}=\frac{-\Lambda \pm \sqrt{\Lambda^{2}-4(1-\Gamma) \varepsilon(1+\beta)}}{2} \tag{5.27}
\end{equation*}
$$

with

$$
\begin{equation*}
\Lambda=1+\varepsilon-(1+\beta) \Gamma \tag{5.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\Gamma=\frac{1}{1+2 D}, \quad D=\left|I^{\prime}\left(x_{0}\right)\right| \tag{5.29}
\end{equation*}
$$

We have used the fact that $I^{\prime}\left(x_{0}\right) \leq 0$. The eigenvalues $\lambda_{ \pm}$determine the discrete spectrum.
5.3. Hopf bifurcation to a breathing front. Equation (5.27) implies that the stationary front is locally stable, provided that $\Lambda>0$ or, equivalently, the gradient of the inhomogeneous input at $x_{0}$ satisfies

$$
\begin{equation*}
D>D_{c} \equiv \frac{1}{2} \frac{\beta-\varepsilon}{1+\varepsilon} \tag{5.30}
\end{equation*}
$$

Since $D \geq 0$, it follows that the front is stable when $\beta<\varepsilon$, that is, when the feedback is sufficiently weak or fast. On the other hand, if $\beta>\varepsilon$, then there is a Hopf bifurcation at the critical gradient $D=D_{c}$. The corresponding critical Hopf frequency is

$$
\begin{equation*}
\omega_{H}=\sqrt{\frac{2 D_{c} \varepsilon(1+\beta)}{2 D_{c}+1}}=\sqrt{\varepsilon(\beta-\varepsilon)} \tag{5.31}
\end{equation*}
$$

Note that the frequency depends only on the size and rate of the negative feedback but is independent of the details of the synaptic weight distribution and the size of the input. This should be contrasted with the corresponding Hopf frequency in the case of a smooth nonlinearity $f$ and a weak step-inhomogeneity; see (4.14). The latter depends on the input amplitude and the form of the stationary solution $\bar{U}$, which itself depends on the weight distribution $w$.

In order to investigate the nature of solutions around the Hopf bifurcation point, we consider the particular example of a smooth ramp inhomogeneity

$$
\begin{equation*}
I(x)=-\frac{s}{2} \tanh (\gamma x) \tag{5.32}
\end{equation*}
$$

where $s$ is the size of the step and $\gamma$ determines its steepness. A stationary front will exist provided that

$$
\begin{equation*}
s>\bar{s} \equiv|1-2 \kappa(1+\beta)| . \tag{5.33}
\end{equation*}
$$

The gradient $D=s \gamma \operatorname{sech}^{2}\left(\gamma x_{0}\right) / 2$ depends on $x_{0}$, which is itself dependent on $\beta$ and $\kappa$ through (5.19). Using the identity $\operatorname{sech}^{2} x=1-\tanh ^{2} x$, it follows that

$$
\begin{equation*}
D=\frac{\gamma}{2 s}\left(s^{2}-\bar{s}^{2}\right) \tag{5.34}
\end{equation*}
$$



Fig. 5.2. Stability phase diagram for a stationary front in the case of a step input $I(x)=$ $-s \tanh (\gamma x) / 2$, where $\gamma$ is the steepness of the step and $s$ its height. Hopf bifurcation lines (solid curves) in $s-\beta$ parameter space are shown for various values of $\varepsilon$. In each case the stationary front is stable above the line and unstable below it. The shaded area denotes the region of parameter space where a stationary front solution does not exist. The threshold $\kappa=0.25$ and $\gamma=0.5$.

Combining (5.30) and (5.34), we obtain an expression for the critical value of $s$ that determines the Hopf bifurcation points:

$$
\begin{equation*}
s_{c}=\frac{1}{2 \gamma}\left[\frac{\beta-\varepsilon}{1+\varepsilon}+\sqrt{\left(\frac{\beta-\varepsilon}{1+\varepsilon}\right)^{2}+4 \bar{s}^{2} \gamma^{2}}\right] . \tag{5.35}
\end{equation*}
$$

The critical height $s_{c}$ is plotted as a function of $\beta$ for various values of $\varepsilon$ and fixed $\kappa, \gamma$ in Figure 5.2. Note that in the homogeneous case $(s=0)$ a stationary solution exists only at the particular value of $\beta$ given by $\beta=1 /(2 \kappa)-1$. This solution is stable for $\varepsilon>\beta$ and unstable for $\varepsilon<\beta$, which is consistent with the pitchfork bifurcation shown in Figure 5.1. Close to the front bifurcation $\varepsilon=\beta$, the Hopf bifurcation occurs in the presence of a weak input inhomogeneity, which is the case considered in section 2. Now, however, it is possible to determine the bifurcation curve without any restrictions on the size of the input.

Numerically solving the full system of equations (1.1) for a step input $I(x)$, exponential weights $w(x)$, and threshold nonlinearity $f(u)=H(u-\kappa)$ shows that the Hopf bifurcation is supercritical, in which there is a transition to a small amplitude breather whose frequency of oscillation is approximately equal to the Hopf frequency $\omega_{H}$. As the input amplitude $s$ is reduced beyond the Hopf bifurcation point, the amplitude of the oscillation increases until the breather itself becomes unstable and there is a secondary bifurcation to a traveling front. This is illustrated in Figure 5.3, which shows a space-time plot of the developing breather as the input amplitude is slowly reduced. Note that analogous results have been obtained for pulses in the presence of stationary Gaussian inputs, where a reduction in the input amplitude induces a Hopf bifurcation to a pulse-like breather [3, 6]. Interestingly, the localized breather can itself undergo a secondary instability leading to the periodic emission of traveling waves. In one dimension such waves consist of pairs of counterpropagating pulses, whereas in two dimensions the waves are circular target patterns [6].


Fig. 5.3. Breather-like solution arising from a Hopf instability of a stationary front due to a slow reduction in the size $s$ of the step input inhomogeneity (5.32). Here $\varepsilon=0.5, \gamma=0.5, \beta=1, \kappa=0.25$. The input amplitude $s=2$ at $t=0$ and $s=0$ at $t=180$. The amplitude of the oscillation steadily grows until it destabilizes at $s \approx 0.05$, leading to the generation of a traveling front.
5.4. Locking to a moving input. We conclude our analysis of the exactly solvable model by considering the effects of a moving input stimulus. This is interesting from a number of viewpoints. First, introducing a persistent stationary input into an in vitro cortical slice can damage the tissue, whereas a moving input (at least if it is localized) will not. Second, in vivo inputs into the intact cortex are typically nonstationary, as exemplified by inputs to the visual cortex induced by moving visual stimuli. We consider the particular problem of whether or not a traveling front can lock to a step-like input $I(x)=I_{0} \chi(x-v t)$ traveling with constant speed $v$, where

$$
\chi(x)=\left\{\begin{aligned}
-1, & x>0, \\
0, & x=0, \\
+1, & x<0 .
\end{aligned}\right.
$$

Such a front moves at the same speed as the input but may be shifted in space relative to the input.

We proceed by introducing the traveling wave coordinate $\xi=x-v t$ and deriving existence conditions for a front solution $U(\xi)$ satisfying $U(\xi) \rightarrow 0$ as $\xi \rightarrow \infty, U(\xi) \rightarrow$ $(1+\beta)^{-1}$ as $\xi \rightarrow-\infty$, and $U\left(\xi_{0}\right)=\kappa$. Substituting into (1.1) gives

$$
\begin{align*}
& -v U^{\prime}(\xi)=-U(\xi)+\int_{-\infty}^{\xi_{0}} w(\xi-\eta) d \eta-\beta V(\xi)+I_{0} \chi(\xi),  \tag{5.36}\\
& -v V^{\prime}(\xi)=\epsilon(-V(\xi)+U(\xi)) . \tag{5.37}
\end{align*}
$$

Setting $W(\xi)=\int_{\xi}^{\infty} w(\eta) d \eta$, we can rewrite this pair of equations in the matrix form

$$
\begin{equation*}
\mathbf{L S} \equiv\binom{v U^{\prime}-U-\beta V}{v V^{\prime}+\epsilon U-\epsilon V}=-\binom{N_{\mathrm{E}}}{0} \tag{5.38}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{S}=(U, V)^{T}, \quad N_{\mathrm{E}}(\xi)=W\left(\xi-\xi_{0}\right)+I_{0} \chi(\xi) . \tag{5.39}
\end{equation*}
$$

We use variation of parameters to solve this linear equation. The homogeneous problem $\mathbf{L} S=0$ has the two linearly independent solutions,

$$
\begin{align*}
& \mathbf{S}_{+}(\xi)=\binom{\beta}{m_{+}-1} \exp \left(\mu_{+} \xi\right)  \tag{5.40}\\
& \mathbf{S}_{-}(\xi)=\binom{\beta}{m_{-}-1} \exp \left(\mu_{-} \xi\right) \tag{5.41}
\end{align*}
$$

where

$$
\mu_{ \pm}=\frac{m_{ \pm}}{v}, \quad \quad m_{ \pm}=\frac{1}{2}\left(1+\epsilon \pm \sqrt{(1-\epsilon)^{2}-4 \epsilon \beta}\right)
$$

By variation of parameters we define

$$
\mathbf{S}(\xi)=\left[\mathbf{S}_{+}(\xi) \mid \mathbf{S}_{-}(\xi)\right]\binom{a(\xi)}{b(\xi)}
$$

where $[\mathbf{A} \mid \mathbf{B}]$ denotes the matrix whose first column is defined by the vector $\mathbf{A}$ and whose second column is defined by the vector $\mathbf{B}$. Then

$$
\begin{aligned}
\mathbf{L} \mathbf{S} & =v \frac{\partial}{\partial \xi}\left(\left[\mathbf{S}_{+}(\xi) \mid \mathbf{S}_{-}(\xi)\right]\binom{a(\xi)}{b(\xi)}\right)-\left(\begin{array}{cc}
1 & \beta \\
-\epsilon & \epsilon
\end{array}\right)\left(\left[\mathbf{S}_{+}(\xi) \mid \mathbf{S}_{-}(\xi)\right]\binom{a(\xi)}{b(\xi)}\right) \\
(5.42) \quad & =v\left[\mathbf{S}_{+}(\xi) \mid \mathbf{S}_{-}(\xi)\right] \frac{\partial}{\partial \xi}\binom{a(\xi)}{b(\xi)}
\end{aligned}
$$

since $\mathbf{L S} \mathbf{S}_{ \pm}=0$. Thus (5.38) reduces to

$$
\begin{equation*}
\left[\mathbf{S}_{+}(\xi) \mid \mathbf{S}_{-}(\xi)\right] \frac{\partial}{\partial \xi}\binom{a(\xi)}{b(\xi)}=-\frac{1}{v}\binom{N_{\mathrm{E}}}{0} \tag{5.43}
\end{equation*}
$$

The matrix $\left[\mathbf{S}_{+}(\xi) \mid \mathbf{S}_{-}(\xi)\right]$ is invertible. Introducing the vector-valued functions

$$
\begin{align*}
& \mathbf{Z}_{+}(\xi)=\binom{1-m_{-}}{\beta} \exp \left(-\mu_{+} \xi\right)  \tag{5.44}\\
& \mathbf{Z}_{-}(\xi)=-\binom{1-m_{+}}{\beta} \exp \left(-\mu_{-} \xi\right) \tag{5.45}
\end{align*}
$$

we have

$$
\left[\mathbf{S}_{+} \mid \mathbf{S}_{-}\right]\left[\mathbf{Z}_{+} \mid \mathbf{Z}_{-}\right]^{\mathrm{T}}=\left[\mathbf{Z}_{+} \mid \mathbf{Z}_{-}\right]^{\mathrm{T}}\left[\mathbf{S}_{+} \mid \mathbf{S}_{-}\right]=\beta\left(m_{+}-m_{-}\right) \mathrm{I}
$$

where I denotes the identity matrix. Multiplying (5.43) by $\left[\mathbf{Z}_{+} \mid \mathbf{Z}_{-}\right]^{\mathrm{T}}$ finally yields the first-order equation

$$
\begin{equation*}
\frac{\partial}{\partial \xi}\binom{a(\xi)}{b(\xi)}=-\frac{1}{v \beta\left(m_{+}-m_{-}\right)}\left[\mathbf{Z}_{+}(\xi) \mid \mathbf{Z}_{-}(\xi)\right]^{\mathrm{T}}\binom{N_{\mathrm{E}}(\xi)}{0} \tag{5.46}
\end{equation*}
$$

In order to solve (5.46) we need to specify the $\operatorname{sign}$ of $v$. First, suppose that $v>0$, which corresponds to a right-moving front. Integrating over the interval $[\xi, \infty)$ gives

$$
\binom{a(\xi)}{b(\xi)}=\binom{a_{\infty}}{b_{\infty}}+\frac{1}{v \beta\left(m_{+}-m_{-}\right)} \int_{\xi}^{\infty}\left[\mathbf{Z}_{+}(\eta) \mid \mathbf{Z}_{-}(\eta)\right]^{\mathrm{T}}\binom{N_{\mathrm{E}}(\eta)}{0} d \eta
$$

where $a_{\infty}, b_{\infty}$ denote the values of $a, b$ at $\infty$. Since we seek a bounded solution $\mathbf{S}(\xi)$, we must require that $a_{\infty}=b_{\infty}=0$. Hence the solution is

$$
\binom{a(\xi)}{b(\xi)}=\frac{1}{v \beta\left(m_{+}-m_{-}\right)} \int_{\xi}^{\infty}\left[\mathbf{Z}_{+}(\eta) \mid \mathbf{Z}_{-}(\eta)\right]^{\mathrm{T}}\binom{N_{\mathrm{E}}(\eta)}{0} d \eta
$$

so that

$$
\begin{equation*}
\mathbf{S}(\xi)=\frac{1}{v \beta\left(m_{+}-m_{-}\right)}\left[\mathbf{S}_{+}(\xi) \mid \mathbf{S}_{-}(\xi)\right] \int_{\xi}^{\infty}\left[\mathbf{Z}_{+}(\eta) \mid \mathbf{Z}_{-}(\eta)\right]^{\mathrm{T}}\binom{N_{\mathrm{E}}(\eta)}{0} d \eta \tag{5.47}
\end{equation*}
$$

Further simplification occurs by introducing the functions

$$
M_{ \pm}(\xi)=\frac{1}{v}\left(\frac{1}{m_{+}-m_{-}}\right) \int_{\xi}^{\infty} e^{\mu_{ \pm}(\xi-\eta)} N_{\mathrm{E}}(\eta) d \eta
$$

We can then express the solution for $(U(\xi), V(\xi))$ as follows:

$$
\begin{align*}
& U(\xi)=\left(1-m_{-}\right) M_{+}(\xi)-\left(1-m_{+}\right) M_{-}(\xi)  \tag{5.48}\\
& V(\xi)=\beta^{-1}\left(m_{+}-1\right)\left(1-m_{-}\right)\left[M_{+}(\xi)-M_{-}(\xi)\right] \tag{5.49}
\end{align*}
$$

To ensure that such a front exists we require that $U\left(\xi_{0}\right)=\kappa$, i.e.,

$$
\begin{equation*}
\kappa=\left(1-m_{-}\right) M_{+}\left(\xi_{0}\right)-\left(1-m_{+}\right) M_{-}\left(\xi_{0}\right) \tag{5.50}
\end{equation*}
$$

Taking $w(x)=\mathrm{e}^{-|x|} / 2$ so that

$$
W(\xi)=\left\{\begin{array}{cc}
1-\frac{1}{2} e^{\xi}, & \xi<0 \\
\frac{1}{2} e^{-\xi}, & \xi \geq 0
\end{array}\right.
$$

we can calculate $M_{ \pm}\left(\xi_{0}\right)$ explicitly as

$$
M_{ \pm}\left(\xi_{0}\right)=\frac{1}{\left(m_{+}-m_{-}\right)}\left(\frac{1}{2\left(v+m_{ \pm}\right)}-\frac{1}{m_{ \pm}} F\left(\xi_{0}\right)\right)
$$

where

$$
F\left(\xi_{0}\right)=\left\{\begin{array}{cl}
I_{0}\left(2 e^{\mu_{ \pm} \xi_{0}}-1\right), & \xi_{0}<0 \\
I_{0}, & \xi_{0} \geq 0
\end{array}\right.
$$

The case of a left-moving front for which $v<0$ follows along similar lines by integrating (5.46) over $\left(-\infty, \xi_{0}\right]$ :

$$
\begin{align*}
& U(\xi)=\left(m_{-}-1\right) \breve{M}_{+}(\xi)-\left(m_{+}-1\right) \breve{M}_{-}(\xi)  \tag{5.51}\\
& V(\xi)=\beta^{-1}\left(m_{+}-1\right)\left(1-m_{-}\right)\left[\breve{M}_{+}(\xi)-\breve{M}_{-}(\xi)\right] \tag{5.52}
\end{align*}
$$



Fig. 5.4. Locking of a traveling front to a moving step input with velocity $v$ and amplitude $I_{0}$. Other parameter values are $\beta=1, \varepsilon=0.1, \kappa=0.25$. Unshaded regions show where locking can occur in the $\left(v, I_{0}\right)$-plane. When $I_{0}=0$ there are three front solutions corresponding to a stationary front $(v=0)$ and two counterpropagating fronts, which is consistent with the front bifurcation shown in Figure 5.1. Each of these solutions forms the vertex of a distinct locking region whose width increases monotonically with $I_{0}$ so that ultimately the locking regions merge.
where

$$
\breve{M}_{ \pm}\left(\xi_{0}\right)=\frac{1}{\left(m_{+}-m_{-}\right)}\left(\frac{1}{2} \frac{m_{ \pm}-2 v}{m_{ \pm}\left(v-m_{ \pm}\right)}-\frac{1}{m_{ \pm}} G\left(\xi_{0}\right)\right)
$$

and

$$
G\left(\xi_{0}\right)=\left\{\begin{array}{cl}
-I_{0}, & \xi_{0}<0 \\
I_{0}\left(1-2 e^{\mu_{ \pm} \xi_{0}}\right), & \xi_{0} \geq 0
\end{array}\right.
$$

This leads to the following threshold condition for $v<0$ :

$$
\begin{equation*}
\kappa=\left(m_{-}-1\right) \breve{M}_{+}\left(\xi_{0}\right)-\left(m_{+}-1\right) \breve{M}_{-}\left(\xi_{0}\right) \tag{5.53}
\end{equation*}
$$

We can now numerically solve (5.50) and (5.53) to determine the range of input velocities $v$ and input amplitudes $I_{0}$ for which locking occurs. For the sake of illustration, we assume the threshold condition $2 \kappa(1+\beta)=1$ and take $\varepsilon<\beta$. This ensures that, in the absence of any input, there exists an unstable stationary front and a pair of stable counterpropagating waves (see Figure 5.1). The continuation of these stationary and traveling fronts as $I_{0}$ increases from zero is shown in Figure 5.4. Since $2 \kappa(1+\beta)=1$, equations (5.50) and (5.53) are equivalent under the interchange $v \rightarrow-v$ and $\xi_{0} \rightarrow-\xi_{0}$. This implies that the locking regions are symmetric with respect to $v$. For nonzero $v$ the traveling front is shifted relative to the input such that $\xi_{0}<0$ when $v>0$ and $\xi_{0}>0$ when $v<0$. In other words, the wave is dragged by the input.

Figure 5.4 determines where locking can occur but not whether the resulting traveling wave is stable or unstable. Indeed, the stability analysis of traveling fronts is considerably more involved than that of stationary fronts. Nevertheless, we expect that for sufficiently small $I_{0}$ the locking regions around the counterpropagating fronts are stable, whereas the central region containing the stationary front is unstable. On the other hand, since $\beta>\varepsilon$, we know that the stationary front is stable for large inputs $I_{0}$ and undergoes a Hopf bifurcation as $I_{0}$ is reduced. This suggests that the Hopf bifurcation point at $v=0$ lies on a Hopf curve within the locking region so that
a traveling front locked to a moving input can also be destabilized as the strength of the input is reduced (or as the input velocity changes relative to the intrinsic velocity of waves in the homogeneous network). Recently, Zhang [19] analyzed the asymptotic stability of traveling wave solutions of (1.1) in the case of homogeneous inputs by deriving the associated Evans function and evaluating it in the singular limit $\varepsilon \ll 1$. In future work we will extend this analysis to the case of inhomogeneous inputs and finite $\varepsilon$, thus determining the stability of the locking regions shown in Figure 5.4. We will also construct corresponding locking regions for traveling pulses in the presence of moving Gaussian inputs, and numerically explore the types of oscillatory solutions bifurcating from these waves.
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#### Abstract

We construct a continuum model for the motion of biological organisms experiencing social interactions and study its pattern-forming behavior. The model takes the form of a conservation law in two spatial dimensions. The social interactions are modeled in the velocity term, which is nonlocal in the population density and includes a parameter that controls the interaction length scale. The dynamics of the resulting partial integrodifferential equation may be uniquely decomposed into incompressible motion and potential motion. For the purely incompressible case, the model resembles one for fluid dynamical vortex patches. There exist solutions which have constant population density and compact support for all time. Numerical simulations produce rotating structures which have circular cores and spiral arms and are reminiscent of naturally observed phenomena such as ant mills. The sign of the social interaction term determines the direction of the rotation, and the interaction length scale affects the degree of spiral formation. For the purely potential case, the model resembles a nonlocal (forwards or backwards) porous media equation. The sign of the social interaction term controls whether the population aggregates or disperses, and the interaction length scale controls the balance between transport and smoothing of the density profile. For the aggregative case, the population clumps into regions of high and low density. The characteristic length scale of the density pattern is predicted and confirmed by numerical simulations.
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1. Introduction. Examples of collective motion abound in nature. Swarming, schooling, flocking, and herding have been observed among zooplankton, locusts, fish, birds, wolves, and other organisms; see [2, 21, 24] for discussions of some of these groups. These biological aggregations all consist of individuals moving in a coordinated manner, and yet they still represent a rich spectrum of phenomena [23]. For instance, length scales of different swarms may vary widely, ranging up to $100 \mathrm{~km}^{2}$ in cross-sectional area for African migratory locust swarms [11]. Groups may also have different dimensionalities, from the three-dimensional rolling structure formed by the locusts [11] to the flat, two-dimensional structure of vortex-like ant mills [26]. Aggregations also vary in their degree of organization. Some groups, such as fish schools, are made up of individuals with highly correlated velocities, while other groups, such as mosquito swarms, accomplish their movement in a more disorganized manner [21]. Nonetheless, a common, remarkable aspect of these aggregations is that coordinated movement is achieved even though interactions between individuals via sight, smell, hearing, or other senses are typically limited to much shorter distances than the size of the group. Swarming, then, constitutes an example of how a global structure can arise from more localized rules.

While studies of emergent global structure and pattern formation have a long history in the realm of physics [7], the corresponding endeavors in biology are more

[^8]nascent. It is only over the past few decades that scientists have begun to address swarming from a mathematical perspective. The mathematical investigations are of interest not only because swarming is a widespread phenomenon, and not only because it provides a rich example of biological pattern formation, but because ideas from swarming have applications to other fields. For instance, swarming has recently been used by engineers, computer scientists, and others as a paradigm for developing efficient algorithms to accomplish routing, cooperative transport, and other tasks [5].

Previous theoretical investigations of swarms have been carried out in a wide variety of mathematical settings. We briefly mention some of these here; an overview of modeling issues is also available in sources such as [10, 19, 21]. One fruitful approach to modeling swarms has been to treat each individual as a discrete particle. These "individual-based" models have been employed in quite a few biological and mathematical studies, including $[1,8,12,13,15,18,27,29,30]$. These works begin with simple rules of motion for each individual, involving some combination of self-propulsion, random movement, and interaction with neighboring organisms. The models typically take the form of coupled nonlinear difference or differential equations, which may be stochastic or deterministic, depending on the particular ingredients of each model. Numerical simulations have indeed revealed collective behavior. However, a principal disadvantage of such models is that, for realistic numbers of individuals, analytical results for the collective motion are difficult or impossible to obtain. It is worth mentioning that some progress has been made in obtaining analytical results for stationary groups. In [18], a discrete model is formulated, and a Lyapunov functional is used to successfully predict an equilibrium state of equally spaced organisms. However, to our knowledge, analytical (nonstatistical) descriptions of nonequilibrium states in discrete swarming models are scarce.

Other investigations of swarming have been carried out in a continuum setting, in which relevant quantities are described as scalar or vector fields. This approach was perhaps first popularized in [20]; reviews are provided in [14, 19]. Continuum models, such as those in $[11,15,17,29]$, may be constructed a priori or by coarse-graining a particle model. In general, continuum models provide a convenient setting in which to study large populations, since one may apply machinery from the analysis of partial differential equations. In the context of swarming, the focus has generally been on models in which the population density satisfies a convection-diffusion equation of the form

$$
\begin{equation*}
\rho_{t}+\nabla \cdot(\vec{v} \rho)=\nabla \cdot(D \nabla \rho) \tag{1.1}
\end{equation*}
$$

Here, $\rho(\vec{x}, t)$ is the population density, $\vec{v}(\vec{x}, t)$ is the velocity field, and $\vec{x}$ is the (one-, two-, or three-dimensional) spatial coordinate. This equation states that the density is conserved while individuals travel with average velocity $\vec{v}$. The motion may involve diffusion, whose strength is measured by $D \equiv D(\vec{x}, \vec{v}, \rho)$.

Swarming models may also be classified as either dynamic or kinematic, depending on how velocities are determined. In dynamic models, velocities are determined by Newton's second law. For continuum models, a dynamic rule would couple (1.1) to a momentum equation for the velocity field, such as

$$
\begin{equation*}
\vec{v}_{t}+\vec{v} \cdot \nabla \vec{v}=\vec{f}(\vec{v})-\vec{k}(\rho, \vec{v})+\nu \nabla^{2} \vec{v}+\vec{F}_{e x t} \tag{1.2}
\end{equation*}
$$

Here, the left-hand side is the material (or convective) derivative; i.e., the time derivative in a reference frame moving with the velocity field $\vec{v}$. The right-hand side is simply a sum of forces. The force $\vec{f}$ represents the self-propulsion of individuals, and $\vec{k}$ is a
nonlocal force due to interactions with other members of the population, to be discussed momentarily. The remaining terms on the right-hand side of (1.2) represent a "viscosity," with strength proportional to $\nu$, and an external (environmental) force $\vec{F}_{e x t}$. An example of a dynamic model for swarming may be found in [15]. In that work, $\nu=0, \vec{F}_{\text {ext }}=\overrightarrow{0}$, and $\vec{f}(\vec{v})=\alpha \vec{v} /|\vec{v}|-\beta \vec{v}$, so that in the absence of social interactions, individuals experience a self-propulsion of strength $\alpha$ in their direction of motion and a frictional drag of strength $\beta$.

In contrast, in kinematic models such as that in [17], inertial effects are not important. The motion of bodies is determined without consideration of the forces acting upon them. For continuum models, then, the velocity does not satisfy a momentum equation, but rather is simply a functional of the population density, i.e.,

$$
\begin{equation*}
\vec{v}=\vec{V}(\rho) \tag{1.3}
\end{equation*}
$$

The functional $\vec{V}$ may include effects like those captured in (1.2), such as self-propulsion, social interactions, and environmental influence.

The essence of animal aggregations is the presence of social interactions. (Here we distinguish from animal "congregations," which may arise when organisms gather at a common attractant, such as a food or light source.) For the velocity equation (1.2), these interactions are represented by the term $\vec{k}(\rho, \vec{v})$, and for (1.3), they are contained in the functional $\vec{V}(\rho)$. The social interaction terms might describe effects such as attraction or repulsion between individuals sufficiently close to each other (a brief review of attraction/repulsion between organisms is provided in [21]) or the tendency of individuals to orient themselves similarly to their neighbors. Within the context of continuum models, then, the social term takes the form of an integral operator (most often of convolution form), and the governing equations are actually partial integrodifferential equations, as in [15, 17].

One challenge associated with continuum models has been the difficulty of obtaining swarm solutions with biologically realistic characteristics such as sharp boundaries, relatively constant internal population densities, and long lifetimes [23]. For swarms in one spatial dimension, some progress was made in [17], which also contains extensive background and an associated literature review on this issue. We believe that a related issue is the dimensionality of the model. Most continuum swarm models, such as those in $[11,17,31]$, have been investigated in only one spatial dimension. We expect swarming dynamics in higher-dimensional models to be qualitatively different, since those cases allow for organisms to vary their orientations continuously, as in the "mill" or "vortex" states that have been observed in fish schools, ant colonies, and other groups $[3,22,23,25,26]$.

In this paper, we consider a two-dimensional continuum kinematic model for the motion of biological organisms experiencing nonlocal social interactions, characterize the dynamics which may occur, and explore the pattern-forming behavior. Our model is general and abstract, since one of our goals in this paper is to highlight a difference between the swarming problems for one and two dimensions. The possibility of rotational motion in two spatial dimensions allows for cohesively moving swarms with sharp boundaries and infinite lifetimes, even in the absence of a local drift velocity, which is a key ingredient for one-dimensional models. Another goal is to demonstrate a natural way of classifying swarming dynamics in two spatial dimensions, namely by using the Hodge decomposition theorem. Our final goal is to determine explicitly how properties of the social interaction terms (for instance, their associated length scales and signs) affect the large-scale dynamics of the population. Throughout, we
highlight connections between our continuum swarming model and fluid-dynamical phenomena such as vortex patches and flow through porous media.

This paper is organized as follows. In section 2 we mention some results for constant density traveling band solutions of a class of one-dimensional swarm models. These solutions, which are the appropriate mathematical descriptions of onedimensional swarms, rely on the presence of local drift in the model. These results are presented for contrast with the two-dimensional case, the study of which constitutes the bulk of this paper.

In section 3 we formulate an abstract kinematic model for the motion of biological organisms experiencing nonlocal social interactions. We also discuss how the Hodge decomposition theorem provides a useful way of understanding the two-dimensional motion of the group, namely by decomposing it into incompressible motion and potential motion.

In section 4 we focus on the case of incompressible motion. The resulting problem bears many similarities to fluid-dynamical vortex patches. Since we wish to study the motion of a biologically realistic swarm, we assume the initial condition to be a finite group with constant internal population density and sharp edges (compact support). We show that such a swarm retains these characteristics for all time. Numerical simulations demonstrate that the dynamics of the swarm are rotational, and that the asymptotic states are vortex-like structures with circular cores and a potentially complex arrangement of spiral arms. The sign of the social interaction term determines the direction of rotation of the swarm, and the characteristic length scale of the interactions determines the degree of spiral formation. The spiral states we observe are qualitatively similar to the mill states observed in [3, 22, 23, 25, 26].

In section 5 we consider the complementary case of potential motion. In this case, the resulting problem resembles a (forwards or backwards) porous media equation. The sign of the social interaction term determines whether the interaction represents nonlocal repulsion or attraction. These effects lead, respectively, to dispersion or aggregation of the population. For the dispersive case, shorter interaction length scales result in smoothing of the population density profile, while larger interaction length scales lead to motion which is more convective. For the case of aggregation, a simple linear stability analysis enables us to identify a maximally unstable wavelength and thus to make a prediction about the characteristic length scale of the clumped population distribution that will form. We demonstrate these results by means of numerical simulations.

Finally, we conclude in section 6 with a brief summary and a discussion of directions for future investigation.
2. Elementary results for one-dimensional kinematic swarms. A detailed investigation of a swarming model in one spatial dimension has been carried out in [17]. In that work, the population density $\rho$ is assumed to obey (1.1). The kinematic velocity rule is

$$
\begin{equation*}
v=a_{e} \rho+\left(A_{a}-A_{r} \rho\right)(K * \rho), \quad a_{e}, A_{a}, A_{r} \in \mathbb{R} \tag{2.1}
\end{equation*}
$$

Here, the first term represents a local density-dependent drift. The remaining terms are nonlocal components describing attraction and repulsion, with the asterisk operator having the meaning of convolution. Note that the repulsive effects are higher order in the population density than are the attractive ones. The interaction kernel
$K$ is odd, piecewise constant, and has compact support. It is given by

$$
K(x)= \begin{cases}\frac{1}{2 d} & \text { if }|x| \leq r  \tag{2.2}\\ 0 & \text { otherwise }\end{cases}
$$

where $d$ is an interaction length scale parameter that may be freely chosen.
Analysis and numerical simulations in [17] reveal that the model supports swarm solutions with biologically realistic characteristics, namely, a nearly constant internal population density and sharp edges. For density-independent diffusion, the cohesive swarm has an exponentially long lifetime before the population is lost through "tails" in the density profile. For the case of small density-dependent diffusion, the model has true "traveling band" solutions which have compact support. In either case, the cohesive motion of the swarm is achieved by an effective cancellation of the social interactions. The internal density of the swarm is precisely that at which the attractive and repulsive effects cancel each other, so that the only remaining component of the velocity is local drift. We mention this for contrast with the results to be presented later in this paper, which demonstrate a nonlocal, i.e., cooperative, means by which a constant density swarm may move cohesively.

With purely nonlocally determined velocities, traveling band solutions are difficult to obtain even in the absence of diffusion. We now mention some simple existence and uniqueness results for one-dimensional swarms with no diffusion. The population density $\rho$ satisfies the convection equation

$$
\begin{equation*}
\rho_{t}+\partial_{x}(v \rho)=0 \tag{2.3}
\end{equation*}
$$

We will show how, in one dimension, realistic velocity rules that are purely nonlocal cannot lead to a constant-speed translation of the population, and thus cohesive swarms cannot be maintained. Again, these results are presented for contrast with the two-dimensional results given later in this paper.

Since we are interested in making statements about constant density swarms with sharp boundaries, we make the constant-density traveling band (CDTB) ansatz

$$
\begin{align*}
\rho(x, t) & =\rho_{0} W_{L}(x-c t),  \tag{2.4}\\
W_{L}(x-c t) v(x, t) & =c W_{L}(x-c t) . \tag{2.5}
\end{align*}
$$

Here, $\rho_{0}$ is the constant population density, $c$ is the speed of the traveling band, and $W_{L}(x)$ is the window function defined without loss of generality as

$$
W_{L}(x)= \begin{cases}1 & \text { if } x \in \Omega_{L}, \Omega_{L}=[0, L]  \tag{2.6}\\ 0 & \text { otherwise }\end{cases}
$$

The ansatz (2.4)-(2.5) automatically satisfies the governing equation (2.3) in $\Omega_{L}$, the support of $\rho$. Note that we have not placed any restrictions on the velocity field outside the support of $\rho$ since the velocity in unpopulated areas is irrelevant to the propagation of the swarm.

We must also consider an equation defining the velocity field. For contrast, we consider two velocity rules, each of which may be written as a (degenerate) version of the generalized kinematic velocity rule

$$
\begin{equation*}
v(x, t)=F(\rho)+G_{1}(\rho)\left[K_{1} * H_{1}(\rho)\right]+G_{2}(\rho)\left[K_{2} * H_{2}(\rho)\right] \tag{2.7}
\end{equation*}
$$

This rule is a generalization of (2.1) from [17]. $F$ is a functional which captures the local density-dependence of the velocity. It represents the drift velocity of organisms, irrespective of social forces. $K_{1}$ and $K_{2}$ are interaction kernels, and thus the $G[K * H]$ terms represent nonlocal effects which arise from repulsion and attraction between organisms. $G$ represents the strength of the interaction, and $H$ represents the dependence of the convolution on the population density. We will further assume that $K_{1}$ and $K_{2}$ are integrable. In contrast to [17], we will also assume that these interaction kernels are decreasing in their arguments, so that the influence of the population on a given organism's velocity weakens with distance. We allow the functionals $F, G, H$ to be nonlinear for generality. We assume that $F, G_{1}, G_{2}, H_{1}, H_{2}$ are smooth, and that $H_{1}(0)=H_{2}(0)=0$, so that velocities from social interactions are induced only by nonzero population.

The swarm density $\rho_{0}$ and the constant band speed $c$ must satisfy a consistency condition via the velocity equation (2.7) in order for the ansatz (2.4)-(2.5) to be a solution to (2.3).

We first consider the case $F=0, G_{2}=0$, so that (2.7) becomes

$$
\begin{equation*}
v=G_{1}(\rho)\left[K_{1} * H_{1}(\rho)\right] \tag{2.8}
\end{equation*}
$$

where the argument of $\rho$ is understood to be $z=x-c t$. Equivalently, we may obtain a rule of this form by choosing $F=0, G_{1}=G_{2}, H_{1}=H_{2}$, so that

$$
\begin{equation*}
v=G_{1}(\rho)\left[\left(K_{1}+K_{2}\right) * H_{1}(\rho)\right], \tag{2.9}
\end{equation*}
$$

and both attractive and repulsive effects are represented. Note that for these velocity rules, in the absence of interactions, there is no underlying (i.e., local) drift velocity.

Combining (2.4)-(2.5) and (2.8), we obtain the consistency condition

$$
\begin{equation*}
W_{L} c=W_{L} G_{1}\left(\rho_{0} W_{L}\right)\left[K_{1} * H\left(\rho_{0} W_{L}\right)\right] \tag{2.10}
\end{equation*}
$$

which may be rewritten as

$$
\begin{equation*}
c=G_{1}^{0} H_{1}^{0} \int_{z-L}^{z} K_{1}(\zeta) d \zeta \quad \text { for } z \in \Omega_{L} \tag{2.11}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{1}^{0} \equiv G_{1}\left(\rho_{0}\right) \tag{2.12}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{1}^{0} \equiv H_{1}\left(\rho_{0}\right) \tag{2.13}
\end{equation*}
$$

By differentiating (2.11) with respect to $z$ and applying the first fundamental theorem of calculus, we see that

$$
\begin{equation*}
K_{1}(z)=K_{1}(z-L) \quad \text { for } z \in \Omega_{L} \tag{2.14}
\end{equation*}
$$

Thus, $K_{1}$ satisfying (2.14) must be $L$-periodic on $[-L, L]$ in order to admit a CDTB solution. (The structure of $K_{1}$ outside of $[-L, L]$ is not relevant.) We will call the set of such kernels $\Upsilon$. The logical implication goes in the reverse direction as well, as can be seen from writing down a Fourier series for $K_{1} \in \Upsilon$, so that (2.11) is satisfied if and only if $K_{1} \in \Upsilon$. In this case, (2.11) becomes

$$
\begin{equation*}
c=G_{1}^{0} H_{1}^{0} K_{1}^{a} \tag{2.15}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{1}^{a} \equiv \int_{0}^{L} K(\zeta) d \zeta . \tag{2.16}
\end{equation*}
$$

There may be families of traveling band solutions parameterized by $c$, which bifurcate depending on the structure of the nonlinear functions $G_{1}$ and $H_{1}$.

It is important to realize that the choice $K_{1} \in \Upsilon$ is not biologically meaningful and contradicts our earlier assumption regarding the spatial decay of interaction kernels. As discussed above, biologically realistic kernels are expected to satisfy $d K_{1} / d|z| \leq 0$, so that, for a given individual, the effect of other individuals does not increase with distance. However, $K_{1} \in \Upsilon$ cannot satisfy $d K_{1} / d|z|<0$, so at best the kernel would be a constant, but even this choice is not expected to be a good biological model, except perhaps for very small $L$.

In contrast to the results just mentioned, we may now consider the case $G_{2}=0$, so that (2.7) becomes

$$
\begin{equation*}
v=F(\rho)+G_{1}(\rho)\left[K_{1} * H_{1}(\rho)\right] . \tag{2.17}
\end{equation*}
$$

Equivalently, we may choose $K_{1}=K_{2}, H_{1}=H_{2}$. (The velocity rule (2.1) in [17] takes this form.) Note that now there is a local drift, a self-induced contribution to the velocity, which is captured by $F$. Combining (2.4)-(2.5) and (2.17), we obtain the consistency condition

$$
\begin{equation*}
W_{L} c=W_{L}\left\{F\left(\rho_{0} W_{L}\right)+G_{1}\left(\rho_{0} W_{L}\right)\left[K_{1} * H\left(\rho_{0} W_{L}\right)\right]\right\}, \tag{2.18}
\end{equation*}
$$

which may be rewritten as

$$
\begin{equation*}
c=F_{1}^{0}+G_{1}^{0} H_{1}^{0} \int_{z-L}^{z} K_{1}(\zeta) d \zeta \quad \text { for } z \in \Omega_{L} . \tag{2.19}
\end{equation*}
$$

Here,

$$
\begin{equation*}
F_{1}^{0} \equiv F_{1}\left(\rho_{0}\right), \tag{2.20}
\end{equation*}
$$

and $H_{1}^{0}$ and $G_{1}^{0}$ are given by (2.13) and (2.12).
There are two cases to consider. If $H_{1}^{0} G_{1}^{0} \neq 0$, then (2.19) becomes

$$
\begin{equation*}
\frac{c-F_{1}^{0}}{G_{1}^{0} H_{1}^{0}}=\int_{z-L}^{z} K_{1}(\zeta) d \zeta \quad \text { for } z \in \Omega_{L} . \tag{2.21}
\end{equation*}
$$

This is similar to the previous case. The condition (2.21) may be met only for $K_{1} \in \Upsilon$, in which case the existence and uniqueness of solutions depend on the structure of $\left(c-F_{1}^{0}\right) /\left(G_{1}^{0} H_{1}^{0}\right)$. For $K_{1} \notin \Upsilon$, CDTB solutions are not possible.

On the other hand, if $H_{1}^{0} G_{1}^{0}=0$, then CDTBs are possible for any choice of kernel $K_{1}$. In this case, the number of possible CDTB solutions depends on the number of roots of $H_{1}^{0} G_{1}^{0}$ for positive $\rho$, of which there are expected to be a finite number. Looking at the problem from the forward (rather than inverse) perspective, for biologically realistic choices of $K_{1}$, the velocity rule (2.17) will lead to a finite number of CDTB solutions. The densities correspond to the solutions $\rho_{0}^{*}>0$ of $H_{1}^{0} G_{1}^{0}=0$, and the wave speeds are given by $F_{1}\left(\rho_{0}^{*}\right)$. Thus, the combination of local and nonlocal velocity terms selects particular densities and band speeds, rather than allowing entire families of solutions, as in the purely nonlocal case. The allowed CDTB densities are those at which the nonlocal interactions disappear. Further, since we imagine the total population to be fixed in number, this velocity rule actually dictates preferred swarm sizes $L$. These conclusions are similar to those reached in [17] for the particular choice of $F_{1}, G_{1}, H_{1}, K_{1}$ given by (2.1).
3. A kinematic two-dimensional swarm model. For the remainder of this paper, we study the dynamics of a two-dimensional swarming model. In constructing our model, we make the following assumptions:

1. The population is conserved; birth, death, immigration, and emigration of organisms are negligible on the time scale of the swarming dynamics.
2. The motion of organisms is due solely to social interactions, and thus velocities depend nonlocally on the population density.
3. Interactions between organisms are pairwise.
4. The social interactions are a linear functional of the population density.
5. The social interactions depend only on the distance between organisms, and become weaker with increasing distance.
Implicit in the second assumption is the supposition that random movement (e.g., due to fluctuations in the organisms' medium, or noise in their ability to move) is negligible. The third, fourth, and fifth assumptions are made for tractability of the model. The third assumption is made so that interaction effects on a given organism will be summable, and this will lead to a convolution in our model, similar to that of the model in [17].

In the spirit of the work in [17], we construct an abstract model, and thus we do not incorporate many biological specifics. Our model might be interpreted as a one for "flat" (two-dimensional) groups in the absence of disturbances such as predators or food sources. Even with the simple assumptions we have made, the dynamics are complex. As discussed in section 6, relaxing some of our assumptions to obtain a more biologically realistic model will be interesting for future work.

Under the assumptions described above, the model takes the form

$$
\begin{gather*}
\rho_{t}+\nabla \cdot(\vec{v} \rho)=0,  \tag{3.1}\\
\vec{v}=\int_{\mathbb{R}^{2}} \vec{K}(|\vec{x}-\vec{y}|) \rho(\vec{y}) d \vec{y} \equiv \vec{K} * \rho . \tag{3.2}
\end{gather*}
$$

Here, $\vec{x}=(x, y)$ is the two-dimensional spatial coordinate. Note that (3.1) is simply (1.1) with $D=0$, and (3.2) is a two-dimensional analogue of a degenerate case of the velocity rule (2.7). $\vec{K}$ is our two-dimensional social interaction kernel, which is spatially decaying and isotropic.

Since our model includes no drift term, velocities decay in the far field, and we may apply the Hodge decomposition theorem (see, for instance, [16]). This theorem states that a vector field in the plane may be uniquely decomposed into a divergencefree component and a gradient component. That is to say, the velocity may be written as

$$
\begin{equation*}
\vec{v}=\psi+\nabla \Phi, \quad \nabla \cdot \psi=0 \tag{3.3}
\end{equation*}
$$

For smooth vector fields decaying at infinity, the divergence-free part has a scalar stream function $\Psi$ satisfying $\nabla^{\perp} \Psi=0$. Thus, we can write

$$
\begin{equation*}
\vec{v}=\nabla^{\perp} \Psi+\nabla \Phi . \tag{3.4}
\end{equation*}
$$

Using an analogy to fluid flow, we may think of $\Psi$ as a stream function for the incompressible part of the flow and $\Phi$ as a pressure due to interactions. For functions with integrable gradients, convolution commutes with derivatives; i.e., $(\nabla P) * \rho=$ $\nabla(P * \rho)$. Thus, for the model (3.1)-(3.2), we can directly apply the Hodge decomposition to the interaction kernel $\vec{K}$ :

$$
\begin{equation*}
\vec{K}=\nabla^{\perp} N+\nabla P \tag{3.5}
\end{equation*}
$$

where $P$ models the interaction pressure (motion towards and away from concentrations of density) and N models additional motion, which, as we will see, allows for rotation and a cohesive swarm.

To better understand the model (3.1)-(3.2), we separate the dynamics into the two cases which we have just discussed, namely incompressible motion and potential motion. In the following two sections we study each case in turn, and demonstrate how the macroscopic motion of the population is affected by the interaction kernel $\vec{K}$.
4. Incompressible motion. In this case,

$$
\begin{equation*}
\vec{K}=\nabla^{\perp} N \tag{4.1}
\end{equation*}
$$

so that $\nabla \cdot \vec{v}=0$. Incompressible motion in two spatial dimensions is the analogue of translational drift in one dimension, in that they both allow for cohesive movement of a swarm. However, while drift terms such as $F(\rho)$ in (2.7) cannot lead to pattern formation, incompressible velocities do lead to pattern formation (in particular, vortex patterns, as we demonstrate below) for the two-dimensional case.

The governing equations (3.1)-(3.2) may be written compactly as

$$
\begin{equation*}
\rho_{t}+\nabla \cdot\left[\rho\left(\nabla^{\perp} N * \rho\right)\right]=0 \tag{4.2}
\end{equation*}
$$

We take the scalar interaction function $N$ to be a Gaussian of width $d$; i.e.,

$$
\begin{equation*}
G_{d}(|\vec{x}|) \equiv \frac{1}{d^{2}} e^{\frac{-|\vec{x}|^{2}}{d^{2}}} \tag{4.3}
\end{equation*}
$$

One might include an additional constant prefactor, but this would represent a velocity scale and may be removed by rescaling the time variable in the equations. The length scale $d$ could also be removed by rescaling, in which case the only parameter remaining in the problem would be the initial condition. We choose to retain the length scale parameter $d$ since it has a clear biological interpretation and since it is more convenient to vary than the length scale of the initial condition.

A Gaussian interaction was also considered for a linear stability analysis in [17]. Other works have used power functions or decaying exponentials [15, 18]. Our interaction function has a somewhat different meaning than the ones used in those previous works since it will be applied in two dimensions and thus has a rotationally symmetric structure. We choose Gaussian interaction functions since they are biologically realistic (in terms of being spatially decaying) and because they have convenient mathematical properties such as bounded norms and infinite differentiability. Many of our qualitative results will hold true for other classes of smooth spatially decaying interaction functions with normalized integral.

We begin by making some general statements about the effect of varying the interaction length scale $d$. For very small values of $d$, the interaction function $N$ resembles a $\delta$-function of strength $\pi$. For the limiting case $d \rightarrow 0$, (4.2) may be written as

$$
\begin{equation*}
\rho_{t}+\pi \nabla \cdot\left[\rho \nabla^{\perp} \rho\right]=0 \tag{4.4}
\end{equation*}
$$

since $\nabla^{\perp}$ commutes with convolution and the $\delta$-function acts as the identity under convolution. A little algebra reveals that (4.4) is actually $\rho_{t}=0$, and thus the swarm will be stationary. This makes intuitive sense. In the case that motion is perpendicular to population gradients in a completely local sense, the population
density profile cannot change, by construction. Of course, in a Lagrangian frame (tracking the coordinates of individual organisms) motion is possible, as long as it is perpendicular to the gradient.

On the other hand, for very large values of $d, N$ is nearly a constant, namely zero. In the formal limit $d \rightarrow \infty, \nabla^{\perp} N=0$, and once again (4.2) becomes $\rho_{t}=0$. This result also makes intuitive sense. In this case, organisms can sense population gradients infinitely far away, but these gradients have no influence on velocity since social interactions are infinitely weak, and thus the organisms are stationary.

For simplicity, and for analogy with the results mentioned in section 2 and in [17], we now focus on constant density solutions of compact support. That is to say, we assume that the initial condition is a swarm patch with finite area and constant population density $\rho_{0}$. By making such a choice, we are not modeling the initial formation of a constant-density swarm. Rather, this model should be interpreted as a macroscopic description of a swarm in which attractive and repulsive forces have already come into balance. We will study the subsequent movement of such a swarm.

We use Green's formula to rewrite (3.1)-(3.2) as an integral over the boundary:

$$
\begin{equation*}
\vec{v}(\vec{x})=\rho_{0} \int_{\partial \Omega} N(|\vec{x}-\vec{y}|) \vec{t}(\vec{y}) d s(\overrightarrow{\vec{y}}), \tag{4.5}
\end{equation*}
$$

where $\Omega$ is the support of $\rho$ and the boundary $\partial \Omega$ is parameterized in a clockwise orientation. Here $s$ is the arc length, and $\vec{t}$ is the unit tangent vector to the boundary. Following the strategy from fluid dynamics, we adopt a Lagrangian framework and track points on the boundary of the swarm patch. That is to say, we write down a Lagrangian formulation of (4.5) which will be useful for numerical simulations. Taking $\alpha$ to parameterize the boundary of the swarm, we have the equation for $\vec{z}(\alpha, t)$, the patch boundary:

$$
\begin{equation*}
\frac{d \vec{z}(\alpha, t)}{d t}=\int_{0}^{2 \pi} N\left(\vec{z}(\alpha, t)-\vec{z}\left(\alpha^{\prime}, t\right)\right) \vec{z}_{\alpha}\left(\alpha^{\prime}, t\right) d \alpha^{\prime} \tag{4.6}
\end{equation*}
$$

where the subscript $\alpha$ indicates a derivative along the boundary.
This equation describes a self-deforming curve (which encloses a constant area). From a computational standpoint, this formulation is convenient because the dimension of the problem has been reduced by one. More importantly, we see that since the boundary is a self-deforming curve, the swarm patch retains constant internal density and compact support for all time. Equation (4.6) is similar to the contour-dynamics formulation of the two-dimensional Euler equations [33], which describe how a fluid region of constant vorticity, or a vortex patch, evolves in time. The difference is that for the swarm patch case, the interaction function $N$ is expected to be spatially decaying in order to be biologically meaningful (cf. our modeling assumptions at the start of section 3, and our choice in (4.3)), while for the vortex patch problem, $N=\frac{1}{2 \pi} \log |\vec{x}|$.

Before presenting numerical results for our model, we remark on the smoothness of the patch boundary, which historically, for the fluid vortex patches, has been a subject of interest. It is now known that, for the fluid vortex patches, solutions of (4.6) with smooth initial data stay smooth for all time [4, 6]. This turns out to be the case for our present swarm patch problem as well. See the appendix for a sketch of the proof.

Equation (4.6) may be solved numerically to find the evolution of the swarm patch boundary. We now briefly describe our simple numerical algorithm. An initial swarm patch shape is selected, and the boundary is discretized into $n$ nodes. Depending on
our initial condition, we take the initial number of Lagrangian nodes to be between $n=40$ and $n=60$. The shape of the patch is evolved by using the discretized version of (4.6). The position of each node may be updated by computing its velocity and then using a time-stepping rule. We perform the spatial integral in (4.6) using Simpson's rule, which is an $\mathcal{O}\left(n^{2}\right)$ operation. As a start-up procedure, we take three time steps using a fourth-order Runge-Kutta method. However, since the Runge-Kutta method involves many evaluations of the right-hand side of (4.6), it is computationally expensive. Thus, we use a fourth-order multistep Adams-Bashforth rule for the remainder of the time steps. We take a time step of size $\Delta t=0.02$. Checks are performed with smaller time steps and varying initial discretizations of the swarm patch boundary to verify that our solutions are sufficiently well converged.

Despite the fact that the boundary stays smooth, numerical simulations reveal that it develops complex structure (as we show below), which is also a feature of vortex patches. As the swarm patch evolves, it may be necessary to rediscretize the boundary in order to have an accurate solution, i.e., to have a fine enough mesh to capture new spatial complexity. Sophisticated "contour surgery" techniques have been developed to address this issue for vortex patches; see, for example, [9]. We use a simpler technique, which we apply at every time step. Nodes which are adjacent with respect to the Lagrangian parameter $\alpha$ are checked for spacing. If the Euclidean distance becomes too large, a node is inserted between them using linear interpolation. Similarly, if nodes become too close together, they are replaced with a node whose position is the spatial average of the original ones. While this latter step discards detail below a certain length scale, we perform it nonetheless so that the total number of nodes does not grow so quickly as to make the computation prohibitively slow. Finally, we periodically perform a check to verify that the swarm-patch boundary is not selfintersecting. (Self-intersection of the boundary would break the uniqueness of particle paths which the problem must obey.) If the boundary is found to self-intersect, the simulation is aborted and must be repeated with a finer threshold of spatial detail.

We note that, by symmetry arguments, a rotating disk is an exact solution to (4.2) (though the rotation is not solid-body rotation). This is true for fluid vortex patches as well; see [16] for a discussion. We assume that $N$ is the Gaussian interaction function given by (4.3) and calculate the resulting velocity of points on the swarm boundary, a circle of radius $R$. After some algebra, we find the velocity $|\vec{v}(R)|$, from which we may compute the period of rotation

$$
\begin{equation*}
T(D)=\frac{2 \pi R}{|\vec{v}(R)|}=\frac{d^{2}}{\rho_{0}} e^{\frac{2 R^{2}}{d^{2}}}\left\{I_{1}\left(\frac{2 R^{2}}{d^{2}}\right)\right\}^{-1} \tag{4.7}
\end{equation*}
$$

where $I_{1}$ is the modified Bessel function of the first kind of order one. Figure 4.1 shows the period of rotation of the boundary, $T(d)$, for a swarm patch of radius $R=1$ and population density $\rho_{0}=1$. The exact expression (4.7) is plotted as a line, while data from a numerical simulation, obtained by tracking one of the Lagrangian nodes, is plotted as dots. These results not only serve as a check on our algorithm, but also demonstrate our previous conclusions about the behavior of (4.2) in the limits $d \rightarrow 0$ and $d \rightarrow \infty$ for the particular case of a circular patch.

This example also illustrates the effect of the interaction function $N$ on the direction of rotation. Since the boundary of the patch has a direction associated with its parameterization, the rotation is clockwise or counterclockwise according to whether the interaction function $N$ is chosen to have, respectively, a positive or negative sign. This limitation results from our choice of kinematic velocity rule. In the case of a


Fig. 4.1. Period of rotation $T$ for the boundary of a circular swarm patch under the model (4.2) with the interaction function (4.3). Here, $T$ is shown as a function of $d$, the interaction length scale in (4.3). The line corresponds to the exact expression $T=2 \pi R /|\vec{v}(R)|$ given by (4.7). The dots correspond to a numerical simulation of the contour dynamics equation (4.6). For this example, the radius of the patch is $R=1$, and the constant population density is $\rho_{0}=1$.
dynamic velocity rule, inertial effects would give any initial swarm patch a natural direction of rotation. That is to say, for a dynamic rule, the swarm will have the freedom to nucleate a rotational state, for instance, as seen in simulations of the model in [15]. For simplicity, we present simulations in which $N$ has a positive sign, resulting in clockwise rotation.

We now turn to a discussion of the behavior of the model for other (noncircular) initial conditions and for intermediate values of $d$ when some nontrivial evolution occurs. We find that for the present case of incompressible velocity the dynamics are characterized by an overall rotational motion. The solutions at sufficiently long times are vortex-like, as we now illustrate with several examples.

Figure 4.2 shows the evolution of a swarm patch using the interaction function (4.3) with $d=1$. The initial boundary of the population is the polar curve $r(\theta)=1+(1 / 10)(\cos 4 \theta)$. The square-like initial swarm patch experiences clockwise rotation. At time $t=1$, the beginnings of spiral arms are visible at the corners of the patch, where the initial curvature was greatest. By time $t=3$, the spirals have grown longer and the core of the patch is becoming circular. This trend continues through the end of the simulation at $t=10$, at which point the spiral arms have grown even longer and the core is nearly a perfect circle.

The evolution is qualitatively similar even for swarm patches whose initial shape is far from circular. For instance, Figure 4.3 shows the evolution of an elongated swarm patch, again with the interaction function (4.3) and $d=1$. The boundary of the initial shape is an ellipse with a major semiaxis of 1 and a minor semiaxis of 0.1 . As with the previous example, the swarm patch rotates in a clockwise direction. Spiral arms develop at the points of greatest curvature, and there is a movement of the population towards a developing circular core, which is noticeable at time $t=8$ and well defined by $t=10$.


Fig. 4.2. Evolution of a swarm patch under model (4.2). The boundary of the initial shape is a polar curve with radius given by $r(\theta)=1+(1 / 10)(\cos 4 \theta)$. The constant population density is $\rho_{0}=1$. The interaction function $N$ is the Gaussian given by (4.3) with interaction length scale $d=1$. The constant density swarm patch rotates clockwise and develops spiral arms.

Finally, we comment that a similar evolution occurs even for irregularly shaped swarm patches. Figure 4.4 shows the evolution of such a patch with the same interaction function as in the previous two examples. The initial shape is generated by the polar function $r=f(\theta)$, where $f$ is a superposition of cosine components with randomly chosen amplitudes and randomly chosen low-integer frequencies. As with the previous examples, the patch rotates clockwise, developing a circular core and an irregular arrangement of spiral arms.

We have shown in this section that, in the case of incompressible motion, our simple nonlocal kinematic model has constant density solutions of compact support. It was seen directly from (4.2) that the evolution of any initial swarm patch slows for very large or very small values of the interaction length scale $d$. For intermediate values of $d$, numerical simulations demonstrated that the evolution of these swarm patches is rotational, with the direction of motion set a priori by the sign on the interaction function $N$. There is a movement of population towards the rotational center of the swarm, where a circular core develops. Spiral arms form at regions of the boundary


Fig. 4.3. Evolution of an elongated swarm patch under model (4.2). The interaction function $N$ is the Gaussian given by (4.3) with interaction length scale $d=1$. The constant population density is $\rho_{0}=1$. The initial shape is an ellipse with a major semiaxis of 1 and a minor semiaxis of 0.1 . The patch eventually evolves into a circular core with two spiral arms.
where the curvature is very high. We saw that all of our numerical simulations resulted in asymptotic vortex states reminiscent of those observed in bacteria [3], fish [23], ants [26], cellular slime molds [25], and zooplankton [22]. Similar vortex-like states have also been observed in discrete dynamic swarming models such as those in $[15,8]$. Of course, these discrete dynamic models are quite different from the model we study here. As previously discussed, the direction of swarm rotation is necessarily determined by the sign of the kernel in our kinematic model, whereas in dynamic models, the swarm has the capability to nucleate a natural direction of rotation. The work in [17] alludes to this difference between kinematic and dynamic models in the context of one-dimensional motion; the difference is more dramatically highlighted by considering the more general two-dimensional case.

We close this section by discussing the biological significance of incompressible velocities. A common characteristic of biological swarms is their ability to move and evolve in shape while maintaining a constant density. Within the class of kinematic models, the general incompressible type of model we consider here is the only one


Fig. 4.4. Evolution of an irregular swarm patch under model (4.2). The interaction function $N$ is the Gaussian given by (4.3) with interaction length scale $d=1$. The constant population density is $\rho_{0}=1$. The initial shape is generated by the polar function $r=f(\theta)$, where $f$ is a superposition of cosine components with randomly chosen amplitudes and randomly chosen low-integer frequencies. The patch eventually evolves into a circular core with an irregular arrangement of spiral arms. We begin the simulation with 84 Lagrangian nodes on the swarm-patch boundary and end with 485 nodes.
which captures precisely this effect. Stated differently: for a constant density swarm in which attractive and repulsive effects are in balance, organisms wishing to maintain constant population density must move with incompressible velocities. Potential velocities, discussed in the next section, will lead to variations in population density. Thus, one may think of the incompressible velocity terms as those which model the aggregate cooperative dynamics of organisms striving to maintain equal spacing.
5. Potential motion. Some models based on potential forces are reviewed in [21, 19]. For our model, potential motion means that

$$
\begin{equation*}
\vec{K}=\nabla P \tag{5.1}
\end{equation*}
$$

so that the model (3.1)-(3.2) may be written compactly as

$$
\begin{equation*}
\rho_{t}+\nabla \cdot[\rho(\nabla P * \rho)]=0 \tag{5.2}
\end{equation*}
$$

We take the scalar interaction function $P=\mp G_{d}$, where $G_{d}$ is the Gaussian distribution of width $d$ given by (4.3). In section 4 , we made the same choice for the scalar interaction function $N$. In that case, the sign of $N$ simply determined the direction of rotation of the swarm. For the present case, we will see that the sign of $P$ has a much more dramatic effect on the evolution of the population. Specifically, it will determine whether organisms disperse or aggregate, as we discuss in the following two subsections.
5.1. Dispersion. Here, we take $P=-G_{d}$. Note that (5.2) has an analogy to Darcy's law for flow in porous media. In fact, in the limit $d \rightarrow 0,-G_{d}$ becomes a $\delta$-function of strength $\pi$, and the governing equation (5.2) is the porous media equation. This is a well studied partial differential equation, and it possesses an exact self-similar solution, called Barenblatt's solution. For an initial population of size $Q$ placed at the origin, Barenblatt's solution is

$$
\rho(r, t)= \begin{cases}\frac{1}{2 \pi} \sqrt{\frac{Q}{t}}-\frac{r^{2}}{8 \pi t}, & r \leq 2(Q t)^{1 / 4}  \tag{5.3}\\ 0, & r>2(Q t)^{1 / 4}\end{cases}
$$

A discussion of the porous media equation as it relates to biological dispersal, along with a more general statement of Barenblatt's solution, may be found in [19]. In the opposite limit $d \rightarrow \infty$, i.e., when social interactions are extremely nonlocal, a bit of algebra again reveals that the equation becomes simply the steady state $\rho_{t}=0$. The intuitive statement of this limiting case is similar to that in the previous section: organisms can sense population gradients infinitely far away, but these gradients have no influence on velocity because the strength of the social interactions is infinitely weak.

For intermediate values of the interaction length scale $d$, the population density profile experiences diffusion and convection. We may understand this better by writing the governing equation (5.2) in an alternate form. After some algebra, we obtain

$$
\begin{equation*}
\rho_{t}=\nabla \rho \cdot\left(\nabla G_{d} * \rho\right)+\rho\left(\nabla^{2} G_{d} * \rho\right) \tag{5.4}
\end{equation*}
$$

The first term on the right-hand side of (5.4) is convective and, due to the single derivative on $G$, scales like $1 / d^{4}$. In contrast, the second term is diffusive and scales like $1 / d^{6}$. Thus, for a given population density profile, as $d$ is increased, we expect that convection will be more dominant than diffusion.

We demonstrate the role played by the interaction length scale $d$ by means of numerical simulations. For these examples, we focus on a radially symmetric model, so that the density $\rho(r, t)$ is a function of the radial coordinate $r$, and the velocity $v$ is as given above. Note that if $\rho$ is radially symmetric and $P$ is also radially symmetric, then the velocity field for this gradient flow points in the radial direction and is itself radially symmetric. We solve the governing equation on the unit disk with boundary condition $\rho=0$ on the circumference. We use MacCormack's method, which is second-order accurate in space and time; see, for instance, [28]. We use $n=64$ grid points with time steps of $\Delta t=1 \times 10^{-5}-5 \times 10^{-4}$. Checks are performed with finer meshes in space and time to verify that solutions are sufficiently well converged.

Two example simulations are shown in Figure 5.1. We choose as a random initial condition the function

$$
\begin{equation*}
\rho(r, 0)=f(r)\left\{\frac{1}{2}+\frac{1}{2} \tanh (5-15 r)\right\} \tag{5.5}
\end{equation*}
$$



Fig. 5.1. Time evolution of an identical random initial condition under (5.2) for two different social interaction length scales in a radially symmetric geometry with the potential interaction function $P=-G_{d}$ given by (4.3). The graphs show the population density $\rho$ versus the radial coordinate $r$. (a) Interaction length scale $d=0.01$. Interactions are very localized, and the dynamics are similar to those of the porous media equation. The curve labeled "Barenblatt" is a snapshot of the self-similar solution to the porous media equation given by (5.3) and should be compared to the numerical solution at time $t=0.009$. (See text for details). (b) Interaction length scale $d=0.5$. For this case of more nonlocal interactions, the population is convected away from the origin, and the smoothing of the population density profile occurs more slowly.

Here, $f(r)$ is created by superposing Fourier modes with low integer wave numbers and random coefficients. Multiplication by the bracketed combination is carried out so that the initial condition decays smoothly towards zero. For the first example, this state is evolved with $d=0.01$, so that social interactions are only very slightly nonlocal. In this case, (5.2) is nearly the porous media equation, and the "bumpy" initial condition quickly smooths out and approaches the parabolic profile given by Barenblatt's solution, which we verify in the following manner. We fit the numerical solution at time $t=0.006$ to (5.3). Then the numerical solution is evolved numerically, and the fit to Barenblatt's solution is evolved analytically. The two are compared again at time $t=0.009$. Both curves are contained in Figure 5.1(a). The curves nearly overlay each other, and the maximum error between the two is $3 \%$.

For contrast, we have taken the same random initial condition and integrated it
with the more nonlocal interaction length scale $d=0.5$. In this case, shown in Figure 5.1(b), Fourier modes are damped much more slowly, and the bumpy initial conditions retain their shape much longer. The motion of the swarm is much more convective, and the population is transported away from the origin.
5.2. Aggregation. In this case, we take $P=G_{d}$. Whereas $P$ was strictly negative in the previous subsection, it is now strictly positive, and this change has dramatic consequences for the dynamics. Now the governing equation states that velocities are up, rather than down, population gradients (nonlocally), so that the population will tend to form groups.

We may understand this grouping by means of a linear stability analysis. To do so, we consider small perturbations $\hat{\rho}$ to a constant density steady state $\rho_{0}$. Linearizing (5.2), we obtain

$$
\begin{equation*}
\hat{\rho}_{t}=-\rho_{0} G_{d} * \nabla^{2} \hat{\rho} \tag{5.6}
\end{equation*}
$$

and thus we see that the perturbation obeys a nonlocal backwards heat equation. Taking a Fourier ansatz for the perturbation, i.e., $\hat{\rho}=\hat{\rho}_{0} e^{i(\vec{k} \cdot \vec{x}+\sigma t)}$, we find that the linear growth rate is given by

$$
\begin{equation*}
\sigma(k)=\pi \rho_{0} k^{2} e^{\frac{-k^{2}}{\left(4 d^{2}\right)}}, \tag{5.7}
\end{equation*}
$$

where $k=|\vec{k}|$. By computing the critical points of (5.7), we see that the most unstable modes are those with wave number $k_{u}=2 / d$. The growth of this most unstable mode provides a mechanism for the clumping of organisms. We expect that extremely localized interactions will lead to the formation of a larger number of small groups, i.e., a density distribution pattern with a small characteristic length scale. On the other hand, more nonlocal interactions will result in a smaller number of large groups, i.e., a density distribution pattern with a larger characteristic length scale.

We confirm this prediction by means of numerical simulations. Using a pseudospectral Fourier method with 128 modes on each axis, we integrate (5.2) on a $2 \pi \times 2 \pi$ box with periodic boundary conditions. We choose the initial density distribution to be $\rho=1$ plus a small random perturbation constructed by superposing low wave number $(k<15)$ Fourier modes with random coefficients. For time-stepping, we initialize with a forward Euler step and then use a second-order Adams-Bashforth method. Depending on the value of the interaction length scale $d$, we take time steps of $\Delta t=4 \times 10^{-5}-1 \times 10^{-3}$. Checks are performed with different numbers of modes and different time steps to verify convergence.

Our results are shown in Figure 5.2. Figure 5.2(a) shows the initial condition used for the two simulations. Dark patches correspond to regions of higher density. Figure $5.2(\mathrm{~b})$ shows the center of the power spectrum of the initial perturbation, which is noisy. Figure $5.2(\mathrm{c})$ shows the evolution of the state in Figure 5.2(a) at time $t=0.132$ with interaction length scale $d=0.4$. Notice the patches of high population density. By the linear stability arguments given above, the characteristic wave number of the grouping pattern is predicted to be $k_{u}=2 / d=5$. Figure $5.2(\mathrm{~d})$ shows a blowup of the center part of the power spectrum of the evolution of the perturbation. As predicted, the strongest peaks are centered around the circle $k=5$. Figures 5.2(e) and $5.2(\mathrm{f})$ are analogous to $5.2(\mathrm{c})$ and $5.2(\mathrm{~d})$, but at time $t=2.74$ and with the more nonlocal interaction length scale $d=1$. In this case, fewer groups form, and they are larger. The most unstable wave number from linear analysis is $k_{u}=2$, and indeed


FIG. 5.2. Results from integrating (5.2) on a $2 \pi \times 2 \pi$ periodic box with interaction function $P=$ $G_{d}$ given by (4.3). (a) Initial population density, given by $\rho=1$ plus a small random perturbation. (b) Center of the power spectrum of the initial perturbation. (c) Population density at $t=0.132$ with interaction length scale $d=0.4$. Note the formation of small, high-density groups. (d) Center of the power spectrum of the perturbation at $t=0.132$. The strongest peaks are at wave number $k=5$, which is the most unstable mode as predicted by linear analysis. Figures (e) and (f) are analogous to (c) and (d), but data is taken at $t=2.74$, and the longer interaction length scale $d=1$ is used. In this more nonlocal case, the most unstable wave number is $k=2$, and the population clumps into fewer, larger groups.
this is the wave number corresponding to the strongest peaks in the power spectrum. Finally, we comment that these simulations are not continued for longer times because they experience exponential blow-up, due to the lack of any effects to counterbalance the attractive forces in the model. See the appendix for a mathematical discussion of the blow-up. Modifications to the model to prevent blow-up will be a key aspect of future work, as mentioned in the next section.
6. Conclusions. Our work on biological groups in two dimensions is in the spirit of the one-dimensional study in [17]. The overarching goal in this paper is to make specific statements about how social interactions between organisms affect the large-scale motion of a biological group. In summary, we formulated and studied a simple kinematic continuum model which includes nonlocal spatially decaying social interactions between individuals. We decomposed the dynamics of our model into
incompressible motion and potential motion, or alternatively, motion perpendicular to population gradients and motion along gradients.

Whereas a constant drift and cancellation of nonlocal effects are necessary for maintaining a cohesive swarm in one dimension, this is not the case in two dimensions. For the special case of an incompressible kernel, where organisms move perpendicular to population gradients (in a nonlocal sense), the equations have constant density solutions of compact support. Through numerical simulations beginning with a variety of initial conditions, we showed that the dynamics for incompressible interactions are rotational, and that swarm patches eventually develop vortex-like structure. This rotational motion is a cooperative mechanism by which a swarm may maintain motion and cohesion once potential (attractive and repulsive) effects have come into balance. The sign of the social interaction term determines the direction of rotation, and the social interaction length scale determines the degree of macroscopic group movement. The observed asymptotic vortex states are intriguingly similar to actual mill vortices seen in biological systems [3, 22, 23, 25, 26].

In contrast, potential kernels model repulsion or attraction between organisms. For the repulsive case, the interaction length scale determines a balance between diffusive motion and convective motion. Very localized interactions lead to greater smoothing, while more nonlocal interactions result in slower smoothing but more outward convection motion. For the attractive case, the length scale determines a most-unstable mode, the growth of which results in the clumping of the population into regions of high and low density.

This work leaves open many possibilities for future research using nonlocal continuum models and ideas from fluid dynamics. One route would be to conduct fully two-dimensional simulations of biological groups under the simultaneous influence of incompressible and potential interactions. Another would be to relax some of the simplifying modeling assumptions made in section 3 . The focus would be on more complicated velocity rules containing both nonlocal and local components, each of which may be nonlinear. Additional future work might consider dynamic, rather than kinematic, velocity rules. These rules would take into account inertial forces that might capture "phase changes" in animal group behaviors such as the transition from milling to translational motion.

While a model ultimately should base interaction rules on specific biological socialization functions of the organisms, field and laboratory data leading to such models is, unfortunately, very limited. We hope that the general discussion of this paper will help to focus further research in this direction. Furthermore, our results do suggest some additional measurements for future experimental work. One such measurement is motivated by our observation that (at least within the simple class of kinematic models we have considered here) we see quite different kinds of patterns depending on whether we consider incompressible or compressible motion. Thus, measuring local density variations for different swarm morphologies might elucidate the relationship between typical swarming patterns (like the vortex states) and the mechanisms that create them. Additionally, careful measurements of the nucleation of such patterns will also help in understanding the dynamics of their creation and their robustness to disturbances and other influences.

Appendix. In this appendix we sketch proofs for two results mentioned in the body of this paper, namely regularity of a swarm-patch boundary for the model examined in section 4 and an exponential upper bound for the blow-up of the model examined in section 5.2.
A.1. Regularity of the boundary of swarm patches. In this subsection we discuss the swarm-patch model of section 4 and the regularity of the swarm-patch boundary. The boundary parametrized by $\vec{z}(\alpha, t)$ is a solution of the integrodifferential equation

$$
\begin{equation*}
\frac{d \vec{z}}{d t}=\vec{v}(\vec{z}, t), \quad \vec{v}(\vec{x}, t)=\vec{K} * \rho(\vec{x}, t), \quad \rho(\vec{x}, t)=\chi_{\Omega} \tag{A.1}
\end{equation*}
$$

where $\Omega(t)$ is the interior of the swarm patch.
If we consider the problem as an integrodifferential equation for $\rho$,

$$
\begin{equation*}
\frac{d \rho}{d t}+\vec{v} \cdot \nabla \rho=0, \quad \vec{v}=\vec{K} * \rho \tag{A.2}
\end{equation*}
$$

where $\vec{K}=\nabla^{\perp} N$ for a smooth radial function $N$ decaying at infinity, then the swarm patch is an example of a weak solution of this problem with initial condition $\rho_{0} \in L^{1} \cap L^{\infty}\left(\mathbb{R}^{2}\right)$. Existence and uniqueness of this problem can be proved following the classical theory of Yudovich for vortex patches [32] which is also detailed in [16]. Such a discussion is beyond the scope of this paper. However, we present some straightforward estimates that can be used to prove that the boundary of the patch remains smooth if initially smooth, as in the case of vortex patches for which the kernel $\vec{K}$ is more singular (and the proof is correspondingly more difficult).

If the swarm density persists as the characteristic function of a domain $\Omega(t)$, then it is uniformly bounded in $L^{1} \cap L^{\infty}$ for all time. Since $\vec{v}=\vec{K} * \rho$ with $\vec{K} \in C^{\infty}$, then we have an a priori bound for all derivatives of $\vec{v}, D^{k} \vec{v}<\infty$ for all multi-indices $k$. Smoothness of the patch boundary then follows from the fact that the map $\vec{z}$ satisfies the ODE (A.1) with initial condition

$$
\begin{equation*}
\left.\vec{z}\right|_{t_{0}}=\vec{z}_{0}(\alpha) \tag{A.3}
\end{equation*}
$$

for smooth $\vec{z}_{0}$. Since $\vec{v}$ is $C^{\infty}$ by standard regularity theory for solutions of ODEs, we see that $\vec{z}$ itself is smooth. Note that the mapping $\vec{z}$ cannot develop a critical point at a later time $t$ because the Lagrangian derivative of $\vec{z}, \vec{z}_{\alpha}$ satisfies the ODE

$$
\begin{equation*}
\frac{d \vec{z}_{\alpha}}{d t}=\left.\nabla \vec{v}\right|_{\vec{z}(\alpha, t)} \vec{z}_{\alpha} \tag{A.4}
\end{equation*}
$$

Since $\nabla \vec{v}$ is bounded for all time, $\vec{z}_{\alpha}$ remains bounded away from zero and infinity if it is so bounded at time zero, by Grönwall's lemma.
A.2. Boundedness of the swarm density for a general velocity rule. In section 5.2 we presented numerical computations that showed $\rho(\vec{x}, t)$ can exhibit blowup when the convolution kernel $\vec{K}=\nabla P=\nabla G_{d}$ is positive. In the limit as $d \rightarrow 0$ this formally corresponds to a backward time porous media equation.

Here we derive an a priori bound that shows that, for a smooth kernel of any sign, the maximum of $\rho$ is bounded by an exponential in time. Thus the blow-up seen numerically must be an infinite time blow-up, not finite time. The bound we derive depends on the $L^{\infty}$ norm of the convolution kernel. Thus as $d \rightarrow 0$, the bound itself becomes unbounded, as it should because we are approaching the ill-posed limit in the positive kernel case.

In Eulerian coordinates, $\rho$ satisfies a reaction convection equation

$$
\begin{equation*}
\rho_{t}+\vec{v} \cdot \nabla \rho=-\rho \nabla \cdot \vec{v} . \tag{A.5}
\end{equation*}
$$

This problem can be transformed to Lagrangian coordinates using the method of characteristics. Let $\vec{X}(\alpha, t)$ denote the solution of the ODE

$$
\begin{equation*}
\frac{d \vec{X}}{d t}=\vec{v}(\vec{X}, t),\left.\quad \vec{X}\right|_{t=0}=\alpha \tag{A.6}
\end{equation*}
$$

Then in the Lagrangian coordinate $\alpha, \rho$ satisfies

$$
\begin{equation*}
\frac{d \rho}{d t}=-\left.(\nabla \cdot \vec{v})\right|_{\vec{X}(\alpha, t)} \rho \tag{A.7}
\end{equation*}
$$

Thus we have a differential inequality for the $L^{\infty}$ norm of $\rho$,

$$
\begin{equation*}
\frac{d}{d t}\|\rho\|_{L^{\infty}} \leq C\|\nabla \cdot \vec{v}\|_{L^{\infty}}\|\rho\|_{L^{\infty}} \tag{A.8}
\end{equation*}
$$

Since $\rho$ is a density, it has an a priori $L^{1}$ bound,

$$
\begin{equation*}
\int \rho(\vec{x}, t) d \vec{x}=\int \rho(\vec{x}, 0) d \vec{x}=\|\rho\|_{L^{1}} \tag{A.9}
\end{equation*}
$$

Since $\vec{v}=\vec{K} * \rho$ for smooth $\vec{K}$, we have

$$
\begin{equation*}
\|\nabla \cdot \vec{v}\|_{L^{\infty}} \leq\|\nabla \cdot \vec{K}\|_{L^{\infty}}\|\rho\|_{L^{1}} \tag{A.10}
\end{equation*}
$$

Combining this with (A.8) and the a priori bound on the $L^{1}$ norm of $\rho$, we have

$$
\begin{equation*}
\frac{d}{d t}\|\rho\|_{L^{\infty}} \leq C\|\rho\|_{L^{1}}\|\rho\|_{L^{\infty}}, \quad C=\|\nabla \cdot \vec{K}\|_{L^{\infty}} \tag{A.11}
\end{equation*}
$$

Grönwall's lemma then gives

$$
\begin{equation*}
\|\rho\|_{L^{\infty}} \leq \exp \left(C\left\|\rho_{0}\right\|_{L^{1}} t\right)\left\|\rho_{0}\right\|_{L^{\infty}} \tag{A.12}
\end{equation*}
$$
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#### Abstract

A nondimensional model of the multifrequency radiation diffusion equation is derived. A single material ideal gas equation-of-state is assumed. Opacities are proportional to the inverse of the cube of the frequency. Inclusion of stimulated emission implies a Wien spectrum for the radiation source function. It is shown that the solutions are uniformly bounded in time and that stationary solutions are stable. The spatially independent solutions are asymptotically stable, while the spatially dependent solutions of the linearized equations approach zero.
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1. Introduction. This paper derives asymptotic stability properties for a system of equations modeling the frequency dependent radiation diffusion equation coupled to the matter energy balance equation. In order to obtain a tractable system, we simplify the equations and first derive a system in nondimensional form. Our derived system preserves the salient features of the original dimensional set of equations - in particular, frequency dependent opacities and a nonlinear relationship between the matter temperature and the radiation emission term. We assume matter to consist of a single material characterized by an ideal gas equation-of-state, i.e., a specific energy proportional to temperature. In the analysis, we impose zero flux boundary conditions on the radiation field. However, since we are interested in studying how the two fields (radiation and temperature) equilibrate, and since the radiation diffusion equation is itself derived assuming near isotropy, i.e., short mean free paths, our boundary condition is not overly restrictive.

We begin with the multifrequency radiation diffusion equations (CGS units)

$$
\begin{align*}
\partial_{t} u_{\nu} & =\nabla D_{\nu} \nabla u_{\nu}+c \kappa_{\nu}\left(B_{\nu}-u_{\nu}\right)  \tag{1}\\
\rho \partial_{t} e & =-c \int_{0}^{\infty} d \nu \kappa_{\nu}\left(B_{\nu}-u_{\nu}\right) \tag{2}
\end{align*}
$$

Equations (1)-(2) simulate diffusive transport and emission-absorption. The equations do not contain scattering or effects due to fluid motion (advection and spectral shifts.) The variable $u_{\nu}$ ( $\mathrm{erg} \mathrm{sec} \mathrm{cm}^{-3}$ ) represents the spectral energy density of the

[^9]radiation field, $\nu\left(\mathrm{sec}^{-1}\right)$ is the frequency coordinate, $\rho$ is the mass density (assumed fixed), and $e$ is the matter specific energy density. The latter's temporal derivative is expressed in terms of the specific heat $c_{\mathrm{v}}$ and the matter temperature $T$,
\[

$$
\begin{equation*}
\partial_{t} e=\frac{\partial e}{\partial T} \partial_{t} T \doteq c_{\mathrm{v}} \partial_{t} T \tag{3}
\end{equation*}
$$

\]

On the right side of (1), the diffusion coefficient $D_{\nu}=c / 3 \kappa_{\nu}$, where $c$ is the speed of light and $\kappa_{\nu}\left(\mathrm{cm}^{-1}\right)$ is the inverse mean free path. ${ }^{1}$ (In most applications, $D_{\nu}$ is modified by including the total scattering cross-section (Mihalas and Weibel-Mihalas [9]) and a flux limiter (Lund and Wilson [7].) Section 6 discusses how such generalizations impact our model. The coefficient $\kappa_{\nu}$ is a complicated function of frequency. In this paper, we consider one valid for free-free transitions [12],

$$
\begin{equation*}
\kappa_{\nu}=\left(2 \pi / 3 m_{e}^{3} k\right)^{1 / 2}\left(4 Z_{e}^{2} e^{6} N_{+} N_{e} / 3 h c\right) T^{-1 / 2} \nu^{-3} \tag{4}
\end{equation*}
$$

where $m_{e}$ is the electron mass, $k$ is the Boltzmann constant, $Z_{e}$ is the ionic charge, $e$ is the fundamental charge, $N_{+}$and $N_{e}$ are the number densities $\left(\# \mathrm{~cm}^{-3}\right.$ ) of the ions and free electrons, and $h$ is the Planck constant. We focus our attention on a fully ionized hydrogen plasma of density $\rho$. Thus, $Z_{e}=1$, and $N_{+}=N_{e}=\rho \mathcal{A}$, where $\mathcal{A}$ is the Avogadro constant. This implies that

$$
\begin{equation*}
\kappa_{\nu}=\kappa_{0} \nu^{-3}, \quad \kappa_{0}=1.34 \cdot 10^{56} \rho^{2} / \sqrt{T} \tag{5}
\end{equation*}
$$

In order to obtain a tractable set of equations, we ignore the weak temperature dependence of $\kappa_{0}$ and, since $\rho$ is assumed to be fixed, absorb $\rho^{2} / \sqrt{T}$ into $\kappa_{0}{ }^{2}$ Thus, taking characteristic values for $\rho$ and $T$, we let $\kappa_{0} \rho^{2} / \sqrt{T} \rightarrow \kappa_{0}$. Since $\kappa_{\nu}$ has units of $\mathrm{cm}^{-1}, \kappa_{0}$ now has units of $\mathrm{cm}^{-1} \mathrm{sec}^{-3}$.

Last, we define the radiation emission term $B_{\nu}$. To simplify the algebra, instead of the usual Planck function we assume a Wien distribution and write

$$
\begin{equation*}
B_{\nu}=\left(8 \pi h / c^{3}\right) \nu^{3} \exp (-h \nu / k T) \tag{6}
\end{equation*}
$$

The difference between (6) and the Planck function is that the latter replaces the $\operatorname{exponential}$ term with $[\exp (h \nu / k T)-1]^{-1}$. For our purposes, this is of little consequence. Both distributions, Planck and Wien, have the same exponential decay at high frequencies. At low frequencies, (6) and the Planck function are proportional to $\nu^{3}$ and $\nu^{2}$, respectively. Equation (6) and the Planck function peak at $h \nu / k T=3$ and 2.82 , respectively. Also, the frequency integrated emission term

$$
\int_{0}^{\infty} d \nu B_{\nu}=7.00 \cdot 10^{-15} T^{4}
$$

which is approximately $8 \%$ less than the Planck result, $7.56 \cdot 10^{-15} T^{4}$. The relative error of the two distributions, (Planck - Wien) $/$ Planck $=\exp (-h \nu / k T)$. Thus, the error is greatest at $\nu=0$, but at the peak of the Planck function, the error is less than $6 \%$.

We now derive the nondimensional system of equations and begin by choosing characteristic values for the density $\rho$, specific heat $c_{\mathrm{v}}$, and temperature $T_{0}$. As

[^10]mentioned above, incorporating these values into (5) yields $\kappa_{\nu}=\kappa_{0} \nu^{-3}$. Denoting the normalization values with zero subscripts and the normalized variables with primes, we define $\nu^{\prime}=\nu / \nu_{0}, T^{\prime}=T / T_{0}, u^{\prime}=u / u_{0}, t^{\prime}=t / t_{0}$, and if $x$ is the spatial coordinate, $x^{\prime}=x / x_{0}$. This implies that $\kappa_{\nu}=\kappa_{0}\left(\nu_{0} \nu^{\prime}\right)^{-3}, \partial_{t}=\left(1 / t_{0}\right) \partial_{t^{\prime}}, \nabla=\left(1 / x_{0}\right) \nabla^{\prime}$, etc. The constants $\nu_{0}, t_{0}$, etc. may be expressed in terms of the original three, $\rho, c_{\mathrm{V}}$, and $T_{0}$. The choices
\[

$$
\begin{align*}
\nu_{0} & =k T_{0} / h \\
t_{0} & =\nu_{0}^{3} /\left(c \kappa_{0}\right) \\
x_{0} & =\nu_{0}^{3} /\left(\sqrt{3} \kappa_{0}\right) \\
u_{0} & =8 \pi h \nu_{0}^{3} / c^{3} \\
R & =\rho c_{\mathrm{v}} c^{3} /\left(8 \pi k \nu_{0}^{3}\right) \tag{7}
\end{align*}
$$
\]

yield the desired system,

$$
\begin{align*}
\partial_{t} u & =\nabla \cdot \nu^{3} \nabla u+\left(\nu^{3} e^{-\nu / T}-u\right) / \nu^{3}  \tag{8}\\
R \partial_{t} T & =-T+\int_{0}^{\infty}\left(u / \nu^{3}\right) d \nu \tag{9}
\end{align*}
$$

where $u=u(x, t, \nu)$ and $T=T(x, t)$. In (8)-(9) and henceforth, we drop the primes from the nondimensional variables, $t, \nu, u$, etc. Note that the first term on the right side of (9) stems from integrating over frequency, i.e.,

$$
\int_{0}^{\infty} d \nu\left(\nu^{3} e^{-\nu / T}\right) / \nu^{3}=\int d \nu e^{-\nu / T}=T
$$

It is instructive to choose characteristic values for $T_{0}, \rho$, and $c_{\mathrm{v}}$ and evaluate the normalization constants in (7). For example, the choices $T_{0}=10^{5}{ }^{\circ} \mathrm{K}, \rho=$ $10^{-6} \mathrm{~g} \mathrm{~cm}^{-3}$, and $c_{\mathrm{v}}=10^{8} \mathrm{erg} /\left(\mathrm{g}{ }^{\circ} \mathrm{K}\right)$ imply $\nu_{0}=2.08 \cdot 10^{15} \mathrm{~Hz}(\approx 10 \mathrm{eV}), t_{0}=$ $7.12 \cdot 10^{-7} \mathrm{sec}, x_{0}=1.24 \cdot 10^{4} \mathrm{~cm}, u_{0}=5.59 \cdot 10^{-11} \mathrm{erg} \mathrm{sec} / \mathrm{cm}^{3}$, and $R=85.8$. Note that the above value for $\nu_{0}$ corresponds to a wavelength $\lambda_{0}=1.44 \cdot 10^{-5} \mathrm{~cm}$, which lies just outside the so-called near UV range $2-4 \cdot 10^{-5} \mathrm{~cm}$.

The nondimensional equations (8)-(9) preserve important properties of the original system (1)-(2). Conservation of total energy follows by ignoring boundary fluxes (e.g., by imposing homogeneous Neumann boundary conditions on $u$ ) and integrating the total energy density $R T+\int d \nu u$ over the spatial domain. The high frequency photons, i.e., $u$ with large $\nu$, in (8)-(9) are characterized by fast transport and slow absorption. In (8), $1 / \nu^{3}$ plays the role of a coupling coefficient, the low frequencies coupling the fastest. Matter preferentially emits radiation into frequencies where $\nu^{3} e^{-\nu / T}$ is maximal.

Before launching into our theme, we summarize previously published related work. Andreev, Kozmanov, and Rachilov [1] consider the system coupling the matter energy equation to either the equation of radiative transfer (i.e., for the radiation intensity $I$ ) or to the radiation diffusion equation. They examine the grey, i.e., frequencyintegrated, as well as the spectral cases. Andreev, Kozmanov, and Rachilov assume Dirichlet boundary conditions; that is, the incoming intensity is specified, or, in the diffusion limit, the radiation energy density. Isotropic scattering is included in the transfer equation. Assuming existence of solutions, the paper proves a maximum principle (MP), viz., that the solution is bounded by the initial data and the boundary values. The paper does not discuss whether the equilibrium solution is an attractor.

Mercier [8] considers the system coupling the spectral radiative transfer and matter energy equations. The system includes Thomson scattering, i.e., no energy exchange due to scattering. By applying the theory of accretive operators, Mercier shows that (1) a solution exists, (2) the solution is bounded by the initial and boundary data, and (3) as time progresses, the distance between the solution and the equilibrium point decreases, i.e., the latter is an attractor. Mercier makes the following assumptions regarding the behavior of the coefficients of the equations: The matter internal energy has a positive minimum and the specific heat has a finite upper bound. For the opacity $\kappa$, there is Lipschitz continuity with respect to $T$, a finite upper bound for all frequency, and $\kappa$ decreases with $T$. And radiation emission $\kappa B$ increases with $T$. These assumptions are largely satisfied by our model, with the exceptions that our $\kappa$ diverges with decreasing frequency (as $\nu^{-3}$ ) and that $\kappa$ is independent of $T$.

The existence of an MP has implications for the design of numerical methods for these equations. Ideally, the schemes should also satisfy an MP. In [6], Larsen and Mercier apply the theoretical work of [1] and [8] to analyze the Monte Carlo method of Fleck and Cummings [5]. Larsen and Mercier prove that for sufficiently small time steps, the algorithm does satisfy the MP but that it fails to do so for large time steps. The analysis is confirmed by their numerical simulations and by Fleck and Cummings's own results [5, Figure 4, p. 332].

There are two competing Monte Carlo schemes for the equations of radiative transfer. One is the previously mentioned one of Fleck and Cummings [5]; another is the method of Carter and Forest [2]. Both schemes rewrite the matter energy equation in terms of the integrated radiation energy density function $u_{r}(T)=a T^{4}$, where $a$ is the radiation constant. The schemes require a value of $u_{r}$ throughout the course of the time step, but they differ in how that term is approximated. The choice of approximation impacts the stability of the scheme, i.e., whether or not the numerical solution satisfies the MP. In [3], Densmore and Larsen apply the Larsen and Mercier analysis [6] to the Carter-Forest scheme. Densmore and Larsen's analysis shows that the Fleck-Cummings scheme appears to allow larger time steps than the Carter-Forest scheme before the numerical solution violates the MP. The analysis is confirmed by numerical results on a problem simulating radiative flow into initially cold matter.

In this paper, we extend the work just cited by analyzing the rate at which solutions equilibrate. Since our interests lie with the multifrequency radiation diffusion equations, we restrict our attention to the normalized system derived above.

We now summarize the rest of the paper. Section 2 confirms that solutions are positive and uniformly bounded by the initial conditions. Section 3 shows that the stationary solution is unique and if the initial conditions of a given problem lie within an envelope about the stationary solution, so does the solution for all time. In section 4 , we consider a linearized form of (8)-(9) and prove that a small perturbation about the stationary solution decays to zero exponentially fast if the perturbation is spatially varying. Section 5 considers the nonlinear system (8)-(9) and shows that nonspatially varying perturbations also decay to zero. However, we are unable to give an estimate for the rate of decay and surmise that the decay may be slow. A summary, motivation for this work, and a description of ongoing related research appear in section 6. Section 6 also discusses the impact that more realistic assumptions, e.g., nonideal gases, have on our model.
2. A priori bounds. Let $U$ be an open, bounded, and connected subset of $\mathbb{R}^{3}$ with smooth boundary. We consider the equations

$$
\begin{gather*}
\partial_{t} u(x, t, \nu)+\frac{1}{\nu^{3}} u(x, t, \nu)=\nu^{3} \Delta u(x, t, \nu)+e^{-\nu / T(x, t)},  \tag{10}\\
R \partial_{t} T(x, t)+T(x, t)=\int_{\nu=0}^{\infty} \frac{u(x, t, \nu)}{\nu^{3}} d \nu \tag{11}
\end{gather*}
$$

for $x \in U, t>0$, and $0<\nu<\infty$ with boundary conditions

$$
\begin{equation*}
\frac{\partial u}{\partial n}(x, t, \nu)=0, \quad x \in \partial U \tag{12}
\end{equation*}
$$

and initial conditions

$$
u(x, 0, \nu)=u_{0}(x, \nu), \quad T(x, 0)=T_{0}(x), \quad x \in U
$$

Here $T(x, t)$ is the matter temperature at position $x$ and time $t, u(x, t, \nu)$ denotes the radiation energy density at frequency $\nu$, and $\Delta u=\sum_{i=1}^{3} \partial_{x_{i}}^{2} u$. The constant $R$ is positive.

Lemma 1. Let $u(x, t, \nu), T(x, t)$ be smooth solutions of (10)-(12). If

$$
0 \leq u(x, 0, \nu) \leq \nu^{3} e^{-\nu / T_{2}} \quad \text { and } \quad 0<T(x, 0)<T_{2}
$$

then, for $t>0$,

$$
0<u(x, t, \nu)<\nu^{3} e^{-\nu / T_{2}} \quad \text { and } \quad 0<T(x, t)<T_{2}
$$

Remark. Lemma 1 shows that the solutions of (10)-(12) are uniformly bounded in time. This is to be expected as the temperature and the radiation energy are nonnegative quantities and there is no energy flowing through the boundary. The result is also valid when $U$ is a box with periodic boundary conditions.

Proof. The idea is to rewrite (10)-(11) as integral equations and use proof by contradiction. It follows from (10) that for each $\nu>0$,

$$
\partial_{t}\left(e^{t / \nu^{3}} u\right)=\nu^{3} \Delta\left(e^{t / \nu^{3}} u\right)+e^{t / \nu^{3}} e^{-\nu / T}
$$

Using Duhamel's principle [4, p. 49], we obtain

$$
\begin{align*}
u(x, t, \nu)= & e^{-t / \nu^{3}} \int_{U} G_{\nu}(x, y, t) u(y, 0, \nu) d y \\
& +\int_{s=0}^{t} e^{-(t-s) / \nu^{3}} \int_{U} G_{\nu}(x, y, t-s) e^{-\nu / T(y, s)} d y d s \tag{13}
\end{align*}
$$

Here $G_{\nu}(x, y, t)$ is the Green's function for $\partial_{t} w=\nu^{3} \Delta w$ with Neumann boundary conditions. From (11) we see that

$$
\partial_{t}\left(e^{t / R} T\right)=\frac{e^{t / R}}{R} \int_{\nu=0}^{\infty} \frac{u}{\nu^{3}} d \nu
$$

Integrating with respect to $t$ and using (13) yield

$$
\begin{aligned}
T(x, t) & =e^{-t / R} T(x, 0) \\
& +\int_{\tau=0}^{t} \frac{e^{-(t-\tau) / R}}{R} \int_{\nu=0}^{\infty} \frac{e^{-\tau / \nu^{3}}}{\nu^{3}} \int_{U} G_{\nu}(x, y, \tau) u(y, 0, \nu) d y d \nu d \tau \\
(14) & +\int_{\tau=0}^{t} \frac{e^{-(t-\tau) / R}}{R} \int_{\nu=0}^{\infty} \int_{s=0}^{\tau} \frac{e^{-(\tau-s) / \nu^{3}}}{\nu^{3}} \int_{U} G_{\nu}(x, y, \tau-s) e^{-\nu / T(y, s)} d y d s d \nu d \tau
\end{aligned}
$$

To bound $T$ we assume that either $\min _{\bar{U}} T(x, t)=0$ or $\max _{\bar{U}} T(x, t)=T_{2}$ for some $t>0$. Let $t_{2}$ be the smallest such $t$. Then $0<T(x, t)<T_{2}$ for $0 \leq t<t_{2}$. Since $T_{0}>0, G_{\nu}>0, u_{0} \geq 0, R>0$, and $e^{-\nu / T}>0$, for $t<t_{2}$ we conclude from (14) that $T\left(x, t_{2}\right)>0$. Thus, the upper bound must hold at $t=t_{2}$. Let $x_{2}$ define the point where $T\left(x_{2}, t_{2}\right)=T_{2}$. Recall that $\int G_{\nu} d y \equiv 1$. Since $u(y, 0, \nu) \leq \nu^{3} e^{-\nu / T_{2}}$ and $e^{-\nu / T(y, s)}<e^{-\nu / T_{2}}$, for $s<t_{2}$ it follows from (14), after integrating over $s$, that

$$
\begin{aligned}
T_{2}=T\left(x_{2}, t_{2}\right) & \leq e^{-t_{2} / R} T\left(x_{2}, 0\right) \\
& +\int_{\tau=0}^{t_{2}} \frac{e^{-\left(t_{2}-\tau\right) / R}}{R} \int_{\nu=0}^{\infty} e^{-\tau / \nu^{3}} e^{-\nu / T_{2}} d \nu d \tau \\
& +\int_{\tau=0}^{t_{2}} \frac{e^{-\left(t_{2}-\tau\right) / R}}{R} \int_{\nu=0}^{\infty}\left(1-e^{-\tau / \nu^{3}}\right) e^{-\nu / T_{2}} d \nu d \tau
\end{aligned}
$$

Cancelling the terms involving $e^{-\tau / \nu^{3}}$ and evaluating the remaining integrals yield the contradiction

$$
T_{2} \leq e^{-t_{2} / R}\left[T\left(x_{2}, 0\right)-T_{2}\right]+T_{2}<T_{2}
$$

Thus, the bounds for $T(x, t)$ hold for all time.
To bound $u(x, t, \nu)$, we let $t>0$ be given and choose $\epsilon>0$ such that

$$
\epsilon<\min _{y \in \bar{U}, 0 \leq s \leq t} T(y, s) \leq \max _{y \in \bar{U}, 0 \leq s \leq t} T(y, s)<T_{2}-\epsilon
$$

Since $u(x, 0, \nu) \geq 0, G_{\nu}>0$, and $\int G_{\nu} d y \equiv 1$, it follows from (13) that $u(x, t, \nu) \geq$ $\left(1-e^{-t / \nu^{3}}\right) e^{-\nu / \epsilon}>0$, which establishes the lower bound. For the upper bound, we use the inequalities $u(x, 0, \nu) \leq \nu^{3} e^{-\nu / T_{2}}$ and $e^{-\nu / T(y, s)}<e^{-\nu /\left(T_{2}-\epsilon\right)}$. Doing the integrals in (13) gives

$$
\begin{aligned}
u(x, t, \nu) & \leq e^{-t / \nu^{3}} \nu^{3} e^{-\nu / T_{2}}+\left(1-e^{-t / \nu^{3}}\right) \nu^{3} e^{-\nu /\left(T_{2}-\epsilon\right)} \\
& \leq \nu^{3} e^{-\nu / T_{2}}-\left(1-e^{-t / \nu^{3}}\right) \nu^{3} e^{-\nu / T_{2}}\left(1-e^{-\nu \epsilon /\left[T_{2}\left(T_{2}-\epsilon\right)\right]}\right) \\
& <\nu^{3} e^{-\nu / T_{2}}
\end{aligned}
$$

This completes the proof.
3. Stationary solutions. In this section we consider stationary solutions of (10)-(12). We shall show that such solutions cannot depend on $x$ and that they are stable. The problem of asymptotic stability is discussed in sections 4 and 5 .

Lemma 2. Let $u(x, \nu), T(x)$ be a stationary solution of (10)-(12) and satisfy the bounds in Lemma 1. Then $u, T$ are independent of $x$, and there is a constant $M$ such that

$$
u(\nu)=\nu^{3} e^{-\nu / M}, \quad T=M
$$

Proof. It is clear that $u=\nu^{3} e^{-\nu / M}, T=M$ is a stationary solution of (10)-(12). We will show that there are no others. It follows from (10)-(12) that

$$
\begin{gather*}
-\nu^{6} \Delta u(x, \nu)+u(x, \nu)=\nu^{3} e^{-\nu / T(x)} \\
T(x)=\int_{\nu=0}^{\infty} \frac{u(x, \nu)}{\nu^{3}} d \nu \tag{15}
\end{gather*}
$$

where $u$ satisfies the boundary condition (12). Since $-\nu^{6} \Delta w+w=f$ with $\partial w / \partial n=0$ has a unique solution and $w=1$ if $f=1$, we see that

$$
\begin{gather*}
u(x, \nu)=\int_{U} g_{\nu}(x, y) \nu^{3} e^{-\nu / T(y)} d y  \tag{16}\\
1=\int_{U} g_{\nu}(x, y) d y \tag{17}
\end{gather*}
$$

One can show that the Green's function satisfies $g_{\nu}(x, y)=g_{\nu}(y, x)>0$ when $x \neq y$ and is singular when $x=y$. Let $M=\max _{\bar{U}} T(y)$. Then $M=T(x)$ for some $x$ in $\bar{U}$ and by using (17), (15), and (16), we find

$$
\begin{aligned}
0 & =M-T(x) \\
& =\int_{\nu=0}^{\infty} e^{-\nu / M} \int_{U} g_{\nu}(x, y) d y d \nu-\int_{\nu=0}^{\infty} \frac{1}{\nu^{3}} \int_{U} g_{\nu}(x, y) \nu^{3} e^{-\nu / T(y)} d y d \nu \\
& =\int_{\nu=0}^{\infty} \int_{U} g_{\nu}(x, y)\left[e^{-\nu / M}-e^{-\nu / T(y)}\right] d y d \nu
\end{aligned}
$$

Since $g_{\nu}>0$ and $\left[e^{-\nu / M}-e^{-\nu / T(y)}\right] \geq 0$, we conclude that $T(y)=M$ for all $y$ in $U$. Equations (16)-(17) then imply that $u(x, \nu)=\nu^{3} e^{-\nu / M}$ for all $x$ in $U$. This completes the proof.

How do we determine the stationary solution corresponding to particular initial data? Let

$$
\begin{equation*}
K(t)=\int_{U}\left[R T(x, t)+\int_{\nu=0}^{\infty} u(x, t, \nu) d \nu\right] d x \tag{18}
\end{equation*}
$$

define the total (matter and radiation) energy for the system. Differentiating with respect to $t$ and using (10)-(12), we see that $K(t)$ is independent of time. If $T(x, t) \rightarrow$ $M$ and $u(x, t, \nu) \rightarrow \nu^{3} e^{-\nu / M}$ as $t \rightarrow \infty$, we can find $M$ by solving

$$
\begin{equation*}
R M+6 M^{4}=K(0) / \operatorname{vol}(U) \tag{19}
\end{equation*}
$$

If $K(0)>0$, this equation has a unique solution. We will now show that the stationary solution is stable.

Theorem 1. Let $u(x, t, \nu), T(x, t)$ be a smooth solution of (10)-(12). If

$$
\nu^{3} e^{-\nu / T_{1}} \leq u(x, 0, \nu) \leq \nu^{3} e^{-\nu / T_{2}} \quad \text { and } \quad T_{1}<T(x, 0)<T_{2}
$$

then for $t>0$

$$
\nu^{3} e^{-\nu / T_{1}}<u(x, t, \nu)<\nu^{3} e^{-\nu / T_{2}} \quad \text { and } \quad T_{1}<T(x, t)<T_{2}
$$

Remark. Equations (18)-(19) show that if $u$ and $T$ satisfy the assumptions in Theorem 1, then $R T_{1}+6 T_{1}^{4}<R M+6 M^{4}<R T_{2}+6 T_{2}^{4}$. Therefore, the temperature $M$ for the stationary solution lies in the interval $T_{1}<M<T_{2}$.

Proof. We have already established the upper bounds in Lemma 1. Our proof for the lower bounds is similar. Assume $\min _{\bar{U}} T(x, t)=T_{1}$ for some $t>0$, and let $t_{1}$ be the first such $t$. Then, $T_{1}=T\left(x_{1}, t_{1}\right)$ for some $x_{1} \in \bar{U}$, and $T(y, s)>T_{1}$ for $y \in U$ and $s<t$. Since $\int G_{\nu} d y \equiv 1, u(y, 0, \nu) \geq \nu^{3} e^{-\nu / T_{1}}$, and $e^{-\nu / T(y, s)}>e^{-\nu / T_{1}}$ for $s<t_{1}$, it follows from (14), after integrating over $s$, that

$$
\begin{aligned}
T_{1}=T\left(x_{1}, t_{1}\right) & \geq e^{-t_{1} / R} T\left(x_{1}, 0\right) \\
& +\int_{\tau=0}^{t_{1}} \frac{e^{-\left(t_{1}-\tau\right) / R}}{R} \int_{\nu=0}^{\infty} e^{-\tau / \nu^{3}} e^{-\nu / T_{1}} d \nu d \tau \\
& +\int_{\tau=0}^{t_{1}} \frac{e^{-\left(t_{1}-\tau\right) / R}}{R} \int_{\nu=0}^{\infty}\left(1-e^{-\tau / \nu^{3}}\right) e^{-\nu / T_{1}} d \nu d \tau .
\end{aligned}
$$

Cancelling the $e^{-\tau / \nu^{3}}$ terms and evaluating the remaining integrals, we get

$$
T_{1} \geq e^{-t_{1} / R}\left[T\left(x_{1}, 0\right)-T_{1}\right]+T_{1}>T_{1}
$$

The contradiction shows that the lower bound for $T(x, t)$ holds for all time.
To bound $u(x, t, \nu)$ from below we let $t>0$ be given and choose $\epsilon>0$ such that

$$
T_{1}+\epsilon<\min _{y \in \bar{U}, 0 \leq s \leq t} T(y, s)
$$

Since $u(x, 0, \nu) \geq \nu^{3} e^{-\nu / T_{1}}$ and $e^{-\nu / T(y, s)}>e^{-\nu /\left(T_{1}+\epsilon\right)}$, it follows from (13) that

$$
\begin{aligned}
u(x, t, \nu) & \geq e^{-t / \nu^{3}} \nu^{3} e^{-\nu / T_{1}}+\left(1-e^{-t / \nu^{3}}\right) \nu^{3} e^{-\nu /\left(T_{1}+\epsilon\right)} \\
& \geq \nu^{3} e^{-\nu / T_{1}}+\left(1-e^{-t / \nu^{3}}\right) \nu^{3} e^{-\nu /\left(T_{1}+\epsilon\right)}\left(1-e^{-\nu \epsilon /\left[T_{1}\left(T_{1}+\epsilon\right)\right]}\right) \\
& >\nu^{3} e^{-\nu / T_{1}}
\end{aligned}
$$

This completes the proof.
4. Linearized equations. In section 3 we have shown that (10)-(12) have a stable stationary solution. The important question is whether the stationary solution is asymptotically stable; i.e., will nearby solutions tend to the stationary solution as time increases? We approach this from two directions. In this section we linearize (10)-(12) around the stationary solution and prove that the linearized equation is asymptotically stable when the initial data are orthogonal to constant functions. In the next section we show that (10)-(12) are asymptotically stable if the initial data are expressed in terms of constant functions.

To get the linearized equations we assume that $u=\nu^{3} e^{-\nu / M}+u^{\prime}$ and $T=M+T^{\prime}$, where $u^{\prime}$ and $T^{\prime}$ are small. Inserting (10)-(12), expanding $e^{-\nu / T}$ in a Taylor series, and discarding the higher order terms lead to the linearized equations

$$
\begin{gather*}
\partial_{t} u^{\prime}(x, t, \nu)+\frac{1}{\nu^{3}} u^{\prime}(x, t, \nu)=\nu^{3} \Delta u^{\prime}(x, t, \nu)+\frac{\nu e^{-\nu / M}}{M^{2}} T^{\prime}(x, t)  \tag{20}\\
R \partial_{t} T^{\prime}(x, t)+T^{\prime}(x, t)=\int_{\nu=0}^{\infty} \frac{u^{\prime}(x, t, \nu)}{\nu^{3}} d \nu \tag{21}
\end{gather*}
$$

where $u^{\prime}$ satisfies the original boundary condition (12). Since $M$ satisfies (19), we conclude from (18) that for every $t \geq 0$,

$$
\int_{U}\left[R T^{\prime}(x, t)+\int_{\nu=0}^{\infty} u^{\prime}(x, t, \nu) d \nu\right] d x=0 .
$$

We solve (20)-(21) by separation of variables. Let

$$
\begin{equation*}
u^{\prime}(x, t, \nu)=\sum_{k=0}^{\infty} a_{k}(t, \nu) e_{k}(x), \quad T^{\prime}(x, t)=\sum_{k=0}^{\infty} \alpha_{k}(t) e_{k}(x), \tag{22}
\end{equation*}
$$

where $\Delta e_{k}+\lambda_{k} e_{k}=0$ in $U,(\partial / \partial n) e_{k}=0$ on $\partial U$, and $\int_{U} e_{i} e_{j} d x=\delta_{i j}$. It can be shown that $\lambda_{0}=0<\lambda_{1} \leq \lambda_{2} \leq \cdots$ with $e_{0}=1 / \sqrt{\operatorname{vol}(U)}$. Inserting (22) into (20)-(21), we get

$$
\begin{gather*}
\frac{d}{d t} a_{k}(t, \nu)+\left(\frac{1}{\nu^{3}}+\lambda_{k} \nu^{3}\right) a_{k}(t, \nu)=\frac{\nu e^{-\nu / M}}{M^{2}} \alpha_{k}(t),  \tag{23}\\
R \frac{d}{d t} \alpha_{k}(t)+\alpha_{k}(t)=\int_{\nu=0}^{\infty} \frac{a_{k}(t, \nu)}{\nu^{3}} d \nu,  \tag{24}\\
R \alpha_{0}(t)+\int_{\nu=0}^{\infty} a_{0}(t, \nu) d \nu=0 .
\end{gather*}
$$

Note that the last equation, which follows from energy conservation, (18)-(19), and the orthogonality property of the $e_{k}$, does not constrain the coefficients $\alpha_{k}, a_{k}$ for $k \geq 1$. Following the proof of Lemma 1, we can show that solutions of (23)-(24) satisfy $\left|a_{k}(t, \nu)\right| \leq \nu^{4} M^{-2} e^{-\nu / M} B$ and $\left|\alpha_{k}(t)\right|<B$ for $t>0$ if the conditions hold at $t=0$.

To analyze the solutions of (23)-(24) we need the following result.
Lemma 3. Let $M, R>0$. For every $\lambda>0$ there exist $a \sigma=\sigma(\lambda)>0$ such that

$$
\int_{\nu=0}^{\infty} \frac{\nu e^{-\nu / M}}{M^{2}\left(1+\lambda \nu^{6}-\sigma \nu^{3}\right)} d \nu=1-R \sigma .
$$

The function $\sigma(\lambda)$ is an increasing function of $\lambda$, and there is an $\eta>0$ such that $1+\lambda \nu^{6}-\sigma(\lambda) \nu^{3}>\eta^{2}$ for all $\lambda>0, \nu>0$.

Proof. Since $1+\lambda \nu^{6}-\sigma \nu^{3}=1-\sigma^{2} /(4 \lambda)+\lambda\left[\nu^{3}-\sigma /(2 \lambda)\right]^{2}$, we see that the integral-call it $f(\sigma)$-is positive and well defined for $\sigma<2 \sqrt{\lambda}$. It is a smooth increasing function of $\sigma$ and becomes unbounded as $\sigma \rightarrow 2 \sqrt{\lambda}$. Using the property that $1-R \sigma$ decreases with $\sigma$ and the inequality $0<f(0)<1$, we can find a $\sigma=\sigma(\lambda)>0$ such that $f(\sigma)=1-R \sigma$. Note that $\sigma<\min (1 / R, 2 \sqrt{\lambda})$. Differentiating the identity in Lemma 3 with respect to $\lambda$, we obtain

$$
\frac{d}{d \lambda} \sigma(\lambda)=\int_{\nu=0}^{\infty} \frac{\nu^{7} e^{-\nu / M}}{M^{2}\left(1+\lambda \nu^{6}-\sigma \nu^{3}\right)^{2}} /\left(R+\int_{\nu=0}^{\infty} \frac{\nu^{4} e^{-\nu / M}}{M^{2}\left(1+\lambda \nu^{6}-\sigma \nu^{3}\right)^{2}}\right)
$$

and $\left(d^{2} / d \lambda^{2}\right) \sigma(\lambda)<0$. This implies that $\sigma(\lambda)$ is an increasing function of $\lambda$ and concave down. If $\lambda$ is small and positive, we have

$$
\sigma(\lambda)=0+\frac{5040 M^{6}}{R+24 M^{3}} \lambda-\cdots
$$

Let $g(\lambda)=1-\sigma^{2}(\lambda) /(4 \lambda)$ with $g(0)=1$. Then, $g(\lambda)>0$ for all $\lambda>0$. Since $\sigma^{2}(\lambda) /(4 \lambda) \rightarrow 0$ as $\lambda \rightarrow 0$ and $g(\lambda) \geq 3 / 4$ when $\lambda \geq 1 / R^{2}$, we see that $g(\lambda)$ is continuous at $\lambda=0$ and conclude that $g(\lambda)>\eta^{2}$ for all $\lambda \geq 0$. But $1+\lambda \nu^{6}-\sigma(\lambda) \nu^{3} \geq$ $g(\lambda)$. This completes the proof.

Theorem 2. Let $a_{k}(t, \nu), \alpha_{k}(t)$ be solutions of (23)-(24) satisfying

$$
\left|a_{k}(0, \nu)\right| \leq \frac{\nu^{4} e^{-\nu / M}}{M^{2}} b_{k}, \quad\left|\alpha_{k}(0)\right| \leq b_{k}
$$

for $k=0,1, \ldots$ and $\nu>0$. Let $\sigma>0$ satisfy the nonlinear equation in Lemma 3 with $\lambda=\lambda_{1}$, where $\lambda_{1}$ is the smallest nonzero eigenvalue of $\Delta e(x)+\lambda e(x)=0, x \in U$, with $(\partial / \partial n) e(x)=0$ for $x \in \partial U$. If $b_{0}=0$ and $\sum_{k=1}^{\infty} b_{k}^{2}<\infty$, there is a $C>0$ such that for $t \geq 0$

$$
\left\|u^{\prime}(x, t, \nu)\right\|_{L^{2}(U)} \leq \frac{\nu^{4} e^{-\nu / M}}{M^{2}} C e^{-0.9 \sigma t}, \quad\left\|T^{\prime}(x, t)\right\|_{L^{2}(U)} \leq C e^{-0.9 \sigma t}
$$

Remarks. (1) The theorem asserts that if $u^{\prime}, T^{\prime}$ initially consist of only spatially varying components, i.e., $a_{0}(0, \nu)=\alpha(0)=0$, the $a_{k}, \alpha_{k}$ modes for $k \geq 1$ decay to zero exponentially. Thus, for such perturbations about the stationary solution, the latter is an attractor. (2) If $a_{0}(0, \nu), \alpha(0) \neq 0$, it is possible to show that $a_{0}(t, \nu)$ and $\alpha_{0}(t)$ tend to zero. However, the decay is very slow and requires a different proof. We discuss this in section 5 .

Proof. To prove Theorem 2, we derive bounds for $a_{k}, \alpha_{k}$ as functions of time. One might think that the higher Fourier coefficients go to zero rapidly, but this is not the case. The relaxation to equilibrium depends on $R$ and the size of the domain and can be slow for large $R$ and large domains.

Let $k \geq 1$ be fixed and replace $a_{k}, \alpha_{k}, \lambda_{k}$ in (23)-(24) by $a, \alpha, \lambda$. We will show that a particular linear combination of $a$ and $\alpha$ goes to zero. Let $\sigma>0$ be determined as in Lemma 3. If we subtract $\sigma a$ from both sides of (23), divide throughout by $1+\lambda \nu^{6}-\sigma \nu^{3}$, integrate for $\nu>0$, and apply Lemma 3, we obtain

$$
\begin{aligned}
& \frac{d}{d t} \int_{\nu=0}^{\infty} \frac{a(t, \nu) d \nu}{1+\lambda \nu^{6}-\sigma \nu^{3}}+\int_{\nu=0}^{\infty} \frac{a(t, \nu) d \nu}{\nu^{3}} \\
& =\int_{\nu=0}^{\infty} \frac{\left(\nu / M^{2}\right) e^{-\nu / M} d \nu}{1+\lambda \nu^{6}-\sigma \nu^{3}} \alpha(t)-\sigma \int_{\nu=0}^{\infty} \frac{a(t, \nu) d \nu}{1+\lambda \nu^{6}-\sigma \nu^{3}} \\
& =(1-R \sigma) \alpha(t)-\sigma \int_{\nu=0}^{\infty} \frac{a(t, \nu) d \nu}{1+\lambda \nu^{6}-\sigma \nu^{3}} .
\end{aligned}
$$

Combining this result with (24) leads to

$$
\frac{d}{d t}\left[R \alpha(t)+\int_{\nu=0}^{\infty} \frac{a(t, \nu) d \nu}{1+\lambda \nu^{6}-\sigma \nu^{3}}\right]=-\sigma\left[R \alpha(t)+\int_{\nu=0}^{\infty} \frac{a(t, \nu) d \nu}{1+\lambda \nu^{6}-\sigma \nu^{3}}\right]
$$

We can solve this differential equation and get

$$
\begin{equation*}
R \alpha(t)+\int_{\nu=0}^{\infty} \frac{a(t, \nu) d \nu}{1+\lambda \nu^{6}-\sigma \nu^{3}}=C_{1} e^{-\sigma t} \tag{25}
\end{equation*}
$$

where $C_{1}$ is the initial value of the left-hand side.
Our next goal is to derive a differential inequality for

$$
\begin{equation*}
A(t)=\int_{\nu=0}^{\infty} \frac{M^{2} e^{\nu / M} a^{2}(t, \nu) d \nu}{\nu\left(1+\lambda \nu^{6}-\sigma \nu^{3}\right)} \tag{26}
\end{equation*}
$$

This time we multiply both sides of (23) by $2 \nu^{-1} M^{2} e^{\nu / M} a /\left(1+\lambda \nu^{6}-\sigma \nu^{3}\right)$, integrate for $\nu>0$, and obtain

$$
\begin{align*}
& \frac{d}{d t} A(t)+2 \int_{\nu=0}^{\infty} \frac{M^{2} e^{\nu / M} a^{2}(t, \nu)}{\nu^{4}} d \nu \\
& =2 \int_{\nu=0}^{\infty} \frac{a(t, \nu)}{1+\lambda \nu^{6}-\sigma \nu^{3}} d \nu \alpha(t)-2 \sigma A(t) \tag{27}
\end{align*}
$$

Using (25) and completing the square, we write the penultimate term as

$$
\begin{align*}
& 2 \int_{\nu=0}^{\infty} \frac{a(t, \nu)}{1+\lambda \nu^{6}-\sigma \nu^{3}} d \nu \alpha(t) \\
& =-\frac{2}{R}\left(\int_{\nu=0}^{\infty} \frac{a(t, \nu)}{1+\lambda \nu^{6}-\sigma \nu^{3}} d \nu-\frac{1}{2} C_{1} e^{-\sigma t}\right)^{2}+\frac{C_{1}^{2}}{2 R} e^{-2 \sigma t} \tag{28}
\end{align*}
$$

Inserting (26) and (28) into (27) yields

$$
\begin{aligned}
& \frac{d}{d t} A(t)+2 \sigma A(t)+2 \int_{\nu=0}^{\infty} \frac{M^{2} e^{\nu / M} a^{2}(t, \nu)}{\nu^{4}} d \nu \\
& +\frac{2}{R}\left(\int_{\nu=0}^{\infty} \frac{a(t, \nu)}{1+\lambda \nu^{6}-\sigma \nu^{3}} d \nu-\frac{1}{2} C_{1} e^{-\sigma t}\right)^{2}=\frac{C_{1}^{2}}{2 R} e^{-2 \sigma t}
\end{aligned}
$$

Neglecting the integral terms gives a differential inequality for $A(t)$ with the solution

$$
A(t) \leq\left(A(0)+\frac{C_{1}^{2}}{2 R} t\right) e^{-2 \sigma t}
$$

In the arguments below it is inconvenient to carry the term proportional to $t$. However, as $t e^{-\sigma t / 5} \leq 5 /(\sigma e)$ for $t \geq 0$ we can use the weaker result

$$
\begin{equation*}
A(t) \leq\left(A(0)+\frac{C_{1}^{2}}{R \sigma}\right) e^{-1.8 \sigma t} \tag{29}
\end{equation*}
$$

Our next task is to estimate $\alpha(t)$ and $a(t, \nu)$. Using Cauchy-Schwarz in (25), we see that

$$
\begin{aligned}
&|\alpha(t)|=\frac{1}{R}\left|C_{1} e^{-\sigma t}-\int_{\nu=0}^{\infty} \frac{a(t, \nu)}{1+\lambda \nu^{6}-\sigma \nu^{3}} d \nu\right| \\
& \leq \frac{1}{R}\left[\left|C_{1}\right| e^{-\sigma t}\right.+\left(\int_{\nu=0}^{\infty} \frac{M^{2} e^{\nu / M} a^{2}(t, \nu)}{\nu\left(1+\lambda \nu^{6}-\sigma \nu^{3}\right)} d \nu\right)^{1 / 2} \\
&\left.\times\left(\int_{\nu=0}^{\infty} \frac{\nu e^{-\nu / M}}{M^{2}\left(1+\lambda \nu^{6}-\sigma \nu^{3}\right)} d \nu\right)^{1 / 2}\right]
\end{aligned}
$$

In the product, the first integral is $A(t)$, while the second is $1-R \sigma$; see (26) and Lemma 3. Since $R \sigma<1$ and $\sqrt{a+b} \leq \sqrt{a}+\sqrt{b}$, we find from (29) that

$$
\begin{align*}
|\alpha(t)| & \leq \frac{1}{R}\left[\left|C_{1}\right| e^{-\sigma t}+\left(A(0)+\frac{C_{1}^{2}}{R \sigma}\right)^{1 / 2} e^{-0.9 \sigma t}(1-R \sigma)^{1 / 2}\right] \\
& \leq \frac{1}{R}\left[\sqrt{A(0)}+\frac{2\left|C_{1}\right|}{\sqrt{R \sigma}}\right] e^{-0.9 \sigma t} \\
& =C_{2} e^{-0.9 \sigma t} \tag{30}
\end{align*}
$$

To estimate $a(t, \nu)$ we rewrite (23) as

$$
a(t, \nu)=e^{-\left(\nu^{-3}+\lambda \nu^{3}\right) t} a(0, \nu)+\int_{s=0}^{t} \frac{\nu e^{-\nu / M}}{M^{2}} e^{-\left(\nu^{-3}+\lambda \nu^{3}\right)(t-s)} \alpha(s) d s
$$

Using (30) and integrating with respect to $s$, we obtain

$$
|a(t, \nu)| \leq e^{-\left(\nu^{-3}+\lambda \nu^{3}\right) t}|a(0, \nu)|+\frac{\nu e^{-\nu / M}}{M^{2}} C_{2} \frac{e^{-0.9 \sigma t}-e^{-\left(\nu^{-3}+\lambda \nu^{3}\right) t}}{\nu^{-3}+\lambda \nu^{3}-0.9 \sigma} .
$$

Since $1+\lambda \nu^{6}-\sigma \nu^{3}>\eta^{2}$ (see Lemma 3), it follows that $-\left(\nu^{-3}+\lambda \nu^{3}\right)<-0.9 \sigma$ and

$$
\begin{align*}
|a(t, \nu)| & \leq \frac{\nu^{4} e^{-\nu / M}}{M^{2}}\left(b_{k}+\frac{C_{2}}{\eta^{2}}\right) e^{-0.9 \sigma t} \\
& =\frac{\nu^{4} e^{-\nu / M}}{M^{2}} C_{3} e^{-0.9 \sigma t} \tag{31}
\end{align*}
$$

Next, we derive bounds for $A(0), C_{1}, C_{2}$, and $C_{3}$. After setting $t=0$ in (26) and recalling the assumption $|a(0, \nu)| \leq \nu^{4} M^{-2} e^{-\nu / M} b_{k}$, it follows from Lemma 3 that

$$
\begin{aligned}
|A(0)| & \leq \int_{\nu=0}^{\infty} \frac{\nu^{7} e^{-\nu / M} b_{k}^{2}}{M^{2}\left(1+\lambda \nu^{6}-\sigma \nu^{3}\right)} d \nu \\
& \leq \frac{7!M^{6} b_{k}^{2}}{\eta^{2}}
\end{aligned}
$$

Similar arguments applied to (25) give

$$
\begin{aligned}
\left|C_{1}\right| & \leq R|\alpha(0)|+\int_{\nu=0}^{\infty} \frac{|a(0, \nu)|}{1+\lambda \nu^{6}-\sigma \nu^{3}} d \nu \\
& \leq\left(R+\frac{24 M^{3}}{\eta^{2}}\right) b_{k}
\end{aligned}
$$

Combining these bounds, we conclude from (30) and (31) that

$$
\begin{align*}
C_{2} & \leq \frac{1}{R}\left[\frac{71 M^{3}}{\eta}+\frac{2}{\sqrt{R \sigma}}\left(R+\frac{24 M^{3}}{\eta^{2}}\right)\right] b_{k} \quad \text { and } \\
C_{3} & \leq\left(1+\frac{1}{R \eta^{2}}\left[\frac{71 M^{3}}{\eta}+\frac{2}{\sqrt{R \sigma}}\left(R+\frac{24 M^{3}}{\eta^{2}}\right)\right]\right) b_{k} \tag{32}
\end{align*}
$$

So far we have assumed that $k$ is fixed. However, note that $M, R$, and $\eta$ are independent of $k$. Since $\lambda_{1} \leq \lambda_{2} \leq \cdots$ and $\sigma(\lambda)$ is an increasing function of $\lambda$, we see that $\sigma\left(\lambda_{1}\right) \leq \sigma\left(\lambda_{k}\right)$ for $k \geq 1$. Thus, if we replace $\sigma$ by $\sigma\left(\lambda_{1}\right)$ in the bounds for $C_{2}$, $C_{3}$, we find that $C_{2}, C_{3} \leq C_{4} b_{k}$, where $C_{4}$ is independent of $k$. Observe also that the slowest decay in (30), (31) occurs for $\sigma=\sigma\left(\lambda_{1}\right)$, where $\lambda_{1}$ is the eigenvalue of the lowest spatially varying eigenmode.

Finally, we must reassemble the Fourier series for $u^{\prime}, T^{\prime}$. Since $\sum_{k=1}^{\infty} b_{k}^{2}<\infty$, it follows from (22), (31), and (32) that

$$
\begin{aligned}
\left\|u^{\prime}(x, t, \nu)\right\|_{L^{2}(U)} & =\left\|\sum_{k=1}^{\infty} a_{k}(t, \nu) e_{k}(x)\right\|_{L^{2}(U)} \\
& =\left(\sum_{k=1}^{\infty} a_{k}^{2}(t, \nu)\right)^{1 / 2} \\
& \leq \frac{\nu^{4} e^{-\nu / M}}{M^{2}} C e^{-0.9 \sigma t}
\end{aligned}
$$

where $C=C_{4}\left(\sum b_{k}^{2}\right)^{1 / 2}$. We can use the same arguments for $T^{\prime}$. This completes the proof.
5. Asymptotic stability. In section 4 , we linearized (10)-(12) around a stationary solution and showed that the solution of the linearized equations tends to zero exponentially. We therefore expect that for every $\nu$ the solutions of the original equations will be approximately constant as times increases. In this section we consider a class of functions which are independent of $x$ and show that they tend to a stationary solution. The stationary solution is therefore asymptotically stable for this class of initial data.

Theorem 3. Let $u(t, \nu), T(t)$ be independent of $x$ and satisfy (10)-(11) and the bounds in Lemma 1. If

$$
\begin{equation*}
R T(0)+\int_{\nu=0}^{\infty} u(0, \nu) d \nu=R M+6 M^{4} \tag{33}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\int_{\nu=0}^{\infty} \frac{M^{2} e^{\nu / M}}{\nu}\left|u(0, \nu)-\nu^{3} e^{-\nu / M}\right|^{2} d \nu\right)^{1 / 2}<\frac{R M}{7} \tag{34}
\end{equation*}
$$

then

$$
\begin{aligned}
& u(t, \nu) \rightarrow \nu^{3} e^{-\nu / M} \quad \text { as } t \rightarrow \infty, \nu>0 \text { fixed, } \\
& T(t) \rightarrow M \quad \text { as } t \rightarrow \infty .
\end{aligned}
$$

Proof. As in the proof of Theorem 2 we set $u^{\prime}=u-\nu^{3} e^{-\nu / M}$ and $T^{\prime}=T-M$, but now we do not assume that $u^{\prime}, T^{\prime}$ are small. It follows from (10)-(11) and the constraint (33) that

$$
\begin{gather*}
\frac{\partial}{\partial t} u^{\prime}(t, \nu)+\frac{1}{\nu^{3}} u^{\prime}(t, \nu)=e^{-\nu /\left[M+T^{\prime}(t)\right]}-e^{-\nu / M}  \tag{35}\\
R \frac{d}{d t} T^{\prime}(t)+T^{\prime}(t)=\int_{\nu=0}^{\infty} \frac{u^{\prime}}{\nu^{3}} d \nu  \tag{36}\\
R T^{\prime}(t)+\int_{\nu=0}^{\infty} u^{\prime}(t, \nu) d \nu=0 \tag{37}
\end{gather*}
$$

Equation (37) follows from the energy conservation property. We proceed as in the previous proof. This time we derive a differential inequality for

$$
\begin{equation*}
A(t)=\int_{\nu=0}^{\infty} \frac{M^{2} e^{\nu / M}}{\nu}\left|u^{\prime}(t, \nu)\right|^{2} d \nu \tag{38}
\end{equation*}
$$

and show that $A(t)$ decays. The function $A(t)$ defined in (38) is the analogue of the one defined in (26), except now we are considering the $\lambda=0$ case, which according to Lemma 3 corresponds to $\sigma=0$. Note that (34) and (38) imply that

$$
\begin{equation*}
0<A(0)<(R M / 7)^{2} \tag{39}
\end{equation*}
$$

Using Cauchy-Schwarz in (37) yields

$$
\begin{align*}
R\left|T^{\prime}(t)\right| & \leq \int_{\nu=0}^{\infty}\left|u^{\prime}(t, \nu)\right| d \nu \\
& \leq\left(\int_{\nu=0}^{\infty} \frac{\nu e^{-\nu / M}}{M^{2}} d \nu\right)^{1 / 2}\left(\int_{\nu=0}^{\infty} \frac{M^{2} e^{\nu / M}}{\nu}\left|u^{\prime}(t, \nu)\right|^{2} d \nu\right)^{1 / 2} \\
& =1 \cdot \sqrt{A(t)} \tag{40}
\end{align*}
$$

To analyze (35), we expand the right-hand side using Taylor's formula,

$$
\begin{align*}
& e^{-\nu /\left(M+T^{\prime}\right)}-e^{-\nu / M}=\frac{\nu e^{-\nu / M}}{M^{2}} T^{\prime} \\
& \quad+\frac{1}{2} e^{-\nu /\left(M+\theta T^{\prime}\right)}\left[\frac{\nu^{2}}{\left(M+\theta T^{\prime}\right)^{4}}-\frac{2 \nu}{\left(M+\theta T^{\prime}\right)^{3}}\right]\left(T^{\prime}\right)^{2}, \tag{41}
\end{align*}
$$

where $0<\theta<1$.
We now prove that $\left|T^{\prime}(t)\right|<M / 7$ for all $t$ and do this by contradiction. Equations (40), (38), and (39) show that at least for small $t$,

$$
\left|T^{\prime}(t)\right| \leq R^{-1} \sqrt{A(t)}<M / 7
$$

Let $t=t_{2}$ be the first time for which the inequality fails; thus, $\left|T^{\prime}\left(t_{2}\right)\right|=M / 7$. Since $\left|T^{\prime}(t)\right| \leq M / 7$ for $t \leq t_{2}$, we see that the absolute value of the term multiplying $\left(T^{\prime}\right)^{2}$ in (41) is bounded by

$$
N(\nu)=\frac{1}{2} e^{-7 \nu /(8 M)}\left[\frac{\nu^{2}}{(6 M / 7)^{4}}+\frac{2 \nu}{(6 M / 7)^{3}}\right]
$$

Hence, there exists a $\gamma(\nu)$ with $|\gamma| \leq 1$ such that

$$
e^{-\nu /\left(M+T^{\prime}\right)}-e^{-\nu / M}=\frac{\nu e^{-\nu / M}}{M^{2}} T^{\prime}+\gamma N(\nu)\left(T^{\prime}\right)^{2}
$$

Inserting this expression in (35), multiplying both sides by $\nu^{-1} M^{2} e^{\nu / M} u^{\prime}(t, \nu)$, and integrating over $\nu>0$, we find

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \int_{\nu=0}^{\infty} \frac{M^{2} e^{\nu / M}}{\nu}\left|u^{\prime}\right|^{2} d \nu+\int_{\nu=0}^{\infty} \frac{M^{2} e^{\nu / M}}{\nu^{4}}\left|u^{\prime}\right|^{2} d \nu \\
& =\left(\int_{\nu=0}^{\infty} u^{\prime} d \nu\right) T^{\prime}+\left(\int_{\nu=0}^{\infty} \frac{M^{2} e^{\nu / M}}{\nu} u^{\prime} \gamma N(\nu) d \nu\right)\left(T^{\prime}\right)^{2} \tag{42}
\end{align*}
$$

Note that the first term is $(1 / 2) d A / d t$. Let $E_{1}, E_{2}$ denote the terms on the right-hand side of (42). It is clear from (37) that $E_{1}=-R\left[T^{\prime}(t)\right]^{2}$. To estimate $E_{2}$, we recall that $|\gamma| \leq 1$, apply Cauchy-Schwarz, and get

$$
\begin{aligned}
\left|E_{2}\right| & \leq\left(\int_{\nu=0}^{\infty} \frac{M^{2} e^{\nu / M}}{\nu}\left|u^{\prime}(t, \nu)\right|^{2} d \nu\right)^{1 / 2} \\
& \times\left(\int_{\nu=0}^{\infty}\left[\frac{M e^{\nu /(2 M)}}{\sqrt{\nu}} N(\nu)\right]^{2} d \nu\right)^{1 / 2}\left(T^{\prime}\right)^{2}
\end{aligned}
$$

The first integral is $A(t)$ (see (38)), while an elementary but tedious calculation shows that the second integral is less than $36 / M^{2}$. Thus, $\left|E_{2}\right| \leq(6 / M) \sqrt{A(t)}$. Inserting the expressions for $E_{1}, E_{2}$ in (42), we obtain the desired differential inequality

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} A(t)+\int_{\nu=0}^{\infty} \frac{M^{2} e^{\nu / M}}{\nu^{4}}\left|u^{\prime}(t, \nu)\right|^{2} d \nu+\left(R-\frac{6}{M} \sqrt{A(t)}\right)\left|T^{\prime}(t)\right|^{2} \leq 0 \tag{43}
\end{equation*}
$$

We note that for the linearized problem discussed in the previous section, we would have arrived at the same inequality, but without the term $(6 / M) \sqrt{A(t)}$ and with $u^{\prime}, T^{\prime}$ replaced by $a_{0}, \alpha_{0}$.

Equations (39) and (43) show that $A(t)$ is a decreasing function of $t$ for $t \leq t_{2}$. Thus, $A(t)^{2} \leq A(0)^{2}<R M / 7$. However, (40) shows that $\left|T^{\prime}(t)\right| \leq R^{-1} \sqrt{A(t)}<M / 7$ for $0 \leq t \leq t_{2}$, which contradicts the definition of $t_{2}$. Thus, the bound

$$
\begin{equation*}
\left|T^{\prime}(t)\right| \leq M / 7 \tag{44}
\end{equation*}
$$

holds for all time.
We now show that $T^{\prime}(t)$ decays to zero. If in (43) we ignore the middle term, note that $R-6 \sqrt{A(t)} / M>R / 7$, and integrate, we obtain

$$
A(t)+2 \int_{\tau=0}^{t} \frac{R}{7}\left|T^{\prime}(\tau)\right|^{2} d \tau \leq A(0)
$$

The function $\left|T^{\prime}(t)\right|^{2}$ is therefore integrable on $(0, \infty)$. However, this is insufficient for our purposes since we wish to show that $T^{\prime}(t) \rightarrow 0$ as $t \rightarrow \infty$ (which implies $T \rightarrow M$ ).

To prove $T^{\prime} \rightarrow 0$, we first show that $\left|(d / d t)\left[T^{\prime}(t)\right]^{2}\right|$ is bounded. Equation (44) leads to

$$
\begin{equation*}
\left|\frac{d\left(T^{\prime}\right)^{2}}{d t}\right| \leq 2\left|T^{\prime}(t)\right|\left|\frac{d T^{\prime}}{d t}\right| \leq \frac{2 M}{7}\left|\frac{d T^{\prime}}{d t}\right| . \tag{45}
\end{equation*}
$$

Using (36), (44), and the definition of $u^{\prime}(x, \nu)$, we obtain

$$
\left|\frac{d T^{\prime}}{d t}\right| \leq \frac{1}{R}\left[\frac{M}{7}+\left|\int \nu^{-3}\left(u-\nu^{3} e^{-\nu / M}\right) d \nu\right|\right] .
$$

If $T_{2}$ is the upper bound defined in Lemma 1 , then $\max \left(M, T_{2}-M\right)<T_{2}$ bounds the last integral. Substituting these results into (45) yields

$$
\left|(d / d t)\left[T^{\prime}(t)\right]^{2}\right| \leq(2 M / 7)(1 / R)\left(T_{2}+M / 7\right) \doteq c
$$

Thus, the function $\left|T^{\prime}(t)\right|^{2}$ is integrable and has a uniformly bounded derivative. Clearly, $\left|T^{\prime}(t)\right|^{2}$, for large $t$, cannot stray too far from zero. In fact, for any $\epsilon>0$, $\left|T^{\prime}(t)\right|^{2}$ can only have a finite number of spikes above $\epsilon$ no less than $2 \epsilon / c$ apart, because every neighborhood with radius $\epsilon / c$ of a spike contributes at least $\epsilon^{2} / c$ toward the area under the curve. Thus $\left|T^{\prime}(t)\right|^{2}<\epsilon$ for $t$ sufficiently large.

To show that $u^{\prime} \rightarrow 0$ when $\nu$ is fixed and $t \rightarrow \infty$, we solve (35) and get

$$
\begin{aligned}
u^{\prime}(t, \nu) & =e^{-t / \nu^{3}} u^{\prime}(0, \nu)+\int_{\tau=0}^{t} e^{-(t-\tau) / \nu^{3}}\left(e^{-\nu /\left[M+T^{\prime}(\tau)\right]}-e^{-\nu / M}\right) d \tau \\
& \doteq E_{3}+E_{4} .
\end{aligned}
$$

Clearly $E_{3} \rightarrow 0$ as $t \rightarrow \infty$. For $E_{4}$ we use l'Hôpital. Since $e^{t / \nu^{3}} \rightarrow \infty$ and $T^{\prime}(t) \rightarrow 0$ as $t \rightarrow \infty$, it follows that

$$
\begin{aligned}
\lim _{t \rightarrow \infty} E_{4}(t) & =\lim _{t \rightarrow \infty} \frac{\int_{\tau=0}^{t} e^{\tau / \nu^{3}}\left(e^{-\nu /\left[M+T^{\prime}(\tau)\right]}-e^{-\nu / M}\right) d \tau}{e^{t / \nu^{3}}} \\
& =\lim _{t \rightarrow \infty} \frac{e^{-\nu /\left[M+T^{\prime}(t)\right]}-e^{-\nu / M}}{\left(1 / \nu^{3}\right)}=0
\end{aligned}
$$

Combining the results for $E_{3}, E_{4}$ completes the argument. Our proof is nonconstructive and gives no rate of convergence. However, numerical experiments indicate very slow convergence. This completes the proof.
6. Concluding remarks. We have derived a nondimensional form of the system that couples the multifrequency radiation diffusion equations to the matter energy balance equation. In deriving the nonlinear system, we strived for equations that preserve the salient properties of the underlying physics yet are amenable to analysis. Our equations may be applied in multiple spatial dimensions and arbitrarily sized domains on which one may impose boundary conditions appropriate to parabolic systems.

Our nondimensional system conserves total energy and a unique stationary solution is eventually established. For homogeneous Neumann boundary conditions, the stationary solution is spatially constant. We have shown that the decay to equilibrium is constrained by an envelope whose extent depends on the initial conditions. Spatially varying perturbations about the stationary solution decay to zero exponentially. Spatially constant perturbations also decay. However, we are unable to estimate the speed of decay; it may be very slow.

Although our nondimensional system is a valid model for multifrequency radiation diffusion, it is instructive to recall how it differs from equations typically used in high energy density computer codes.

We assume the matter to be composed of a single material, of constant density, characterized by an ideal gas equation-of-state. For "real" materials, the internal energy is a nonlinear function of temperature [12, p. 177]. This implies a temperature dependence for the specific heat, $c_{\mathrm{v}}=c_{\mathrm{v}}(T)$. Recalling (7), we obtain the dependence $R=R(T)$ for our model.

If matter density were to vary with position, so would the opacities. This implies spatial variations for the diffusion coefficient $\nu^{3}$ in (8), the coupling coefficient $1 / \nu^{3}$ in (8)-(9), and the coefficient $R$ in (9). For real materials, especially for those of high atomic number and/or at low temperatures, the opacity is a complicated nonmonotonic function of frequency [12, p. 246]. Most notably, it features occasional spikes corresponding to the "bound-bound" transitions of the electrons.

Our model ignores the $1 / \sqrt{T}$ dependence of the opacity. As we show below, including $1 / \sqrt{T}$ leads to spatial variations of the diffusion and coupling coefficients. This complicates the analysis significantly. We are then unable to invoke Duhamel's principle since a general Green's function $G_{\nu}(x, y, t)$ does not exist.

We chose a Wien $\nu^{3} e^{-\nu / T}$ rather than a Planck $\nu^{3} /\left(e^{\nu / T}-1\right)$ distribution for radiation emission. The difference between the two is most pronounced for small $\nu$ yielding a smaller radiation source. However, since our absorption opacity ignores induced emission [12], multiplying our $\kappa_{\nu}$ by a Wien distribution gives the correct total radiation source if we ignore the $1 / \sqrt{T}$ dependence of the opacity. To see this,
recall that to include induced emission, one multiplies $\kappa_{\nu}$ by the factor $\left(1-e^{-y}\right)$, where $y=h \nu / k T$. Then, if instead of (6) we use the Planck function, the exponential is replaced by the factor $1 /\left(e^{y}-1\right)$. Hence, if $B_{\nu}$ denotes the Planck function and $\kappa_{\nu}^{\prime}$ the absorption coefficient corrected for stimulated emission, the $\left(e^{y}-1\right)$ factors cancel and we obtain the same total radiation source,

$$
c \int_{0}^{\infty} d \nu \kappa_{\nu}^{\prime} B_{\nu}=\operatorname{const} T
$$

Choosing a Wien rather than a Planck function brings an additional benefit when the system is discretized in the frequency direction in order to derive the "multigroup" equations. For this endeavor, one defines a spectral mesh

$$
0=\nu_{0}<\nu_{1}<\cdots<\nu_{N}
$$

If $B_{\nu}$ is the Wien function, integrals of the form

$$
\int_{\nu_{j-1}}^{\nu_{j}} d \nu \nu^{n} B_{\nu}
$$

can be done analytically. If $B_{\nu}$ is the Planck function, the integrals can only be approximated.

Last, we did not include a flux limiter in the diffusion coefficient. This leads to unphysically large photon speeds for our model, especially for those with high frequencies. To incorporate a flux limiter into our model, we note that (physically) the distance $x$ that radiation can travel in a time interval $t$ is limited by $x \leq c t$. Recalling the nondimensional variables $x^{\prime}$ and $t^{\prime}$, the inequality reduces to $x^{\prime} \leq \sqrt{3} t^{\prime}$. Hence, if we introduce a Lund-Wilson-type flux limiter, our nondimensional flux becomes

$$
\begin{equation*}
-\nu^{3} \nabla u \rightarrow \frac{-1}{1 /\left(\nu^{3} \sqrt{T}\right)+|\nabla u| /(\sqrt{3} u)} \nabla u \doteq-D_{\nu} \nabla u \tag{46}
\end{equation*}
$$

Note that we have kept the dependence of $\kappa_{\nu}$ on $1 / \sqrt{T}$.
We conclude the discussion of how to modify our model to account for some of the above effects. If we include the $\sqrt{T}$ dependence of the opacity, allow for a nonconstant $c_{\mathrm{v}}$, write the emission function in the general form $B_{\nu}=B_{0} \nu^{3} g(\nu / T)$, but do not include effects of stimulated emission, the nondimensional equations become

$$
\begin{aligned}
\partial_{t} u & =\nabla \cdot D_{\nu} \nabla u+\left(\nu^{3} g(\nu / T)-u\right) / \sqrt{T} \nu^{3} \\
R(T) \partial_{t} T & =-\frac{1}{\sqrt{T}}\left(\int_{0}^{\infty} d \nu \frac{1}{\nu^{3}}\left(\nu^{3} g(\nu / T)-u\right)\right)
\end{aligned}
$$

where $D_{\nu}$ may be defined as in (46), with or without the flux limiter and/or the $\sqrt{T}$ factor, and $g(y)$ is chosen appropriate to either the Wien or Planck distribution.

The analysis described in this paper was motivated by an unexpected result from simulations and [10] and [11], which solve the multigroup system derived from (8)-(9). The papers simulate the relaxation to steady state of an initial condition in which the two fields, $u$ and $T$, are wildly out of equilibrium.

In the problem of interest, the spatial domain is $|x|<1$. Initially, $T$ is sharply peaked:

$$
\left.T\right|_{t=0}= \begin{cases}6.4775 & \text { if }|x|<0.04 \\ 0.0027 & \text { otherwise }\end{cases}
$$

Using a "specific heat" $R=2.0$ yields an initial matter energy $\left.\mathcal{E}_{m}(t)\right|_{t=0}=1.0469$. The spectral radiation energy density $u$ is initialized with a Wien profile characterized with a spatially constant "radiation temperature" $T_{r}=0.0172$. Hence, the initial radiation energy $\mathcal{E}_{r}(0)=1.0469 \cdot 10^{-6}$. The conditions imply that initially $99 \%$ of the total energy $\mathcal{E}_{m}+\mathcal{E}_{r}$ is contained in the central region $|x|<0.04$. The problem is designed so that the stationary solution consists of spatially uniform fields with the matter energy equal to 1 , i.e., with $T=0.25$.

In the simulation, the hot central region pumps a prodigious amount of energy into the high frequencies. (This is a result consistent with the Wien profile which peaks at $\nu / T=3$.) The high frequencies are characterized by fast transport. Thus, this energy quickly diffuses away from the hot spot. However, the high frequency energy is slow to absorb since the coupling coefficient is $1 / \nu^{3}$. In effect, the high frequency energy is trapped for a time proportional to $\nu^{3}$. Because of the trapping, the ratio $\mathcal{E}_{r}(t) / \mathcal{E}_{m}(t)$ exhibits a surprising behavior. It quickly rises to approximately 0.6 (more than 10 times the equilibrium value), then gradually decays, albeit very slowly. That very slow relaxation to equilibrium is the subject of section 5. During the slow-relaxation phase, the fields have little spatial variation.
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#### Abstract

A technique introduced by Kress and Päivärinta to establish differentiability of the solution to obstacle scattering problems with respect to the boundary is extended to the case of the impedance boundary condition. For acoustic scattering an alternative proof of a differentiability result due to Hettlich is provided, and in electromagnetic scattering a new differentiability result is proven.
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1. Introduction. In time-harmonic inverse obstacle scattering, for the mathematical foundation and implementation of approximate solution methods by regularized iteration schemes via linearization, it is necessary to investigate the differentiability of the boundary to far field operator that maps the boundary of the obstacle onto the far field pattern of the scattered wave. In acoustic scattering, differentiability with respect to the boundary was considered by Roger [18], who first employed Newton-type iterations for inverse obstacle scattering problems. Rigorous foundations for the Fréchet differentiability including characterizations of the derivative both for the Dirichlet and Neumann boundary condition, i.e., for sound-soft and sound-hard obstacles, were given by Kirsch [7] and Hettlich [3] in the sense of a domain derivative via variational methods and by Potthast $[15,16]$ via boundary integral equation techniques. Alternative proofs were contributed by Hohage [6] and Schormann [19] via the implicit function theorem and by Kress and Päivärinta [11] via Green's theorems and a factorization of the difference of the far field for neighboring domains. Hettlich [3] also established differentiability for the impedance boundary condition.

In electromagnetic obstacle scattering from perfect conductors Fréchet differentiability was considered by Potthast [17] via boundary integral equations. Hettlich [5] treated the transmission problem for penetrable obstacles via variational methods. The technique due to Kress and Päivärinta was extended to the Maxwell equations for the perfect conductor case in [9]. The impedance boundary condition for electromagnetic obstacle scattering has not yet been considered in the literature.

It is the purpose of the present paper to extend the method introduced by Kress and Päivärinta to the case of the impedance boundary condition. In section 2 we will reestablish the results of Hettlich through an alternative proof, and in section 3 we will establish Fréchet differentiability with respect to the boundary for the electromagnetic impedance problem and provide a characterization of the derivative. In principle, one of the key ideas of the method is to extend the continuous dependence of the

[^11]solution on the boundary that can be obtained via boundary integral equations to differentiability via the application of Green's integral and Green's representation theorems.

The paper will be concluded with a few remarks on the difficulties that arise in connection with investigating the nullspace of the linearization, i.e., the Fréchet derivative.
2. Impedance problem in acoustic scattering. Let $D \subset \mathbb{R}^{3}$ be a bounded domain with a connected boundary $\partial D$ of class $C^{2}$ and outward unit normal $\nu$. Consider the exterior impedance boundary value problem for acoustic waves: Given a continuous function $f$ on $\partial D$ and a constant $\lambda \in \mathbb{C}$ find a solution $v \in C^{2}\left(\mathbb{R}^{3} \backslash \bar{D}\right) \cap$ $C^{1}\left(\mathbb{R}^{3} \backslash D\right)$ to the Helmholtz equation

$$
\begin{equation*}
\Delta v+k^{2} v=0 \quad \text { in } \mathbb{R}^{3} \backslash \bar{D} \tag{2.1}
\end{equation*}
$$

with wave number $k>0$ that satisfies the impedance boundary condition

$$
\begin{equation*}
\frac{\partial v}{\partial \nu}+i k \lambda v=f \quad \text { on } \partial D \tag{2.2}
\end{equation*}
$$

and the Sommerfeld radiation condition

$$
\begin{equation*}
\lim _{r \rightarrow \infty} r\left(\frac{\partial v}{\partial r}-i k v\right)=0, \quad r=|x| \tag{2.3}
\end{equation*}
$$

uniformly for all directions. The impedance coefficient $\lambda$ is assumed to satisfy the condition

$$
\begin{equation*}
\operatorname{Re} \lambda \geq 0 \tag{2.4}
\end{equation*}
$$

that ensures uniqueness of a solution via Rellich's lemma. For existence of a solution we refer to $[1,2]$.

For an impedance obstacle $D$ the scattering problem for time-harmonic waves is, given an incident field $u^{i}$ as an entire solution of the Helmholtz equation, to find the total field $u=u^{i}+u^{s}$ as a solution to the Helmholtz equation in the exterior $\mathbb{R}^{3} \backslash \bar{D}$ of $D$, such that $u$ satisfies the impedance boundary condition

$$
\frac{\partial u}{\partial \nu}+i k \lambda u=0 \quad \text { on } \partial D
$$

and $u^{s}$ fulfills the Sommerfeld radiation condition. Clearly, this scattering problem is a special case of the above boundary value problem (2.1)-(2.3).

We introduce the fundamental solution to the Helmholtz equation in $\mathbb{R}^{3}$ by

$$
\Phi(x, y):=\frac{1}{4 \pi} \frac{e^{i k|x-y|}}{|x-y|}, \quad x \neq y
$$

For $x \in \mathbb{R}^{3} \backslash \bar{D}$ let $w^{s}(x, \cdot)$ be the solution of (2.1)-(2.3) for the boundary values

$$
f=-\frac{\partial \Phi(x, \cdot)}{\partial \nu}-i k \lambda \Phi(x, \cdot) \quad \text { on } \partial D
$$

and let $w(x, \cdot):=\Phi(x, \cdot)+w^{s}(x, \cdot)$; that is, $w^{s}(x, \cdot)$ and $w(x, \cdot)$ are the scattered and the total field, respectively, for the scattering of a point source located at $x \in \mathbb{R}^{3} \backslash \bar{D}$.

Note that the function $w$ is the Green function for the boundary value problem (2.1)(2.3) and that it enjoys the symmetry, i.e., the reciprocity

$$
w(x, y)=w(y, x), \quad x, y \in \mathbb{R}^{3} \backslash \bar{D}, x \neq y
$$

which can be easily derived from Green's integral theorem. From Green's representation theorem and Green's integral formula it follows that (see also the proof of the following lemma) the unique solution of the impedance boundary value problem (2.1)-(2.3) can be represented in the form

$$
\begin{equation*}
v(x)=-\int_{\partial D} w(x, y) f(y) d s(y), \quad x \in \partial D \tag{2.5}
\end{equation*}
$$

We now consider a family of scatterers $D_{h}$ with boundaries represented in the form

$$
\begin{equation*}
\partial D_{h}=\{x+h(x): x \in \partial D\}, \tag{2.6}
\end{equation*}
$$

where $h: \partial D \rightarrow \mathbb{R}^{3}$ is of class $C^{2}$. Provided $h$ is sufficiently small in the $C^{2}$ norm on $\partial D$, then $\partial D_{h}$ is well defined and the boundary of a $C^{2}$ domain $D_{h}$. By $\nu_{h}$ we denote its exterior unit normal and, in what follows, we will distinguish the above quantities related to the impedance scattering problem for the domain $D_{h}$ through the subscript $h$.

Lemma 2.1. Assume that $\bar{D} \subset D_{h}$. Then

$$
\begin{equation*}
u_{h}^{s}(x)-u^{s}(x)=\int_{\partial D_{h}} u_{h}\left\{\frac{\partial w(x, \cdot)}{\partial \nu_{h}}+i k \lambda w(x, \cdot)\right\} d s \tag{2.7}
\end{equation*}
$$

for $x \in \mathbb{R}^{3} \backslash \bar{D}_{h}$.
Proof. Let $x \in \mathbb{R}^{3} \backslash \bar{D}_{h}$. Combining Green's integral theorem for the incident field $u^{i}$ and Green's representation theorem for the scattered field $u^{s}$ we have that

$$
\begin{equation*}
u^{s}(x)=\int_{\partial D}\left\{u \frac{\partial \Phi(x, \cdot)}{\partial \nu}-\Phi(x, \cdot) \frac{\partial u}{\partial \nu}\right\} d s \tag{2.8}
\end{equation*}
$$

From the impedance boundary condition for $u$ and $w(x, \cdot)$ by straightforward calculations we obtain

$$
u \frac{\partial \Phi(x, \cdot)}{\partial \nu}-\Phi(x, \cdot) \frac{\partial u}{\partial \nu}=-u \frac{\partial w^{s}(x, \cdot)}{\partial \nu}+w^{s}(x, \cdot) \frac{\partial u}{\partial \nu} \quad \text { on } \partial D .
$$

Hence, using Green's integral theorem and the radiation condition, (2.8) implies that

$$
\begin{equation*}
u^{s}(x)=-\int_{\partial D}\left\{u^{i} \frac{\partial w^{s}(x, \cdot)}{\partial \nu}-w^{s}(x, \cdot) \frac{\partial u^{i}}{\partial \nu}\right\} d s \tag{2.9}
\end{equation*}
$$

and then again via Green's theorem

$$
\begin{equation*}
u^{s}(x)=-\int_{\partial D_{h}}\left\{u^{i} \frac{\partial w^{s}(x, \cdot)}{\partial \nu_{h}}-w^{s}(x, \cdot) \frac{\partial u^{i}}{\partial \nu_{h}}\right\} d s \tag{2.10}
\end{equation*}
$$

From this, once again using Green's integral theorem and the radiation condition, we find that

$$
u^{s}(x)=-\int_{\partial D_{h}}\left\{u_{h} \frac{\partial w^{s}(x, \cdot)}{\partial \nu_{h}}-w^{s}(x, \cdot) \frac{\partial u_{h}}{\partial \nu_{h}}\right\} d s
$$

and in view of the boundary condition for $u_{h}$ we finally arrive at

$$
u^{s}(x)=-\int_{\partial D_{h}} u_{h}\left\{\frac{\partial w^{s}(x, \cdot)}{\partial \nu_{h}}+i k \lambda w^{s}(x, \cdot)\right\} d s
$$

On the other hand, from (2.8) applied to $u_{h}$ and $\partial D_{h}$ and the boundary condition for $u_{h}$ we have that

$$
\begin{equation*}
u_{h}^{s}(x)=\int_{\partial D_{h}} u_{h}\left\{\frac{\partial \Phi(x, \cdot)}{\partial \nu_{h}}+i k \lambda \Phi(x, \cdot)\right\} d s \tag{2.11}
\end{equation*}
$$

and the statement (2.7) follows by combining the last two equations.
Remark 2.2. We note that (2.7) remains valid for $x \notin \bar{D} \cup \bar{D}_{h}$ if we drop the assumption that $\bar{D} \subset D_{h}$ and assume that $w^{s}$ can be extended as a solution to the Helmholtz equation in the exterior of $D_{h}$. By Theorem 5.7.1' in [13, p. 169], this can be assured if $\partial D$ is analytic and $D_{h}$ does not differ too much from $D$. In this case, obviously, (2.10) follows from (2.9) via Green's theorem by introducing the corresponding integral over a sufficiently large sphere as an intermediate step.

In a neighborhood of $\partial D$ we introduce a coordinate system via

$$
\begin{equation*}
z=x+t \nu(x), \quad x \in \partial D, t \in[-T, T] \tag{2.12}
\end{equation*}
$$

with some sufficiently small $T>0$. Straightforward calculations show that the determinant $G$ of the metric in the neighborhood

$$
U_{T}:=\{z=x+t \nu(x): x \in \partial D, t \in[-T, T]\}
$$

and the determinant $g$ of the metric on $\partial D$ are related via

$$
\begin{equation*}
G(z)=g(x)\left[1-2 t H(x)+t^{2} K(x)\right]^{2} \tag{2.13}
\end{equation*}
$$

where $H$ denotes the mean curvature and $K$ the Gaussian curvature of the surface $\partial D$ (with respect to the exterior normal direction). In the neighborhood $U_{T}$ we define an extension $\nu$ of the exterior unit normal $\nu$ to $\partial D$ by setting

$$
\nu(x+t \nu(x)):=\nu(x), \quad x \in \partial D, t \in[-T, T]
$$

If we chose an orthonormal coordinate system at the point $x \in \partial D$, then we have that

$$
\operatorname{div} \nu(x)=\left.\frac{1}{\sqrt{G(z)}} \frac{\partial \sqrt{G(z)}}{\partial t}\right|_{t=0}
$$

and therefore (2.13) implies that

$$
\begin{equation*}
\operatorname{div} \nu=-2 H \quad \text { on } \partial D \tag{2.14}
\end{equation*}
$$

We would like to point out that, in the literature, there is some ambiguity for the sign in the definition of the mean curvature. In this paper, in order to be consistent with $[1,3,5]$ we choose the sign according to the classical definition in differential geometry. However, other authors prefer a definition where the sign in (2.14) is reversed (see, for example, Nédélec [14]).

We assume that $h$ is small enough to ensure that $\partial D_{h}$ is contained in $U_{T}$. For the further analysis we need to relate the normal $\nu_{h}$ to $\partial D_{h}$ and the extended normal $\nu$. To achieve this, we consider a fixed point $x_{0} \in \partial D$ and a local parameterization

$$
\partial D \cap V=\{\varphi(\xi): \xi \in U\}
$$

for a neighborhood $V$ of $x_{0}$ and an open set $U \subset \mathbb{R}^{2}$. For convenience, we may assume that $\varphi(0)=x_{0}$ and that the tangential vectors satisfy

$$
\left|\frac{\partial \varphi}{\partial \xi_{1}}(0)\right|=\left|\frac{\partial \varphi}{\partial \xi_{2}}(0)\right|=1, \quad \frac{\partial \varphi}{\partial \xi_{1}}(0) \cdot \frac{\partial \varphi}{\partial \xi_{2}}(0)=0
$$

and

$$
\nu\left(x_{0}\right)=\frac{\partial \varphi}{\partial \xi_{1}}(0) \times \frac{\partial \varphi}{\partial \xi_{2}}(0)
$$

The perturbed boundary $\partial D_{h}$ is locally described by

$$
\psi(\xi)=\varphi(\xi)+\tilde{h}(\xi), \quad \xi \in U
$$

where $\tilde{h}=h \circ \varphi$. We compute

$$
\frac{\partial \psi}{\partial \xi_{1}}(0) \times \frac{\partial \psi}{\partial \xi_{2}}(0)=\nu\left(x_{0}\right)+\delta+O\left(\|h\|_{C^{1}(\partial D)}^{2}\right),
$$

where we have set

$$
\delta:=\frac{\partial \tilde{h}}{\partial \xi_{1}}(0) \times \frac{\partial \varphi}{\partial \xi_{2}}(0)+\frac{\partial \varphi}{\partial \xi_{1}}(0) \times \frac{\partial \tilde{h}}{\partial \xi_{2}}(0)
$$

From this it follows that

$$
\nu_{h}\left(x_{0}+h\left(x_{0}\right)\right)=\nu\left(x_{0}\right)+\delta-\left[\nu\left(x_{0}\right) \cdot \delta\right] \nu\left(x_{0}\right)+O\left(\|h\|_{C^{1}(\partial D)}^{2}\right)
$$

Straightforward computations exploiting the orthonormality of the tangent vectors at $x_{0}$ yield that

$$
\begin{aligned}
\delta-\left[\nu\left(x_{0}\right) \cdot \delta\right] \nu\left(x_{0}\right) & =\nu\left(x_{0}\right) \times\left[\delta \times \nu\left(x_{0}\right)\right] \\
& =-\sum_{j=1}^{2}\left[\nu\left(x_{0}\right) \cdot \frac{\partial \tilde{h}}{\partial \xi_{j}}(0)\right] \frac{\partial \varphi}{\partial \xi_{j}}(0) \\
& =\sum_{j=1}^{2}\left[h\left(x_{0}\right) \cdot \frac{\partial \nu}{\partial \xi_{j}}(0)\right] \frac{\partial \varphi}{\partial \xi_{j}}(0)-\operatorname{Grad}[\nu \cdot h]\left(x_{0}\right),
\end{aligned}
$$

where Grad denotes the surface gradient on $\partial D$. Combining this with the previous equation we find that

$$
\begin{align*}
\nu_{h}\left(x_{0}+h\left(x_{0}\right)\right)-\nu\left(x_{0}\right)= & \sum_{j=1}^{2}\left[h\left(x_{0}\right) \cdot \frac{\partial \nu}{\partial \xi_{j}}(0)\right] \frac{\partial \varphi}{\partial \xi_{j}}(0)  \tag{2.15}\\
& -\operatorname{Grad}[\nu \cdot h]\left(x_{0}\right)+O\left(\|h\|_{C^{1}(\partial D)}^{2}\right)
\end{align*}
$$

From Taylor's formula and $\nabla \nu \cdot \nu=0$, using the coordinate system (2.12) we obtain

$$
\begin{aligned}
\nu\left(x_{0}+h\left(x_{0}\right)\right)-\nu\left(x_{0}\right) & =[\nabla \nu]\left(x_{0}\right) h\left(x_{0}\right)+O\left(\|h\|_{C^{1}(\partial D)}^{2}\right) \\
& =\sum_{j=1}^{2}\left[h\left(x_{0}\right) \cdot \frac{\partial \varphi}{\partial \xi_{j}}(0)\right] \frac{\partial \nu}{\partial \xi_{j}}(0)+O\left(\|h\|_{C^{1}(\partial D)}^{2}\right) .
\end{aligned}
$$

Subtracting this from (2.15) yields

$$
\begin{aligned}
\nu_{h}\left(x_{0}+h\left(x_{0}\right)\right)-\nu\left(x_{0}+h\left(x_{0}\right)\right)= & \sum_{j=1}^{2}\left[\frac{\partial \nu}{\partial \xi_{j}}(0) \times \frac{\partial \varphi}{\partial \xi_{j}}(0)\right] \times h\left(x_{0}\right) \\
& -\operatorname{Grad}[\nu \cdot h]\left(x_{0}\right)+O\left(\|h\|_{C^{1}(\partial D)}^{2}\right)
\end{aligned}
$$

From this, in view of

$$
\nu \cdot \frac{\partial \varphi}{\partial \xi_{j}}=0, \quad j=1,2
$$

and

$$
\frac{\partial \nu}{\partial \xi_{j}} \cdot \frac{\partial \varphi}{\partial \xi_{\ell}}=-\nu \cdot \frac{\partial^{2} \varphi}{\partial \xi_{j} \partial \xi_{\ell}}=\frac{\partial \nu}{\partial \xi_{\ell}} \cdot \frac{\partial \varphi}{\partial \xi_{j}}, \quad j, \ell=1,2
$$

we finally obtain the following technical lemma.
Lemma 2.3. The normal $\nu_{h}$ to $\partial D_{h}$ and the extended normal $\nu$ are related by the estimate

$$
\begin{equation*}
\nu_{h}(x+h(x))-\nu(x+h(x))=-\operatorname{Grad}[\nu \cdot h](x)+O\left(\|h\|_{C^{1}(\partial D)}^{2}\right) \tag{2.16}
\end{equation*}
$$

uniformly for all $x \in \partial D$.
In particular, from (2.16) we can conclude that

$$
\begin{equation*}
\nu \cdot\left(\nu_{h}-\nu\right)=O\left(\|h\|_{C^{1}(\partial D)}^{2}\right) \tag{2.17}
\end{equation*}
$$

Lemma 2.4. Let $\partial D$ be analytic and $K$ be a compact subset of $\mathbb{R}^{3} \backslash \bar{D}$. Then

$$
\begin{equation*}
u_{h}^{s}(x)-u^{s}(x)=-\int_{\partial D} w(x, y)(B u)(y) d s(y)+o\left(\|h\|_{C^{2}(\partial D)}\right) \tag{2.18}
\end{equation*}
$$

uniformly for $x$ in $K$, where

$$
B u:=\left[k^{2}\left(1-\lambda^{2}\right)+2 i k \lambda H u\right](\nu \cdot h)+\operatorname{Div}[(\nu \cdot h) \operatorname{Grad} u]
$$

and Div and Grad denote the surface divergence and surface gradient, respectively.
Proof. From (2.11), with the aid of the jump relations we obtain the boundary integral equation

$$
\begin{equation*}
u_{h}(x)=2 u^{i}(x)+2 \int_{\partial D_{h}}\left\{\frac{\partial \Phi(x, \cdot)}{\partial \nu_{h}}+i k \lambda \Phi(x, \cdot)\right\} u_{h} d s, \quad x \in \partial D_{h} \tag{2.19}
\end{equation*}
$$

Employing a perturbation argument based on pointwise convergence and collective compactness of the single- and double-layer boundary integral operators as $h \rightarrow 0$, from (2.19) it can be deduced that

$$
\left|u_{h}(y+h(y))-u(y)\right| \rightarrow 0, \quad\|h\|_{C^{2}(\partial D)} \rightarrow 0
$$

uniformly for all $y \in \partial D$. From this, in view of (2.7), using the impedance boundary condition for $w$ together with Taylor's formula and the continuity of the second derivatives of $w$ up to the boundary $\partial D$ it follows that

$$
\begin{equation*}
u_{h}^{s}(x)-u^{s}(x)=\int_{\partial D_{h}} u\left\{\frac{\partial w(x, \cdot)}{\partial \nu_{h}}+i k \lambda w(x, \cdot)\right\} d s+o\left(\|h\|_{C^{2}(\partial D)}\right) \tag{2.20}
\end{equation*}
$$

uniformly for $x$ on compact subsets of $\mathbb{R}^{3} \backslash \bar{D}$. Abbreviating $w=w(x, \cdot)$, from (2.20) and the divergence theorem in view of (2.17) and the boundary condition for $w$ we obtain

$$
\begin{equation*}
u_{h}^{s}(x)-u^{s}(x)=\int_{D_{h}^{*}} \operatorname{div}\{u \operatorname{grad} w+i k \lambda u w \nu\} \chi d y+o\left(\|h\|_{C^{2}(\partial D)}\right) \tag{2.21}
\end{equation*}
$$

Here

$$
D_{h}^{*}:=\left\{y \in D_{h}: y \notin D\right\} \cup\left\{y \in D: y \notin D_{h}\right\}
$$

and $\chi(y)=1$ if $y \in D_{h}$ and $y \notin D$ and $\chi(y)=-1$ if $y \in D$ and $y \notin D_{h}$. Approximating the integral over $D_{h}^{*}$ in (2.21) by an integral over $\partial D$, with the aid of (2.13) and Taylor's formula, we readily obtain that

$$
u_{h}^{s}(x)-u^{s}(x)=\int_{\partial D} \operatorname{div}\{u \operatorname{grad} w+i k \lambda u w \nu\}(\nu \cdot h) d s+o\left(\|h\|_{C^{2}(\partial D)}\right)
$$

Straightforward computations using the Helmholtz equation for $w$, the impedance boundary conditions for $u$ and $w$, and (2.14) yield that

$$
\operatorname{div}\{u \operatorname{grad} w+i k \lambda u w \nu\}=\operatorname{Grad} u \cdot \operatorname{Grad} w-k^{2}\left(1-\lambda^{2}\right) u w-2 i k \lambda H u w
$$

Inserting this into the previous equation and applying the Gauss surface divergence theorem we finally arrive at (2.18).

The Sommerfeld radiation condition (2.3) implies an asymptotic behavior in the form of a spherical wave

$$
v(x)=\frac{e^{i k|x|}}{|x|}\left\{v_{\infty}(\hat{x})+O\left(\frac{1}{|x|}\right)\right\}, \quad|x| \rightarrow \infty
$$

uniformly for all directions $\hat{x}=x /|x|$ where the function $v_{\infty}$, defined on the unit sphere $\Omega:=\left\{z \in \mathbb{R}^{3}:|z|=1\right\}$, is known as the far field pattern.

For a fixed incident field $u^{i}$, we define the operator

$$
F: \partial D_{h} \rightarrow u_{\infty, h}
$$

that maps the boundary $\partial D_{h}$ onto the far field pattern $u_{\infty, h}$ of the scattered wave for scattering from the impedance obstacle $D_{h}$. For this operator we now are ready to prove the following result on Fréchet differentiability.

ThEOREM 2.5. Let $\partial D$ be analytic. Then the boundary to far field operator $F: C(\partial D) \rightarrow L^{2}(\Omega)$ is Fréchet differentiable with the Fréchet derivative given through

$$
F^{\prime}(\partial D) h=v_{\infty, h}
$$

where $v_{\infty, h}$ is the far field pattern of the solution $v_{h}$ to the Helmholtz equation in $\mathbb{R}^{3} \backslash \bar{D}$ that satisfies the Sommerfeld radiation condition and the impedance boundary condition

$$
\frac{\partial v_{h}}{\partial \nu}+i k \lambda v_{h}=\left[k^{2}\left(1-\lambda^{2}\right)+2 i k \lambda H u\right](\nu \cdot h)+\operatorname{Div}[(\nu \cdot h) \operatorname{Grad} u] \quad \text { on } \partial D
$$

Proof. This is an immediate consequence of Lemma 2.4 and the representation formula (2.5).

We expect that proceeding as in [11] Theorem 2.5 can be extended to the case of $C^{2}$ boundaries.
3. Impedance problem in electromagnetic scattering. Now we consider the exterior impedance boundary value problem for electromagnetic waves: Given a Hölder continuous tangential field $c$ on $\partial D$ and a constant $\lambda \in \mathbb{C}$ find a solution $E, H \in C^{1}\left(\mathbb{R}^{3} \backslash \bar{D}\right) \cap C\left(\mathbb{R}^{3} \backslash D\right)$ to the time-harmonic Maxwell equations

$$
\begin{equation*}
\operatorname{curl} E-i k H=0, \quad \operatorname{curl} H+i k E=0 \quad \text { in } \mathbb{R}^{3} \backslash \bar{D} \tag{3.1}
\end{equation*}
$$

that satisfies the impedance or Leontovich boundary condition

$$
\begin{equation*}
\nu \times H-\lambda(\nu \times E) \times \nu=c \quad \text { on } \partial D \tag{3.2}
\end{equation*}
$$

and the Silver-Müller radiation condition

$$
\begin{equation*}
\lim _{r \rightarrow \infty}(H \times x-r E)=0 \tag{3.3}
\end{equation*}
$$

where $r=|x|$ and the limit holds uniformly for all directions $x /|x|$. The impedance coefficient $\lambda$ is assumed to satisfy the condition

$$
\begin{equation*}
\operatorname{Re} \lambda \geq 0 \tag{3.4}
\end{equation*}
$$

that ensures uniqueness and existence of a solution to (3.1)-(3.3) (see [1]). The limiting case $\lambda=0$ corresponds to the case of a perfectly conducting obstacle with the roles of the fields $E$ and $H$ interchanged. We note that in this case the existence of a classical solution requires the existence and Hölder continuity of the surface divergence $\operatorname{Div} c$ of the given boundary data.

For an impedance obstacle $D$ the scattering problem for time-harmonic waves is, given an incident field $E^{i}, H^{i}$ as an entire solution of the Maxwell equations, to find the total field $E=E^{i}+E^{s}, H=H^{i}+H^{s}$ as a solution to the Maxwell equations in the exterior $\mathbb{R}^{3} \backslash \bar{D}$ of $D$, such that $E, H$ satisfies the impedance boundary condition

$$
\nu \times H-\lambda(\nu \times E) \times \nu=0 \quad \text { on } \partial D
$$

and $E^{s}, H^{s}$ satisfies the Silver-Müller radiation condition. Clearly, this scattering problem is a special case of the above boundary value problem (3.1)-(3.3).

On occasion, as an abbreviation we will use

$$
E_{T}:=(\nu \times E) \times \nu
$$

for the tangential component of $E$ on the boundary $\partial D$. For a matrix $M=\left(m_{1}, m_{2}, m_{3}\right)$ in $\mathbb{C}^{3} \times \mathbb{C}^{3}$ with columns $m_{1}, m_{2}, m_{3}$ we define matrices $\nu \times M$ and $M \times \nu$ by $\nu \times M:=$ $\left(\nu \times m_{1}, \nu \times m_{2}, \nu \times m_{3}\right)$ and $M \times \nu:=-\nu \times M$.

Describing the electromagnetic field of an electric dipole with polarization $p \in \mathbb{R}^{3}$ located at a point $y \in \mathbb{R}^{3}$ we introduce matrices $E_{e}^{i}, H_{e}^{i}$ through

$$
E_{e}^{i}(x, y) p:=\frac{i}{k} \operatorname{curl}_{x} \operatorname{curl}_{x} p \Phi(x, y), \quad H_{e}^{i}(x, y) p:=\operatorname{curl}_{x} p \Phi(x, y)
$$

in terms of the fundamental solution $\Phi$ to the Helmholtz equation. Note the symmetries

$$
E_{e}^{i}(x, y)=\left[E_{e}^{i}(x, y)\right]^{\top}=E_{e}^{i}(y, x) \quad \text { and } \quad H_{e}^{i}(x, y)=\left[H_{e}^{i}(y, x)\right]^{\top}, \quad x \neq y
$$

For $z \in \mathbb{R}^{3} \backslash \bar{D}$ denote by $E_{e}^{s}(\cdot, z), H_{e}^{s}(\cdot, z)$ the matrices for which the pairs of corresponding columns are the solution of (3.1)-(3.3) for the boundary values given by the columns of

$$
c=-\nu \times H_{e}^{i}(\cdot, z)+\lambda\left(\nu \times E_{e}^{i}(\cdot, z)\right) \times \nu \quad \text { on } \partial D .
$$

Then define $E_{e}:=E_{e}^{i}+E_{e}^{s}, H_{e}:=H_{e}^{i}+H_{e}^{s}$; that is, $E_{e}^{s}, H_{e}^{s}$ and $E_{e}, H_{e}$ describe the scattered and the total field, respectively, for the scattering of an electric dipole located at $x \in \mathbb{R}^{3} \backslash \bar{D}$. In view of the symmetry

$$
E_{e}(x, y)=\left[E_{e}(y, x)\right]^{\top}, \quad x, y \in \mathbb{R}^{3} \backslash \bar{D}, x \neq y
$$

that can be shown with the aid of the Gauss divergence theorem (see also section 7 in [8]), from the Stratton-Chu representation theorem it follows that (see also the proof of the following lemma) the unique solution of the impedance boundary value problem (3.1)-(3.3) can be represented in the form

$$
\begin{equation*}
E(x)=-\int_{\partial D} E_{e}(x, y) c(y) d s(y), \quad x \in \mathbb{R}^{3} \backslash \bar{D} \tag{3.5}
\end{equation*}
$$

As in the previous section we consider a family of domains $D_{h}$ as defined in (2.6) and distinguish the above quantities related to the impedance scattering problem for the domain $D_{h}$ through the subscript $h$.

Lemma 3.1. Assume that $\bar{D} \subset D_{h}$. Then

$$
\begin{equation*}
E_{h}^{s}(x)-E^{s}(x)=-\int_{\partial D_{h}}\left\{\left[H_{e}(\cdot, x)\right]^{\top}+\lambda\left[\nu_{h} \times E_{e}(\cdot, x)\right]^{\top}\right\}\left[\nu_{h} \times E_{h}\right] d s \tag{3.6}
\end{equation*}
$$

for $x \in \mathbb{R}^{3} \backslash \bar{D}_{h}$.
Proof. Let $x \in \mathbb{R}^{3} \backslash \bar{D}_{h}$. Combining the Stratton-Chu representation theorem for the incident field $E^{i}, H^{i}$ and for the scattered field $E^{s}, H^{s}$ we have that

$$
\begin{equation*}
E^{s}(x)=-\int_{\partial D}\left\{\left[E_{e}^{i}(\cdot, x)\right]^{\top}[\nu \times H]+\left[H_{e}^{i}(\cdot, x)\right]^{\top}[\nu \times E]\right\} d s \tag{3.7}
\end{equation*}
$$

(see Corollary 2.2 in [8]). From the impedance boundary condition for $E, H$, and $E_{e}(\cdot, x), H_{e}(\cdot, x)$ by straightforward calculations we obtain

$$
\left.\left[E_{e}^{i}(\cdot, x)\right]^{\top}[\nu \times H]+H_{e}^{i}(\cdot, x)\right]^{\top}[\nu \times E]=-\left[E_{e}^{s}(\cdot, x)\right]^{\top}[\nu \times H]-\left[H_{e}^{s}(\cdot, x)\right]^{\top}[\nu \times E]
$$

on $\partial D$. Hence, using the Gauss divergence theorem (see Lemma 2.1 in [8]) and the Silver-Müller radiation condition, (3.7) implies that

$$
\begin{equation*}
E^{s}(x)=\int_{\partial D}\left\{\left[E_{e}^{s}(\cdot, x)\right]^{\top}\left[\nu \times H^{i}\right]+\left[H_{e}^{s}(\cdot, x)\right]^{\top}\left[\nu \times E^{i}\right]\right\} d s \tag{3.8}
\end{equation*}
$$

and then again via the Gauss divergence theorem

$$
\begin{equation*}
E^{s}(x)=\int_{\partial D_{h}}\left\{\left[E_{e}^{s}(\cdot, x)\right]^{\top}\left[\nu_{h} \times H^{i}\right]+\left[H_{e}^{s}(\cdot, x)\right]^{\top}\left[\nu_{h} \times E^{i}\right]\right\} d s \tag{3.9}
\end{equation*}
$$

From this, applying once again the Gauss divergence theorem and the radiation condition, we obtain that

$$
E^{s}(x)=\int_{\partial D_{h}}\left\{\left[E_{e}^{s}(\cdot, x)\right]^{\top}\left[\nu_{h} \times H_{h}\right]+\left[H_{e}^{s}(\cdot, x)\right]^{\top}\left[\nu_{h} \times E_{h}\right]\right\} d s
$$

and in view of the boundary condition for $E_{h}, H_{h}$ we finally arrive at

$$
E^{s}(x)=\int_{\partial D_{h}}\left\{\left[H_{e}^{s}(\cdot, x)\right]^{\top}+\lambda\left[\nu_{h} \times E_{e}^{s}(\cdot, x)\right]^{\top}\right\}\left[\nu_{h} \times E_{h}\right] d s
$$

On the other hand, from (3.7) applied to $E_{h}, H_{h}, \partial D_{h}$ and the boundary condition for $E_{h}, H_{h}$ we have that

$$
\begin{equation*}
E_{h}^{s}(x)=-\int_{\partial D_{h}}\left\{\left[H_{e}^{i}(\cdot, x)\right]^{\top}+\lambda\left[\nu_{h} \times E_{e}^{i}(\cdot, x)\right]^{\top}\right\}\left[\nu_{h} \times E_{h}\right] d s \tag{3.10}
\end{equation*}
$$

and the statement (3.6) follows by combining the last two equations.
Remark 3.2. Again (3.6) remains valid for $x \notin \bar{D} \cup \bar{D}_{h}$ if we drop the assumption that $\bar{D} \subset D_{h}$ and assume that $E^{s}, H^{s}$ can be extended as a solution to the Maxwell equations in the exterior of $D_{h}$. By the regularity results on elliptic boundary value problems this can be assured if $\partial D$ is analytic and $D_{h}$ does not differ too much from $D$. This follows from sections 6.1 and 6.6 in [13] by considering the impedance boundary value problem for the Maxwell equation equivalently as a boundary value problem for the vector Helmholtz equation.

In the neighborhood of $\partial D$ we define the curvature operator $R$ by the matrix with the columns

$$
R:=\left(\frac{\partial \nu}{\partial x_{1}}, \frac{\partial \nu}{\partial x_{2}}, \frac{\partial \nu}{\partial x_{3}}\right)
$$

Then the curl operator trace on $\partial D$ can be expressed in terms of surface operators in the form

$$
\operatorname{curl} E=[\operatorname{Div}(E \times \nu)] \nu+\operatorname{Grad}(E \cdot \nu) \times \nu+\left(R+2 H_{\partial D}-\frac{\partial}{\partial \nu}\right)(E \times \nu) \quad \text { on } \partial D
$$

where we use the subscript $\partial D$ to distinguish the mean curvature $H_{\partial D}$ from the magnetic field (see Theorem 2.5.20 in [14]). From this we derive

$$
\begin{equation*}
\operatorname{curl}(\nu \times E)=\left[\operatorname{Div} E_{T}\right] \nu+\left(R+2 H_{\partial D}-\frac{\partial}{\partial \nu}\right) E_{T} \quad \text { on } \partial D \tag{3.11}
\end{equation*}
$$

and, in particular, since $E_{T}$ is tangential

$$
\begin{equation*}
\nu \cdot \operatorname{curl} E=\operatorname{Div}(E \times \nu) \quad \text { on } \partial D \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\nu \cdot \operatorname{curl}(\nu \times E)=\operatorname{Div} E_{T} \quad \text { on } \partial D . \tag{3.13}
\end{equation*}
$$

Lemma 3.3. Let $\partial D$ be analytic and let $K$ be a compact subset of $\mathbb{R}^{3} \backslash \bar{D}$. Then

$$
\begin{equation*}
E_{h}^{s}(x)-E^{s}(x)=-\int_{\partial D}\left[E_{e}(y, x)\right]^{\top}(N E)(y) d s(y)+o\left(\|h\|_{C^{2}(\partial D)}\right) \tag{3.14}
\end{equation*}
$$

uniformly for $x$ in $K$, where

$$
\begin{aligned}
N E:= & -\nu \times\{\operatorname{Grad}[(\nu \cdot H)(\nu \cdot h)]+\lambda E \times \operatorname{Grad}(\nu \cdot h)\} \\
& +(\nu \cdot h)\left[i k-\lambda\left(R+2 H_{\partial D}-\frac{\partial}{\partial \nu}\right)\right] E_{T}
\end{aligned}
$$

Proof. From (3.10), with the aid of the jump relation we obtain the hypersingular boundary integral equation

$$
\begin{aligned}
& \nu_{h}(x) \times E_{h}(x)=2 \nu_{h}(x) \times E^{i}(x) \\
& \quad-2 \nu_{h}(x) \times \int_{\partial D_{h}}\left\{\left[H_{e}^{i}(\cdot, x)\right]^{\top}+\lambda\left[\nu_{h} \times E_{e}^{i}(\cdot, x)\right]^{\top}\right\}\left[\nu_{h} \times E_{h}\right] d s, \quad x \in \partial D_{h}
\end{aligned}
$$

From this, regularizing the integral equation and employing a perturbation argument it can be deduced that

$$
\left|\nu_{h}(y+h(y)) \times E_{h}(y+h(y))-\nu(y) \times E(y)\right| \rightarrow 0, \quad\|h\|_{C^{2}(\partial D)} \rightarrow 0
$$

uniformly for all $y \in \partial D$. Hence, in view of (3.6), using the impedance boundary condition for $E_{e}, H_{e}$ together with Taylor's formula and the estimate $\nu_{h}(y+h(y))-$ $\nu(y)=O\left(\|h\|_{C^{2}(\partial D)}\right)($ see $(2.15))$ it follows that

$$
\begin{aligned}
E_{h}^{s}(x)-E^{s}(x)= & -\int_{\partial D_{h}}\left\{\left[H_{e}(\cdot, x)\right]^{\top}+\lambda\left[\nu_{h} \times E_{e}(\cdot, x)\right]^{\top}\right\}\left[\nu_{h} \times E\right] d s \\
& +o\left(\|h\|_{C^{2}(\partial D)}\right)
\end{aligned}
$$

uniformly for $x$ on compact subsets of $\mathbb{R}^{3} \backslash \bar{D}$. From this, abbreviating $E_{e}=E_{e}(x, \cdot)$ and $H_{e}=H_{e}(x, \cdot)$, and using the Gauss divergence theorem in view of (2.17), the boundary condition for $E_{e}, H_{e}$, and the Maxwell equations we obtain

$$
\begin{align*}
E_{h}^{s}(x)-E^{s}(x)= & -\lambda \int_{\partial D_{h}}\left[\nu \times E_{e}\right]^{\top}\left[\left(\nu_{h}-\nu\right) \times E\right] d s \\
& -\int_{D_{h}^{*}} i k\left\{H_{e}^{\top}[H+\lambda \nu \times E]+E_{e}^{\top} E^{*}\right\} \chi d y  \tag{3.15}\\
& +o\left(\|h\|_{C^{2}(\partial D)}\right)
\end{align*}
$$

where $D_{h}^{*}$ and $\chi$ are defined as in the proof of Lemma 2.4 and

$$
\begin{equation*}
E^{*}:=E-\frac{\lambda}{i k} \operatorname{curl}[\nu \times E] \tag{3.16}
\end{equation*}
$$

In (3.15), we estimate the integral over $\partial D_{h}$ with the aid of (2.16) and approximate the integral over $D_{h}^{*}$ by an integral over $\partial D$. Then with the aid of (2.13), Taylor's formula, and the boundary condition for $E, H$ we obtain that

$$
\begin{align*}
E_{h}^{s}(x)-E^{s}(x)= & \int_{\partial D}\left\{\lambda E_{e}^{\top}[\nu \times\{E \times \operatorname{Grad}(\nu \cdot h)\}]\right. \\
& \left.-i k\left[H_{e}^{\top}\{(H \cdot \nu) \nu\}+E_{e}^{\top} E^{*}\right](\nu \cdot h)\right\} d s  \tag{3.17}\\
& +o\left(\|h\|_{C^{2}(\partial D)}\right)
\end{align*}
$$

With the aid of Maxwell's equation for $E$, the vector identities (3.12) and (3.13), and the boundary condition for $E, H$, we observe that

$$
E^{*} \cdot \nu=\frac{1}{i k} \operatorname{Div}\left(\nu \times H-\lambda E_{T}\right)=0 \quad \text { on } \partial D
$$

Using the Maxwell equation for $H_{e}$, the identity (3.12), and the Gauss surface divergence theorem we can transform

$$
\int_{\partial D} i k H_{e}^{\top}(\nu \cdot H)(\nu \cdot h) \nu d s=-\int_{\partial D} E_{e}^{\top}[\nu \times \operatorname{Grad}\{(\nu \cdot H)(\nu \cdot h)\}] d s
$$

Inserting this into (3.17) we conclude that

$$
\begin{aligned}
E_{h}^{s}(x)-E^{s}(x)= & \int_{\partial D}\left\{E_{e}^{\top}[\nu \times\{\operatorname{Grad}[(\nu \cdot H)(\nu \cdot h)]+\lambda E \times \operatorname{Grad}(\nu \cdot h)\}]\right. \\
& \left.-i k E_{e}^{\top}\left[\nu \times\left(E^{*} \times \nu\right)(\nu \cdot h)\right]\right\} d s \\
& +o\left(\|h\|_{C^{2}(\partial D)}\right)
\end{aligned}
$$

From this, the statement (3.14) follows with the help of the definition (3.16) and the identity (3.11).

The Silver-Müller radiation condition (3.3) implies an asymptotic behavior in the form of a spherical wave

$$
E(x)=\frac{e^{i k|x|}}{|x|}\left\{E_{\infty}(\hat{x})+O\left(\frac{1}{|x|}\right)\right\}, \quad|x| \rightarrow \infty
$$

uniformly for all directions $\hat{x}=x /|x|$ where the tangential field $E_{\infty}$ on the unit sphere $\Omega$ is known as the electric far field pattern.

For a fixed incident field $E^{i}, H^{i}$, we define the operator

$$
F: \partial D_{h} \rightarrow E_{\infty, h}
$$

that maps the boundary $\partial D_{h}$ onto the electric far field pattern $E_{\infty, h}$ of the scattered wave for scattering from the impedance obstacle $D_{h}$. For this operator we now are ready to prove the following result on Fréchet differentiability.

Theorem 3.4. Let $\partial D$ be analytic. Then the boundary to far field operator $F: C(\partial D) \rightarrow L^{2}(\Omega)$ is Fréchet differentiable with the Fréchet derivative given through

$$
F^{\prime}(\partial D) h=E_{\infty, h},
$$

where $E_{\infty, h}$ is the far field pattern of the solution $E_{h}, H_{h}$ to the Maxwell equations in $\mathbb{R}^{3} \backslash \bar{D}$ that satisfies the Silver-Müller radiation condition and the impedance boundary condition

$$
\begin{align*}
\nu \times & H_{h}-\lambda\left(\nu \times E_{h}\right) \times \nu \\
= & -\nu \times\{\operatorname{Grad}[(\nu \cdot H)(\nu \cdot h)]-\lambda E \times \operatorname{Grad}(\nu \cdot h)\}  \tag{3.18}\\
& +(\nu \cdot h)\left[i k-\lambda\left(R+2 H_{\partial D}-\frac{\partial}{\partial \nu}\right)\right][(\nu \times E) \times \nu] \text { on } \partial D .
\end{align*}
$$

Proof. This is an immediate consequence of Lemma 3.3 and the representation formula (3.5).

We expect that, proceeding as in [11], Theorem 3.4 can be extended to the case of $C^{2}$ boundaries.

We will conclude with a few remarks on the injectivity of the Fréchet derivative as given in the previous theorem, i.e., the characterization of the nullspace of the derivative as the space of tangential fields $\nu \cdot h=0$. In acoustic scattering, on one hand for the Dirichlet condition this result is an immediate consequence of the characterization of the derivative via Holmgren's uniqueness theorem (see Theorem 5.15 in [2]). On the other hand, the injectivity for the Neumann problem based on the characterization of Theorem 2.5 for $\lambda=0$ remains an open problem. For the impedance problem for large $\lambda$, i.e., for the impedance condition close to the Dirichlet case, Kress and Rundell [12] (see also [10]) have settled the injectivity of the linearization.

The ideas for proving injectivity as applied in [12] fail for the Neumann boundary condition due to the occurrence of two definite integrals with opposite signs. Unfortunately the same happens in the electromagnetic case for $\lambda=0$. In this case, in view of (3.18) we would want to conclude from

$$
\begin{equation*}
\nu \times \operatorname{Grad}[(\nu \cdot H)(\nu \cdot h)]-i k \nu \times[E \times \nu](\nu \cdot h)=0 \quad \text { on } \partial D \tag{3.19}
\end{equation*}
$$

that $\nu \cdot h=0$. Taking the dot product of (3.19) with the conjugate complex $\bar{E}$ and integrating over

$$
U:=\{x \in \partial D: \nu(x) \cdot h(x) \geq 0\}
$$

with the aid of (3.12), the Maxwell equations and the Gauss divergence theorem yields

$$
\int_{U}\left\{|\nu \times E|^{2}-|\nu \cdot H|^{2}\right\}(\nu \cdot h) d s=0
$$

and no further conclusions are possible from this equation.
The following example actually shows that further assumptions on the incident field are required for establishing that the nullspace of the derivative consists only of the tangential fields. Consider as the incident field the vector spherical wave function

$$
E^{i}(x)=\operatorname{curl}\left\{x j_{n}(k|x|) Y_{n}\left(\frac{x}{|x|}\right)\right\}, \quad H^{i}(x)=\frac{1}{i k} \operatorname{curl} E^{i}(x),
$$

where $j_{n}$ is the spherical Bessel function of order $n$ and $Y_{n}$ a spherical harmonic of order $n$. Elementary computations (see Theorem 6.24 in [2]) show that for $D$ a ball of radius $R$ centered at the origin the scattered wave is given by

$$
\begin{equation*}
E^{s}(x)=A_{n}(R) \operatorname{curl}\left\{x h_{n}^{(1)}(k|x|) Y_{n}\left(\frac{x}{|x|}\right)\right\}, \quad H^{s}(x)=\frac{1}{i k} \operatorname{curl} E^{s}(x) \tag{3.20}
\end{equation*}
$$

where $h_{n}^{(1)}$ is the spherical Hankel function of order $n$ and

$$
\begin{equation*}
A_{n}(R)=-\frac{(1+i k \lambda R) j_{n}(k R)+k j_{n}^{\prime}(k R)}{(1+i k \lambda R) h_{n}^{(1)}(k R)+k h_{n}^{(1) \prime}(k R)} \tag{3.21}
\end{equation*}
$$

The denominator in (3.21) is nonzero, since for the radiating solution

$$
u_{n}(x)=h_{n}^{(1)}(k|x|) Y_{n}\left(\frac{x}{|x|}\right)
$$

to the Helmholtz equation we have the impedance boundary values

$$
\begin{equation*}
\frac{\partial u_{n}}{\partial \nu}+(1+i k R \lambda) u_{n}=\left\{k h_{n}^{(1) \prime}(k R)+(1+i k \lambda R) h_{n}^{(1)}(k R)\right\} Y_{n} \tag{3.22}
\end{equation*}
$$

on $\partial D$. Therefore, due to the uniqueness result for the acoustic impedance boundary value problem as mentioned in section 2 the right-hand side of (3.22) cannot vanish identically.

The tangential component of the total electric field on $\partial D$ is of the form

$$
\nu \times E=a_{n}(R) \operatorname{Grad} Y_{n}
$$

where

$$
a_{n}(R):=j_{n}(k R)+A_{n}(R) h_{n}^{(1)}(k R)
$$

Then, with the aid of the Maxwell equations, the identities (3.12), and

$$
\operatorname{Div} \operatorname{Grad} Y_{n}+n(n+1) Y_{n}=0
$$

for $R=1, \lambda=0$, and $\nu \cdot h=1$, the right-hand side of (3.18) becomes
$\nu \times \operatorname{Grad}[(\nu \cdot H)(\nu \cdot h)]-i k \nu \times[E \times \nu](\nu \cdot h)=\frac{a_{n}(1)}{i k}\left[n(n+1)-k^{2}\right] \nu \times \operatorname{Grad} Y_{n}$.
Hence, for $k^{2}=n(n+1)$ we have vanishing boundary data and consequently a vanishing Fréchet derivative for a nontangential field $h$.

This observation, of course, can also be based on differentiating with respect to the radius $R$. The far field pattern $E_{\infty}$ of $(3.20)$ is given by

$$
E_{\infty}=\frac{A_{n}(R)}{k i^{n+1}} \operatorname{Grad} Y_{n} \times \nu
$$

with the exterior unit normal $\nu$ to the unit sphere $\Omega$ (see Theorem 6.26 in [2]). Straightforward calculations using the differential equation and the Wronskian for the spherical Bessel and Hankel functions (see section 2.4 in [2]) shows that

$$
A_{n}^{\prime}(1)=\frac{i\left[k^{2}\left(1-\lambda^{2}\right)-n(n+1)\right]}{k\left[(1+i k \lambda) h_{n}^{(1)}(k)+k h_{n}^{(1) \prime}(k)\right]^{2}}
$$

i.e., the derivative vanishes for $k^{2}\left(1-\lambda^{2}\right)=n(n+1)$ leading to vanishing Fréchet derivatives for a nontangential field $h$ if $\lambda$ is real and less than one. However, according to the symmetry of the Maxwell equations, if $E, H$ solves the impedance boundary value problem with impedance constant $\lambda$, then $H,-E$ solves the impedance boundary value problem with impedance $1 / \lambda$. Hence, our example also provides vanishing Fréchet derivatives for impedance values larger than one. These counter examples suggest that for proving injectivity of the derivative, for example, for plane wave incidence, the special structure of the plane waves has to be incorporated.
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#### Abstract

A mathematical model of competition between two species for two growth-limiting, essential (complementary) resources in the unstirred chemostat is considered. The existence of a positive steady-state solution and some of its properties are established analytically. Techniques include the maximum principle, the fixed point index, and numerical simulations. The simulations also seem to indicate that there are regions in parameter space for which a globally stable positive equilibrium occurs and that there are other regions for which the model admits bistability and even multiple positive equilibria.
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1. Introduction. An apparatus called the chemostat, used for the continuous culture of microorganisms, has played an important role in ecology. It has been thought of as a lake in a laboratory. See $[9,25,29]$ for a description of the apparatus and the general theory.

In the basic set up, the culture vessel is assumed to be well stirred. One or more populations of microorganisms grow and/or compete exploitatively for a single, nonreproducing, growth-limiting nutrient that is supplied at a constant rate. The contents of the culture vessel are removed at the same constant rate as the medium containing the nutrient is supplied, and thus the volume of the culture vessel remains constant. Species-specific parameters can be measured one species at a time, and based on these parameters the theory predicts the qualitative outcome in advance of actual competition. In particular, the theory predicts that the species with the lowest break-even concentration excludes all other competitors (see [6, 14, 29]). Experiments confirmed this prediction in the case of auxotrophic bacterial strains competing for limiting tryptophan [11].

Mathematical analysis of chemostat models involving two limiting resources under the assumption that the culture vessel is well stirred can be found, for example, in $[2,3,7,13,12,17,18,19,28]$. When more than one resource is limiting, it is necessary to consider how these resources promote growth. At one extreme are resources that are sources of different essential substances that must be taken together, because each substance fulfills different physiological needs with respect to growth, for example, a

[^12]carbon source and a nitrogen source. Such resources are called complementary by Leon and Tumpson [17], Rapport [22], and Baltzis and Fredrickson [4]; essential by Tilman [28]; and heterologous by Harder and Dijkhuizen [12].

The model of exploitative competition for two essential resources in the wellstirred case is given by

$$
\begin{aligned}
S_{t} & =\left(S^{0}-S\right) D-\frac{1}{y_{s_{1}}} g_{1}(S, R) u-\frac{1}{y_{s_{2}}} g_{2}(S, R) v \\
R_{t} & =\left(R^{0}-R\right) D-\frac{1}{y_{r_{1}}} g_{1}(S, R) u-\frac{1}{y_{r_{2}}} g_{2}(S, R) v \\
u_{t} & =\left[-D+g_{1}(S, R)\right] u \\
v_{t} & =\left[-D+g_{2}(S, R)\right] v
\end{aligned}
$$

$S(t), R(t)$ denote the nutrient concentrations at time $t$, and $u(t)$ and $v(t)$ denote the biomass of each population in the culture vessel. $S^{0}>0$ and $R^{0}>0$ are constants that represent the input concentrations of nutrients $S$ and $R$, respectively, $D$ is the dilution rate, and $y_{s_{i}}$ and $y_{r_{i}}, i=1,2$, are the corresponding growth yield constants. The response functions are denoted $g_{i}(S, R)=\min \left(p_{i}(S), q_{i}(R)\right), i=1,2$, where $p_{i}(S)$ denotes the response function of the $i$ th population when only resource $S$ is limiting and $q_{i}(R)$ denotes the response function of the $i$ th population when only resource $R$ is limiting. We will consider the case that the Monod model for exploitative competition for one resource is generalized to the two essential resources case, i.e., $p_{i}(S)=\frac{m_{s_{i}} S}{K_{s_{i}}+S}$, $q_{i}(R)=\frac{m_{r_{i}} R}{K_{r_{i}}+R}, i=1,2$, where $m_{s_{i}}, m_{r_{i}}, K_{s_{i}}, K_{r_{i}}$, are positive constants.

In this paper, we study the unstirred chemostat and consider two species' competition for two, growth-limiting, nonreproducing essential resources. Motivated by the work on the unstirred chemostat in the case of one limiting resource (see $[5,8,15,16$, $20,23,24,25,26,30,31])$ and in the case of two limiting resources in [32], the model takes the form of the following reaction-diffusion equations:

$$
\begin{array}{ll}
S_{t}=d S_{x x}-\frac{1}{y_{s_{1}}} g_{1}(S, R) u-\frac{1}{y_{s_{2}}} g_{2}(S, R) v, & 0<x<1, t>0 \\
R_{t}=d R_{x x}-\frac{1}{y_{r_{1}}} g_{1}(S, R) u-\frac{1}{y_{r_{2}}} g_{2}(S, R) v, & 0<x<1, t>0 \\
u_{t}=d u_{x x}+g_{1}(S, R) u, & 0<x<1, t>0 \\
v_{t}=d v_{x x}+g_{2}(S, R) v, & 0<x<1, t>0
\end{array}
$$

with boundary conditions

$$
\begin{array}{ll}
S_{x}(0, t)=-S^{0}, & R_{x}(0, t)=-R^{0}, u_{x}(0, t)=0, v_{x}(0, t)=0 \\
S_{x}(1, t)+\gamma S(1, t)=0, & R_{x}(1, t)+\gamma R(1, t)=0 \\
u_{x}(1, t)+\gamma u(1, t)=0, & v_{x}(1, t)+\gamma v(1, t)=0
\end{array}
$$

The boundary conditions are very intuitive. Readers may refer to $[5,16,26]$ for their derivation.

These equations can be simplified using the nondimensional variables and parameters defined as follows: $\bar{S}=\frac{S}{S^{0}}, \bar{R}=\frac{R}{R^{0}}, \alpha=\frac{S^{0} y_{s_{1}}}{R^{0} y_{r_{1}}}, \beta=\frac{R^{0} y_{r_{2}}}{S^{0} y_{s_{2}}}, \bar{g} i(\bar{S}, \bar{R})=$ $\min \left(\frac{m_{s_{i}} \bar{S}}{\bar{K}_{s_{i}}+\bar{S}}, \frac{m_{r_{i}} \bar{R}}{\bar{K}_{r_{i}}+\bar{R}}\right), i=1,2, \bar{u}=\frac{u}{y_{s_{1}} S^{0}}, \bar{v}=\frac{v}{y_{r_{2}} R^{0}}$, where $\bar{K}_{s_{i}}=\frac{K_{s_{i}}}{S^{0}}, \bar{K}_{r_{i}}=\frac{K_{r_{i}}}{R^{0}}$, $i=1,2$. For more convenient notation, we drop the bars on the nondimensional
variables and parameters, yielding the following model:

$$
\begin{array}{ll}
S_{t}=d S_{x x}-g_{1}(S, R) u-\beta g_{2}(S, R) v, & 0<x<1, t>0, \\
R_{t}=d R_{x x}-\alpha g_{1}(S, R) u-g_{2}(S, R) v, & 0<x<1, t>0,  \tag{1}\\
u_{t}=d u_{x x}+g_{1}(S, R) u, & 0<x<1, t>0, \\
v_{t}=d v_{x x}+g_{2}(S, R) v, & 0<x<1, t>0,
\end{array}
$$

with boundary conditions

$$
\begin{aligned}
& S_{x}(0, t)=-1, \quad R_{x}(0, t)=-1, \quad u_{x}(0, t)=0, \quad v_{x}(0, t)=0, \\
& S_{x}(1, t)+\gamma S(1, t)=0, \quad R_{x}(1, t)+\gamma R(1, t)=0, \\
& u_{x}(1, t)+\gamma u(1, t)=0, \quad v_{x}(1, t)+\gamma v(1, t)=0
\end{aligned}
$$

and initial conditions

$$
S(x, 0)=S_{0}(x) \geq 0, R(x, 0)=R_{0}(x) \geq 0, u(x, 0)=u_{0}(x) \geq 0, v(x, 0)=v_{0}(x) \geq 0
$$

Denote $\varphi_{1}=S+u+\beta v, \varphi_{2}=R+\alpha u+v$, where $\varphi_{i}, i=1,2$, is the solution of

$$
\begin{array}{ll}
\varphi_{i t}=d \varphi_{i x x}, & 0<x<1, t>0 \\
\varphi_{i x}(0, t)=-1, \quad \varphi_{i x}(1, t)+\gamma \varphi_{i}(1, t)=0 \\
\varphi_{i}(x, 0)=\varphi_{i 0}(x) &
\end{array}
$$

Then $u$ and $v$ satisfy

$$
\begin{array}{ll}
u_{t}=d u_{x x}+u g_{1}\left(\varphi_{1}-u-\beta v, \varphi_{2}-\alpha u-v\right), & 0<x<1, t>0, \\
v_{t}=d v_{x x}+v g_{2}\left(\varphi_{1}-u-\beta v, \varphi_{2}-\alpha u-v\right), & 0<x<1, t>0, \\
u_{x}(0, t)=0, u_{x}(1, t)+\gamma u(1, t)=0, & t>0, \\
v_{x}(0, t)=0, v_{x}(1, t)+\gamma v(1, t)=0, & t>0 .
\end{array}
$$

This paper is devoted to determining the positive solution of this two-species model of exploitative competition for two essential resources in the unstirred chemostat. Since the reaction terms are Lipschitz continuous, but not $C^{1}$, many methods used to analyze elliptic systems do not apply. This makes the analysis more difficult. Some methods used to prove the existence of the positive equilibrium in the region $D=\left\{\left(\hat{\lambda}_{1}, \hat{\lambda}_{2}\right): \hat{\lambda}_{1}>1, \hat{\lambda}_{2}>1\right\}$ occupy a major portion of the paper, where $\hat{\lambda}_{i}, i=1,2$, is defined in the next section. The main result is established in Theorem 3. The other related results are also obtained in section 2. Extensive numerical studies were run, and some conclusions are summarized in section 3. The simulations convince us that much more complex dynamics can occur in region $D$.

The paper is organized as follows. In section 2, the existence of a positive steadystate solution and some of its properties are established by using the maximum principle and fixed point index theory, which is closely related to bounding the principal eigenvalues of certain differential operators. Some results on extensive numerical studies are reported in section 3, complementing the mathematical results in section 2 , and a number of typical figures chosen from many simulations are also given in this section.
2. The positive steady-state solution. First, we consider the steady state of system (1):

$$
\begin{array}{ll}
d S_{x x}-g_{1}(S, R) u-\beta g_{2}(S, R) v=0, & 0<x<1 \\
d R_{x x}-\alpha g_{1}(S, R) u-g_{2}(S, R) v=0, & 0<x<1 \\
d u_{x x}+g_{1}(S, R) u=0, & 0<x<1  \tag{2}\\
d v_{x x}+g_{2}(S, R) v=0, & 0<x<1
\end{array}
$$

with boundary conditions

$$
\begin{aligned}
& S_{x}(0)=-1, \quad R_{x}(0)=-1, \quad u_{x}(0)=0, \quad v_{x}(0)=0 \\
& S_{x}(1)+\gamma S(1)=0, \quad R_{x}(1)+\gamma R(1)=0, \quad u_{x}(1)+\gamma u(1)=0, \quad v_{x}(1)+\gamma v(1)=0
\end{aligned}
$$

It follows that $S+u+\beta v=z, R+\alpha u+v=z$, where $z=z(x)=\frac{1+\gamma}{\gamma}-x$. Then $u$ and $v$ satisfy

$$
\begin{align*}
& d u_{x x}+u g_{1}(z-u-\beta v, z-\alpha u-v)=0, \quad 0<x<1, \\
& d v_{x x}+v g_{2}(z-u-\beta v, z-\alpha u-v)=0,  \tag{3}\\
& u_{x}(0)=0, \quad u_{x}(1)+\gamma u(1)=0 \\
& v_{x}(0)=0, \quad v_{x}(1)+\gamma v(1)=0
\end{align*}
$$

Let $\lambda_{i}$ be the principal eigenvalue and let $\phi_{i}(x)>0$ on $[0,1], i=1,2$, be the corresponding eigenfunction, normalized as $\max _{x \in[0,1]} \phi_{i}(x)=1$, of the following problem:
(4) $\quad d \phi_{i x x}+\lambda_{i} \phi_{i} g_{i}(z, z)=0, \quad 0<x<1, \quad \phi_{i x}(0)=0, \quad \phi_{i x}(1)+\gamma \phi_{i}(1)=0$.

Let $U(x)$ be the solution of

$$
\begin{align*}
& d U_{x x}+U g_{1}(z-U, z-\alpha U)=0, \quad 0<x<1  \tag{5}\\
& U_{x}(0)=0, \quad U_{x}(1)+\gamma U(1)=0
\end{align*}
$$

and let $U(x, t)$ be the solution of

$$
\begin{align*}
& U_{t}=d U_{x x}+U g_{1}\left(\varphi_{1}-U, \varphi_{2}-\alpha U\right), \quad 0<x<1, t>0 \\
& U_{x}(0, t)=0, \quad U_{x}(1, t)+\gamma U(1, t)=0  \tag{6}\\
& U(x, 0)=U_{0}(x) \geq 0
\end{align*}
$$

From Lemmas 2.2-2.4 and Theorem 2.5 in [32] we have the following lemma.
Lemma 1. If $\lambda_{1}<1$, then there exists a unique positive solution $U(x)$ of (5), satisfying $0<U<\min \left\{1, \frac{1}{\alpha}\right\} z$ on $[0,1]$. If $\lambda_{1} \geq 1$, the only nonnegative solution of (5) is $U=0$. Furthermore, $\lim _{t \rightarrow \infty} U(x, t)=U(x)$ if $\lambda_{1}<1$, and $\lim _{t \rightarrow \infty} U(x, t)=0$ if $\lambda_{1}>1$.

Remark 1. If $\lambda_{2}<1$, a similar result holds for $V(x)$, where $V(x)$ is the unique positive solution of

$$
\begin{aligned}
& d V_{x x}+V g_{2}(z-\beta V, z-V)=0, \quad 0<x<1 \\
& V_{x}(0)=0, \quad V_{x}(1)+\gamma V(1)=0
\end{aligned}
$$

Since we are only concerned with the nonnegative steady-state solutions of (3), there is no loss of generality if we redefine

$$
p_{i}(S)=\left\{\begin{array}{ll}
\frac{m_{s_{i}} S}{K_{s_{i}}+S}, & S \geq 0, \\
0, & S<0,
\end{array} \quad q_{i}(R)= \begin{cases}\frac{m_{r_{i}} R}{K_{r_{i}}+R}, & R \geq 0 \\
0, & R<0\end{cases}\right.
$$

Lemma 2. Suppose $(u, v)$ is the nonnegative solution of (3). Then (i) $u>0$ or $u \equiv 0$, and $v>0$ or $v \equiv 0$; (ii) $u+\beta v<z, ~ \alpha u+v<z$; (iii) $u \leq U, v \leq V$. Moreover, $u<U$ or $u \equiv U$, and $v<V$ or $v \equiv V$.

Proof. (i) This part can be proved by the maximum principle, in the usual way, and the details are omitted here.
(ii) Define $w=u+\beta v-z$. Note that by (3) it follows that

$$
\begin{gathered}
d w_{x x}+u g_{1}(-w, z-\alpha u-v)+\beta v g_{2}(-w, z-\alpha u-v)=0 \\
w_{x}(0)=1 \text { and } w_{x}(1)+\gamma w(1)=0
\end{gathered}
$$

First we show that $w \leq 0$ on $[0,1]$. Suppose not. If $w(1)>0$, then $w_{x}(1)<0$. Therefore, there exists $a \in[0,1)$ so that for all $x \in(a, 1], w(x)>0$, and either $a=0$ or $w(a)=0$. But then for all $x \in[a, 1], w_{x x}=0$ and so $w_{x}(x)=w_{x}(1)<0$, i.e., $w(x)$ is decreasing there. Since $w_{x}(0)=1>0, a \neq 0$. But $a>0$ is also impossible since then $w(a)=0, w(x)$ is decreasing in $[a, 1]$, and $w(1)>0$. Therefore, $w(1) \leq 0$. Next, assume there exists $\bar{x} \in[0,1)$ with $w(\bar{x})>0$. Then there exist $\delta_{1} \geq 0$ and $\delta_{2}>0$ such that $w(x)>0$ for all $x \in\left(\bar{x}-\delta_{1}, \bar{x}+\delta_{2}\right) \subset(0,1), w\left(\bar{x}+\delta_{2}\right)=0$, and either $\bar{x}-\delta_{1}=0$ or $w\left(\bar{x}-\delta_{1}\right)=0$. But then for all $x \in\left[\bar{x}-\delta_{1}, \bar{x}+\delta_{2}\right], \quad w_{x x}(x)=0$ and so $w_{x}(x)$ is constant. Since $w\left(\bar{x}+\delta_{2}\right)=0$, it follows that $w_{x}\left(\bar{x}+\delta_{2}\right) \leq 0$, and so $w(x)$ is nonincreasing on $\left[\bar{x}-\delta_{1}, \bar{x}+\delta_{2}\right]$. Then $\bar{x}-\delta_{1} \neq 0$, since $w_{x}(0)=1$, and so $w\left(\bar{x}-\delta_{1}\right)=0$. Therefore, $w(x) \equiv 0$ on $\left[\bar{x}-\delta_{1}, \bar{x}+\delta_{2}\right]$, a contradiction. Hence, $u+\beta v \leq z$ on $[0,1]$. That $\alpha u+v \leq z$ follows similarly. It is easy to see that $u+\beta v \not \equiv z, \alpha u+v \not \equiv z$; otherwise we have $d u_{x x}=0, d v_{x x}=0$, with the usual boundary condition, which gives $u \equiv 0, v \equiv 0$, a contradiction. Let $w_{1}=z-u-\beta v, w_{2}=z-\alpha u-v$. Then $w_{i} \geq 0, \not \equiv 0$, and $w_{1}$ satisfies

$$
\begin{aligned}
& -d w_{1 x x}+u g_{1}\left(w_{1}, w_{2}\right)+\beta v g_{2}\left(w_{1}, w_{2}\right)=0 \\
& w_{1 x}(0)=-1, \quad w_{1 x}(1)+\gamma w_{1}(1)=0
\end{aligned}
$$

which leads to

$$
\begin{aligned}
& -d w_{1 x x}+w_{1}\left(\frac{m_{s_{1}} u}{K_{s_{1}}+w_{1}}+\frac{m_{s_{2}} \beta v}{K_{s_{2}}+w_{1}}\right) \geq 0 \\
& w_{1 x}(0)=-1, \quad w_{1 x}(1)+\gamma w_{1}(1)=0
\end{aligned}
$$

If $w_{1}\left(x_{0}\right)=0$ for some point $x_{0} \in[0,1]$, by applying the strong maximum principle (see [21]) we obtain a contradiction. Hence $w_{1}>0$ on $[0,1]$. The proof that $w_{2}>0$ on $[0,1]$ is similar.
(iii) It follows by the monotone method and the uniqueness of $U$ that $u \leq U \leq$ $\min \left\{1, \frac{1}{\alpha}\right\} z$. By the Lipschitz continuity of $g_{1}(S, R)$, there exists a constant $L>0$, such that $0 \leq g_{1}(z-u, z-\alpha u)-g_{1}(z-U, z-\alpha U) \leq L(U-u)$. Let $\hat{U}=U-u$. Then $\hat{U} \geq 0$ satisfies

$$
\begin{aligned}
& d \hat{U}_{x x}+\hat{U}\left[g_{1}(z-U, z-\alpha U)-u L\right] \leq 0, \quad 0<x<1 \\
& \hat{U}_{x}(0)=0, \quad \hat{U}_{x}(1)+\gamma \hat{U}(1)=0
\end{aligned}
$$

If $\hat{U} \not \equiv 0$, then the maximum principle leads to $\hat{U}>0$. Thus either $u<U$ or $u \equiv U$. The proof for $v$ is similar.

Remark 2. It follows from Lemmas 1 and 2 that, for $\lambda_{i} \geq 1, i=1,2$, the only nonnegative solution of $(3)$ is $(0,0)$. In order to guarantee the existence of a positive solution of (3), we must assume that $\lambda_{i}<1$ for $i=1,2$.

Let $\hat{\lambda}_{i}$ be the principal eigenvalues and let $\hat{\phi}_{i}(x)>0, x \in[0,1], i=1,2$, be the corresponding eigenfunctions of the problem
$d \hat{\phi}_{1 x x}+\hat{\lambda}_{1} \hat{\phi}_{1} g_{1}(z-\beta V, z-V)=0, \quad 0<x<1, \quad \hat{\phi}_{1 x}(0)=0, \quad \hat{\phi}_{1 x}(1)+\gamma \hat{\phi}_{1}(1)=0$,
$d \hat{\phi}_{2 x x}+\hat{\lambda}_{2} \hat{\phi}_{2} g_{2}(z-U, z-\alpha U)=0, \quad 0<x<1, \quad \hat{\phi}_{2 x}(0)=0, \quad \hat{\phi}_{2 x}(1)+\gamma \hat{\phi}_{2}(1)=0$.
Theorem 1. Suppose $\hat{\lambda}_{i}<1$ for $i=1,2$. Then there exists a positive steady-state solution $(u, v)$ of (3) satisfying $0<u(x)<U(x), 0<v(x)<V(x)$ for $x \in[0,1]$.

Proof. It is easy to check that $(U, V)$ is the sup-solution of (3). Let $(\underline{u}, \underline{v})=$ $\left(\delta \hat{\phi}_{1}, \delta \hat{\phi}_{2}\right)(\delta>0)$. Then for $\delta$ sufficiently small, we have

$$
\begin{aligned}
& d \underline{u}_{x x}+\underline{u} g_{1}(z-\underline{u}-\beta V, z-\alpha \underline{u}-V) \\
= & {\left[\underline{u} g_{1}(z-\underline{u}-\beta V, z-\alpha \underline{u}-V)-\hat{\lambda}_{1} \underline{u} g_{1}(z-\beta V, z-V)\right] } \\
= & \underline{u}\left[\left(1-\hat{\lambda}_{1}\right) g_{1}(z-\beta V, z-V)\right. \\
& \left.\quad+\left(g_{1}(z-\underline{u}-\beta V, z-\alpha \underline{u}-V)-g_{1}(z-\beta V, z-V)\right)\right]>0 .
\end{aligned}
$$

Hence there exists a solution $(u, v)$ of (3) satisfying $\left(\delta \hat{\phi}_{1}, \delta \hat{\phi}_{2}\right) \leq(u, v) \leq(U, V)$ for small $\delta$. By Lemma 2 we obtain the strict inequalities in Theorem 1.

Now we consider the special case that $g_{1}=g_{2}=g$, and we find that there exist infinitely many positive solutions of (3).

THEOREM 2. Suppose that $\lambda_{i}<1$ for $i=1,2$ and $g_{1}=g_{2}=g$. Then there exist infinitely many positive solutions $\left(u_{\rho}, v_{\rho}\right)(\rho>0)$ of (3) satisfying $0<v_{\rho} \leq$ $\min \left\{\frac{1}{\rho+\beta}, \frac{1}{\alpha \rho+1}\right\} z, u_{\rho}=\rho v_{\rho}$.

Proof. Set $\omega=\frac{u}{v}$. Then $\omega$ satisfies

$$
-d \omega_{x x}-\frac{2 d v_{x}}{v} \omega_{x}=0, \quad \omega_{x}(0)=\omega_{x}(1)=0
$$

By the maximum principle it follows that $\omega \equiv \rho$, a positive constant, i.e., $u=\rho v$. Thus $v$ satisfies

$$
d v_{x x}+v g(z-(\rho+\beta) v, z-(\alpha \rho+1) v)=0, \quad v_{x}(0)=0, \quad v_{x}(1)+\gamma v_{x}(1)=0
$$

For $\rho>0$ fixed, arguing as for the existence of $U$ or $V$, and noting that $\lambda_{2}<1$, it follows that there exists a unique positive solution of the above problem, say, $v_{\rho}$, satisfying $0<v_{\rho} \leq \min \left\{\frac{1}{\rho+\beta}, \frac{1}{\alpha \rho+1}\right\} z$. Thus $\left(u_{\rho}, v_{\rho}\right)(\rho>0)$, where $u_{\rho}=\rho v_{\rho}$, is the positive solution of (3). This completes the proof.

Remark 3. Suppose that $g_{1} \leq g_{2}, g_{1} \not \equiv g_{2}$ or $g_{1} \geq g_{2}, g_{1} \not \equiv g_{2}$. Then there exists no positive solution of (3). This conclusion is consistent with the analysis in [9] for the pure and simple competition model. In fact, suppose $u>0, v>0$ satisfy (3). We consider the first case, since the second case can be proved similarly. Denoting $\omega=\frac{u}{v}$, we have

$$
\begin{aligned}
& -d \omega_{x x}-\frac{2 d v_{x}}{v} \omega_{x}+\omega\left[g_{2}(z-u-\beta v, z-\alpha u-v)-g_{1}(z-u-\beta v, z-\alpha u-v)\right]=0 \\
& \omega_{x}(0)=\omega_{x}(1)=0
\end{aligned}
$$

Then $\omega=$ constant, and hence $\omega=0$, a contradiction.

Theorem 3. Suppose $\lambda_{i}<1$ and $\hat{\lambda}_{i}>1$ for $i=1,2$. Then there exists a positive solution $(u, v)$ of (3).

Proof. Let $C_{B}[0,1]=\left\{u(x) \in C[0,1]: u_{x}(0)=0, u_{x}(1)+\gamma u(1)=0\right\}$ be the Banach space, with the usual maximum norm, denoted by $\|\cdot\|, X=C_{B}[0,1] \times$ $C_{B}[0,1], \quad K=C_{B}^{+}[0,1] \times C_{B}^{+}[0,1]$, the positive cone of $X$. Let $N=(-d \Delta)^{-1}$, the inverse operator of $-d \Delta$ in $C_{B}[0,1]$. Then system (3) can be written as

$$
\begin{aligned}
& u-N\left(u g_{1}(z-u-\beta v, z-\alpha u-v)\right)=0 \\
& v-N\left(v g_{2}(z-u-\beta v, z-\alpha u-v)\right)=0
\end{aligned}
$$

Let $T(u, v)=\left(N\left(u g_{1}(z-u-\beta v, z-\alpha u-v)\right), N\left(v g_{2}(z-u-\beta v, z-\alpha u-v)\right)\right)$. Then the fixed points of $T$ in $K$ are the corresponding nonnegative solutions of (3). Define $D=\left\{(u, v) \in K:\|u\|+\|v\| \leq R_{0}\right\}$, where $R_{0}=2 \max \left\{1, \frac{1}{\alpha}, \frac{1}{\beta}\right\}\|z\|$, and let $\dot{D}$ denote the interior of $D$ in $K$. Since the proof is long, we divide it into three lemmas.

Lemma 3. For $\lambda \geq 1$, the equation $T(u, v)=\lambda(u, v)$ has no solution in $K$ satisfying $\|u\|+\|v\|=\overline{R_{0}}$.

Proof. Suppose $(u, v) \in K$ satisfies $T(u, v)=\lambda(u, v)$. Then we have

$$
\begin{aligned}
& d u_{x x}+\lambda^{-1} u g_{1}(z-u-\beta v, z-\alpha u-v)=0 \\
& d v_{x x}+\lambda^{-1} v g_{2}(z-u-\beta v, z-\alpha u-v)=0
\end{aligned}
$$

with the boundary conditions as above. As in the proof of Lemma 2, it follows that $u+\beta v<z, \alpha u+v<z$. Thus $u+v<\max \left\{1, \frac{1}{\alpha}, \frac{1}{\beta}\right\} z$. Hence there exists no fixed point of $T(u, v)=\lambda(u, v)$ in $K$ satisfying $\|u\|+\|v\|=R_{0}$.

Remark 4. It follows from Lemma 12.1 in [1] that $\operatorname{index}_{K}(T, \dot{D})=1$.
Let $P_{\sigma}(0,0)=\{(u, v) \in K:\|u\|+\|v\|<\sigma\}$ be the neighborhood of $(0,0)$ in $K$ with radius $\sigma$.

Lemma 4. For $\sigma>0$ small enough, index $_{K}\left(T, P_{\sigma}(0,0)\right)=0$.
Proof. Given $\epsilon_{0}>0$ sufficiently small, noting the definition of $U, V$, we can take $0<\sigma<\sigma_{0} \ll 1$ such that $\frac{\sigma}{\gamma}<\min \left\{U-\epsilon_{0}, V-\epsilon_{0}\right\}$. Denote $S_{\sigma}^{+}=\{(u, v) \in K$ : $\left.\|u\|+\|v\|=\frac{\sigma}{\gamma}\right\}$. Thus $\|u\| \leq \sigma z,\|v\| \leq \sigma z$ whenever $(u, v) \in S_{\sigma}^{+}$.

Let $\psi=(2+\gamma)-\gamma x^{2}$. Then $\psi>0$ on $[0,1]$ and satisfies

$$
\psi_{x x}<0, \quad 0<x<1, \quad \psi_{x}(0)=0, \quad \psi_{x}(1)+\gamma \psi(1)=0
$$

Take $p=(\psi, \psi)(\in K)$. We show next (by contradiction) that for $\lambda \geq 0,(u, v)-$ $T(u, v)=\lambda(\psi, \psi)$ has no solution on $S_{\sigma}^{+}$for small $\sigma$. Assume that this problem has a solution $(u, v)$ on $S_{\sigma}^{+}$. Then $(u, v)$ satisfies

$$
\begin{array}{ll}
d u_{x x}+u g_{1}(z-u-\beta v, z-\alpha u-v)=d \lambda \psi_{x x}, & 0<x<1 \\
d v_{x x}+v g_{2}(z-u-\beta v, z-\alpha u-v)=d \lambda \psi_{x x}, & 0<x<1
\end{array}
$$

Hence by the definition of $\psi$, we have

$$
\begin{array}{ll}
d u_{x x}+u g_{1}((1-\sigma \beta) z-u,(1-\sigma) z-\alpha u) \leq 0, & 0<x<1 \\
d v_{x x}+v g_{2}((1-\sigma) z-\beta v,(1-\sigma \alpha) z-v) \leq 0, & 0<x<1
\end{array}
$$

Since $\lambda_{i}<1$, we can take sufficiently small $\sigma$, say, $\sigma<\sigma_{1} \ll 1$, such that $\lambda_{1}\left(g_{1}((1-\right.$ $\sigma \beta) z,(1-\sigma) z))<1, \lambda_{2}\left(g_{2}((1-\sigma) z,(1-\sigma \alpha) z)\right)<1$, where $\lambda_{1}\left(g_{1}((1-\sigma \beta) z,(1-\right.$ $\sigma) z)), \lambda_{2}\left(g_{2}((1-\sigma) z,(1-\sigma \alpha) z)\right)$ are the principal eigenvalues of (4) with $g_{1}$ and $g_{2}$
replaced by $g_{1}((1-\sigma \beta) z,(1-\sigma) z)$ and $g_{2}((1-\sigma) z,(1-\sigma \alpha) z)$, respectively. As in the proof of Lemma 3.2 in [31] we can prove the existence and uniqueness of $U^{*}, V^{*}$ of the following problem:

$$
\begin{array}{ll}
d U_{x x}^{*}+U^{*} g_{1}\left((1-\sigma \beta) z-U^{*},(1-\sigma) z-\alpha U^{*}\right)=0, & 0<x<1 \\
d V_{x x}^{*}+V^{*} g_{2}\left((1-\sigma) z-\beta V^{*},(1-\sigma \alpha) z-V^{*}\right)=0, & 0<x<1
\end{array}
$$

with the usual boundary conditions. By an $L^{p}$ estimate and the Sobolev embedding theorem (see [27]), we proceed as in the proof of Theorem 2.5 in [32] to obtain

$$
\lim _{\sigma \rightarrow 0} U^{*}=U, \lim _{\sigma \rightarrow 0} V^{*}=V
$$

Thus there exists $\sigma_{2}>0$, such that for $\sigma<\sigma_{2}, U^{*}>U-\epsilon_{0}, V^{*}>V-\epsilon_{0}$. It follows from the monotone method and the uniqueness of $U^{*}, V^{*}$ that $u \geq U^{*}, v \geq V^{*}$. Now take $\sigma<\bar{\sigma}=\min \left\{\sigma_{0}, \sigma_{1}, \sigma_{2}\right\}$. Then for $\sigma<\bar{\sigma}$, we have $u>\frac{\sigma}{\gamma}, v>\frac{\sigma}{\gamma}$, which contradicts $(u, v) \in S_{\sigma}^{+}$. Lemma 12.1 of [1] can be applied to complete the proof of this lemma. $\quad \square$

Let $O^{+}(U, 0)$ be a small neighborhood of $(U, 0)$ in $K$. Then we have the following lemma.

Lemma 5. Suppose that $T$ has no fixed point in $\dot{D}$. Then $\operatorname{index}_{K}\left(T, O^{+}(U, 0)\right)=1$ if $\hat{\lambda}_{2}>1, \lambda_{1}<1$.

Proof. Define $T(\theta)(u, v)=\left(N\left(u g_{1}(z-u-\theta \beta v, z-\alpha u-\theta v)\right), N\left(v g_{2}(z-u-\right.\right.$ $\theta \beta v, z-\alpha u-\theta v))$ ). It follows from $(u, v)=T(\theta)(u, v)$ that

$$
\begin{aligned}
& d u_{x x}+u g_{1}(z-u-\theta \beta v, z-\alpha u-\theta v)=0 \\
& d v_{x x}+v g_{2}(z-u-\theta \beta v, z-\alpha u-\theta v)=0
\end{aligned}
$$

If $(u, v)$ is a fixed point of $T(\theta)$ on $\partial O^{+}(U, 0)$, the boundary of $O^{+}(U, 0)$ in $K$, it is easy to see that $u>0, v \geq 0$. Furthermore, we have $v>0$; otherwise we have $(u, v)=(U, 0)$, contradicting $(u, v) \in \partial O^{+}(U, 0)$. We claim that for $\theta \in[0,1], T(\theta)$ has no fixed point on $\partial O^{+}(U, 0)$. Otherwise, for $\theta=0$, by noting $\hat{\lambda}_{2}>1$ and $\lambda_{1}<1$, we find $u=U, v=0$, a contradiction; for $\theta>0$, this implies that $(u, \theta v)>(0,0)$ is a fixed point of $T$ in $\dot{D}$, contradicting a hypothesis of this lemma. It follows from the homotopy invariance of topological degree that
(7) $\operatorname{index}_{K}\left(T, O^{+}(U, 0)\right)=\operatorname{index}_{K}\left(T(1), O^{+}(U, 0)\right)=\operatorname{index}_{K}\left(T(0), O^{+}(U, 0)\right)$,
where $T(0)(u, v)=\left(N\left(u g_{1}(z-u, z-\alpha u)\right), N\left(v g_{2}(z-u, z-\alpha u)\right)\right)$.
The fixed point $(u, v)$ of $T(0)$ in $O^{+}(U, 0)$ satisfies

$$
\begin{array}{ll}
d u_{x x}+u g_{1}(z-u, z-\alpha u)=0, & 0<x<1 \\
d v_{x x}+v g_{2}(z-u, z-\alpha u)=0, & 0<x<1 \tag{8}
\end{array}
$$

with the boundary conditions

$$
u_{x}(0)=0, \quad v_{x}(0)=0, \quad u_{x}(1)+\gamma u(1)=0, \quad v_{x}(1)+\gamma v(1)=0
$$

Since $\lambda_{1}<1$, we have $u=U$. Noting $\hat{\lambda}_{2}>1$, we determine that the principal eigenvalue $\lambda_{2}^{\prime}$ of the following problem is negative:

$$
d \phi_{x x}^{\prime}+\phi^{\prime} g_{2}(z-U, z-\alpha U)=\lambda_{2}^{\prime} \phi^{\prime}, \quad \phi_{x}^{\prime}(0)=0, \quad \phi_{x}^{\prime}(1)+\gamma \phi^{\prime}(1)=0
$$

Substituting $u=U$ into the second equation of (8), we have $v=0$. Hence $(U, 0)$ is the unique fixed point of $T(0)$ in $O^{+}(U, 0)$; thus

$$
\begin{equation*}
\operatorname{index}_{K}\left(T(0), O^{+}(U, 0)\right)=\operatorname{index}_{K}(T(0),(U, 0)) . \tag{9}
\end{equation*}
$$

Let $I(\theta)(\theta \in[0,1])$ be defined by $I(\theta)(u, v)=\left(N\left(u g_{1}(z-u, z-\alpha u)\right), N\left(v g_{2}(z-\right.\right.$ $(\theta U+(1-\theta) u), z-\alpha(\theta U+(1-\theta) u))))$. Then $(u, v)=I(\theta)(u, v)$ satisfies

$$
\begin{array}{ll}
d u_{x x}+u g_{1}(z-u, z-\alpha u)=0, & 0<x<1, \\
d v_{x x}+v g_{2}(z-(\theta U+(1-\theta) u), z-\alpha(\theta U+(1-\theta) u))=0, & 0<x<1, \tag{10}
\end{array}
$$

with the usual boundary conditions. We claim that $I(\theta)$ has no fixed point on $\partial O^{+}(U, 0)$ in $K$. Otherwise, from the first equation of (10), we have $u=U$, and substituting this into the second equation of (10), we find $v=0$, so the only fixed point of $I(\theta)$ on $\partial O^{+}(U, 0)$ is $(U, 0)$, a contradiction. By the definition of $I(\theta)$, we obtain

$$
\begin{equation*}
T(0)=I(0), \quad I(1)=T_{1} \times T_{2}, \tag{11}
\end{equation*}
$$

where $T_{1} u=N\left(u g_{1}(z-u, z-\alpha u)\right), T_{2} v=N\left(v g_{2}(z-U, z-\alpha U)\right),\left(T_{1} \times T_{2}\right)(u, v)=$ $\left(T_{1} u, T_{2} v\right) .(u, v)=I(1)(u, v)$ satisfies

$$
\begin{array}{ll}
d u_{x x}+u g_{1}(z-u, z-\alpha u)=0, & 0<x<1, \\
d v_{x x}+v g_{2}(z-U, z-\alpha U)=0, & 0<x<1 .
\end{array}
$$

It follows from (7)-(11) and the product theorem for fixed points (see [33]) that

$$
\begin{align*}
\operatorname{index}_{K}(T(0),(U, 0)) & =\operatorname{index}_{K}(I(0),(U, 0))=\operatorname{index}_{K}(I(1),(U, 0)) \\
& =\operatorname{index}_{C_{B}}\left(T_{1}, U\right) \cdot \operatorname{index}_{C_{B}^{+}}\left(T_{2}, 0\right) . \tag{12}
\end{align*}
$$

Since $T_{2}$ is a linear compact operator and $\hat{\lambda}_{2}>1$, then $T_{2}$ has no eigenvalue $>1$ with positive eigenfunction in $C_{B}^{+}$. It follows from Lemma 13.1 of [1] that index $_{C_{B}^{+}}\left(T_{2}, 0\right)=$ 1.

We show next that index $_{C_{B}}\left(T_{1}, U\right)=1$. Let $\tau=2 \min \left\{1, \frac{1}{\alpha}\right\}\|z\|, P_{\tau}=\left\{u \in C_{B}^{+}\right.$: $\|u\| \leq \tau\}, \partial P_{\tau}=\left\{u \in C_{B}^{+}:\|u\|=\tau\right\}$. For $\lambda \geq 1$, if $T_{1} u=\lambda u, d \lambda u_{x x}+u g_{1}(z-$ $u, z-\alpha u)=0$. Arguing as in the proof of Lemma 1, we have $u \leq \min \left\{1, \frac{1}{\alpha}\right\} z<\tau$. Hence for $\lambda \geq 1, T_{1} u=\lambda u$ has no solution on $\partial P_{\tau}$. It follows from Lemma 12.1 of [1] that index $_{C_{B}^{+}}\left(T_{1}, P_{\tau}\right)=1$. Let $0<\tau_{0} \leq \frac{1}{2} \min _{[0,1]}\{U(x)\}$. Suppose that for $\lambda \geq 0, p=\psi(x)$, such that $u-T_{1} u=\lambda p$ has a solution $u$ on $\partial P_{\tau_{0}}$, where $\psi(x)$ is defined as in the proof of Lemma 4. Then, $d u_{x x}+u g_{1}(z-u, z-\alpha u)=d \lambda \psi_{x x} \leq 0$. Thus $u$ is a sup-solution of (5). From the monotone method and the uniqueness of $U$ it follows that $u \geq U$, a contradiction to $\|u\|=\tau_{0}$. Hence, index $C_{C_{B}^{+}}\left(T_{1}, P_{\tau_{0}}\right)=0$. Since $u=U$ is the unique fixed point of $T_{1}$ in $P_{\tau} \backslash \bar{P}_{\tau_{0}}$, we obtain index $_{C_{B}}\left(T_{1}, U\right)=$ index $_{C_{B}^{+}}\left(T_{1}, P_{\tau} \backslash \bar{P}_{\tau_{0}}\right)=$ index $_{C_{B}^{+}}\left(T_{1}, P_{\tau}\right)-$ index $_{C_{B}^{+}}\left(T_{1}, P_{\tau_{0}}\right)=1$.

Combining the above result with equations (7), (9), and (12), it follows that index $_{K}\left(T, O^{+}(U, 0)\right)=1$.

Remark 5. Suppose that $T$ has no fixed point in $\dot{D}$. We can proceed as above to obtain $\operatorname{index}_{K}\left(T, O^{+}(0, V)\right)=1$ if $\hat{\lambda}_{1}>1, \lambda_{2}<1$.

Now we turn to the proof of Theorem 3. Suppose that $T$ has no fixed point in $\dot{D}$. Then the following equation holds:
$\operatorname{index}_{K}(T, \dot{D})=\operatorname{index}_{K}\left(T, O^{+}(0,0)\right)+\operatorname{index}_{K}\left(T, O^{+}(U, 0)\right)+\operatorname{index}_{K}\left(T, O^{+}(0, V)\right)$,
contradicting Lemmas $3-5$. This completes the proof of Theorem 3.
Noting Lemma 1, and using the same process as in the proof of Theorem 3.6 in [15], we have the following theorem.

THEOREM 4. If $\lambda_{1}>1$ and $\lambda_{2}>1$, then the solution of system (1) satisfies

$$
\lim _{t \rightarrow \infty}(S, R, U, V)=(z, z, 0,0)
$$

If $\lambda_{1}>1$ and $\lambda_{2}<1$, then the solution of system (1) satisfies

$$
\lim _{t \rightarrow \infty}(S, R, U, V)=(z-\beta V, z-V, 0, V)
$$

If $\lambda_{1}<1$ and $\lambda_{2}>1$, then the solution of system (1) satisfies

$$
\lim _{t \rightarrow \infty}(S, R, U, V)=(z-U, z-\alpha U, U, 0)
$$

Theorem 5. Suppose $\hat{\lambda}_{i}<1, i=1,2$. Then the solution of system (1) is uniformly persistent ([10]).

Proof. It follows from system ( $1^{\prime}$ ) that $v(x, t) \leq V(x, t)$, where $V(x, t)$ is the solution of the problem

$$
\begin{aligned}
& V_{t}=d V_{x x}+V g_{2}\left(\varphi_{1}-\beta V, \varphi_{2}-V\right), \quad 0<x<1, \quad t>0 \\
& V_{x}(0, t)=0, \quad V_{x}(1, t)+\gamma V(1, t)=0 \\
& V(x, 0)=v_{0}(x)
\end{aligned}
$$

Since $\hat{\lambda}_{2}<1$, then $\lambda_{2}<1$. We can proceed as in Theorem 2.5 in [32] to show that if $\lambda_{2}<1$, then $\lim _{t \rightarrow \infty} V(x, t)=V(x)$, where $V(x)<\min \left\{1, \frac{1}{\beta}\right\} z$ is the unique positive solution of

$$
\begin{aligned}
& d V_{x x}+V g_{2}(z-\beta V, z-V)=0, \quad 0<x<1, \\
& V_{x}(0)=0, \quad V_{x}(1)+\gamma V(1)=0
\end{aligned}
$$

${\underset{\sim}{\lambda}}^{\text {Since }} \hat{\lambda}_{1}<1$, we can take $0<\epsilon \ll 1$, such that for the following principal eigenvalue $\tilde{\lambda}_{1}<1$,

$$
\begin{aligned}
& d \tilde{\phi}_{1 x x}+\tilde{\lambda}_{1} \tilde{\phi}_{1} g_{1}((1-\epsilon(1+\beta) / 2) z-\beta V(x),(1-\epsilon) z-V(x))=0, \quad 0<x<1, \\
& \tilde{\phi}_{1 x}(0)=0, \quad \tilde{\phi}_{1 x}(1)+\tilde{\phi}_{1}(1)=0
\end{aligned}
$$

There exists $\tau^{\prime}>0$ such that for $x \in[0,1], t \geq \tau^{\prime}$, the following inequalities hold:

$$
\varphi_{1} \geq z-(\epsilon / 2) z, \quad \varphi_{2} \geq z-(\epsilon / 2) z, \quad v(x, t) \leq V(x)+(\epsilon / 2) z
$$

Using the comparison theorem, it follows that for $t \geq \tau^{\prime}, u(x, t) \geq \underline{u}(x, t)$, where $\underline{u}(x, t)$ is the solution of

$$
\begin{array}{lr}
\underline{u}_{t}=d \underline{u}_{x x}+\underline{u} g_{1}((1-(\epsilon(1+\beta) / 2)) z-\underline{u}-\beta V(x), & (1-\epsilon) z-\alpha \underline{u}-V(x)), \\
\underline{u}_{x}(0, t)=0, \quad \underline{u}_{x}(1, t)+\gamma \underline{u}(1, t)=0 \\
\underline{u}\left(x, \tau^{\prime}\right)=\min \{(1-\epsilon(1+\beta) / 2) z-\beta V(x), & \left.((1-\epsilon) z-V(x)) / \alpha, u\left(x, \tau^{\prime}\right)\right\} .
\end{array}
$$

Noting $\tilde{\lambda}_{1}<1$, we have $\lim _{t \rightarrow \infty} \underline{u}(x, t)=\underline{u}_{\epsilon}(x)$, where $\underline{u}_{\epsilon}(x)$ is the unique positive solution of

$$
d \underline{u}_{\epsilon x x}+\underline{u}_{\epsilon} g_{1}\left((1-\epsilon(1+\beta) / 2) z-\underline{u}_{\epsilon}-\beta V(x),(1-\epsilon) z-\alpha \underline{u}_{\epsilon}-V(x)\right)=0
$$

with the usual boundary conditions. It follows from an $L^{p}$ estimate and the embedding theorem (see [27]) that $\lim _{\epsilon \rightarrow 0} \underline{u}_{\epsilon}(x)=\hat{u}(x)$, where $\hat{u}(x)$ is the unique positive solution of the following problem on $[0,1]$ :

$$
\begin{equation*}
d \hat{u}_{x x}+\hat{u} g_{1}(z-\hat{u}-\beta V(x), z-\alpha \hat{u}-V(x))=0 \tag{13}
\end{equation*}
$$

with the usual boundary conditions. A similar result holds for $v$ if $\hat{\lambda}_{2}<1$. Hence, there exist constants $\eta_{1}>0, \tau_{1} \geq \tau^{\prime}$ such that $u(x, t) \geq \eta_{1}, v(x, t) \geq \eta_{1}$ for $x \in$ $[0,1], t \geq \tau_{1}$.

By the equation of $S$ in system (1) and the definition of $g_{i}, i=1,2$, we have

$$
\begin{aligned}
S_{t} & =d S_{x x}-g_{1}(S, R) u-\beta g_{2}(S, R) v \\
& \geq d S_{x x}-\max \left\{\frac{m_{s_{1}}}{K_{s_{1}}}, \frac{m_{s_{2}}}{K_{s_{2}}}\right\} S(u+\beta v)
\end{aligned}
$$

Then there exists $\tau^{\prime \prime}>0$, and for $t \geq \tau^{\prime \prime}$, the following inequality holds:

$$
S_{t} \geq d S_{x x}-\max \left\{\frac{m_{s_{1}}}{K_{s_{1}}}, \frac{m_{s_{2}}}{K_{s_{2}}}\right\} S(z+\varepsilon-S)
$$

A similar result holds for $R$. Thus we can proceed as in Lemma 3.8 in [15] to show that there exist $\eta_{2}>0, \tau_{2}>0$ such that $S(x, t) \geq \eta_{2}, R(x, t) \geq \eta_{2}$ for $x \in[0,1], t \geq \tau_{2}$. Denote $\tau=\max \left\{\tau_{1}, \tau_{2}\right\}, \eta=\max \left\{\eta_{1}, \eta_{2}\right\}$. Then we have $S \geq \eta, R \geq \eta, u \geq \eta, v \geq \eta$ for $x \in[0,1], t \geq \tau$. This completes the proof.
3. Numerical simulations. The goal of this section is to present the results of numerical simulations that complement the analytic results of the previous section. The simulations reported below represent a small fraction of those made. We wish to make a few general comments based on our observations. First, in most simulations performed, convergence to equilibrium was observed. Second, competitive exclusion, the elimination of one population by another, was observed. Finally, nonuniqueness of the positive equilibrium and bistability of the semitrivial equilibrium were observed. Our simulations are consistent with the analytic results of the previous sections. Furthermore, the simulations reveal that much more complicated dynamics are also possible in the region $D$ defined below. Our numerical simulations also seemed to indicate that coexistence is more likely in the case of competition for two limiting complementary resources in the unstirred chemostat, than in the case of competition for a single limiting resource in the unstirred chemostat (see [26]).

Define $A=\left\{\left(\hat{\lambda}_{1}, \hat{\lambda}_{2}\right): 0<\hat{\lambda}_{1}<1,0<\hat{\lambda}_{2}<1\right\}, B=\left\{\left(\hat{\lambda}_{1}, \hat{\lambda}_{2}\right): 0<\hat{\lambda}_{1}<1, \hat{\lambda}_{2}>\right.$ $1\}, C=\left\{\left(\hat{\lambda}_{1}, \hat{\lambda}_{2}\right): \hat{\lambda}_{1}>1,0<\hat{\lambda}_{2}<1\right\}$, and $D=\left\{\left(\hat{\lambda}_{1}, \hat{\lambda}_{2}\right): \hat{\lambda}_{1}>1, \hat{\lambda}_{2}>1\right\}$.

Our numerical simulations seem to indicate the following:
(1) Coexistence in the form of a positive equilibrium can be observed when $\left(\hat{\lambda}_{1}, \hat{\lambda}_{2}\right) \in A \cup B \cup C$ (see Figures $1-2$ and Tables $1-2$ ), and apparently a globally stable positive equilibrium can always be observed when $\left(\hat{\lambda}_{1}, \hat{\lambda}_{2}\right) \in A$;
(2) Competitive exclusion in the form of an apparently globally stable semitrivial positive equilibrium can occur when $\left(\hat{\lambda}_{1}, \hat{\lambda}_{2}\right) \in B \cup C$ (see Figures 1-2 and Tables 1-2);
(3) Both stable and unstable positive equilibria can exist, and there can be bistability with two stable semitrivial equilibria and an unstable positive equilibrium, resulting in initial condition dependent outcomes when $\left(\hat{\lambda}_{1}, \hat{\lambda}_{2}\right) \in D$ (see Figures 3-4);
(4) Existence of multiple stable and/or unstable positive equilibria can be observed when $\left(\hat{\lambda}_{1}, \hat{\lambda}_{2}\right) \in D$ (see Figures $\left.4-5\right)$;
(5) The parameters have an apparent effect on the density of both organisms, i.e., the density $u$ can be nondecreasing and the density $v$ can be nonincreasing as $\alpha$ increases (see Figures 6(a)-6(c)). Similar results for $v$ and $u$ hold as $\beta$ increases. But the density of both organisms can decrease as $\gamma$ increases (see Figures $6(\mathrm{~b})$ and $6(\mathrm{~d})$ ).

Now we describe an indirect method used for determining either $\hat{\lambda}_{i}>1$ or $\hat{\lambda}_{i}<1$ from numerical simulations. The method will be described for determining the sign of $\hat{\lambda}_{1}-1$ only, since the other case is similar. Consider the following system:

$$
\begin{array}{ll}
u_{t}=d u_{x x}+u g_{1}(z-u-\beta v, z-\alpha u-v), & 0<x<1, t>0, \\
v_{t}=d v_{x x}+v g_{2}(z-\beta v, z-v), & 0<x<1, t>0, \\
u_{x}(0, t)=0, u_{x}(1, t)+\gamma u(1, t)=0, &  \tag{14}\\
v_{x}(0, t)=0, v_{x}(1, t)+\gamma v(1, t)=0, & \\
u(x, 0)=u_{0}(x) \geq 0, \quad v(x, 0)=v_{0}(x) \geq 0, \not \equiv 0, &
\end{array}
$$

where $u_{0}+\beta v_{0} \leq z, \alpha u_{0}+v_{0} \leq z$. Taking initial conditions characterized by a very small density of $u_{0}$, we can prove and observe numerically that $v$ rapidly approaches the equilibrium $V(x)$. Hence for large times, $t$, we take $v(x, t)$ as $V(x)$ in the first equation of (14). Then we have

$$
\begin{equation*}
u_{t}=d u_{x x}+u g_{1}(z-u-\beta V, z-\alpha u-V), \quad 0<x<1, t>0 \tag{15}
\end{equation*}
$$

with the usual boundary and initial conditions. We can use the comparison theorem and the Liapunov function method to prove that the solution $u(x, t)$ of (15) satisfies $\lim _{t \rightarrow \infty} u(x, t)=0$ if $\hat{\lambda}_{1} \geq 1$ and $\lim _{t \rightarrow \infty} u(x, t)=\hat{u}$ if $\hat{\lambda}_{1}<1$, where $\hat{u}$ is the unique positive solution of (13). Therefore, what happens to $u$ depends essentially on the sign of $\hat{\lambda}_{1}-1$. If $\hat{\lambda}_{1} \geq 1$, we observed the decay of the solution $u$ of (15) to very small values; if $\hat{\lambda}_{1}<1$, we observed the growth of the solution $u$ of $(15)$ to the value of the solution of (13). Therefore, we can determine the sign of $\hat{\lambda}_{1}-1$ numerically by observing whether there is decay to very small values or growth to the value of the solution of (13).

We next simulate the corresponding time-dependent system of (3), which determines the limiting system of (1):

$$
\begin{array}{ll}
u_{t}=d u_{x x}+u g_{1}(z-u-\beta v, z-\alpha u-v), & 0<x<1, t>0, \\
v_{t}=d v_{x x}+v g_{2}(z-u-\beta v, z-\alpha u-v), & 0<x<1, t>0, \\
u_{x}(0, t)=0, u_{x}(1, t)+\gamma u(1, t)=0, \\
v_{x}(0, t)=0, v_{x}(1, t)+\gamma v(1, t)=0, \\
u(x, 0)=u_{0}(x) \geq 0, v(x, 0)=v_{0}(x) \geq 0 .
\end{array}
$$

We have chosen to discretize the spatial variables in the above system using a second-order finite-difference scheme. The derivative terms in the boundary conditions are approximated using second-order centered differencing. The temporal variable is approximated using the Crank-Nicholson method. In all of the simulations the domain is divided uniformly into 40 cells.

TABLE 1
The equilibria corresponding to the parameters given in Tables 1 and 2 are shown in Figures 1 and 2.

| $m_{s}$ | $\hat{\lambda}_{1}$ | $\hat{\lambda}_{2}$ | Area | Equilibrium |
| :---: | :---: | :---: | :---: | :---: |
| $(2.06,2.04)$ | $<1$ | $>1$ | B | $(U, 0)$ |
| $(2.045,2.055)$ | $<1$ | $>1$ | B | Coexistence |
| $(2.04,2.06)$ | $<1$ | $<1$ | A | Coexistence |
| $(1.8,2.3)$ | $<1$ | $<1$ | A | Coexistence |
| $(1.6,2.5)$ | $<1$ | $<1$ | A | Coexistence |
| $(1.55,2.55)$ | $>1$ | $<1$ | C | $(0, V)$ |

Table 2

| $m_{s}$ | $\hat{\lambda}_{1}$ | $\hat{\lambda}_{2}$ | Area | Equilibrium |
| :---: | :---: | :---: | :---: | :---: |
| $(4.55,4.45)$ | $<1$ | $>1$ | B | $(U, 0)$ |
| $(4.48,4.52)$ | $<1$ | $>1$ | B | Coexistence |
| $(4.45,4.55)$ | $<1$ | $<1$ | A | Coexistence |
| $(2.2,6.8)$ | $<1$ | $<1$ | A | Coexistence |
| $(2.1,6.9)$ | $>1$ | $<1$ | C | Coexistence |
| $(1.95,7.05)$ | $>1$ | $<1$ | C | $(0, V)$ |

In the following, we denote $m_{s}=\left(m_{s_{1}}, m_{s_{2}}\right), m_{r}=\left(m_{r_{1}}, m_{r_{2}}\right), K_{s}=\left(K_{s_{1}}, K_{s_{2}}\right)$, $K_{r}=\left(K_{r_{1}}, K_{r_{2}}\right)$.

Coexistence and competitive exclusion. In Figures 1 and 2 a sequence of simulations is reported where different growth rates were used, but all of the other parameter values remain fixed. The parameter values used were $\alpha=\beta=0.5, \gamma=1, K_{s}=$ $(1,1), K_{r}=(1,1.2)$. In Figure 1 and Table 1, $m_{r}=(3,3)$, and in Figure 2 and Table $2, m_{r}=(6,6)$. In Figure 1, $m_{s}$ took the values indicated in Table 1, and in Figure 2, $m_{s}$ took the values indicated in Table 2. In each simulation in Figures 1 and 2 , the densities were plotted at the final time, $t=1000$. This appeared to be long enough to allow the solutions to be very close to steady state. A similar procedure was used in the other figures. We observed from Figures 1 and 2, as well as from many other simulations, that at the highest growth rate of $u$ and the lowest growth rate of $v, u$ is dominant with $v$ barely present for any initial conditions. In this case, we checked that $\left(\hat{\lambda}_{1}, \hat{\lambda}_{2}\right) \in B$. As the growth rate of $u$ is decreased or the growth rate of $v$ is increased, the amount of $v$ increases at the expense of the amount of $u$. Both organisms coexist at a positive equilibrium. In this case, we also checked that $\left(\hat{\lambda}_{1}, \hat{\lambda}_{2}\right) \in A$ or $B$ or $C$. All the simulations show that the coexistence is unique and an apparently globally stable positive equilibrium exists when $\left(\hat{\lambda}_{1}, \hat{\lambda}_{2}\right) \in A$. As the growth rate of $u$ is further decreased or the growth rate of $v$ is further increased, $v$ is dominant with $u$ barely present for any initial condition. In addition, we checked $\left(\hat{\lambda}_{1}, \hat{\lambda}_{2}\right) \in C$ in this case. Coexistence in the form of a positive equilibrium can occur when $\left(\hat{\lambda}_{1}, \hat{\lambda}_{2}\right) \in A$ or $B$ or $C$. The nonexistence of a positive equilibrium can also occur when $\left(\hat{\lambda}_{1}, \hat{\lambda}_{2}\right) \in B$ or $C$.

Bistability and the existence of positive equilibria. (i) In Figure 3, we provide numerical evidence of bistability; i.e., each of the two semitrivial equilibria is stable to invasion by its rival and attracts solutions corresponding to nearby initial data. As well, an unstable positive equilibrium is observed. We took $m_{s}=(3,2), m_{r}=$ $(2.4,3.6)$, and the other parameter values as in Figure 1. In this case we checked that $\left(\hat{\lambda}_{1}, \hat{\lambda}_{2}\right) \in D$. The simulations in Figures 3(a) and 3(b) show a plot of the $L_{1}$ norms of $u$ and of $v$ versus time t. In Figure 3(a) the initial conditions used were $u_{0}=0.5$ and


Fig. 1. Equilibria for $m_{r}=(3,3)$ and the different values of $m_{s}$ from Table 1 (in the order given in that table). The other parameters used are $K_{s}=(1,1), K_{r}=(1,1.2), \alpha=\beta=0.5$, and $\gamma=1$.


Fig. 2. Equilibria for $m_{r}=(6,6)$ and the different values of $m_{s}$ from Table 2 (in the order given in that table). All the other parameters are the same as those in Figure 1.


Fig. 3. Convergence to equilibria. All parameters except $m_{s}$ and $m_{r}$ are the same as those in Figure 1. In (a)-(c) $m_{s}=(3,2)$ and $m_{r}=(2.4,3.6)$. In (a)-(b) the $L_{1}$ norms of $u$ and of $v$ versus time are shown for two semitrivial equilibria. In (c) a plot of the positive equilibrium for each $x \in[0,1]$ is shown. In (d)-(f) $m_{s}=(2,2)$ and $m_{r}=(2,4)$. The $L_{1}$ norms of $u$ and of versus time are shown for several different equilibria.


Fig. 4. Several positive equilibria. All parameters are the same as those in Figure 1, except $m_{s}=(2,2)$ and $m_{r}=(2,4)$. Note that $u$ and $v$ are indistinguishable in (d).
$v_{0}=0.1$. In Figure 3(b) the initial conditions used were $u_{0}=0.1$ and $v_{0}=0.5$. The positive equilibrium is plotted in Figure 3(c). After many simulations, in this case we believe that this is the only positive equilibrium and that it is unstable.
(ii) In Figures 3(d)-(f), we took $m_{s}=(2,2)$ and $m_{r}=(2,4)$. All other parameters are the same as in Figure 1. Both semitrivial equilibria are stable. Only one of them is shown (see Figure 3(d)). As well, nonuniqueness and stability of more than one positive equilibrium are observed. In this case, we checked that $\left(\hat{\lambda}_{1}, \hat{\lambda}_{2}\right) \in D$.

Existence of multiple positive equilibria. Based on extensive simulations, we believe that much more complicated dynamical behavior can occur when $\left(\hat{\lambda}_{1}, \hat{\lambda}_{2}\right) \in D$.
(i) In Figure 4 we took the same parameters as in Figures 3(d)-(f) and used continuation (numerical analysis) to find the equilibria. Simulations (not shown) seem to indicate that there are at least four positive equilibria in this case, and strongly suggest that one of them is unstable (see Figure 4(d), where $u$ and $v$ are indistinguishable), and that the other three are stable (see Figures 4(a)-(c)). Note that the equilibria depicted in Figures 4(b)-(c) correspond to those in Figures 3(e)-(f), respectively.
(ii) In Figures $5(\mathrm{a})-(\mathrm{c})$ we took $m_{s}=(1.5,1.8)$ and $m_{r}=(1.75,1.42)$. In Figures $5(\mathrm{~d})-(\mathrm{f})$ we took $m_{s}=(2.1,2.75)$ and $m_{r}=(2.8,2.13)$. The other parameters


Fig. 5. Positive equilibria. All parameters are the same as those in Figure 1, except that in (a) $-(\mathrm{c}) m_{s}=(1.5,1.8)$ and $m_{r}=(1.75,1.42)$, and in $(\mathrm{d})-(\mathrm{f}) m_{s}=(2.1,2.75)$ and $m_{r}=(2.8,2.13)$.


Fig. 6. Parameters $\alpha$ and $\gamma$ have an effect on the densities of the equilibria. In (a)-(d) $m_{s}=(2,2.1), m_{r}=(3,3), K_{s}=(1,1), K_{r}=(1,1.2)$, and $\beta=0.5$. In (a)-(c) $\gamma=1$, and in (d) $\gamma=0.6$. In (a) $\alpha=0.3$, in (b) $\alpha=0.5$, in (c) $\alpha=0.7$, and in (d) $\alpha=0.5$.
were taken as in Figure 1. In both cases, we checked that $\left(\hat{\lambda}_{1}, \hat{\lambda}_{2}\right) \in D$. For each case, we used numerical analysis to find the three positive equilibria depicted in Figure 5. Subsequent simulations strongly indicated that all these positive equilibria are unstable.

Effects of the parameters. In Figure 6 a sequence of simulations shows that the parameters $\alpha, \beta, \gamma$ have an apparent effect on the density of both populations. Parameter values taken are $m_{s}=(2,2.1), m_{r}=(3,3), K_{s}=(1,1), K_{r}=(1,1.2)$. Values for $\alpha, \beta$, and $\gamma$ are given in the caption of Figure 6. The initial data are $u_{0}=1$ and $v_{0}=1$. We observed that the density of $u$ can be nondecreasing and the density of $v$ can be nonincreasing as $\alpha$ increases (see Figures 6(a)-6(c)). A similar result holds for $v$ and $u$ as $\beta$ increases. We also observed that the density of both $u$ and $v$ can decrease as $\gamma$ increases (see Figures 6(b) and 6(d)).

Acknowledgment. The authors would like to express their sincere thanks to the anonymous referees of this paper for their careful reading and valuable suggestions leading to an improvement of the paper.

## REFERENCES

[1] H. Amann, Fixed point equations and nonlinear eigenvalue problems in ordered Banach spaces, SIAM Rev., 18 (1976), pp. 620-709.
[2] M. M. Ballyk and G. S. K. Wolkowicz, An examination of the thresholds of enrichment: A resource-based growth model, J. Math. Biol., 33 (1995), pp. 435-457.
[3] M. M. Ballyk and G. S. K. Wolkowicz, Exploitative competition in the chemostat for two perfectly substitutable resources, Math. Biosci., 118 (1993), pp. 127-180.
[4] B. C. Baltzis and A. G. Fredrickson, Limitation of growth rate by two complementary nutrients: Some elementary and neglected considerations, Biotechnol. Bioeng., 31 (1988), pp. 75-86.
[5] J. V. Baxley and H. B. Thompson, Nonlinear boundary value problems and competition in the chemostat, Nonlinear Anal., 22 (1994), pp. 1329-1344.
[6] G. J. Butler and G. S. K. Wolkowicz, A mathematical model of the chemostat with a general class of functions describing nutrient uptake, SIAM J. Appl. Math., 45 (1985), pp. 138-151.
[7] G. J. Butler and G. S. K. Wolkowicz, Exploitative competition in a chemostat for two complementary, and possibly inhibitory, resources, Math. Biosci., 83 (1987), pp. 1-48.
[8] L. Dung and H. L. Smith, A parabolic system modelling microbial competition in an unmixed bio-reactor, J. Differential Equations, 130 (1996), pp. 59-91.
[9] A. G. Fredrickson and G. Stephanopoulos, Microbial competition, Science, 213 (1981), pp. 972-979.
[10] J. Hale and P. Waltman, Persistence in infinite-dimensional systems, SIAM J. Math. Anal., 20 (1989), pp. 388-395.
[11] S. R. Hansen and S. P. Hubbell, Single nutrient microbial competition: Agreement between experimental and theoretical forecast outcomes, Science, 207 (1980), pp. 1491-1493.
[12] W. Harder and L. Dijkhuizen, Strategies of mixed substrate utilization in microorganisms, Philos. Trans. R. Soc. London B., 297 (1982), pp. 459-480.
[13] S.-B. Hsu, K.-S. Cheng, and S. P. Hubbell, Exploitative competition of microorganisms for two complementary nutrients in continuous cultures, SIAM J. Appl. Math., 41 (1981), pp. 422-444.
[14] S. B. Hsu, S. Hubbell, and P. Waltman, A mathematical theory for single-nutrient competition in continuous cultures of micro-organisms, SIAM J. Appl. Math., 32 (1977), pp. 366383.
[15] S.-B. Hsu and P. Waltman, On a system of reaction-diffusion equations arising from competition in an unstirred chemostat, SIAM J. Appl. Math., 53 (1993), pp. 1026-1044.
[16] S. B. Hsu, H. L. Smith, and P. Waltman, Dynamics of competition in the unstirred chemostat, Canad. Appl. Math. Quart., 2 (1994), pp. 461-483.
[17] J. A. Leon and D. B. Tumpson, Competition between two species for two complementary or substitutable resources, J. Theoret. Biol., 50 (1975), pp. 185-201.
[18] B. Li and H. Smith, How many species can two essential resources support?, SIAM J. Appl. Math., 62 (2001), pp. 336-366.
[19] B. Li, G. S. K. Wolkowicz, and Y. Kuang, Global asymptotic behavior of a chemostat model with two perfectly complementary resources and distributed delay, SIAM J. Appl. Math., 60 (2000), pp. 2058-2086.
[20] S. S. Pilyugin and P. Waltman, Competition in the unstirred chemostat with periodic input and washout, SIAM J. Appl. Math., 59 (1999), pp. 1157-1177.
[21] M. H. Protter and H. F. Weinberger, Maximum Principle in Differential Equations, Springer-Verlag, New York, 1984.
[22] D. J. Rapport, An optimization model of food selection, Am. Nat., 105 (1971), pp. 575-587.
[23] H. L. Smith and P. Waltman, Competition in an unstirred multi-dimensional chemostat, in Differential Equations and Applications to Biology and to Industry (Claremont, CA, 1994), M. Martelli et al., eds., World Scientific, River Edge, NJ, 1996, pp. 475-486.
[24] H. L. Smith, An application of monotone systems theory to a model of microbial competition, in Differential Equations and Control Theory (Wuhan, 1994), Lecture Notes in Pure and Appl. Math. 176, Z. Deng et al., eds., Marcel Dekker, New York, pp. 293-307.
[25] H. L. Smith and P. Waltman, The Theory of the Chemostat, Cambridge University Press, Cambridge, UK, 1995.
[26] J. W.-H. So and P. Waltman, A nonlinear boundary value problem arising from competition in the chemostat, Appl. Math. Comput., 32 (1989), pp. 169-183.
[27] J. Smoller, Shock Waves and Reaction-Diffusion Equations, Springer-Verlag, New York, 1983.
[28] D. Tilman, Resource Competition and Community Structure, Princeton University Press, Princeton, NJ, 1982.
[29] P. Waltman, S. P. Hubbell, and S. B. Hsu, Theoretical and experimental investigation of microbial competition in continuous culture, in Modelling and Differential Equations, T. Burton, ed., Marcel Dekker, New York, 1980.
[30] J. H. Wu, Stability of steady-state solutions of the competition model in the chemostat, Systems Sci. Math. Sci., 7 (1994), pp. 256-260.
[31] J. H. WU, Global bifurcation of coexistence state for the competition model in the chemostat, Nonlinear Anal., 39 (2000), pp. 817-835.
[32] J. H. WU, And G. S. K. Wolkowicz, A system of resource-based growth models with two resources in the unstirred chemostat, J. Differential Equations, 172 (2001), pp. 300-332.
[33] E. Zeidler, Nonlinear Functional Analysis and its Application I: Fixed-Point Theorems, Springer-Verlag, New York, 1985.

# INSTABILITIES OF WAVY PATTERNS GOVERNED BY COUPLED BURGERS EQUATIONS* 

E. A. GLASMAN ${ }^{\dagger}$, A. A. GOLOVIN ${ }^{\ddagger}$, AND A. A. NEPOMNYASHCHY ${ }^{\S}$


#### Abstract

Wave dynamics in a system of coupled Burgers equations is studied. This model describes the long-wave nonlinear evolution of an oscillatory pattern-forming system in the presence of the Goldstone mode caused by the translation symmetry, for example, the oscillatory instability of a propagating combustion front. It is shown that the system of coupled Burgers equations reveals several new types of instabilities, which are studied both analytically and numerically. In some limiting cases, secondary amplitude equations governing these instabilities are derived. The nonlinear development of these instabilities is studied by numerical simulations.
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1. Introduction. In the last decades, the spontaneous formation of spatially inhomogeneous patterns was a subject of extensive investigations [1]. A deep understanding of various phenomena was achieved by studying nonlinear amplitude equations valid near the onset of instability. The role of these equations in the description of bifurcations in distributed systems is similar to the role of normal forms in the description of bifurcations in systems with a finite number of degrees of freedom. In the case of short-wavelength instabilities (i.e., those occurring with a nonzero wavenumber at the threshold), a complex Ginzburg-Landau (CGL) equation $[2,3,4,5]$ turns out to be a generic equation for an envelope function governing the evolution of patterns near the instability threshold. In the case of long-wavelength instabilities (i.e., those occurring with a zero wavenumber at the threshold) the situation is much more intricate. Depending on the features of the linear dispersion relation and the symmetries of the problem, the nonlinear dynamics of patterns is governed by different kinds of amplitude equations [6]. Among them are the CGL equation [7], the Kuramoto-Sivashinsky equation $[8,9,10,11]$, the perturbed Korteweg-de Vries equation [12, 13, 14], and others.

A basic problem, which is typically solved by means of amplitude equations, is the stability of spatially periodic waves generated by the primary instability. In many cases, there exists a stability interval of periodic waves ("Busse balloon"). Specifically, such an interval was revealed for wavy patterns governed by the Ginzburg-Landau equation $[3,15]$, the Kuramoto-Sivashinsky equation $[8,16,17]$, and the perturbed Korteweg-de Vries equation [18, 19]. The boundaries of this interval are determined by long-wavelength modulational instabilities. The growth rate $\sigma$ of these instabilities usually depends on the perturbation wavenumber $k$ as $\sigma=O\left(k^{2}\right)$ ("negative

[^13]viscosity"), but sometimes as $\sigma=O(k)$ (see [6, 17, 19]). The nonlinear development of modulational instabilities is governed by secondary amplitude equations (see $[4,10,14,20]$ ). It leads either to a change of the pattern wavelength or to the appearance of more complicated, e.g., spatially quasi-periodic, or chaotic, dynamics.

Recently, a new class of pattern-forming systems started attracting considerable attention. The dynamics of these systems is characterized by the nonlinear interaction of an unstable mode coupled with a stable but slow Goldstone mode (see [21, 22] for review) associated with the symmetry of the problem or a conservation law. An interesting example of such a system in which the long-wave oscillatory mode is coupled to the slow Goldstone mode caused by the translation symmetry is a uniformly propagating planar flame front governed by sequential reactions [23, 24]. The nonlinear dynamics of this system near the instability threshold is governed by two coupled equations: a CGL equation for the frontal oscillation amplitude $P$ and a Burgers equation for the frontal deformation $Q$ [23],

$$
\begin{align*}
\partial_{t} P+\nabla P \cdot \nabla Q & =P+(1+i u) \nabla^{2} P-(1+i v)|P|^{2} P-s P \nabla^{2} Q  \tag{1.1}\\
\partial_{t} Q & =m \nabla^{2} Q-\frac{1}{2}|\nabla Q|^{2}-w|P|^{2}
\end{align*}
$$

where $s=s_{r}+i s_{i}$ is a complex constant, and $u, v, m$, and $w$ are real constants. The parameter $m$ is assumed to be positive; otherwise the deformational mode is intrinsically unstable and should be described by the Kuramoto-Sivashinsky equation rather than by the Burgers equation [23]. Although the system of equations (1.1) was derived for a particular physical system it should be considered as generic for a class of systems that have left-right symmetry and the same linear dispersion relation and are characterized by the presence of the Goldstone mode associated with the translation symmetry. Evolution equations for the interaction between an unstable mode and the zero mode in systems with other symmetries were studied, for example, in [21, 22, 25].

In [23], the stability of spatially uniform pulsations of the front was investigated, and some new types of nonlinear dynamics were revealed, including modulated standing waves, blinking states, and intermittent states. In [24] it was found that the long-wave instabilities of spatially periodic patterns, essentially different from the usual Benjamin-Feir instability, are of major importance. They can produce either modulated waves or oscillating cells separated by domain walls.

In the present paper we investigate long waves governed by the system (1.1). These waves are generated by the long-wavelength instabilities caused by the coupling between the phase $\theta=\arg (P)$ and the slow mode $Q$. We will show that in the long-wave limit, the problem is governed, to the leading order, by two coupled Burgers equations and has an additional symmetry with respect to the scaling transformation. A similar approach was used in [26] for the investigation of a secondary Hopf bifurcation of a stationary periodic structure possessing a translation symmetry. Note that several other systems of coupled Burgers-type equations were studied in different contexts in $[27,28,29,30,31,32]$. Linear stability analysis presented below reveals a new type of modulational instability of traveling waves, which does not have its analogy for homogeneous oscillations. It leads to an unusual situation when the Busse balloon includes the single wavenumber $k_{0}=0$ rather than an interval of wavenumbers. Depending on the parameters, this instability is characterized by the growth rate dependence $\sigma=O\left(k^{2}\right)$ or $\sigma=O(k)$. In some limiting cases, we derive secondary amplitude equations governing both types of instabilities. The nonlinear development of these instabilities is studied by numerical simulations.

## 2. Instabilities of patterns governed by coupled Burgers equations.

2.1. Derivation of the system of coupled Burgers equations. Consider large-scale solutions of the system (1.1). Define $P=\rho \exp (i \theta)$ and rewrite the system (1.1) in the form

$$
\begin{align*}
\rho_{t}+\nabla \rho \cdot \nabla Q & =\nabla^{2} \rho-\rho|\nabla \theta|^{2}-u\left(2 \nabla \rho \cdot \nabla \theta+\rho \nabla^{2} \theta\right)+\rho\left(1-\rho^{2}-s_{r} \nabla^{2} Q\right),  \tag{2.1}\\
\rho \theta_{t}+\rho \nabla \theta \cdot \nabla Q & =u\left(\nabla^{2} \rho-\rho|\nabla \theta|^{2}\right)+2 \nabla \rho \cdot \nabla \theta+\rho \nabla^{2} \theta-\rho\left(v \rho^{2}+s_{i} \nabla^{2} Q\right),  \tag{2.2}\\
Q_{t} & =m \nabla^{2} Q-\frac{1}{2}|\nabla Q|^{2}-w \rho^{2} . \tag{2.3}
\end{align*}
$$

The system (2.1)-(2.3) has the solution

$$
\begin{equation*}
\rho=1, \quad \theta=-v t, \quad Q=-w t \tag{2.4}
\end{equation*}
$$

which corresponds to a planar front moving with the velocity $-w$ and pulsating with the frequency $v$.

In the case of a pure CGL equation, it is known that the behavior of long-wave solutions is of major importance. They are responsible for the Benjamin-Feir instability of homogeneous oscillations $[3,4,7]$ that leads to the development of spatiotemporal chaos ("phase turbulence") [10]. The goal of the present section is to analyze the behavior of long waves governed by the system (2.1)-(2.3).

Introduce a formal small parameter $\epsilon \ll 1$, and assume that the characteristic wavenumbers in the Fourier expansion of the solution are small, $k=O(\epsilon)$, i.e., the solution slowly depends on the spatial coordinates. Also, we assume that the solution slowly evolves in time. Define new variables, $\mathbf{X}=\epsilon \mathbf{x}, T=\epsilon^{2} t$, so that $\partial_{t} \rightarrow \partial_{t}+$ $\epsilon^{2} \partial_{T}, \quad \nabla \rightarrow \epsilon \nabla_{\mathbf{x}}$, and consider

$$
\begin{equation*}
\rho=\rho_{0}+\epsilon^{2} \tilde{\rho}(\mathbf{X}, T), \quad \theta=-\omega_{0} t+\tilde{\theta}(\mathbf{X}, T), \quad Q=c_{0} t+\tilde{Q}(\mathbf{X}, T) \tag{2.5}
\end{equation*}
$$

where the functions $\tilde{\rho}, \tilde{\theta}$, and $\tilde{Q}$ are expanded in series as

$$
\begin{equation*}
\tilde{\rho}=\tilde{\rho}_{0}+\epsilon^{2} \tilde{\rho}_{2}+\ldots, \quad \tilde{\theta}=\tilde{\theta}_{0}+\epsilon^{2} \tilde{\theta}_{2}+\ldots, \quad \tilde{Q}=\tilde{Q}_{0}+\epsilon^{2} \tilde{Q}_{2}+\ldots \tag{2.6}
\end{equation*}
$$

Substitute (2.5)-(2.6), together with (2.4) into (2.1)-(2.3) and equate the terms of the same order in $\epsilon$. In the leading order one obtains $\rho_{0}=1, \omega_{0}=v, c_{0}=-w$, which coincides with (2.4). In the next order, one obtains

$$
\begin{align*}
(\nabla \tilde{\theta})^{2}+u \nabla^{2} \tilde{\theta}+2 \tilde{\rho}_{0}+s_{r} \nabla^{2} \tilde{Q} & =0  \tag{2.7}\\
-\omega_{0} \tilde{\rho}_{0}+\tilde{\theta}_{T}+\nabla \tilde{\theta} \cdot \nabla \tilde{Q} & =-u(\nabla \tilde{\theta})^{2}+\nabla^{2} \tilde{\theta}-\left(2 v \tilde{\rho}_{0}+s_{i} \nabla^{2} \tilde{Q}\right)-v \tilde{\rho}_{0}  \tag{2.8}\\
\tilde{Q}_{T} & =m \nabla^{2} \tilde{Q}-\frac{1}{2}(\nabla \tilde{Q})^{2}-2 w \tilde{\rho}_{0} \tag{2.9}
\end{align*}
$$

where the subscripts are omitted in $\tilde{\theta_{0}}, \tilde{Q}_{0}$, and $\nabla_{\mathbf{x}}$. From (2.7) one gets

$$
\begin{equation*}
\tilde{\rho}_{0}=-\frac{1}{2}\left[(\nabla \tilde{\theta})^{2}+u \nabla^{2} \tilde{\theta}+s_{r} \nabla^{2} \tilde{Q}\right] \tag{2.10}
\end{equation*}
$$

Substitute (2.10) into (2.8), (2.9) to obtain the coupled Burgers equations for $\tilde{\theta}$ and $\tilde{Q}$ :

$$
\begin{align*}
& \tilde{\theta}_{T}=A \nabla^{2} \tilde{\theta}+C(\nabla \tilde{\theta})^{2}+B \nabla^{2} \tilde{Q}-\nabla \tilde{\theta} \cdot \nabla \tilde{Q} \\
& \tilde{Q}_{T}=D \nabla^{2} \tilde{Q}-\frac{1}{2}(\nabla \tilde{Q})^{2}+w(\nabla \tilde{\theta})^{2}+E \nabla^{2} \tilde{\theta} \tag{2.11}
\end{align*}
$$

where

$$
\begin{equation*}
A=1+u v, \quad B=v s_{r}-s_{i}, \quad C=(v-u), \quad D=m+w s_{r}, \quad E=w u \tag{2.12}
\end{equation*}
$$

and the subscripts have been dropped.
The system (2.11) describes the interaction between long-wave phase disturbances and long-wave modulations of the zero mode; in the case of a flame instability the latter corresponds to the large-scale deformations of the flame front. Note that for $w=0$ the equation for $Q$ in the system (2.11) is decoupled from the equation for the phase disturbances. It is important that the system (2.11), unlike the original system (1.1), is invariant with respect to (the group of) scaling transformations $\mathbf{X} \rightarrow \mathbf{X}^{\prime}=$ $\alpha \mathbf{X}, \quad T \rightarrow T^{\prime}=\alpha^{2} T$. Note also the specific nonlinear coupling in the system (2.11); it is related to the particular form of the system (1.1). In other systems the coupling can be different $[27,28,29,30,31,32]$.
2.2. Linear stability of traveling waves. The system (2.11) has a class of traveling wave solutions,

$$
\begin{equation*}
\tilde{\theta}_{0}=\mathbf{F} \cdot \mathbf{X}-\omega T, \quad \tilde{Q}_{0}=\mathbf{G} \cdot \mathbf{X}-c T \tag{2.13}
\end{equation*}
$$

corresponding to planar waves $(\mathbf{F} \neq 0)$ propagating on the background of an inclined front $(\mathbf{G} \neq 0)$, where $\omega=\mathbf{F} \cdot \mathbf{G}-C F^{2}, c=G^{2} / 2-w F^{2}$. In this section we study the instabilities of these solutions in the framework of the system (2.11).

Consider the perturbed solution, $\tilde{\theta}=\tilde{\theta}_{0}+\widehat{\theta}, \tilde{Q}=\tilde{Q}_{0}+\widehat{Q}$, with $(\hat{\theta}, \hat{Q})=$ $(\hat{A}, \hat{B}) e^{i \mathbf{k} \cdot \mathbf{X}+\sigma T}$, and linearize the system (2.11) to obtain the dispersion relation

$$
\left|\begin{array}{cc}
\sigma+A k^{2}-i(2 C \mathbf{k} \cdot \mathbf{F}-\mathbf{k} \cdot \mathbf{G}) & B k^{2}+i \mathbf{k} \cdot \mathbf{F}  \tag{2.14}\\
E k^{2}-i 2 w \mathbf{k} \cdot \mathbf{F} & \sigma+D k^{2}+i \mathbf{k} \cdot \mathbf{G}
\end{array}\right|=0
$$

For homogeneous frontal oscillations, $\mathbf{F}=\mathbf{G}=0$, one finds $\sigma=\Sigma k^{2}$ [23], where $\Sigma$ satisfies the quadratic equation $\Sigma^{2}+\operatorname{tr}(M) \cdot \Sigma+\operatorname{det}(M)=0$, with $\operatorname{tr}(M)=$ $1+u v+m+w s_{r}$ and $\operatorname{det}(M)=m(1+u v)+w\left(s_{r}+u s_{i}\right)$ being the trace and the determinant of the matrix

$$
M=\left(\begin{array}{cc}
A & B  \tag{2.15}\\
E & D
\end{array}\right)
$$

Spatially homogeneous oscillations of the planar front, corresponding to $\mathbf{F}=\mathbf{G}=0$, are monotonically unstable $(\operatorname{Im} \Sigma=0, \operatorname{Re} \Sigma>0)$ if $\operatorname{det}(M)<0$, and oscillatory unstable $(\operatorname{Im} \Sigma \neq 0, \operatorname{Re} \Sigma>0)$ if $\operatorname{tr}(M)<0$, $\operatorname{det}(M)>[\operatorname{tr}(M)]^{2} / 4$. Both the monotonic instability boundary,

$$
\begin{equation*}
1+u v=-\frac{w}{m}\left(s_{r}+u s_{i}\right) \tag{2.16}
\end{equation*}
$$

and the oscillatory instability boundary,

$$
\begin{equation*}
1+u v=-\left(m+w s_{r}\right), \quad\left(m+w s_{r}\right)<\frac{w}{m}\left(s_{r}+u s_{i}\right) \tag{2.17}
\end{equation*}
$$

can be considered as modifications of the Benjamin-Feir instability boundary, $1+$ $u v=0$, of the CGL equation, caused by the coupling with the Burgers equation. The homogeneous oscillations are stable with respect to long-wave perturbations if $\operatorname{tr}(M)>0, \operatorname{det}(M)>0$, i.e., for

$$
\begin{equation*}
1+u v>\max \left\{-\left(m+w s_{r}\right), \quad-\frac{w}{m}\left(s_{r}+u s_{i}\right)\right\} \tag{2.18}
\end{equation*}
$$

Let us emphasize that the nonlinear development of the Benjamin-Feir instability cannot be studied in the framework of the system (2.11) because the latter has no short-wave cut-off and becomes ill-posed when the Benjamin-Feir instability appears. To describe the saturation of the Benjamin-Feir instability, the terms with fourthorder derivatives are necessary $[7,10]$. Later on, we shall assume that there is no instability of the homogeneous oscillations, i.e., $\operatorname{det}(M)>0, \operatorname{tr}(M)>0$.

Consider now the stability of traveling wave solutions with $\mathbf{F} \neq 0$, which is determined by the dispersion relation (2.14). Since $\sigma(\mathbf{k} ; \mathbf{F}, \mathbf{G})=\sigma(\mathbf{k} ; \mathbf{F}, 0)-i \mathbf{k} \cdot \mathbf{G}$, the stability of traveling waves is not affected by the inclination of the front characterized by the vector $\mathbf{G}$, and we shall further consider $\mathbf{G}=0$. In this case, the dispersion relation (2.14) can be written as

$$
\begin{equation*}
\Sigma^{2}+[\operatorname{tr}(M)-2 i C \alpha] \Sigma+\operatorname{det}(M)-i \alpha \zeta-2 w \alpha^{2}=0 \tag{2.19}
\end{equation*}
$$

where $\Sigma \equiv \sigma / k^{2}, \alpha \equiv \mathbf{k} \cdot \mathbf{F} / k^{2}, \zeta=2 m(v-u)+w\left[2 s_{i}+u\left(1-2 s_{r}\right)\right]$. If $\mathbf{k}=0$, then $\sigma=0$ independently of $\mathbf{F}$; thus, traveling waves are neutrally stable with respect to homogeneous perturbations with $\mathbf{k}=0$. If $\mathbf{k}$ and $\mathbf{F}$ are orthogonal, the dispersion relation coincides with that for $\mathbf{F}=0$. Thus, if the condition (2.18) is not satisfied, traveling wave solutions with any $\mathbf{F}$ are unstable at least with respect to transverse perturbations, with $\mathbf{k} \perp \mathbf{F}$. Later on, we shall investigate the stability of traveling wave solutions with $\mathbf{F} \neq 0$ with respect to disturbances with $\mathbf{k} \neq 0$ for the parameter region defined by (2.18).

In the limit $\alpha \rightarrow 0$ (i.e., for $k_{n} F \ll k^{2}$ ) (2.19) is reduced to the quadratic equation for $\Sigma$ corresponding to $\mathbf{F}=0$; thus there is no instability for small $\alpha$ if $\operatorname{tr}(M)>0$, $\operatorname{det}(M)>0$. For finite values of $\alpha$, the instability can occur for

$$
\begin{equation*}
2 w-C^{2}+\frac{Z^{2}}{[\operatorname{tr}(M)]^{2}}>0 \tag{2.20}
\end{equation*}
$$

when there exists a solution of the equation $\operatorname{Re}\left(\Sigma\left(\alpha_{*}\right)\right)=0$,

$$
\begin{equation*}
\alpha_{*}^{2}=\frac{[\operatorname{tr}(M)]^{2} \operatorname{det}(M)}{[\operatorname{tr}(M)]^{2}\left(2 w-C^{2}\right)+Z^{2}}, \quad Z=\zeta-C \operatorname{tr}(M) \tag{2.21}
\end{equation*}
$$

If (2.20) is satisfied, a traveling wave is unstable with respect to the disturbances with $|\alpha|>\alpha_{*}$. Thus, the solution characterized by the wavevector $\mathbf{F}$ is unstable with respect to perturbations with the wavevector $\mathbf{k}$ within the region

$$
\begin{equation*}
\left(\frac{\mathbf{k}}{F} \pm \frac{\mathbf{n}}{2 \alpha_{*}}\right)^{2}<\frac{1}{4 \alpha_{*}^{2}} \tag{2.22}
\end{equation*}
$$

where $\mathbf{n}=\mathbf{F} / F$, i.e., within two disks of the radius $1 / 2 \alpha_{*}$ with the centers in the points $\mathbf{k}= \pm \mathbf{n} F / 2 \alpha_{*}$ (see Figure $1 ; k_{n}=\mathbf{k} \cdot \mathbf{n}, k_{\tau}=\mathbf{k} \cdot \boldsymbol{\tau}, \mathbf{n} \cdot \boldsymbol{\tau}=0$ ). At the instability boundary, $\sigma=i \Omega k^{2}, \Omega=\alpha_{*} \zeta / \operatorname{tr}(M)$.

The instability inside the region (2.22) is a new type of instability which is absent in the case of the pure CGL equation. Indeed, if the CGL equation is decoupled from the Burgers equation $(w=0)$, the condition (2.20) is not satisfied for $1+u v>0$, $m>0$. An unusual feature of this new kind of long-wave instability is the fact that if the conditions (2.18), (2.20) hold, then all traveling wave solutions with $F \neq 0$ are unstable, while homogeneous oscillations with $F=0$ are stable; therefore the Busse balloon contains the single wavenumber $F=0$. This property is not the result of the


Fig. 1. Regions of instability (dashed) of the traveling wave (2.13) with the wavevector $\mathbf{F}$, $k_{n}=\mathbf{k} \cdot \mathbf{n}, k_{\tau}=\mathbf{k} \cdot \boldsymbol{\tau} ; \mathbf{n}$ and $\boldsymbol{\tau}$ are orthogonal unit vectors; $\mathbf{n}=\mathbf{F} / \mathrm{F}$.
long-wave approximation of the system (1.1) by the coupled Burgers equations (2.11) but it also remains in the full system (1.1) [24]. The same property was obtained for modulated waves governed by a generalized Ginzburg-Landau equation [33] and [34]. Note that the inequality (2.22) contains only the ratio $\mathbf{k} / F$, which is the result of the similarity properties of the system of coupled Burgers equations.

It is instructive to analyze the asymptotics of the solution $\Sigma(\alpha)$ defined by (2.19) in the limit $\alpha \rightarrow \infty$, i.e., for $k_{n} F \gg k^{2}$ (note that in this case $\left(k_{\tau} / F\right)^{2} \ll k_{n} / F \ll 1$ ). For $2 w-C^{2} \neq 0$, one expands $\Sigma(\alpha) \sim \Sigma_{1} \alpha+\Sigma_{0}+\Sigma_{-1} \alpha^{-1}+\ldots$, where

$$
\begin{equation*}
\Sigma_{1}=i C \pm \sqrt{2 w-C^{2}}, \quad \Sigma_{0}=-\frac{1}{2} \operatorname{tr}(M) \pm \frac{Z}{2 \sqrt{C^{2}-2 w}} \tag{2.23}
\end{equation*}
$$

If $2 w-C^{2}<0$ (specifically, near the instability boundary, where $2 w-C^{2}=$ $\left.-Z^{2} /[\operatorname{tr}(M)]^{2}\right)$, then $\Sigma_{1}$ is purely imaginary and $\Sigma_{0}$ is real. It is easy to show that in the case $\operatorname{tr}(M)>0$ the instability condition $\Sigma_{0}>0$ is equivalent to (2.20). In this case, $\operatorname{Re}(\sigma)=\Sigma_{0} k^{2}$ to the leading order; i.e., the instability is of the negative viscosity type.

If $2 w-C^{2}>0$, one of the roots $\Sigma_{1}$ has a positive real part. In this case, the growth rate $\operatorname{Re}(\sigma)= \pm \sqrt{\left(2 w-C^{2}\right)} \cdot \mathbf{k} \cdot \mathbf{F}$ depends linearly on the perturbation wavenumber. In the order $O(k)$, the frequency of the disturbances, $\omega(\mathbf{k})=i \sigma(\mathbf{k})$, is determined by the eigenvalues of the matrix (2.14). Since the matrix is not symmetric it can have a pair of complex conjugate eigenvalues that corresponds to the instability.

This phenomenon is known to be the origin of similar instabilities in several hydrodynamic problems, e.g., the Kelvin-Helmholtz instability in ideal fluid flows [35] and kinetic instability of viscous flows with two or more interfaces ("kinetic $\alpha$-effect") [36] (see also [37]). Note that on the boundary $2 w-C^{2}=-Z^{2} /[\operatorname{tr}(M)]^{2}$ the instability always appears as a negative-viscosity one, while the kinetic $\alpha$-effect develops only in the interior of the instability region in the parameter space where $2 w-C^{2}>0$ (see Figure 2).

| stable | "negative-viscosity" | " $\alpha$-effect" |  |
| :---: | :---: | :---: | :---: | :---: |
| $\uparrow$ | $\uparrow$ | w |  |
|  | $1 / 2\left(c^{2}-Z^{2} / \mathrm{tr}(M)^{2}\right)$ | $c^{2} / 2$ |  |

Fig. 2. Instability types.
On the boundary $2 w-C^{2}=0$, the growth rate of the unstable mode is described by the relation $\operatorname{Re}(\Sigma(\alpha)) \sim \sqrt{\frac{|\alpha| Z}{2}}$; thus $\operatorname{Re}\left(\sigma\left(k^{2}\right)\right) \sim k(\mathbf{k} \cdot \mathbf{F})^{1 / 2}$.
2.3. Weakly nonlinear amplitude equations for long-wave disturbances. In this section we analyze the nonlinear evolution of the new type of instability of the traveling wave solutions described in the previous section, in the case when the size of the instability region in the plane $\left(k_{n}, k_{\tau}\right)$ is small. Consider finite-amplitude perturbations of the traveling wave solution (2.13), $\hat{\theta}=\theta-\theta_{0}, \hat{Q}=Q-Q_{0}$, and choose a new reference frame, $\mathbf{X}^{\prime}=\mathbf{X}-\mathbf{G} T$. In the new frame of reference, the evolution of $\hat{\theta}$ and $\hat{Q}$ is described by the following system of equations:

$$
\begin{align*}
& \widehat{\theta_{T}}=A \nabla^{2} \widehat{\theta}+B \nabla^{2} \widehat{Q}+2 C \mathbf{F} \cdot \nabla \widehat{\theta}-\mathbf{F} \cdot \nabla \widehat{Q}+C(\nabla \widehat{\theta})^{2}-\nabla \widehat{\theta} \cdot \nabla \widehat{Q}  \tag{2.24}\\
& \widehat{Q}_{T}=D \nabla^{2} \widehat{Q}+E \nabla^{2} \widehat{\theta}+2 w \mathbf{F} \cdot \nabla \widehat{\theta}+w(\nabla \widehat{\theta})^{2}-\frac{1}{2}(\nabla \widehat{Q})^{2}
\end{align*}
$$

In the present section, we derive the weakly nonlinear amplitude equations valid near the instability boundary determined by (2.20), where the instability takes place only with respect to disturbances with $k / F \ll 1$. In order to obtain the asymptotic equation equally valid for the negative viscosity instability and for the $\alpha$-effect instability, we will consider in the present section the case when the boundaries of both types of the instabilities mentioned above are close to each other. According to the results of the linear stability analysis (see Figure 2) the two boundaries are close to each other if $[Z / \operatorname{tr}(M)]^{2} \ll 1$. Below we consider the case $|Z| \ll 1, \operatorname{tr}(M)=O(1)$. Also, we assume that the parameter $w$ is close to the two boundaries, so that the instability takes place with respect to perturbations with $\left|k_{n}\right| \ll 1$ and $\left|k_{\tau}\right| \ll 1$. Below we derive a long-wave asymptotic limit for the system (2.24).

Define $s_{i}^{0}=-2 m / C+u\left(s_{r}-1 / 2\right)$ and assume $s_{i}=s_{i}^{0}+R \varepsilon, w=C^{2} / 2+W \varepsilon^{2}$. Under these assumptions, the width of the instability interval $\frac{F}{\alpha_{*}}$ (see Figure 1) is $O(\varepsilon)$. Introduce slow time variables, $T_{1}=\varepsilon T, T_{2}=\varepsilon^{2} T$, and a new, long-scale spatial variable, $\mathbf{z}=\varepsilon \mathbf{X}^{\prime}+\mathbf{F} C T_{1}$; expand $\widehat{\theta}=\varepsilon^{-1} \widehat{\theta}_{-1}+\widehat{\theta}_{0}+\varepsilon \widehat{\theta}_{1}+\ldots, \widehat{Q}=\varepsilon^{-1} \widehat{Q}_{-1}+$ $\widehat{Q}_{0}+\varepsilon \widehat{Q}_{1}+\ldots ;$ and substitute this expansion in the system (2.24) to obtain the series of problems for $\hat{\theta}_{i}, \hat{Q}_{i}, i=-1,0,1, \ldots$, in the successive orders of the small
parameter $\varepsilon$. Using solvability conditions for $i=-1,0$ one obtains the following system of equations for renormalized functions $\theta$ and $\phi$ (see Appendix A for details):

$$
\begin{align*}
\frac{\partial \theta}{\partial T_{2}} & =D_{1} \nabla_{z}^{2} \theta-\nabla_{z} \theta \cdot \nabla_{z} \phi  \tag{2.25}\\
\frac{\partial \phi}{\partial T_{2}} & =D_{2} \nabla_{z}^{2} \phi-\frac{1}{2}\left(\nabla_{z} \phi\right)^{2}+\nabla_{z}^{2} \theta+\mu\left(\nabla_{z} \theta\right)^{2}
\end{align*}
$$

The function $\theta$ has a nonzero average gradient and therefore is unbounded for $|\mathbf{z}| \rightarrow \infty$; the function $\phi$ has a nonzero average time derivative and thus is unbounded for $T_{2} \rightarrow \infty$. It is convenient to introduce new functions, $\widetilde{\theta}=\theta-\mathfrak{z} \cdot \mathbf{n}$ and $\widetilde{\phi}=\phi-\mu \mathrm{t}$, where $\mathfrak{z}=C^{2} R F \mathbf{z}, T_{2}=\mathfrak{t} /\left(C^{2} R \mathbf{F}\right)^{2}, \mathbf{n}=\mathbf{F} / F$, that will be bounded for $|\mathfrak{z}| \rightarrow \infty$ and $\mathfrak{t} \rightarrow \infty$. The system (2.25) will then become

$$
\begin{align*}
& \widetilde{\theta}_{\mathfrak{t}}=D_{1} \nabla_{\mathfrak{z}}^{2} \widetilde{\theta}-\left(\mathbf{n}+\nabla_{\mathfrak{z}} \widetilde{\theta}\right) \cdot \nabla_{\mathfrak{z}} \widetilde{\phi},  \tag{2.26}\\
& \widetilde{\phi}_{\mathfrak{t}}=D_{2} \nabla_{\mathfrak{z}}^{2} \widetilde{\phi}-\frac{1}{2}\left(\nabla_{\mathfrak{z}} \widetilde{\phi}\right)^{2}+\nabla_{\mathfrak{z}}^{2} \widetilde{\theta}+\mu\left(\nabla_{\mathfrak{z}} \widetilde{\theta}\right)^{2}+2 \mu \mathbf{n} \cdot \nabla_{\mathfrak{z}} \widetilde{\theta}
\end{align*}
$$

The system (2.26) can be considered as a simplified version of the system (2.24) which is still capable of describing both types of the long-wave instabilities. Indeed, the linear dispersion relation for the system (2.26),

$$
\left|\begin{array}{cc}
\sigma+D_{1} k^{2} & i k_{n}  \tag{2.27}\\
-2 \mu i k_{n}+k^{2} & \sigma+D_{2} k^{2}
\end{array}\right|=0
$$

keeps all characteristic features of the general dispersion relation (2.14). The oscillatory instability of the negative viscosity type occurs in the region

$$
\begin{equation*}
\mu>\mu_{*}=-\frac{1}{2\left(D_{1}+D_{2}\right)^{2}}, \tag{2.28}
\end{equation*}
$$

with the boundary of the instability region in $\mathbf{k}$-space described by

$$
\begin{equation*}
\left(\mathbf{k} \pm k_{m} \cdot \mathbf{n}\right)^{2}=k_{m}^{2} \equiv \frac{\mu-\mu_{*}}{2 D_{1} D_{2}} \tag{2.29}
\end{equation*}
$$

The $\alpha$-effect occurs for $\mu>0$.
2.4. Absolute and convective instability. At this point one needs to distinguish between the absolute instability and the convective instability [38, 39]. Consider the one-dimensional version of the dispersion relation for the system (2.26),

$$
\begin{equation*}
\sigma^{2}+D_{1} D_{2} k^{4}+\left(D_{1}+D_{2}\right) k^{2} \sigma-2 \mu k^{2}-i k^{3}=0 \tag{2.30}
\end{equation*}
$$

In order to find the boundary of the absolute instability, consider the roots $k(\sigma)$ for $\operatorname{Re} \sigma \gg 1$, separate them into two classes: $\operatorname{Im} k(\sigma)>0$ and $\operatorname{Im} k(\sigma)<0$, and follow the appearance of double roots $k_{i}=k_{i}(\sigma), i=1,2, \ldots$, with the decrease of $\operatorname{Re} \sigma$. The double roots correspond to $d \sigma / d k=0$, but only those that appear by merging of the roots corresponding to different classes are relevant to the development of the absolute instability. The latter takes place for $\operatorname{Re} \sigma\left(k_{i}\right)>0$.

For $|\mu| \ll 1$ dispersion relation (2.30) is simplified under the assumption $k=$ $O(|\mu|), \sigma=O\left(|\mu|^{3 / 2}\right)$, and in the leading order becomes

$$
\begin{equation*}
-i k^{3}-2 \mu k^{2}+\sigma^{2}=0 \tag{2.31}
\end{equation*}
$$

Similar to [38], we shall use the complex frequency $\omega(k)=\omega^{\prime}(k)+i \omega^{\prime \prime}(k)=i \sigma(k)$. Let us analyze the "motion" of roots in the complex $k$-plane with the decrease of $\omega^{\prime}$. In the limit $\omega^{\prime \prime} \gg 1$, the equation (2.31) has three roots $k(\omega)$ : one pure imaginary root with $\operatorname{Im} k>0$ and two roots of the type $\pm a+i b$ in the lower half-plane $(b<0)$.

For $\mu<0$, one obtains that the two roots in the lower half plane can merge on the imaginary axis, but this is not a sign of the appearance of an absolute instability, because both merging roots belong to the same class.

For $\mu>0$, one gets that neither of the two roots $\pm a+i b$ crosses the imaginary axis and, therefore, cannot merge. The double root can occur in the upper half-plane, $\operatorname{Im} k>0$, due to merging of one of these roots and the pure imaginary root. Positive values of $\operatorname{Re} \sigma$ for these double roots show that an absolute instability appears.

Finally, one comes to the conclusion that $\mu=0$ is the boundary of the absolute instability which coincides with the transition from the negative viscosity instability type to the $\alpha$-effect instability type in the long-wave limit, so that for $-\left|\mu_{*}\right|<\mu<0$ the instability is convective and of the negative viscosity type, and for $\mu>0$ the instability is absolute and of the $\alpha$-effect type.
2.5. Nonlinear waves near the threshold $\boldsymbol{\mu}=\boldsymbol{\mu}_{*}$. Now we study the spontaneous generation of nonlinear waves near the threshold $\mu=\mu_{*}$, described by (2.26), in more detail. For small deviations of the parameter $\mu$ near the threshold, $\mu=\mu_{*}+\mu_{2} \delta^{2}+\ldots$, we expand $\widetilde{\theta}=\delta \theta_{1}+\delta^{2} \theta_{2}+\delta^{3} \theta_{3}+\ldots, \widetilde{\phi}=\delta \phi_{1}+\delta^{2} \phi_{2}+\delta^{3} \phi_{3}+\ldots$ and use $\nabla_{z}=\delta \nabla_{\mathfrak{z}}, \partial_{\mathfrak{t}}=\delta \partial_{t_{1}}+\delta^{2} \partial_{t_{2}}+\delta^{3} \partial_{t_{3}}+\delta^{4} t_{4}+\ldots$.

For the lowest order, one obtains

$$
\begin{equation*}
\frac{\partial \theta_{1}}{\partial t_{1}}=-\mathbf{n} \cdot \nabla_{\mathfrak{z}} \phi_{1}, \quad \frac{\partial \phi_{1}}{\partial t_{1}}=2 \mu_{*} \mathbf{n} \cdot \nabla_{\mathfrak{z}} \theta_{1}, \tag{2.32}
\end{equation*}
$$

which can be transformed to

$$
\begin{equation*}
\frac{\partial^{2} \theta_{1}}{\partial t_{1}{ }^{2}}+2 \mu_{*}\left(\mathbf{n} \cdot \nabla_{\mathfrak{z}}\right)^{2} \theta_{1}=0 \tag{2.33}
\end{equation*}
$$

Introduce the coordinates $(x, y)$ as $x=\mathbf{n} \cdot \mathbf{z}, y=\boldsymbol{\tau} \cdot \mathbf{z}$. Then (2.33) becomes $\partial_{t_{1} t_{1}} \theta_{1}+2 \mu_{*} \partial_{x x} \theta_{1}=0$, whose solution is

$$
\begin{align*}
& \theta_{1}=\theta_{1}^{+}\left(x+\sqrt{2\left|\mu_{*}\right|} t_{1}, y\right)+\theta_{1}^{-}\left(x-\sqrt{2\left|\mu_{*}\right|} t_{1}, y\right)  \tag{2.34}\\
& \phi_{1}=\sqrt{2\left|\mu_{*}\right|}\left[-\theta_{1}^{+}\left(x+\sqrt{2\left|\mu_{*}\right|} t_{1}, y\right)+\theta_{1}^{-}\left(x-\sqrt{2\left|\mu_{*}\right|} t_{1}, y\right)\right] \tag{2.35}
\end{align*}
$$

In the next order, $O\left(\delta^{3}\right)$, one obtains

$$
\begin{equation*}
\theta_{2}=\theta_{2}^{+}\left(x_{+}, y\right)+\theta_{2}^{-}\left(x_{-}, y\right), \quad \phi_{2}=\phi_{2}^{+}\left(x_{+}, y\right)+\phi_{2}^{-}\left(x_{-}, y\right) \tag{2.36}
\end{equation*}
$$

where $x_{ \pm}=x \pm \sqrt{2\left|\mu_{*}\right|} t_{1}$. Using solvability conditions in the successive orders of $\delta$, after appropriate rescaling, one finally obtains the following evolution equation for a single function $\Theta \propto \theta_{1}^{+}+\delta \theta_{2}^{+}$:

$$
\begin{align*}
& \frac{\partial \Theta}{\partial T}+\widetilde{C} \frac{\partial \Theta}{\partial X}+\mathcal{I}\left[\nabla^{2} \Theta\right]+3(\nabla \Theta)^{2}  \tag{2.37}\\
& +\widetilde{\delta}\left\{\nabla^{2} \Theta+\mathcal{I}^{2}\left[\nabla^{2} \Theta\right]+\widetilde{D} \mathcal{I}\left[(\nabla \Theta)^{2}\right]+\widetilde{E} \nabla \Theta \cdot \mathcal{I}[\nabla \Theta]\right\}+O\left(\widetilde{\delta}^{2}\right)=0,
\end{align*}
$$

where $\mathcal{I}[f(X, Y)] \equiv \int_{0}^{X} \nabla^{2} f\left(X^{\prime}, Y\right) d X^{\prime}$. The coefficients and other details of the derivation are given in Appendix B.

In the one-dimensional case, $\Theta=\Theta(X, T)$, (2.37) is reduced to the perturbed Korteweg-de Vries equation for the function $U=\frac{\partial \Theta}{\partial X}$ :

$$
\begin{equation*}
\frac{\partial U}{\partial T}+\widetilde{C} \frac{\partial U}{\partial X}+\frac{\partial^{3} U}{\partial X^{3}}+6 U \frac{\partial U}{\partial X}+\widetilde{\delta}\left[\frac{\partial^{2} U}{\partial X^{2}}+\frac{\partial^{4} U}{\partial X^{4}}\right]=0 \tag{2.38}
\end{equation*}
$$

This equation has been derived formerly in different physical problems (see [12, 13, 14]). Several two-dimensional generalizations of (2.38) are known (see [40, 41, 42, 43, 44]). However, to our knowledge, (2.37) is obtained here for the first time.
2.6. Numerical simulations. Far from the threshold $\mu=\mu_{*}$, full equations (2.26) should be used. The advantage of the system (2.26) is that it governs both the negative viscosity instability and the $\alpha$-effect instability.

First, we have performed numerical simulations of the system (2.26) in one dimension by means of a pseudospectral code, with periodic boundary conditions. The time-integration has been carried out in the Fourier space using the Crank-Nicolson scheme for the linear operator, and the Adams-Bashford scheme for the nonlinear one. Figure 3 shows typical snapshots of traveling wave solutions obtained numerically for different values of the parameter $\mu$. For $\mu<0$, as well as for very small positive values of $\mu$, we have observed the formation of spatially periodic uniformly traveling waves; see Figure 3(a). These waves correspond to spatiotemporal periodic modulations of the original wave (2.13) coupled to the traveling wave of the zero mode (frontal deformations). With the increase of the parameter $\mu>0$ (corresponding to the $\alpha$-effect-type instability of the original wave (2.13)), this wave structure becomes unstable with respect to spatial modulations; see Figures 3(b) and 3(c). Patterns shown in Figures 3(b) and 3(c) are snapshots of waves that travel from right to left and also undergo very small modulations on a very slow time scale. Note that these modulated wave structures resulted from a very slow evolution of a spatially irregular system of typical "Burgers shocks" that forms initially from random initial data. This intermediate system of Burgers shocks is similar to that shown in Figure 3(d) for $\mu=0.15$; it produces spatially irregular modulations of the original wave (2.13) coupled to the modulations of the zero mode. On the fast time scale, the pattern shown in Figure 3(d) travels from right to left as a whole with almost constant speed, while it also changes on a very slow time scale. For example, in the case $\mu=0.1$, this evolution results in a spatially modulated wave structure shown in Figure 3(c). With the increase of the parameter $\mu$, the time required for the formation of a modulated wave pattern from the spatially irregular one increases drastically. Probably, with the increase of $\mu$, the attractor corresponding to a modulated wave pattern becomes unstable and transition to chaos occurs. However, in order to verify this assumption, one needs to perform extremely long computations which are beyond the scope of this paper. Note that the characteristic spatial scale of the wave patterns increases with the increase of $\mu$. At the same time, once established, the characteristic spatial scale does not change, so no coarsening has been observed when the value of the parameter $\mu$ is fixed.

Our numerical simulations of the system (2.26) in two dimensions (by means of a pseudospectral code with periodic boundary conditions), both for $\mu_{*}<\mu<0$ and $\mu>0$, exhibit two-dimensional wavy patterns shown in Figure 4. Here, the pattern is rapidly moving along the $x$-axis in the negative direction and undergoes slow evolution in the transversal direction: the cells shown in Figure 4 slowly merge together and then split, forming new cells. The average spatial scale of the cells remains the same, so no coarsening has been observed in the two-dimensional case either.


Fig. 3. Typical traveling wave structures (travel from right to left): numerical solutions of the system (2.26) in one dimension for $D_{1}=0.1, D_{2}=0.6$ and various values of $\mu$ : (a) $\mu=-0.3$; (b) $\mu=0.051$; (c) $\mu=0.1$; (d) $\mu=0.15$.


FIG. 4. Numerical solution of the system (2.26) in two dimensions at a particular moment of time; $D_{1}=0.1, D_{2}=0.6 ; \mu=-0.3$.


Fig. 5. Numerical solutions of the system (2.26) in one dimension with Neumann boundary conditions, at different moments of time (time increases from top to bottom and from left to right), demonstrating the convective instability. Solid lines- $\theta(z)$; dashed lines- $\phi(z)$.

Note that the formation of the modulated traveling wave structure is caused by the periodic boundary conditions. With these conditions, no difference between the absolute and convective instabilities can be observed since the wave leaving the computational domain comes back from the other side. In order to demonstrate the difference between these two instability types, we have performed numerical simulations of the system (2.26) in one dimension by means of a finite-difference code (using the semi-implicit Crank-Nicolson scheme) with Neumann boundary conditions. The results of the simulations are presented in Figures 5 and 6. Figure 5 shows the development of the convective instability for $\mu_{*}<\mu<0$. One can see that growing perturbations are transported by the convective terms from right to left but gradually escape from the domain and leave behind a trivial steady state, $\theta=$ const, $\phi=$ const. On the contrary, in the case of $\mu>0$ corresponding to the absolute instability, shown in Figure 6, one can see that, although the perturbations are still transported to the left by the convective terms, they are too slow to leave the domain so that finally they grow in the whole domain and form a nontrivial spatially nonuniform structure. This structure is not stationary but continues to evolve in time.

In concluding this section we present some typical results of numerical simulations of the full system (2.24) in one dimension, with periodic boundary conditions. Figure 7 shows a snapshot of a wave, traveling from right to left, resulting from the instability


Fig. 6. Numerical solutions of the system (2.26) in one dimension with Neumann boundary conditions, at different moments of time (time increases from top to bottom and from left to right), demonstrating the absolute instability. Solid lines- $\theta(z)$; dashed lines- $\phi(z)$.
of the solution (2.13) with $F=4.0$. Other parameters have been taken equal to those used in the computations of the full system of CGL-Burgers equations (1.1) performed in [24] that showed the instability of a harmonic traveling wave resulting in a modulated traveling wave. One can see that it corresponds to the formation of a modulated traveling wave that was observed in the numerical simulations of the full system (1.1) performed in [24].
3. Domain wall solutions. In the previous section, we investigated the stability of solutions (2.13) with the constant values of $\mathbf{F}$ and $\mathbf{G}$. One can think of a situation when several waves with different wavevectors $\mathbf{F}$ and different front-slope vectors $\mathbf{G}$ develop in different parts of the domain. In this case, regions occupied by the waves with different wavevectors will be divided by domain walls.

In the present section, we investigate a particular case of a one-dimensional stationary domain wall between traveling waves with equal values of the parameters $\omega$ and $c$ (see (2.13)). Consider the one-dimensional version of the system (2.25) and define $\theta_{z}=F(z), \phi_{z}=H(z)$ and consider solutions with $F(+\infty)=-F(-\infty)$ and $H(+\infty)=-H(-\infty)$. Such solutions correspond to the domain walls between two traveling waves with the opposite wavenumbers, each wave traveling on the background of an inclined front.


FIG. 7. Numerical solution of the system (2.24) for $A=3.0, B=-3.0, C=1.0, D=$ 10.45, $E=-0.9, w=0.45$ : Spatially periodic wave traveling from right to left.

Assume that $\theta_{T_{2}}=\Omega, \phi_{T_{2}}=\Phi$ are constants and rewrite the system (2.25) in the form

$$
\begin{align*}
D_{1} F_{z} & =\Omega+F H  \tag{3.1}\\
D_{2} H_{z}+F_{z} & =\Phi+\frac{1}{2} H^{2}-\mu F^{2}
\end{align*}
$$

The dynamical system (3.1) determines stationary profiles $F(z), H(z)$. The critical points of this dynamical system correspond to traveling waves, while the domain walls are governed by the separatrices joining different critical points.

For $\Phi \neq 0, \Omega \neq 0$, the critical points of system (3.1), $F(z)=f=$ const, $H(z)=$ $h=$ const, must satisfy the conditions

$$
\begin{equation*}
f^{2}=f_{ \pm}^{2} \equiv \frac{-\Phi \pm \sqrt{\Phi^{2}+2 \mu \Omega^{2}}}{(-2 \mu)}, \quad h=h_{ \pm} \equiv-\frac{\Omega}{f_{ \pm}} \tag{3.2}
\end{equation*}
$$

Thus, for $\mu<-\Phi^{2} /\left(2 \Omega^{2}\right)$, the dynamical system (3.1) has no critical points. For $\mu=-\Phi^{2} /\left(2 \Omega^{2}\right)$, a pair of critical points appears in the case $\Phi<0$; otherwise, there are no critical points. For $-\Phi^{2} /\left(2 \Omega^{2}\right)<\mu<0$ and $\Phi<0$ there exist two pairs of critical points. In the special case $\mu=0$, there is one pair of critical points while the other pair of critical points approaches infinity. For $\mu>0$, there is one pair of critical points for any $\Phi$. Thus, the critical points always appear in pairs $\left(f_{ \pm}, h_{ \pm}\right)$, $\left(-f_{ \pm},-h_{ \pm}\right)$. Later on, we shall define $f_{ \pm}>0$.

The analysis of the eigenvalues of the linearized system (3.1) near the critical points leads to the following conclusions. For $\Phi<0, \Omega>0,-\Phi^{2} / 2 \Omega^{2}<\mu<0$, the points $\left( \pm f_{+}, \pm h_{+}\right)$are saddles, and the point $\left(f_{-}, h_{-}\right)$is a stable node, while the point ( $-f_{-},-h_{-}$) is an unstable node. For $\Phi<0, \Omega<0,-\Phi^{2} / 2 \Omega^{2}<\mu<0$, the points $\left( \pm f_{+}, \pm h_{+}\right)$are saddles, and for $\mu<-1 /\left[2\left(D_{1}-D_{2}\right)^{2}\right]$, the points ( $\left.\pm f_{-}, \pm h_{-}\right)$ are nodes. However, for $-1 /\left[2\left(D_{1}-D_{2}\right)^{2}\right]<\mu<0$, there always exists such an interval of $|\Phi / \Omega|$ that the point $\left(f_{-}, h_{-}\right)$is a focus. This focus is unstable for $|\mu|>$ $1 /\left[2\left(D_{1}+D_{2}\right)^{2}\right]$ and stable otherwise.

Consider now solutions corresponding to the domain walls. The trajectories in the phase plane $(F, H)$ are governed by the equation

$$
\begin{equation*}
\frac{D_{2}}{D_{1}} \frac{d H}{d F}=-\frac{1}{D_{1}}+\frac{\Phi+H^{2} / 2-\mu F^{2}}{\Omega+F H} . \tag{3.3}
\end{equation*}
$$

Any trajectory that leads from one critical point to another corresponds to a domain wall. There exists a class of symmetric domain walls that are described by trajectories invariant with respect to the transformation $F \rightarrow-F, H \rightarrow-H$. Such a trajectory connects the critical points $(-f,-h)$ and $(f, h)$ passing through the point $(0,0)$.

A trajectory that leaves the point $(0,0)$ is generically attracted to the stable critical point or leads to infinity. However, there exists a codimension-1 manifold in the parameter space $(\Omega, \Phi, \mu)$ where the trajectory is "nongeneric" and leads to a saddle critical point. This manifold separates the region of the attraction to the stable critical point and the region where the trajectory tends to infinity.

Generally, (3.3) is not analytically integrable. However, some classes of analytical exact solutions can be found. There exist surfaces in the parameter space $(\Omega, \Phi, \mu)$ where a trajectory that passes through the point $(0,0)$ is just $H(z)=k F(z), k \neq 0$. These surfaces are determined by the conditions

$$
\begin{equation*}
\frac{\Phi}{\Omega}=\frac{s D_{2}+D_{1}}{D_{1}}, \quad s=\frac{1 \pm \sqrt{1-2 \mu D_{1}\left(2 D_{2}-D_{1}\right)}}{2 D_{2}-D_{1}}, \tag{3.4}
\end{equation*}
$$

where $1-2 \mu D_{1}\left(2 D_{2}-D_{1}\right)>0$. The corresponding solutions are

$$
\begin{equation*}
F=f^{ \pm} \tanh \beta\left(z-z_{0}\right), \quad H=h \tanh \beta\left(z-z_{0}\right), \tag{3.5}
\end{equation*}
$$

where

$$
\begin{equation*}
f^{ \pm}=\frac{1 \pm \sqrt{1-2 \mu D_{1}\left(2 D_{2}-D_{1}\right)}}{2 \mu} \beta, \quad h=-D_{1} \beta, \tag{3.6}
\end{equation*}
$$

and $\mu<0, \beta$ and $z_{0}$ are arbitrary constants ( $\beta$ can be taken positive without loss of generality).

One can show that for $\left(2 D_{2}-D_{1}\right)>0, \Omega<0$, the exact solution (3.5) corresponds to a nongeneric trajectory that leads to the saddle critical point $\left(f^{-}, h\right)$ if $\mu<-1 /\left[2\left(D_{2}-D_{1}\right)^{2}\right]$. Otherwise, the point $\left(f^{-}, h\right)$ determined by (3.6) corresponds to a node. For $2 D_{2}-D_{1}<0,|\mu|>1 /\left[2 D_{1}{ }^{2}\right], \Omega<0$, the trajectory (3.5) leads to a saddle for $\mu>-1 /\left[2\left(D_{2}-D_{1}\right)^{2}\right]$, and to a node for $\mu<-1 /\left[2\left(D_{2}-D_{1}\right)\right]^{2}$. For $\Omega<0$, $|\mu|>1 /\left[2 D_{1}{ }^{2}\right], D_{2}-D_{1}<0$, the point $\left(f^{+}, h\right)$ is a node for $\mu<-1 /\left[2\left(D_{2}-D_{1}\right)^{2}\right]$. For $2 D_{2}-D_{1}=0$, the point $\left(f^{-}, h\right)$ is a node, and the point $\left(f^{+}, h\right)$ is a saddle for $\mu>-2 / D_{1}^{2}$. Otherwise, the point $\left(f^{+}, h\right)$ is a node. In the case $\Omega>0, D_{2}>D_{1}$ the point $(f, h)$ is a node for $\mu>-1 /\left[2\left(D_{2}-D_{1}\right)^{2}\right]$. Otherwise, the trajectory (3.5) leads to a saddle.

Note that there is one more class of exact solutions, corresponding to the case $\Omega=0$,

$$
\begin{equation*}
F=0, \quad H(z)=h \tanh \beta z \tag{3.7}
\end{equation*}
$$

where $h=-2 D_{2} \beta, \beta>0$. In this case, the point $(0, h)$ is a node.
We have studied the family of solutions that correspond to the domain walls between two traveling waves with the opposite wavenumbers by rewriting the system (2.25) in one dimension for $\chi(z, t)=\theta_{z}$ and $\psi(z, t)=\phi_{z}$, and solving it numerically, by means of a finite-difference, semi-implicit Crank-Nicholson scheme, with Neumann boundary conditions. We have found that, depending on the initial conditions and the values of the parameters $D_{1}, D_{2}$, and $\mu$, the solutions evolve either toward stationary domain walls described above or tend to constant solutions, $\chi=$ const, $\psi=$ const, corresponding to a single traveling wave on a slant planar front. Examples of stable domain wall solutions are shown in Figure 8. We have checked that they compare very well with the analytical solutions (3.5), (3.6).


Fig. 8. Numerical solution of the system (2.25) in one dimension for $\theta_{z}=F$ and $\phi_{z}=H$ in the form of stationary domain walls: (a) $D_{1}=2.0, D_{2}=6.0, \mu=-5.0$; (b) $D_{1}=0.2, D_{2}=$ $0.6, \mu=-5.0$.

In concluding this section we note that there also exists a family of solutions in the form of moving domain walls: indeed, if $F_{0}(z)=\theta_{z}, H_{0}(z)=\phi_{z}$ is a solution of (3.1) that describes a stationary domain wall with the definite values of $\Omega_{0}=\theta_{T_{2}}, \Phi_{0}=$ $\phi_{T_{2}}$, then a moving domain wall $F\left(z, T_{2}\right)=\theta_{z}\left(z, T_{2}\right)=F_{0}\left(z-c T_{2}\right), H\left(z, T_{2}\right)=$ $\phi_{z}\left(z, T_{2}\right)_{z}=c+H_{0}\left(z-c T_{2}\right)$ with $\Omega=\Omega_{0}, \Phi=\Phi_{0}+c^{2} / 2\left(\theta\left(z, T_{2}\right)=\int F\left(z, T_{2}\right) d z+\right.$ $\left.\Omega T_{2}, \phi\left(z, T_{2}\right)=\int H\left(z, T_{2}\right) d z+\Phi T_{2}\right)$ is a solution of (2.25) (in one dimension).
4. Conclusions. We have investigated the stability and nonlinear dynamics of traveling waves in a system with translation symmetry that exhibits a long-wave oscillatory instability. Near the instability threshold, the nonlinear dynamics of this system is governed by a CGL equation for the unstable mode coupled to the Burgers equation for the Goldstone mode generated by the translation symmetry. We have demonstrated that, in the long-wave limit, this system of coupled nonlinear evolution equations is reduced to the system of two coupled Burgers equations-for the phase of
the unstable mode and for the Goldstone mode - and we have studied the nonlinear dynamics of waves described by this system.

We have shown that the derived system of coupled Burgers equations captures well the main effect of the coupling between the unstable oscillatory mode and the Goldstone mode, namely, the change of the Benjamin-Feir stability region as well as the unique situation when all waves, except the one with the zero wavenumber (planar oscillations), are unstable. Also, the derived system of the coupled Burgers equations describes the two main instability types: the convective instability of the negative viscosity type, and the absolute instability of the $\alpha$-effect type. At the boundaries of these instabilities we have derived the weakly nonlinear evolution equations describing the weakly nonlinear dynamics of unstable waves near the instability thresholds. We have also performed numerical simulations of the coupled Burgers equations and studied the strongly nonlinear dynamics of the discovered instabilities. We have observed the formation of periodically and chaotically modulated traveling waves, in both one and two dimensions. The similar type of nonlinear behavior was also observed earlier in simulating the coupled CGL and Burgers equations. Finally, we have shown that the derived system of coupled Burgers equations also describes the domain boundaries between waves with different wavenumbers.

Thus, the derived system of coupled Burgers equations can be considered as a generic system that describes the long-wave dynamics of waves in systems that exhibit an oscillatory instability at a zero wavenumber in the presence of the Goldstone mode associated with the translation symmetry. This situation is typical of physical systems with uniformly propagating fronts, such as planar flame fronts in combustion [23], [24], solidification in a hypercooled melt [45], as well as in general reaction-diffusion systems [46]. In this paper we considered combustion fronts as an example, but the results obtained also can be applied to any other system of this class. Waves on uniformly propagating fronts were observed in experiments on premixed-flame gaseous combustion [47], solid combustion (self-propagating high-temperature synthesis) [48], as well as frontal polymerization [49]. These systems would be natural candidates for experimental verification of theoretical conclusions presented in this paper.

Appendix A. Derivation of (2.25). We introduce slow time variables, $T_{1}=$ $\varepsilon T, T_{2}=\varepsilon^{2} T$, and a new, long-scale spatial variable, $\mathbf{z}=\varepsilon \mathbf{X}^{\prime}+\mathbf{F} C T_{1}$; we expand $\widehat{\theta}=\varepsilon^{-1} \widehat{\theta}_{-1}+\widehat{\theta}_{0}+\varepsilon \widehat{\theta}_{1}+\ldots, \widehat{Q}=\varepsilon^{-1} \widehat{Q}_{-1}+\widehat{Q}_{0}+\varepsilon \widehat{Q}_{1}+\ldots ;$; and we substitute this expansion in the system (2.24). As a leading-order problem, one obtains

$$
\begin{align*}
\frac{\partial \widehat{\theta}_{-1}}{\partial T_{1}} & =C\left(\nabla_{z} \widehat{\theta}_{-1}\right)^{2}-\nabla_{z} \widehat{\theta}_{-1} \cdot \nabla_{z} \widehat{Q}_{-1}+C \mathbf{F} \cdot \nabla_{z} \widehat{\theta}_{-1}-\mathbf{F} \cdot \nabla_{z} \widehat{Q}_{-1}  \tag{A.1}\\
\frac{\partial \widehat{Q}_{-1}}{\partial T_{1}} & =\frac{C^{2}}{2}\left(\nabla_{z} \widehat{\theta}_{-1}\right)^{2}-\frac{1}{2}\left(\nabla_{z} \widehat{Q}_{-1}\right)^{2}+C^{2} \mathbf{F} \cdot \nabla_{z} \widehat{\theta}_{-1}-C \mathbf{F} \cdot \nabla_{z} \widehat{Q}_{-1}
\end{align*}
$$

where $\nabla_{z}$ is the gradient with respect to the new long-scale variable z. Taking $\widehat{Q}_{-1}=$ $C \widehat{\theta}_{-1}+\phi_{-1}$, one obtains from (A.1)

$$
\begin{equation*}
\frac{\partial \phi_{-1}}{\partial T_{1}}=-\frac{1}{2}\left(\nabla_{z} \phi_{-1}\right)^{2} . \tag{A.2}
\end{equation*}
$$

If $\phi_{-1}$ is initially nonzero, $\left|\nabla_{z} \phi_{-1}\right|$ becomes infinite in a finite time. ${ }^{1}$ Thus, in order

[^14]to describe smooth solutions we have to assume $\phi_{-1}=0$. Therefore,
\[

$$
\begin{equation*}
\widehat{Q}_{-1}=C \widehat{\theta}_{-1} . \tag{A.3}
\end{equation*}
$$

\]

From (A.3) and (A.1) one finds $\partial \widehat{\theta}_{-1} / \partial T_{1}=\partial \widehat{Q}_{-1} / \partial T_{1}=0$, and hence the solution does not depend on $T_{1}$.

In the next order one obtains

$$
\begin{align*}
& \text { 4) } \frac{\partial \widehat{\theta}_{-1}}{\partial T_{2}}=\left(A+B^{0} C\right) \nabla_{z}^{2} \widehat{\theta}_{-1}+C\left(\nabla_{z} \widehat{\theta}_{-1}+\mathbf{F}\right) \cdot \nabla_{z} \widehat{\theta}_{0}-\left(\nabla_{z} \widehat{\theta}_{-1}+\mathbf{F}\right) \cdot \nabla_{z} \widehat{Q}_{0}, \\
& C \frac{\partial \widehat{\theta}_{-1}}{\partial T_{2}}=(C D+E) \nabla_{z}^{2} \widehat{\theta}_{-1}+C^{2}\left(\nabla_{z} \widehat{\theta}_{-1}+\mathbf{F}\right) \cdot \nabla_{z} \widehat{\theta}_{0}-C\left(\nabla_{z} \widehat{\theta}_{-1}+\mathbf{F}\right) \cdot \nabla_{z} \widehat{Q}_{0},
\end{align*}
$$

where $B^{0}=v s_{r}-s_{i}^{0}$, and we take $\widehat{Q}_{0}=C \widehat{\theta}_{0}+\phi_{0}$. The solvability condition for the problem (A.4) is

$$
\begin{equation*}
E-2 w_{0} B^{0}-C(A-D)=0, \tag{A.5}
\end{equation*}
$$

where $C^{2}=2 w_{0}$. One can see that the solvability condition (A.5) is automatically satisfied. From (A.4) one obtains

$$
\begin{equation*}
\frac{\partial \widehat{\theta}_{-1}}{\partial T_{2}}=\left(A+B^{0} C\right) \nabla_{z}^{2} \widehat{\theta}_{-1}-\left(\nabla_{z} \widehat{\theta}_{-1}+\mathbf{F}\right) \cdot \nabla_{z} \phi_{0} \tag{A.6}
\end{equation*}
$$

Taking a corresponding linear combination of the equations for $\hat{\theta}_{0}$ and $\hat{Q}_{0}$, which are obtained in the next order, one gets the following problem:

$$
\begin{equation*}
\frac{\partial \phi_{0}}{\partial T_{2}}=\left(D-C B^{0}\right) \nabla_{z}^{2} \phi_{0}-\frac{1}{2}\left(\nabla_{z} \phi_{0}\right)^{2}+R C^{2} \nabla_{z}^{2} \widehat{\theta}_{-1}+W\left(\nabla_{z} \widehat{\theta}_{-1}+2 \mathbf{F}\right) \cdot \nabla_{z} \widehat{\theta}_{-1} \tag{A.7}
\end{equation*}
$$

Define $D_{1}=A+C B^{0}, D_{2}=D-C B^{0}, \phi=\phi_{0}+W F^{2} T_{2}, \theta=C^{2} R\left(\widehat{\theta}_{-1}+\right.$ $\mathbf{F} \cdot \mathbf{z}), \mu=W /\left(R C^{2}\right)^{2}$. Since $\operatorname{tr}(M)>0, \operatorname{det}(M)>0$, the coefficients $D_{1}$ and $D_{2}$ are positive. Note that if the function $\widehat{\theta}_{-1}$ is bounded for $|\mathbf{z}| \rightarrow \infty$, the asymptotics of the function $\theta$ is $\theta \sim \mathbf{F} \cdot \mathbf{z}$. Then (A.6) and (A.7) can be written in the form of the system (2.25).

Appendix B. Derivation of (2.37). The functions $\theta_{2}{ }^{ \pm},{\phi_{2}}^{ \pm}$from (2.36) satisfy the following equations:
(B.1) $\pm \sqrt{2\left|\mu_{*}\right|} \frac{\partial \theta_{2}^{ \pm}}{\partial x_{ \pm}}+\frac{\partial \theta_{1}^{ \pm}}{\partial t_{2}}=D_{1}\left(\frac{\partial^{2} \theta_{1}^{ \pm}}{\partial x_{ \pm}{ }^{2}}+\frac{\partial^{2} \theta_{1}^{ \pm}}{\partial y^{2}}\right)-2 \frac{\partial \phi_{2}^{ \pm}}{\partial x_{ \pm}}$,
(B.2) $\pm \sqrt{2\left|\mu_{*}\right|} \frac{\partial \phi_{2}^{ \pm}}{\partial x_{ \pm}} \mp \sqrt{2\left|\mu_{*}\right|} \frac{\partial \theta_{1}^{ \pm}}{\partial t_{2}}=\left(1 \mp \sqrt{2\left|\mu_{*}\right|} D_{2}\right)\left(\frac{\partial^{2} \theta_{1}^{ \pm}}{\partial x_{ \pm}{ }^{2}}+\frac{\partial^{2} \theta_{1}^{ \pm}}{\partial y^{2}}\right)-2\left|\mu_{*}\right| \frac{\partial \theta_{2}^{ \pm}}{\partial x_{ \pm}}$,
which can be transformed to

$$
\begin{equation*}
\mp 2 \sqrt{2\left|\mu_{*}\right|} \frac{\partial \theta_{1}^{ \pm}}{\partial t_{2}}=\left[1 \mp\left(D_{1}+D_{2}\right) \sqrt{2\left|\mu_{*}\right|}\right]\left(\frac{\partial^{2} \theta_{1}^{ \pm}}{\partial x_{ \pm}^{2}}+\frac{\partial^{2} \theta_{1}^{ \pm}}{\partial y^{2}}\right) . \tag{B.3}
\end{equation*}
$$

Taking into account the definition of $\mu_{*}$ in (2.28), one finds that $\theta_{1}^{+}$does not depend on $t_{2}$, while $\theta_{1}^{-}$is governed by the equation

$$
\begin{equation*}
\frac{\partial \theta_{1}^{-}}{\partial t_{2}}=\left(D_{1}+D_{2}\right)\left(\frac{\partial^{2} \theta_{1}^{-}}{\partial x_{-}^{2}}+\frac{\partial^{2} \theta_{1}^{-}}{\partial y^{2}}\right) \tag{B.4}
\end{equation*}
$$

where $\left(D_{1}+D_{2}\right)=(A+D)>0$. Therefore, $\theta_{1}^{-} \rightarrow 0, \quad \phi_{1}^{-} \rightarrow 0$ on the time scale $t_{2}$, and one obtains from (B.1) the following problem:

$$
\begin{align*}
& \frac{\partial}{\partial x_{+}}\left[\phi_{2}^{+}+\sqrt{2\left|\mu_{*}\right|} \theta_{2}^{+}\right]=D_{1} \nabla^{2} \theta_{1}^{+}  \tag{B.5}\\
& \frac{\partial}{\partial x_{-}}\left[\phi_{2}^{-}-\sqrt{2\left|\mu_{*}\right|} \theta_{2}^{-}\right]=0 \tag{B.6}
\end{align*}
$$

where $\nabla^{2} \theta_{1}^{+}=\partial^{2} \theta_{1}^{+} / \partial x_{+}^{2}+\partial^{2} \theta_{1}^{+} / \partial y^{2}$. The solution of (B.6) is

$$
\begin{equation*}
\phi_{2}^{-}=\sqrt{2\left|\mu_{*}\right|} \theta_{2}^{-}+c_{-}\left(t_{3}, \ldots\right) \tag{B.7}
\end{equation*}
$$

and the solution of (B.5) can be written formally as

$$
\begin{equation*}
\phi_{2}^{+}=D_{1} \mathcal{I}\left[\theta_{1}^{+}\right]-\sqrt{2\left|\mu_{*}\right|} \theta_{2}^{+}+c_{+}\left(t_{3}, \ldots\right) \tag{B.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{I}\left[f\left(x_{+}, y\right)\right] \equiv \int_{0}^{x_{+}} d x_{+}^{\prime} \nabla^{2} f\left(x_{+}^{\prime}, y\right) \tag{B.9}
\end{equation*}
$$

In the next order, $O\left(\delta^{4}\right)$, one obtains

$$
\begin{equation*}
\theta_{3}=\theta_{3}^{+}\left(x_{+}, y\right)+\theta_{3}^{-}\left(x_{-}, y\right), \quad \phi_{3}=\phi_{3}^{+}\left(x_{+}, y\right)+\phi_{3}^{-}\left(x_{-}, y\right) \tag{B.10}
\end{equation*}
$$

where the functions $\theta_{3}{ }^{ \pm}, \phi_{3}{ }^{ \pm}$satisfy the following equations:

$$
\begin{equation*}
\pm \sqrt{2\left|\mu_{*}\right|} \frac{\partial \theta_{3}^{ \pm}}{\partial x_{ \pm}}+\frac{\partial \phi_{3}^{ \pm}}{\partial x_{ \pm}}=D_{1}\left(\nabla^{2} \theta_{2}^{ \pm}\right) \pm \sqrt{2\left|\mu_{*}\right|}\left(\nabla^{2} \theta_{1}^{ \pm}\right)^{2}-\frac{\partial \theta_{1}^{ \pm}}{\partial t_{3}} \tag{B.11}
\end{equation*}
$$

$$
\pm \sqrt{2\left|\mu_{*}\right|} \frac{\partial \phi_{3}^{ \pm}}{\partial x_{ \pm}} \mp \sqrt{2\left|\mu_{*}\right|} \frac{\partial \theta_{1}^{ \pm}}{\partial t_{3}}+2\left|\mu_{*}\right| \frac{\partial \theta_{3}^{ \pm}}{\partial x_{ \pm}}=D_{2} \nabla^{2} \phi_{2}^{ \pm}+\nabla^{2} \theta_{2}^{ \pm}
$$

$$
\begin{equation*}
+2 \mu_{2} \frac{\partial \theta_{1}^{ \pm}}{\partial x_{ \pm}}+2\left|\mu_{*}\right|\left(\nabla^{2} \theta_{1}^{ \pm}\right)^{2} \tag{B.12}
\end{equation*}
$$

Equations (B.11) and (B.12) can be transformed to
(B.13) $\frac{\partial \theta_{1}^{+}}{\partial t_{3}}=\sqrt{2\left|\mu_{*}\right|}\left(\nabla \theta_{1}^{+}\right)^{2}-\frac{\mu_{2}}{\sqrt{2\left|\mu_{*}\right|}} \frac{\partial \theta_{1}^{+}}{\partial x_{+}}-\frac{D_{1} D_{2}}{2 \sqrt{2\left|\mu_{*}\right|}} \mathcal{I}\left[\nabla^{2} \theta_{1}^{+}\right]+c_{+}\left(t_{3}, \ldots\right)$,
$\left(\right.$ B. 14) $\nabla^{2} \theta_{2}^{-}=0$.
Also, one obtains from (B.11), (B.12) the following problem for $\phi_{3}^{ \pm}$:
(B.15) $\frac{\partial}{\partial x_{+}}\left[\phi_{3}^{+}+\sqrt{2\left|\mu_{*}\right|} \theta_{3}^{+}\right]=D_{1} \nabla^{2} \theta_{2}^{+}+\frac{\mu_{2}}{\sqrt{2\left|\mu_{*}\right|}} \frac{\partial \theta_{1}^{+}}{\partial x_{+}}+\frac{D_{1} D_{2}}{2 \sqrt{2\left|\mu_{*}\right|}} \mathcal{I}\left[\nabla^{2} \theta_{1}^{+}\right]$,
(B.16) $\frac{\partial}{\partial x_{-}}\left[\phi_{3}^{-}-\sqrt{2\left|\mu_{*}\right|} \theta_{3}^{-}\right]=0$.

The solutions of (B.15), (B.16) are

$$
\begin{align*}
& \phi_{3}^{+}=-\sqrt{2\left|\mu_{*}\right|} \theta_{3}^{+}+D_{1} \mathcal{I}\left[\theta_{2}^{+}\right]+\frac{\mu_{2} \theta_{1}^{+}}{\sqrt{2\left|\mu_{*}\right|}}+\frac{D_{1} D_{2}}{2 \sqrt{2\left|\mu_{*}\right|}} \mathcal{I}\left[\nabla^{2} \theta_{2}^{+}\right]  \tag{B.17}\\
& \phi_{3}^{-}=\sqrt{2\left|\mu_{*}\right|} \theta_{3}^{-}+\tilde{c}_{-}\left(t_{3}, \ldots\right)
\end{align*}
$$

In the next order, $O\left(\delta^{5}\right)$, one obtains

$$
\begin{equation*}
\theta_{4}=\theta_{4}^{+}\left(x_{+}, y\right)+\theta_{4}^{-}\left(x_{-}, y\right), \quad \phi_{4}=\phi_{4}^{+}\left(x_{+}, y\right)+\phi_{4}^{-}\left(x_{-}, y\right) \tag{B.18}
\end{equation*}
$$

where the functions $\theta_{4}{ }^{ \pm}$and $\phi_{4}{ }^{ \pm}$satisfy the two equations:

$$
\begin{align*}
\pm \sqrt{2 \mid \mu_{*}} \frac{\partial \theta_{4}^{ \pm}}{\partial x_{ \pm}}+\frac{\partial \phi_{4}^{ \pm}}{\partial x_{ \pm}}+\frac{\partial \theta_{1}^{ \pm}}{\partial t_{4}}+\frac{\partial \theta_{2}^{ \pm}}{\partial t_{3}}= & D_{1}\left(\nabla^{2} \theta_{3}^{ \pm}\right)-\nabla \theta_{1}^{ \pm} \cdot \nabla \phi_{2}^{ \pm}-\nabla \theta_{2}^{ \pm} \cdot \nabla \phi_{1}^{ \pm},  \tag{B.19}\\
\pm \sqrt{2\left|\mu_{*}\right|}\left(\frac{\partial \phi_{4}^{ \pm}}{\partial x_{ \pm}}-\frac{\partial \theta_{1}^{ \pm}}{\partial t_{4}}\right)+\frac{\partial \phi_{2}^{ \pm}}{\partial t_{3}}= & D_{2} \nabla^{2} \phi_{3}^{ \pm}+\nabla^{2} \theta_{3}^{ \pm}+2 \mu_{2} \frac{\partial \theta_{2}^{ \pm}}{\partial x_{ \pm}} \\
& -2\left|\mu_{*}\right|\left(\frac{\partial \theta_{4}^{ \pm}}{\partial x_{ \pm}}+\nabla \theta_{1}^{ \pm} \cdot \nabla \theta_{2}^{ \pm}\right)-\nabla \phi_{1}^{ \pm} \cdot \nabla \phi_{2}^{ \pm} . \tag{B.20}
\end{align*}
$$

Using (2.35), (B.7), (B.8), (B.17) one gets
$\frac{\partial \theta_{1}^{+}}{\partial t_{4}}+\frac{\partial \theta_{2}^{+}}{\partial t_{3}}=\frac{-1}{2 \sqrt{2\left|\mu_{*}\right|}}\left(2 \mu_{2} \frac{\partial \theta_{2}^{+}}{\partial x_{+}}+D_{1} D_{2} \mathcal{I}\left[\nabla^{2} \theta_{2}^{+}\right]+\frac{D_{1} D_{2}}{4\left|\mu_{*}\right|} \mathcal{I}^{2}\left[\nabla^{2} \theta_{1}^{+}\right]+\frac{\mu_{2}}{2\left|\mu_{*}\right|} \nabla^{2} \theta_{1}^{+}\right)$

$$
\begin{equation*}
+2 \sqrt{2\left|\mu_{*}\right|} \nabla \theta_{1}^{+} \cdot \nabla \theta_{2}^{+}-D_{1} \nabla \theta_{1}^{+} \mathcal{I}\left[\nabla \theta_{1}^{+}\right]+\frac{D_{1}}{2} \mathcal{I}\left[\left(\nabla \theta_{1}^{+}\right)^{2}\right], \tag{B.21}
\end{equation*}
$$

(B.22) $\frac{\partial \theta_{2}^{-}}{\partial t_{3}}=\frac{1}{\sqrt{2\left|\mu_{*}\right|}}\left(\nabla^{2} \theta_{3}^{-}+\mu_{2} \frac{\partial \theta_{2}^{-}}{\partial x_{-}}\right)$.

Equations (B.13) and (B.21) can be combined as the following single equation:

$$
\begin{align*}
\frac{\partial \vartheta}{\partial \tau}= & -\frac{\mu_{2}}{\sqrt{2\left|\mu_{*}\right|}} \frac{\partial \vartheta}{\partial x_{+}}-\frac{D_{1} D_{2}}{2 \sqrt{2\left|\mu_{*}\right|}} \mathcal{I}\left[\nabla^{2} \vartheta\right]+\sqrt{2\left|\mu_{*}\right|}(\nabla \vartheta)^{2} \\
& +\delta\left(-\frac{\mu_{2}}{4\left|\mu_{*}\right| \sqrt{2\left|\mu_{*}\right|}} \nabla^{2} \vartheta+\Psi\right)+O\left(\delta^{2}\right), \tag{B.23}
\end{align*}
$$

where

$$
\begin{aligned}
\Psi & =-\frac{D_{1} D_{2}}{8\left|\mu_{*}\right| \sqrt{2\left|\mu_{*}\right|}} \mathcal{I}^{2}\left[\nabla^{2} \vartheta\right]+\frac{D_{1}}{2} \mathcal{I}\left[(\nabla \vartheta)^{2}\right]-D_{1} \nabla \vartheta \cdot \mathcal{I}[\nabla \vartheta], \\
\mathcal{I}\left[f\left(x_{+}, y\right)\right] & \equiv \int_{0}^{x_{+}} d x_{+}^{\prime} \nabla^{2} f\left(x_{+}^{\prime}, y\right),
\end{aligned}
$$

and $\vartheta=\theta_{1}^{+}+\delta \theta_{2}^{+}+\ldots, \quad \partial_{\tau}=\partial_{\tau_{3}}+\delta \partial_{\tau_{4}}+\ldots$.
By means of the scaling transformation $\vartheta=C_{1} \Theta, x_{+}=C_{2} \tilde{X}, y=C_{2} \tilde{Y}, \tau=$ $C_{3} \tilde{T}$, where

$$
C_{1}=-\frac{3 \sqrt{2 \mu_{2} D_{1} D_{2}}}{4\left|\mu_{*}\right|}, \quad C_{2}=\left(\frac{D_{1} D_{2}}{2 \mu_{2}}\right)^{1 / 2}, \quad C_{3}=\frac{2 \sqrt{2\left|\mu_{*}\right| D_{1} D_{2}}}{\left(2 \mu_{2}\right)^{3 / 2}}
$$

(B.23) can be written in the form (2.37), where $\nabla=\vec{e}_{X} \partial_{X}+\vec{e}_{Y} \partial_{Y}$, the coefficients are

$$
\widetilde{C}=1, \widetilde{\delta}=\delta \frac{\left(2\left|\mu_{*}\right|\right)^{3 / 2}}{6 \mu_{2}^{2}}, \widetilde{D}=-\frac{D_{1}}{2}\left(\frac{3 \mu_{2}}{2\left|\mu_{*}\right|}\right)^{2} \sqrt{\frac{2 \mu_{2}}{D_{1} D_{2}}}, \widetilde{E}=D_{1}\left(\frac{3 \mu_{2}}{2\left|\mu_{*}\right|}\right)^{2} \sqrt{\frac{2 \mu_{2}}{D_{1} D_{2}}}
$$

and tildes in $\tilde{X}, \tilde{Y}, \tilde{\nabla}, \tilde{T}$ have been dropped.
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#### Abstract

We consider an inverse conductivity problem arising in anomaly detections with its mathematical model based on the T-Scan system (breast cancer detection system). In this model, we try to detect an anomaly $D$ from one or two sets of measured data that are available only on a small portion $\Gamma$ of the boundary of the subject $\Omega$. In practice, $\Omega$ differs in each subject, so our detection algorithm should not depend much on the global geometry of $\Omega$. The purpose of this work is to provide a mathematical ground for the reconstruction of a rough feature of $D$ which is stable against any measurement noise and any change of geometry $\partial \Omega$. Based on rigorous estimates with a simplified model, we found an approximation that gives a noniterative detection algorithm of finding a useful feature of anomaly. We also present a multifrequency approach to handling the case where the complex conductivity of the background is not homogeneous and is not known a priori.
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1. Introduction. Bioimpedance techniques such as electrical impedance tomography (EIT) have been used as a diagnostic tool for breast cancer detection due to the high contrast of the complex conductivity between cancerous and healthy tissues. Among them, the T-Scan is one of the most successful systems that has received FDA approval for adjunctive clinical uses with X-ray mammography [3]. Use of the T-Scan is to decrease equivocal findings and thereby reduce unnecessary biopsies. However, diagnostic information from the currently available T-Scan system lacks a sophisticated reconstruction method of finding lesions. Increasing the ability to accurately detect breast cancer requires improvements in the sensitivity and accuracy of the T-Scan system. Although some observations on processing data from the T-Scan system have been published [3, 21], rigorous mathematical theory for supporting their results has not been presented. Systematic studies are essential to achieve higher performance in breast cancer detection, and it is necessary to derive agreements between experimental results and mathematical theory that provide the relationship between lesions and measured data acquired by a scanning probe through the breast skin.

The mathematical model of the T-Scan can be viewed essentially as a realistic or practical version of a general EIT system, so any developed theory from this model can be applied to other areas in EIT, especially in anomaly detection problems. In the T-Scan system, a patient holds in one hand a metallic cylindrical reference electrode through which a constant voltage of 1 to 2.5 V is applied with frequencies spanning
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Fig. 1.1. T-Scan configuration (left) and the breast region of interest (right).

100 Hz to 100 KHz . A scanning probe with a planar array of electrodes kept at the ground potential is placed on the breast as shown in Figure 1.1. The voltage difference between the hand and the breast skin produces current flows from the reference electrode to each electrode of the probe through the breast. We can extract some information of the complex conductivity distribution within a breast region under the probe by measuring the exit current through each electrode of the probe.

Let the human body occupy a three-dimensional region $\Omega$ bounded by a smooth surface $\partial \Omega$. Let $\Gamma$ and $\gamma$ be portions of $\partial \Omega$, denoting the probe plane placed on the breast and the surface of the metallic reference electrode contacting the hand, respectively. Since $\Gamma$ is a planar domain, without loss of generality, we let $x_{3}$ be the label of the axis normal to $\Gamma$ so that $\Gamma$ is in the plane $\left\{\mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}: x_{3}=0\right\}$. Suppose the diameter of $\Gamma$ is between $4 \rho$ and $6 \rho ;\left\{x_{3}=0\right\} \cap B_{2 \rho} \subset \Gamma \subset\left\{x_{3}=0\right\} \cap B_{3 \rho}$, where $B_{\rho}:=\left\{\mathbf{x} \in \mathbb{R}^{3}| | \mathbf{x} \mid<\rho\right\}$ and denote $\Gamma_{\rho}=\Gamma \cap B_{\rho}$. Then the breast region of interest is the half ball $\Omega_{\rho}:=\Omega \cap B_{\rho}$. If we apply a boundary voltage $f$ with a frequency $\omega$ on $\Gamma \cup \gamma$, the resulting internal complex voltage $u(\mathbf{x})$ at the position $\mathbf{x}$ in $\Omega$ satisfies the following mixed boundary value problem:

$$
\begin{cases}\nabla \cdot((\sigma+i \omega \epsilon) \nabla u(\mathbf{x}))=0, & \mathbf{x} \in \Omega  \tag{1.1}\\ u(\mathbf{x})=f, \quad \mathbf{x} \in \Gamma \cup \gamma, \\ (\sigma+i \omega \epsilon) \nabla u(\mathbf{x}) \cdot \nu(\mathbf{x})=0, & \mathbf{x} \in \partial \Omega \backslash \Gamma \cup \gamma\end{cases}
$$

Here, $\nu$ is the unit outward normal vector to the boundary, $\sigma=\sigma(\mathbf{x}, \omega)$ is the conductivity, and $\epsilon=\epsilon(\mathbf{x}, \omega)$ is the permittivity. As in the T-Scan system, we use $f=0$ on $\Gamma$ and $f=1$ to 2.5 V on $\gamma$ with $\omega=2 \pi \times 10^{2}$ to $2 \pi \times 10^{5} \mathrm{rad} / \mathrm{s}$. The goal is to extract some core information of the complex conductivity $(\sigma+i \omega \epsilon)$ in the breast region $\Omega_{\rho}$ from the Cauchy data given only on the small portion $\Gamma$.

Let us denote a breast tumor by $D$ and suppose $D \subset \Omega_{\rho}$. Since there is an abrupt change in the complex conductivity across $\partial D$, it is convenient to write

$$
\sigma+i \omega \epsilon= \begin{cases}\sigma_{1}+i \omega \epsilon_{1}:=\tau_{1} & \text { in } \Omega \backslash \bar{D},  \tag{1.2}\\ \sigma_{2}+i \omega \epsilon_{2}:=\tau_{2} & \text { in } D .\end{cases}
$$

Our anomaly detection problem is to identify $D$ near $\Gamma$ from the exit current data $g:=\left.(\sigma+i \omega \epsilon) \nabla u(\mathbf{x}) \cdot \nu(\mathbf{x})\right|_{\Gamma}$ under the following limitations:

- We measure the data only in a small surface $\Gamma$ instead of the whole surface $\partial \Omega$.
- Since $\Omega$ differs for each subject, our detection algorithm should not depend much on the global geometry of $\Omega$.
- Electrical safety regulations limit the amount of the total current flowing through the human subject and therefore the range of the applied voltage is also limited.
Although this type of anomaly detection problem has been studied in many papers $[1,2,4,5,6,7,11,12,16,17,18]$, these limitations are indispensable in practice and raise serious difficulties in applying previous techniques. The challenge of this problem is to develop a proper analysis for a quantitative information of $D$ in the breast region with some measured data in such a way that a reconstruction formula for $D$ is reasonably stable to any change of the conductivity distributions outside the breast region. In this work we fix the voltage $f=0$ on $\Gamma$ as in the T-Scan system instead of applying various voltages $f$. Keeping $f=0$ on $\Gamma$ has a great advantage because it forces the level surface of the voltage in the breast region to be approximately parallel to the probe plane $\Gamma$ and its electric field $-\nabla u$ will be in the direction perpendicular to the level surface, so more current will flow along $D$ of which the conductivity $\sigma_{2}$ is much higher than the surrounding. Although one could apply many different $f$ on $\Gamma$ to acquire additional information of $D$, technical difficulties related with measurement noise make us hesitate to use various patterns of voltages $f$.

The purpose of this work is to provide a mathematical ground for reconstruction of a rough feature of $D$ which is stable against any measurement noise and any change of geometry $\partial \Omega$. We carry out some quantitative analysis for a simplified model with a single applied voltage $f=0$ on $\Gamma$. We relate $D$ to $\left(g-g_{0}\right)$, where $g_{0}$ is the corresponding Neumann data of (1.1) in the absence of $D$. This analysis provides the reconstruction method of extracting a rough feature of $D$, although we do not know the overall structure of the complex conductivity distribution in $\Omega$.

To end this section, let us review some previous results toward the T-Scan model. Assenheimer et al. [3] and Scholtz [21] studied the model, and their results were based on the physical insight that an anomaly can be viewed as a distribution of aligned dipoles. However, their expressions lack generality and flexibility without a rigorous mathematical theory. To perform a quantitative analysis of the T-Scan model and increase the accuracy of lesion detection, we need to develop a rigorous mathematical theory counting on the effects of the anomaly. In the recent paper by Seo et al. [22], a framework for analyzing the mathematical model of the T-Scan system was presented, providing a stable reconstruction algorithm for locating $D$, and numerical simulations showed that their methods can extract key features of $D$. However, rigorous mathematical theory has not yet been provided to support all these results and so their accuracy has not been confirmed.

We should also note that there have been different approaches to detecting breast cancers based on the current-injection EIT system. Kerner et al. placed a circular array of electrodes around the breast and produced cross-sectional conductivity images [15]. Larson-Wiseman [19], Mueller, Isaacson, and Newell [20], and Kao et al. [14] investigated the usefulness of planar electrode arrays instead of conventional circular electrode arrays. They studied the optimal injection current patterns, distinguishability, and image reconstruction algorithms using the measured voltage data on the electrode arrays. Cherepenin et al. used a planar array of 256 electrodes to reconstruct so-called electrical impedance mammograms by sequentially injecting currents through chosen electrodes and measuring voltage data on other electrodes in the array [8, 9].

Although there could be various approaches in breast cancer detection using EIT techniques, we focus on the T-Scan model in this paper. Although we deal only with the problem in three-dimensional space, all results in this paper work for general dimension $n \geq 2$ with minor modifications.
2. Anomaly detection in half space. The problem we consider in this section is a simplified version of the T-Scan model in (1.1). Let $\Omega$ be the lower half space $\Omega=\mathbb{R}_{-}^{3}:=\left\{\mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right) \mid x_{3}<0\right\}$. Let $B_{r}(\mathbf{x})=\left\{\mathbf{y} \in \mathbb{R}^{3}:|\mathbf{x}-\mathbf{y}|<r\right\}$ and simply $B_{r}=B_{r}(0)$. Let $\rho$ be a fixed positive number and let $D$ be a domain contained in $\Omega_{\rho}=\Omega \cap B_{\rho}$ with connected $C^{2}$-boundary. Let $\Gamma$ be a portion of the plane $\partial \Omega$ such that $\left\{x_{3}=0\right\} \cap B_{2 \rho} \subset \Gamma \subset\left\{x_{3}=0\right\} \cap B_{3 \rho}$ and let $\Gamma_{\rho}=\Gamma \cap B_{\rho}$.

We consider the following mixed boundary value problem:

$$
\left\{\begin{array}{l}
\nabla \cdot\left(\left(1+\mu \chi_{D}\right) \nabla v(\mathbf{x})\right)=0, \quad \mathbf{x} \in \Omega=\mathbb{R}_{-}^{3},  \tag{2.1}\\
v(\mathbf{x})=1, \quad \mathbf{x} \in \Gamma, \\
\frac{\partial v}{\partial x_{3}}(\mathbf{x})=0, \quad \mathbf{x} \in \Gamma^{e x t}:=\partial \Omega \backslash \Gamma,
\end{array}\right.
$$

where $\mu$ is a positive constant. The $H^{1}(\Omega)$-solution $u$ of (1.1) is related to the solution $v$ of (2.1) in such a way that $u=1-v$ when $\tau_{1}=1, \tau_{2}=1+\mu$, and $\gamma=\infty$. For related works of this simplified model, see [3] and [21].

The inverse problem is to determine $D$ from the Neumann data $g=\left.\frac{\partial v}{\partial x_{3}}\right|_{\Gamma}$. We assume that

$$
\xi \in D \subset \Omega_{\rho}, \quad \operatorname{diam}(D) \leq r_{0}, \quad \text { and } \quad r_{0} \leq \operatorname{dist}(D, \Gamma) \leq A r_{0},
$$

where $A$ is a fixed positive constant. We assume that the ratio $r_{0} / \rho$ is small. Here, we exclude two possible cases; (i) dist $(D, \Gamma)<r_{0}$ and (ii) $D$ is far away from $\Gamma$. For the first case where $D$ is very close to $\Gamma$, the Neumann data $g$ manifest the presence of $D$ that was used in the original T-Scan system, so any aid of mathematical analysis is not necessary. For the second case where $D$ is far away from $\Gamma$, the change of the Neumann data $g$ due to $D$ will be negligibly small so that any analysis in this case may not have practical meaning if we consider inevitable measurement noise and ill-posedness of this inverse problem.

Let $v_{0}$ be the solution of (2.1) in the absence of $D$ and $g_{0}=\left.\frac{\partial v_{0}}{\partial x_{3}}\right|_{\Gamma}$. We try to find a relation between $D$ and the difference $\left(g-g_{0}\right)$. Recall that $v$ and $v_{0}$ satisfy the following integral representations [13]: for $\mathbf{x} \in \Omega$,

$$
\begin{align*}
v_{0}(\mathbf{x}) & =-\int_{\Gamma} \Phi(\mathbf{x}, \mathbf{y}) g_{0}(\mathbf{y}) d s_{\mathbf{y}}+\int_{\Gamma \cup \Gamma^{e x t}} \partial_{x_{3}} \Phi(\mathbf{x}, \mathbf{y}) v_{0}(\mathbf{y}) d s_{\mathbf{y}}  \tag{2.2}\\
v(\mathbf{x}) & =-\int_{\Gamma} \Phi(\mathbf{x}, \mathbf{y}) g(\mathbf{y}) d s_{\mathbf{y}}+\int_{\Gamma \cup \Gamma^{e x t}} \partial_{x_{3}} \Phi(\mathbf{x}, \mathbf{y}) v(\mathbf{y}) d s_{\mathbf{y}}+\int_{D} \mu \nabla_{\mathbf{y}} \Phi(\mathbf{x}, \mathbf{y}) \cdot \nabla v(\mathbf{y}) d \mathbf{y} .
\end{align*}
$$

The next theorem enables us to approximate

$$
\frac{1}{2 \mu}\left[g(\mathbf{x})-g_{0}(\mathbf{x})\right] \approx \int_{D} \nabla_{\mathbf{y}} \frac{\partial}{\partial x_{3}} \Phi(\mathbf{x}, \mathbf{y}) \cdot \nabla v(\mathbf{y}) d \mathbf{y}, \quad \mathbf{x} \in \Gamma_{\rho}
$$

Here, $\Phi(\mathbf{x}, \mathbf{y})$ denotes the fundamental solution to Laplace's equation: $\Phi(\mathbf{x}, \mathbf{y})=$ $\frac{-1}{4 \pi|\mathbf{x}-\mathbf{y}|}$. Throughout this section, the constant $C$ will be different in each occurrence, but all $C \mathrm{~s}$ are independent of $r_{0}, \rho$, and $\Gamma$.

Theorem 2.1. The difference $\left(g-g_{0}\right)$ on $\Gamma$ can be expressed as

$$
\begin{equation*}
\frac{1}{2 \mu}\left[g(\mathbf{x})-g_{0}(\mathbf{x})\right]=\int_{D} \nabla_{\mathbf{y}}\left[\frac{\partial}{\partial x_{3}} \Phi(\mathbf{x}, \mathbf{y})+T(\mathbf{x}, \mathbf{y})\right] \cdot \nabla v(\mathbf{y}) d \mathbf{y}, \quad \mathbf{x} \in \Gamma_{\rho} \tag{2.3}
\end{equation*}
$$

where $T(\mathbf{x}, \mathbf{y})$ satisfies the following estimate:

$$
\begin{equation*}
\left|\nabla_{\mathbf{y}} T(\mathbf{x}, \mathbf{y})\right| \leq C \rho^{-3}, \quad \mathbf{y} \in D, \mathbf{x} \in \Gamma_{\rho} \tag{2.4}
\end{equation*}
$$

Proof. Using (2.2) and $v=v_{0}$ on $\Gamma$, we have

$$
\begin{align*}
v(\mathbf{x})-v_{0}(\mathbf{x})=- & \int_{\Gamma} \Phi(\mathbf{x}, \mathbf{y})\left[g-g_{0}\right](\mathbf{y}) d s_{\mathbf{y}}+\int_{D} \mu \nabla_{\mathbf{y}} \Phi(\mathbf{x}, \mathbf{y}) \cdot \nabla v(\mathbf{y}) d \mathbf{y}  \tag{2.5}\\
& +\int_{\Gamma^{e x t}} \partial_{x_{3}} \Phi(\mathbf{x}, \mathbf{y})\left[v(\mathbf{y})-v_{0}(\mathbf{y})\right] d s_{\mathbf{y}}
\end{align*}
$$

for $\mathbf{x} \in \Omega$. Applying $\frac{\partial}{\partial x_{3}}$ over both sides of the identity (2.5) for $\mathbf{x} \in \Gamma$ yields

$$
\begin{align*}
g(\mathbf{x})-g_{0}(\mathbf{x}) & =\frac{\partial}{\partial x_{3}}\left[v(\mathbf{x})-v_{0}(\mathbf{x})\right]=-\lim _{x_{3} \rightarrow 0^{-}} \frac{\partial}{\partial x_{3}} \int_{\Gamma} \Phi(\mathbf{x}, \mathbf{y})\left[g-g_{0}\right](\mathbf{y}) d s_{\mathbf{y}}  \tag{2.6}\\
& +\frac{\partial}{\partial x_{3}} \int_{D} \mu \nabla_{\mathbf{y}} \Phi(\mathbf{x}, \mathbf{y}) \cdot \nabla v(\mathbf{y}) d \mathbf{y}+\int_{\Gamma^{e x t}}\left(v(\mathbf{y})-v_{0}(\mathbf{y})\right) \partial_{y_{3}}^{2} \Phi(\mathbf{x}, \mathbf{y}) d s_{\mathbf{y}}
\end{align*}
$$

Since $\lim _{x_{3} \rightarrow 0^{-}} \frac{\partial}{\partial x_{3}} \int_{\Gamma} \Phi(\mathbf{x}, \mathbf{y})\left[g-g_{0}\right](\mathbf{y}) d s_{\mathbf{y}}=-\frac{1}{2}\left[g-g_{0}\right](\mathbf{x})$ for $\mathbf{x} \in \Gamma$ from the trace formula for the single layer potential in [10], the identity (2.6) becomes

$$
\begin{align*}
\frac{1}{2}\left[g(\mathbf{x})-g_{0}(\mathbf{x})\right]= & \mu \frac{\partial}{\partial x_{3}} \int_{D} \nabla_{\mathbf{y}} \Phi(\mathbf{x}, \mathbf{y}) \cdot \nabla v(\mathbf{y}) d \mathbf{y} \\
& +\int_{\Gamma^{e x t}}\left(v(\mathbf{y})-v_{0}(\mathbf{y})\right) \partial_{y_{3}}^{2} \Phi(\mathbf{x}, \mathbf{y}) d s_{\mathbf{y}}, \quad \mathbf{x} \in \Gamma \tag{2.7}
\end{align*}
$$

Now, we investigate $\left.\left[v-v_{0}\right]\right|_{\Gamma^{e x t}}$. For a fixed $\mathbf{x} \in \mathbb{R}^{3} \backslash \Gamma$, let $h(\mathbf{x}, \cdot)$ be the $H^{1}\left(\mathbb{R}^{3} \backslash \Gamma\right)$ solution of the following:

$$
\left\{\begin{array}{l}
\Delta_{\mathbf{y}} h(\mathbf{x}, \mathbf{y})=0, \quad \mathbf{y} \in \mathbb{R}^{3} \backslash \Gamma \\
h(\mathbf{x}, \mathbf{y})=\frac{1}{2 \pi|\mathbf{x}-\mathbf{y}|}, \quad \mathbf{y} \in \Gamma \\
h(\mathbf{x}, \mathbf{y})=0, \quad \text { as }|\mathbf{y}| \rightarrow \infty
\end{array}\right.
$$

Let $N(\mathbf{x}, \mathbf{y})$ denote the Neumann function for the half space $\mathbb{R}_{-}^{3} ; N(\mathbf{x}, \mathbf{y}):=\Phi(\mathbf{x}, \mathbf{y})+$ $\Phi\left(\mathbf{x}, \mathbf{y}^{+}\right)$, where $\mathbf{y}^{+}=\left(y_{1}, y_{2},-y_{3}\right)$ is the reflection point of $\mathbf{y}$ by the plane $\left\{y_{3}=0\right\}$. Then $\Psi(\mathbf{x}, \mathbf{y}):=N(\mathbf{x}, \mathbf{y})+h(\mathbf{x}, \mathbf{y})$ satisfies

$$
\left\{\begin{array}{l}
\Delta_{\mathbf{x}} \Psi(\mathbf{x}, \mathbf{y})=\delta(\mathbf{x}-\mathbf{y}), \quad \mathbf{x}, \mathbf{y} \in \Omega \\
\Psi(\mathbf{x}, \mathbf{y})=0, \quad \mathbf{x} \in \Gamma, \mathbf{y} \in \Omega \\
\frac{\partial}{\partial x_{3}} \Psi(\mathbf{x}, \mathbf{y})=0, \quad \mathbf{x} \in \Gamma^{e x t}, \mathbf{y} \in \mathbb{R}_{-}^{3} \\
\Psi(\mathbf{x}, \mathbf{y}) \rightarrow 0 \quad \text { as }|\mathbf{x}-\mathbf{y}| \rightarrow \infty
\end{array}\right.
$$

It is easy to see from the standard argument in $\operatorname{PDE}$ that $\Psi(\mathbf{x}, \mathbf{y})=\Psi(\mathbf{y}, \mathbf{x}), \mathbf{x}, \mathbf{y} \in \Omega$. Since $-N(\mathbf{x}, \mathbf{y})=h(\mathbf{x}, \mathbf{y})$ for $\mathbf{y} \in \Gamma$ and $\mathbf{x} \in \Omega$, in view of the maximum principle, we have $|h(\mathbf{x}, \mathbf{y})| \leq|N(\mathbf{x}, \mathbf{y})|$ for $\mathbf{x}, \mathbf{y} \in \Omega$, and so

$$
\begin{equation*}
|\Psi(\mathbf{x}, \mathbf{y})| \leq 2|N(\mathbf{x}, \mathbf{y})|, \quad \mathbf{x}, \mathbf{y} \in \Omega \tag{2.8}
\end{equation*}
$$

Using $\Psi$ and following the process in (2.5), the difference $v-v_{0}$ can be expressed as

$$
v(\mathbf{y})-v_{0}(\mathbf{y})=\mu \int_{D} \nabla_{\mathbf{z}} \Psi(\mathbf{y}, \mathbf{z}) \cdot \nabla_{\mathbf{z}} v(\mathbf{z}) d \mathbf{z}, \quad \mathbf{y} \in \Omega
$$

Hence, the second term in (2.7) can be written as

$$
\int_{\Gamma^{e x t}}\left(v(\mathbf{y})-v_{0}(\mathbf{y})\right) \partial_{y_{3}}^{2} \Phi(\mathbf{x}, \mathbf{y}) d s_{\mathbf{y}}=\mu \int_{D} \nabla_{\mathbf{z}} T(\mathbf{x}, \mathbf{z}) \cdot \nabla v(\mathbf{z}) d \mathbf{z}
$$

where

$$
T(\mathbf{x}, \mathbf{z})=\int_{\Gamma^{e x t}} \Psi(\mathbf{y}, \mathbf{z}) \partial_{y_{3}}^{2} \Phi(\mathbf{x}, \mathbf{y}) d s_{\mathbf{y}}
$$

The term $\nabla_{\mathbf{z}} T(\mathbf{x}, \mathbf{z})$ can be estimated as

$$
\left|\nabla_{\mathbf{z}} T(\mathbf{x}, \mathbf{z})\right| \leq \int_{\Gamma^{e x t}}\left|\nabla_{\mathbf{z}} \Psi(\mathbf{y}, \mathbf{z})\right| \frac{1}{|\mathbf{x}-\mathbf{y}|^{3}} d s_{\mathbf{y}} \quad \text { for } \mathbf{z} \in D, \mathbf{x} \in \Gamma^{e x t}
$$

For a fixed $\mathbf{y} \in \Gamma^{e x t}, \Psi(\mathbf{y}, \cdot)$ is harmonic in the lower half ball $\Omega_{2 \rho}$ and zero on $\Gamma$, so $\Psi(\mathbf{y}, \cdot)$ has the harmonic extension $\bar{\Psi}(\mathbf{y}, \cdot)$ to the entire ball $B_{2 \rho}$. Using (2.8) and the interior estimate, we have

$$
\begin{aligned}
\left|\nabla_{\mathbf{z}} \Psi(\mathbf{y}, \mathbf{z})\right|= & \frac{1}{\left|B_{\rho}(\mathbf{z})\right|}\left|\int_{B_{\rho}(\mathbf{z})} \nabla_{\mathbf{z}} \Psi(\mathbf{y}, \tilde{\mathbf{z}}) d \tilde{\mathbf{z}}\right|=\frac{1}{\left|B_{\rho}(\mathbf{z})\right|}\left|\int_{\partial B_{\rho}(\mathbf{z})} \nu(\tilde{\mathbf{z}}) \Psi(\mathbf{y}, \tilde{\mathbf{z}}) d s_{\tilde{\mathbf{z}}}\right| \\
& \leq C \frac{1}{\rho|\mathbf{y}-\mathbf{z}|}, \quad \mathbf{z} \in D, \mathbf{y} \in \Gamma^{e x t} .
\end{aligned}
$$

Since $\Gamma^{e x t} \subset \partial \Omega \backslash B_{2 \rho}$, we obtain

$$
\left|\nabla_{\mathbf{z}} T(\mathbf{x}, \mathbf{z})\right| \leq \int_{\Gamma^{e x t}} \frac{1}{\rho|\mathbf{y}-\mathbf{z}|} \frac{1}{|\mathbf{x}-\mathbf{y}|^{3}} d s_{\mathbf{y}} \leq C \rho^{-3}, \quad \mathbf{z} \in D, \mathbf{x} \in \Gamma_{\rho}
$$

This completes the proof.
In the next theorem, we provide a more precise estimate by investigating $\left.\nabla v\right|_{D}$.
Theorem 2.2. Let $\xi^{*}=\left(\xi_{1}, \xi_{2}, 0\right)$, the projection of $\xi$ to $\Gamma$. Then

$$
\begin{equation*}
\frac{1}{2 \mu}\left[g(\mathbf{x})-g_{0}(\mathbf{x})\right]=g_{0}\left(\xi^{*}\right) \int_{D} \frac{\partial}{\partial x_{3}} \frac{(\mathbf{x}-\mathbf{y}) \cdot\left[\mathbf{e}_{3}+\mu \nabla V(\mathbf{y})\right]}{4 \pi|\mathbf{x}-\mathbf{y}|^{3}} d \mathbf{y}+\operatorname{Err}(\mathbf{x}), \quad \mathbf{x} \in \Gamma_{\rho} \tag{2.9}
\end{equation*}
$$

where the error term $\operatorname{Err}(\mathbf{x})$ satisfies the estimate

$$
\begin{equation*}
|\operatorname{Err}(\mathbf{x})| \leq C g_{0}\left(\xi^{*}\right)|D|\left(\frac{r_{0}}{\rho|\mathbf{x}-\xi|^{3}}+\frac{1}{\rho^{3}}\right), \quad \mathbf{x} \in \Gamma_{\rho} \tag{2.10}
\end{equation*}
$$

Here, $V$ is the $H^{1}(\Omega)$-solution of

$$
\left\{\begin{array}{l}
\Delta V=0 \quad \text { in } \Omega \backslash \partial D \\
V^{+}=V^{-} \quad \text { on } \partial D \\
(1+\mu) \frac{\partial V^{+}}{\partial \nu}-\frac{\partial V^{-}}{\partial \nu}=-\nu \cdot \mathbf{e}_{3} \quad \text { on } \partial D \\
\chi_{\Gamma} V+\left(1-\chi_{\Gamma}\right) \frac{\partial V}{\partial \nu}=0 \quad \text { on } \partial \Omega
\end{array}\right.
$$

where $V^{+}=\left.V\right|_{\Omega \backslash \bar{D}}$ and $V^{-}=\left.V\right|_{D}$.

Proof. The $v$ can be decomposed into

$$
\begin{equation*}
v(\mathbf{x})=v_{0}(\mathbf{x})+\mu g_{0}\left(\xi^{*}\right) V(\mathbf{x})+\mu w(\mathbf{x}), \quad \mathbf{x} \in \Omega \tag{2.11}
\end{equation*}
$$

where $w$ is the $H^{1}(\Omega)$-solution of

$$
\left\{\begin{array}{l}
\Delta w=0 \quad \text { in } \Omega \backslash \bar{D} \\
(1+\mu) \frac{\partial w^{+}}{\partial \nu}-\frac{\partial w^{-}}{\partial \nu}=\left[-\nabla v_{0}+g_{0}\left(\xi^{*}\right)\right] \cdot \nu \quad \text { on } \partial D \\
w \chi_{\Gamma}+\frac{\partial w}{\partial \nu}\left(1-\chi_{\Gamma}\right)=0 \quad \text { on } \partial \Omega
\end{array}\right.
$$

Substituting $v=v_{0}+\mu g_{0}\left(\xi^{*}\right) V+\mu w$ into (2.3), the error term in (2.9) is

$$
\begin{aligned}
\operatorname{Err}(\mathbf{x})= & \int_{D} \nabla_{\mathbf{x}} \frac{\partial}{\partial x_{3}} \Phi(\mathbf{x}, \mathbf{y}) \cdot\left[\nabla v_{0}(\mathbf{y})-g_{0}\left(\xi^{*}\right) \mathbf{e}_{3}\right] d \mathbf{y}+\mu \int_{D} \nabla_{\mathbf{x}} \frac{\partial}{\partial x_{3}} \Phi(\mathbf{x}, \mathbf{y}) \cdot \nabla w(\mathbf{y}) d \mathbf{y} \\
& +\int_{D} \nabla_{\mathbf{y}} T(\mathbf{x}, \mathbf{y}) \cdot \nabla v(\mathbf{y}) d \mathbf{y}:=I_{1}(\mathbf{x})+I_{2}(\mathbf{x})+I_{3}(\mathbf{x})
\end{aligned}
$$

To estimate $I_{1}$, we begin with proving the estimate

$$
\begin{equation*}
\left|\nabla v_{0}(\mathbf{y})-g_{0}\left(\xi^{*}\right) \mathbf{e}_{3}\right| \leq C \frac{r_{0}}{\rho} g\left(\xi^{*}\right) \tag{2.12}
\end{equation*}
$$

Since $\frac{\partial v_{0}}{\partial x_{3}}$ is harmonic in $\Omega$ and $\left.\frac{\partial v_{0}}{\partial x_{3}}\right|_{\partial \Omega} \geq 0$, from the maximum principle $\frac{\partial v_{0}}{\partial x_{3}}>0$ in $\Omega$. Let $\bar{v}_{0}$ be the harmonic extension of $v_{0}$ from $\Omega_{2 \rho}$ to $B_{2 \rho}$ across $\Gamma$ in such a way that $\bar{v}_{0}\left(x_{1}, x_{2},-x_{3}\right)=2-v_{0}(\mathbf{x})$ for $\mathbf{x} \in \Omega_{2 \rho}$. It is easy to see $\frac{\partial \bar{v}_{0}}{\partial x_{3}}>0$ in $\Omega_{2 \rho}$. Now, let $\mathbf{y} \in D$ be fixed and $\mathbf{y}^{*}=\left(y_{1}, y_{2}, 0\right)$. Note that $\nabla v_{0}\left(\mathbf{y}^{*}\right)=\frac{\partial \bar{v}_{0}}{\partial y_{3}}\left(\mathbf{y}^{*}\right) \mathbf{e}_{3}=g\left(y^{*}\right) \mathbf{e}_{3}$ because $v_{0}=1$ on $\Gamma$. We have

$$
\begin{align*}
\left|\nabla v_{0}(\mathbf{y})-g\left(\xi^{*}\right) \mathbf{e}_{3}\right|= & \left|\nabla v_{0}(\mathbf{y})-\nabla v_{0}\left(\mathbf{y}^{*}\right)+\mathbf{e}_{3}\left[\frac{\partial v_{0}}{\partial y_{3}}\left(\mathbf{y}^{*}\right)-\frac{\partial v_{0}}{\partial y_{3}}\left(\xi^{*}\right)\right]\right| \\
\leq & C\left|y_{3}\right| \int_{0}^{1}\left|\frac{\partial}{\partial y_{3}} \nabla v_{0}\left(t \mathbf{y}+(1-t) \mathbf{y}^{*}\right)\right| d t \\
& +\left|\mathbf{y}^{*}-\xi^{*}\right| \int_{0}^{1}\left|\frac{\partial}{\partial y_{3}} \nabla v_{0}\left(t \mathbf{y}^{*}+(1-t) \xi^{*}\right)\right| d t  \tag{2.13}\\
\leq & C r_{0}\left\|\nabla \frac{\partial}{\partial y_{3}} v_{0}\right\|_{L^{\infty}\left(\Omega_{\rho}\right)} \leq C \frac{r_{0}}{\rho}\left\|\frac{\partial}{\partial y_{3}} \bar{v}_{0}\right\|_{L^{\infty}\left(B_{3 \rho / 2}\right)} .
\end{align*}
$$

In the above inequalities, we use that $\left|y_{3}\right|,\left|\mathbf{y}^{*}-\xi^{*}\right|<r_{0}$ and the standard interior estimate for the harmonic function $\nabla \frac{\partial}{\partial y_{3}} \bar{v}_{0}$. Since $\frac{\partial}{\partial y_{3}} \bar{v}_{0}>0$ in $B_{2 \rho}$, from the Harnack inequality we have

$$
\left\|\frac{\partial}{\partial y_{3}} \bar{v}_{0}\right\|_{L^{\infty}\left(B_{3 \rho / 2}\right)} \leq C g_{0}\left(\xi^{*}\right)
$$

and so (2.12) follows from (2.13) and the above estimate. From (2.12), we have

$$
\left|I_{1}(\mathbf{x})\right| \leq C \frac{1}{|\mathbf{x}-\xi|^{3}} \int_{D}\left|\nabla v_{0}(\mathbf{y})-g\left(\xi^{*}\right) \mathbf{e}_{3}\right| d \mathbf{y} \leq C g_{0}\left(\xi^{*}\right) \frac{r_{0}|D|}{\rho|\mathbf{x}-\xi|^{3}}, \quad \mathbf{x} \in \Gamma_{\rho}
$$

Next, we will estimate $I_{2}$. Using (2.12) and the definition of $w$, we have

$$
\begin{aligned}
(1+\mu) \int_{D}|\nabla w|^{2} d \mathbf{y} & +\int_{\Omega \backslash \bar{D}}|\nabla w|^{2} d \mathbf{y}=\int_{\partial D} w\left[-\nabla v_{0}+g_{0}\left(\xi^{*}\right) \mathbf{e}_{3}\right] \cdot \nu d s_{\mathbf{y}} \\
& =\int_{D} \nabla w \cdot\left[\nabla v_{0}-g_{0}\left(\xi^{*}\right) \mathbf{e}_{3}\right] d \mathbf{y} \leq C g_{0}\left(\xi^{*}\right) \frac{r_{0} \sqrt{|D|}}{\rho}\left(\int_{D}|\nabla w|^{2}\right)^{1 / 2}
\end{aligned}
$$

and so

$$
\begin{equation*}
\left(\int_{D}|\nabla w|^{2}\right)^{1 / 2} \leq C g_{0}\left(\xi^{*}\right) \frac{r_{0} \sqrt{|D|}}{(1+\mu) \rho} . \tag{2.14}
\end{equation*}
$$

Hence, we have

$$
\begin{aligned}
\left|I_{2}(\mathbf{x})\right| & \leq C \frac{1}{|\mathbf{x}-\xi|^{3}} \int_{D}|\nabla w| d \mathbf{y} \leq C \frac{\sqrt{|D|}}{|\mathbf{x}-\xi|^{3}}\left(\int_{D}|\nabla w|^{2}\right)^{1 / 2} \\
& \leq C g\left(\xi^{*}\right) \frac{r_{0}|D|}{\rho|\mathbf{x}-\xi|^{3}}, \quad \mathbf{x} \in \Gamma_{\rho} .
\end{aligned}
$$

Finally, $I_{3}$ can be estimated using (2.4) and the previous estimates (2.12) and (2.14):

$$
\left|I_{3}\right| \leq C \frac{1}{\rho^{3}} \int_{D}|\nabla v| d \mathbf{y} \leq C \frac{1}{\rho^{3}} \int_{D}\left|\nabla v_{0}\right|+\left|g\left(\xi^{*}\right)\right||\nabla V|+|\nabla w| d \mathbf{y} \leq C g\left(\xi^{*}\right) \frac{|D|}{\rho^{3}} .
$$

This completes the proof.
The theorem suggests an idea of reconstructing $D$ approximately. Since $D$ is small and $\xi \in D,(2.9)$ can be expressed roughly as follows. For $\mathbf{x} \in \Gamma_{\rho}$,

$$
\begin{equation*}
\frac{1}{2 \mu}\left[g(\mathbf{x})-g_{0}(\mathbf{x})\right] \approx \frac{|D| g_{0}\left(\xi^{*}\right)}{4 \pi|\mathbf{x}-\xi|^{3}}\binom{\frac{-2 \xi_{3}^{2}+\left(x_{1}-\xi_{1}\right)^{2}+\left(x_{2}-\xi_{2}\right)^{2}}{|\mathbf{x}-\xi|^{2}}\left[1+\mu \frac{\partial V}{\partial y_{3}}(\xi)\right]}{+3 \mu \frac{\xi_{3}\left(x_{1}-\xi_{1}\right) \frac{\partial V}{\partial y_{1}}+\xi_{3}\left(x_{2}-\xi_{2}\right) \frac{\partial V}{\partial y_{2}}}{|\mathbf{x}-\xi|^{2}}} \tag{2.15}
\end{equation*}
$$

because, according to the estimate (2.10), the term $\operatorname{Err}(\mathbf{x})$ does not contribute to the distribution of $\frac{1}{2 \mu}\left[g(\mathbf{x})-g_{0}(\mathbf{x})\right]$ significantly compared with the major term described in the above approximation; $\frac{r_{0}}{\rho}$ is small and $\frac{1}{|\mathbf{x}-\xi|^{3}} \succsim\left\{\frac{r_{0}}{\rho|\mathbf{x}-\xi|^{3}}+\frac{1}{\rho^{3}}\right\}$ for $\mathbf{x} \in \Gamma_{\rho}$ and $|\mathrm{x}-\xi|<\rho / 2$.

Next, we will roughly estimate $V$. Suppose that $D=B_{r}(\xi)$ and $r<r_{0}$. Define

$$
\tilde{V}(\mathbf{y})=\frac{1}{3+\mu} \int_{D} \frac{z_{3}-y_{3}}{4 \pi|\mathbf{z}-\mathbf{y}|^{3}} d \mathbf{z},
$$

which satisfies the following properties:

$$
\begin{aligned}
& \tilde{V}(\mathbf{y})=\frac{1}{3+\mu}\left(\xi_{3}-y_{3}\right) \quad \text { for } \mathbf{y} \in D, \quad \tilde{V}(\mathbf{y})=\frac{r^{3}}{3+\mu} \frac{\xi_{3}-y_{3}}{|\xi-\mathbf{y}|^{3}} \quad \text { for } \mathbf{y} \in \mathbb{R}^{3} \backslash \bar{D}, \\
& (1+\mu) \frac{\partial \tilde{V}^{+}}{\partial \nu}(\mathbf{y})-\frac{\partial \tilde{V}^{-}}{\partial \nu}(\mathbf{y})=-\nu \cdot \mathbf{e}_{3} \quad \text { for } \mathbf{y} \in \partial D,
\end{aligned}
$$

where $\tilde{V}^{+}=\left.V\right|_{D}$ and $\tilde{V}^{-}=\left.V\right|_{\mathbb{R}^{3} \backslash \bar{D}}$ (see [18]). Hence, $V$ can be decomposed into $V(\mathbf{y})=\tilde{V}(\mathbf{y})+U(\mathbf{y})$, where $U$ satisfies

$$
\nabla\left(\left(1+\mu \chi_{D}\right) \nabla U\right)=0 \quad \text { in } \Omega,\left.\quad U\right|_{\Gamma}=\frac{r^{3}}{3+\mu} \frac{-\xi_{3}}{|\mathbf{y}-\xi|^{3}}
$$

Then $U$ can be expressed as

$$
\begin{equation*}
U(\mathbf{y})=U_{0}(\mathbf{y})+\mu \int_{D} \nabla_{\mathbf{z}}\left[\Phi(\mathbf{y}, \mathbf{z})-\Phi\left(\mathbf{y}^{+}, \mathbf{z}\right)\right] \cdot \nabla U(\mathbf{z}) d \mathbf{z}, \quad \mathbf{y} \in \Omega \tag{2.16}
\end{equation*}
$$

where $U_{0}$ is the $H^{1}(\Omega)$-solution of the Dirichlet problem:

$$
\Delta U_{0}=0 \quad \text { in } \Omega,\left.\quad U_{0}\right|_{\partial \Omega}=\left.U\right|_{\partial \Omega} .
$$

From the boundary condition $\left.U_{0}\right|_{\Gamma}, U_{0}$ can be approximated as

$$
U_{0}(\mathbf{y}) \approx \frac{r^{3}}{3+\mu} \frac{-y_{3}-\xi_{3}}{\left|\mathbf{y}^{+}-\xi\right|^{3}}, \quad \mathbf{y} \in \Omega_{\rho}
$$

and so $\nabla U_{0}(\xi) \approx \frac{r^{3}}{(3+\mu) 16 \pi\left|\xi_{3}\right|^{3}} \mathbf{e}_{3}$. Therefore, in view of (2.16) we may approximate

$$
\begin{equation*}
\nabla V(\xi) \approx \frac{\mathbf{e}_{3}}{3+\mu}\left(-1+\frac{r^{3}}{16 \pi\left|\xi_{3}\right|^{3}}\right) . \tag{2.17}
\end{equation*}
$$

This leads to the approximation
$\frac{1}{2 \mu}\left[g(\mathbf{x})-g_{0}(\mathbf{x})\right] \approx \frac{|D| g_{0}\left(\xi^{*}\right)}{3+\mu}\left(1-\frac{r^{3}}{16 \pi\left|\xi_{3}\right|^{3}}\right) \frac{2 \xi_{3}^{2}-\left(x_{1}-\xi_{1}\right)^{2}-\left(x_{2}-\xi_{2}\right)^{2}}{4 \pi|\mathbf{x}-\xi|^{5}}, \quad \mathbf{x} \in \Gamma_{\rho}$,
or simply

$$
\begin{equation*}
\frac{1}{2}\left[g(\mathbf{x})-g_{0}(\mathbf{x})\right] \approx \frac{\mu|D| g\left(\xi^{*}\right)}{3+\mu} \frac{2 \xi_{3}^{2}-\left(x_{1}-\xi_{1}\right)^{2}-\left(x_{2}-\xi_{2}\right)^{2}}{4 \pi|\mathbf{x}-\xi|^{5}}, \quad \mathbf{x} \in \Gamma_{\rho}, \tag{2.18}
\end{equation*}
$$

since $\frac{r^{3}}{16 \pi\left|\xi_{3}\right|^{3}}<\frac{1}{16 \pi}$ is small. This approximation gives an accurate reconstruction algorithm for finding the location $\xi$ and the size $|D|$. This will be discussed in the following sections.
3. Anomaly detection algorithm in the T-Scan model. In this section, based on the mathematical analysis for the simplified model given in the previous section, we will derive a rough detection algorithm for the T-Scan model. With a realistic model, the background complex conductivity $\tau_{1}$ may not be homogeneous, and we met many technical difficulties in carrying out rigorous mathematical analysis that requires various approximations. We will not do all the analysis with the complicated model but will suggest several desired estimates to the reader.

Let $\Omega$ be a bounded domain in $\mathbb{R}^{3}$ with a smooth boundary $\partial \Omega$. The real and imaginary parts of complex conductivities $\tau_{1}=\sigma_{1}+i \omega \epsilon_{1}$ and $\tau_{2}=\sigma_{2}+i \omega \epsilon_{2}$ are positive and bounded. As in the previous section, let $\Gamma \subset \partial \Omega$ be a smooth planar domain lying on the plane $\partial \mathbb{R}_{-}^{3}$ such that $B_{2 \rho}(0) \cap\left\{x_{3}=0\right\} \subset \Gamma \subset B_{3 \rho}(0)$, where $B_{\rho}(\mathbf{z})=\left\{\mathbf{x} \in \mathbb{R}^{3}:|\mathbf{x}-\mathbf{z}|<\rho\right\}$. We denote $\Omega_{\rho}=\Omega \cap B_{\rho}(0)$ and $\Gamma_{\rho}=\Gamma \cap B_{\rho}(0)$. As before, assume that $D$ is a simply connected smooth domain and

$$
\xi \in D \subset \Omega_{\rho}, \quad \operatorname{diam}(D) \leq r_{0}, \quad \text { and } \quad r_{0} \leq \operatorname{dist}(D, \Gamma) \leq A r_{0} .
$$

The mathematical model of the T-Scan system is the following:

$$
\left\{\begin{array}{l}
\left.\nabla \cdot\left(\tau_{1}+\left(\tau_{2}-\tau_{1}\right) \chi_{D}\right) \nabla u(\mathbf{r})\right)=0, \quad \mathbf{r} \in \Omega,  \tag{3.1}\\
u(\mathbf{r})=0, \quad \mathbf{r} \in \Gamma, \\
u(\mathbf{r})=1, \quad \mathbf{r} \in \gamma, \\
\tau_{1} \nabla u(\mathbf{r}) \cdot \nu(\mathbf{r})=0, \quad \mathbf{r} \in \partial \Omega \backslash \Gamma \cup \gamma .
\end{array}\right.
$$

For a fixed frequency $\omega$, let $u$ be the $H^{1}(\Omega)$-solution of (3.1) and $g=\left.\frac{\partial u}{\partial z}\right|_{\Gamma}, f=\left.u\right|_{\partial \Omega}$. Our goal is to reconstruct $D$ from $g$.

To derive a reconstruction algorithm, we need to introduce layer potentials over a smooth surface $\Upsilon$. The single and double layer potentials are defined by

$$
\begin{aligned}
& \mathcal{S}_{\Upsilon}[\varphi](\mathbf{x})=\int_{\Upsilon} \Phi(\mathbf{x}, \mathbf{y}) \varphi(\mathbf{y}) d s_{\mathbf{y}}, \quad \mathbf{x} \in \mathbb{R}^{3}, \\
& \mathcal{D}_{\Upsilon}[\varphi](\mathbf{x}):=\int_{\Upsilon} \nu(\mathbf{y}) \cdot \nabla_{\mathbf{y}} \Phi(\mathbf{x}, \mathbf{y}) \varphi(\mathbf{y}) d s_{\mathbf{y}}, \quad \mathbf{y} \in \mathbb{R}^{3} \backslash \Upsilon .
\end{aligned}
$$

Suppose that $u_{0}$ is the solution of (3.1) in the absence of $D$ and $\left.g_{0}=\frac{\partial u_{0}}{\partial x_{3}} \right\rvert\, \Gamma$. It must be noted that we cannot compute $u_{0}$ explicitly because the background complex conductivity $\tau_{1}$ is unknown. However, let us begin by finding a relation between $D$ and $\left(g-g_{0}\right)$.

Theorem 3.1. Let $\Lambda_{2 \rho}=\partial \Omega_{2 \rho} \backslash \Gamma$. Then
$\frac{1}{2}\left[g(\mathbf{x})-g_{0}(\mathbf{x})\right]=\frac{\partial}{\partial x_{3}} \int_{D}\left(\tau_{2}-\tau_{1}\right) \nabla_{\mathbf{y}} \Phi(\mathbf{x}, \mathbf{y}) \cdot \nabla u(\mathbf{y}) d \mathbf{y}+E_{1}(\mathbf{x})+E_{2}(\mathbf{x}), \quad \mathbf{x} \in \Gamma_{2 \rho}$, where

$$
\begin{array}{r}
E_{1}(\mathbf{x})=\frac{\partial}{\partial x_{3}} \int_{\Omega_{2 \rho}}\left[u(\mathbf{y})-u_{0}(\mathbf{y})\right] \nabla_{\mathbf{y}} \Phi(\mathbf{x}, \mathbf{y}) \cdot \nabla \tau_{1}(\mathbf{y}) d \mathbf{y}, \\
\text { and } E_{2}(x)=\frac{\partial}{\partial x_{3}} \mathcal{S}_{\Lambda_{2 \rho}}\left[\frac{\partial\left(u-u_{0}\right)}{\partial \nu}\right](\mathbf{x})-\frac{\partial}{\partial x_{3}} \mathcal{D}_{\Lambda_{2 \rho}}\left[\tau_{1}\left(u-u_{0}\right)\right](\mathbf{x}) .
\end{array}
$$

Moreover,

$$
E_{1}(\mathbf{x}) \leq C\left\|\nabla \tau_{1}\right\|_{L^{p}\left(\Omega_{2 \rho}\right)} \quad \text { for } \mathbf{x} \in \Gamma_{2 \rho},
$$

where $p>3$.
Proof. For $\mathbf{x} \in \Omega_{2 \rho}$, we have

$$
\begin{aligned}
\tau_{1} u(\mathbf{x})= & -\int_{\Omega_{2 \rho}} \nabla_{\mathbf{y}} \Phi(\mathbf{x}, \mathbf{y}) \cdot \nabla\left[\tau_{1} u(\mathbf{y})\right] d \mathbf{y}+\mathcal{D}_{\Lambda_{2 \rho}}\left[\tau_{1} u\right](\mathbf{x}) \\
=- & \int_{\Omega_{2 \rho}} \tau_{1}(\mathbf{y}) \nabla_{\mathbf{y}} \Phi(\mathbf{x}, \mathbf{y}) \cdot \nabla u(\mathbf{y}) d \mathbf{y}+\mathcal{D}_{\partial \Omega_{2 \rho}}\left[\tau_{1} u\right](\mathbf{x}) \\
& \quad+\int_{\Omega_{2 \rho}} \nabla_{\mathbf{y}} \Phi(\mathbf{x}, \mathbf{y}) \cdot \nabla \tau_{1}(\mathbf{y}) u(\mathbf{y}) d \mathbf{y} \\
=- & \int_{\Omega}\left[\tau_{1}+\left(\tau_{2}-\tau_{1}\right) \chi_{D}\right] \nabla_{\mathbf{y}} \Phi(\mathbf{x}, \mathbf{y}) \cdot \nabla u(\mathbf{y}) d \mathbf{y}+\int_{D}\left[\tau_{2}-\tau_{1}\right] \nabla_{\mathbf{y}} \Phi(\mathbf{x}, \mathbf{y}) \cdot \nabla u(\mathbf{y}) d \mathbf{y} \\
& \quad+\mathcal{D}_{\partial \Omega_{2 \rho}}\left[\tau_{1} u\right](\mathbf{x})+\int_{\Omega_{2 \rho}} \nabla_{\mathbf{y}} \Phi(\mathbf{x}, \mathbf{y}) \cdot \nabla \tau_{1}(\mathbf{y}) u(\mathbf{y}) d \mathbf{y}
\end{aligned}
$$

$$
\begin{gathered}
=-\mathcal{S}_{\Gamma} g(\mathbf{x})-\mathcal{S}_{\Lambda_{2 \rho}}\left[\tau_{1} \frac{\partial u}{\partial \nu}\right](\mathbf{x})+\int_{D}\left[\tau_{2}-\tau_{1}\right] \nabla_{\mathbf{y}} \Phi(\mathbf{x}, \mathbf{y}) \cdot \nabla u(\mathbf{y}) d \mathbf{y} \\
+\mathcal{D}_{\partial \Omega_{2 \rho}}\left[\tau_{1} u\right](\mathbf{x})+\int_{\Omega_{2 \rho}} \nabla_{\mathbf{y}} \Phi(\mathbf{x}, \mathbf{y}) \cdot \nabla \tau_{1}(\mathbf{y}) u(\mathbf{y}) d \mathbf{y}
\end{gathered}
$$

Similarly, $u_{0}$ can be expressed as

$$
\begin{aligned}
\tau_{1} u_{0}(\mathbf{x})= & -\mathcal{S}_{\Gamma} g_{0}(\mathbf{x})-\mathcal{S}_{\Lambda_{2 \rho}}\left[\tau_{1} \frac{\partial u_{0}}{\partial \nu}\right](\mathbf{x})+\mathcal{D}_{\partial \Omega_{2 \rho}}\left[\tau_{1} u_{0}\right](\mathbf{x}) \quad \mathbf{x} \in \Omega_{2 \rho} \\
& +\int_{\Omega_{2 \rho}} \nabla_{\mathbf{y}} \Phi(\mathbf{x}, \mathbf{y}) \cdot \nabla \tau_{1}(\mathbf{y}) u_{0}(\mathbf{y}) d \mathbf{y}
\end{aligned}
$$

Since $\left(u-u_{0}\right)=0$ on $\Gamma$, for $\mathbf{x} \in \Omega_{2 \rho}$

$$
\begin{aligned}
\tau_{1}\left[u(\mathbf{x})-u_{0}(\mathbf{x})\right]=\mathcal{S}_{\Gamma} & {\left[g_{0}-g\right](\mathbf{x})+\int_{D}\left[\tau_{2}-\tau_{1}\right] \nabla_{\mathbf{y}} \Phi(\mathbf{x}, \mathbf{y}) \cdot \nabla u(\mathbf{y}) d \mathbf{y} } \\
& +\mathcal{S}_{\Lambda_{2 \rho}}\left[\tau_{1} \frac{\partial\left(u_{0}-u\right)}{\partial \nu}\right](\mathbf{x})+\mathcal{D}_{\Lambda_{2 \rho}}\left[\tau_{1}\left(u-u_{0}\right)\right](\mathbf{x}) \\
& +\int_{\Omega_{2 \rho}} \nabla_{\mathbf{y}} \Phi(\mathbf{x}, \mathbf{y}) \cdot \nabla \tau_{1}(\mathbf{y})\left[u(\mathbf{y})-u_{0}(\mathbf{y})\right] d \mathbf{y}
\end{aligned}
$$

Hence, by applying $\frac{\partial}{\partial x_{3}}$ through the above identity at $\mathbf{x} \in \Gamma_{2 \rho}$ and using the standard trace formula for single layer potentials, we have

$$
\begin{aligned}
\frac{\partial}{\partial x_{3}}\left[\tau_{1}\left(u(\mathbf{x})-u_{0}(\mathbf{x})\right]=\right. & \frac{1}{2}\left[g(\mathbf{x})-g_{0}(\mathbf{x})\right]+\frac{\partial}{\partial x_{3}} \int_{D}\left[\tau_{2}-\tau_{1}\right] \nabla_{\mathbf{y}} \Phi(\mathbf{x}, \mathbf{y}) \cdot \nabla u(\mathbf{y}) d \mathbf{y} \\
& +E_{1}(\mathbf{x})+E_{2}(\mathbf{x}), \quad \mathbf{x} \in \Gamma_{2 \rho}
\end{aligned}
$$

Moreover, for $\mathbf{x} \in \Gamma_{2 \rho}$,

$$
\frac{\partial}{\partial x_{3}}\left[\tau_{1}\left(u(\mathbf{x})-u_{0}(\mathbf{x})\right]=\frac{\partial \tau_{1}}{\partial x_{3}}\left(u(\mathbf{x})-u_{0}(\mathbf{x})\right)+\left[g(\mathbf{x})-g_{0}(\mathbf{x})\right]=\left[g(\mathbf{x})-g_{0}(\mathbf{x})\right]\right.
$$

The $E_{1}$ can be estimated by

$$
\left|E_{1}(\mathbf{x})\right| \leq \int_{\Omega_{2 \rho}} \frac{\left|u(\mathbf{y})-u_{0}(\mathbf{y})\right|}{|\mathbf{x}-\mathbf{y}|^{3}}\left|\nabla \tau_{1}(\mathbf{y})\right| d \mathbf{y}, \quad \mathbf{x} \in \Gamma_{2 \rho}
$$

Since $\frac{u(\mathbf{y})}{y_{3}}$ and $\frac{u_{0}(\mathbf{y})}{y_{3}}$ are bounded in $\Omega_{2 \rho}$ due to $u=0=u_{0}$ on $\Gamma$,

$$
\left|E_{1}(\mathbf{x})\right| \leq C\left\|\nabla \tau_{1}\right\|_{L^{p}\left(\Omega_{2 \rho}\right)}
$$

where $p>3$ and $C$ depends only on $p$ and $\left\|\frac{u-u_{0}}{y_{3}}\right\|_{L^{\infty}\left(\Omega_{2 \rho}\right)}$. This completes the proof.

In our reconstruction algorithm, we will neglect the terms $E_{1}(\mathbf{x})$ and $E_{2}(\mathbf{x})$ in the identity (3.2). Since the background complex conductivity $\tau_{1}$ is a small perturbation of a constant inside the region $\Omega_{2 \rho},\left\|\nabla \tau_{1}\right\|_{L^{2}\left(\Omega_{2 \rho}\right)}$ is small and so is $E_{1}(\mathbf{x})$ for $\mathbf{x} \in \Gamma_{\rho}$. The term $E_{2}(x)=\frac{\partial}{\partial x_{3}} \mathcal{S}_{\Lambda_{2 \rho}}\left[\frac{\partial\left(u-u_{0}\right)}{\partial \nu}\right](\mathbf{x})-\frac{\partial}{\partial x_{3}} \mathcal{D}_{\Lambda_{2 \rho}}\left[\tau_{1}\left(u-u_{0}\right)\right](\mathbf{x})$ is a sum of integral over $\Lambda_{2 \rho}$ that sustains a distance larger than $\rho$ from the observation point $\mathbf{x} \in \Gamma_{\rho}$. Furthermore, the difference $\left.\left(u-u_{0}\right)\right|_{\Lambda_{2 \rho}}$ is small, and so $E_{2}(\mathbf{x}), \mathbf{x} \in \Gamma_{\rho}$ can be viewed as a negligibly small term. Hence, the identity (3.2) can be approximated as

$$
\begin{equation*}
\frac{1}{2}\left[g(\mathbf{x})-g_{0}(\mathbf{x})\right] \approx \frac{\partial}{\partial x_{3}} \int_{D}\left(\tau_{2}-\tau_{1}\right) \nabla_{\mathbf{y}} \Phi(\mathbf{x}, \mathbf{y}) \cdot \nabla u(\mathbf{y}) d \mathbf{y}, \quad \mathbf{x} \in \Gamma_{\rho} \tag{3.3}
\end{equation*}
$$

which is essentially the same as (2.15).

Under the assumption that $\tau_{1}$ and $\tau_{2}$ are small perturbations of two constants, we have the following approximation that corresponds to the approximation (2.18):

$$
\frac{1}{2}\left[g(\mathbf{x})-g_{0}(\mathbf{x})\right] \approx \frac{3 \alpha\left(\tau_{1}-\tau_{2}\right)}{2 \tau_{1}+\tau_{2}}|D| \frac{2 \xi_{3}^{2}-\left(x_{1}-\xi_{1}\right)^{2}-\left(x_{2}-\xi_{2}\right)^{2}}{4 \pi|\mathbf{x}-\xi|^{5}}, \quad \mathbf{x} \in \Gamma_{\rho}
$$

where $\alpha=\frac{1}{\left|\Gamma_{\rho}\right|} \int_{\Gamma_{\rho}} g$ denotes the average of $g$ over $\Gamma_{\rho}$.
This rough estimate leads us to derive the following anomaly detection algorithm via simple elementary algebra:

- Transversal position. The anomaly $D$ lies below the point $\xi^{*}$ at which the absolute value $\left|g\left(\mathbf{x}^{*}\right)-g_{0}\left(\mathbf{x}^{*}\right)\right|$ has the greatest quantity:

$$
\begin{equation*}
\left|g\left(\xi^{*}\right)-g_{0}\left(\xi^{*}\right)\right|=\max _{\mathbf{x} \in \Gamma_{\rho}}\left|g(\mathbf{x})-g_{0}(\mathbf{x})\right| . \tag{3.4}
\end{equation*}
$$

- Depth. Let $\mathbf{x}_{0}$ be any chosen point in $\Gamma_{\rho}$ near $\xi^{*}$ and let $l$ be the distance between $\xi^{*}$ and $\mathbf{x}_{0}$, that is, $l=\left|\xi^{*}-\mathbf{x}_{0}\right|$. The depth $d$ is determined by the identity

$$
\begin{equation*}
\left|\frac{g\left(\xi^{*}\right)-g_{0}\left(\xi^{*}\right)}{g\left(\mathbf{x}_{0}\right)-g_{0}\left(\mathbf{x}_{0}\right)}\right|=\frac{\left|2-\frac{l^{2}}{d^{2}}\right|}{2\left(\frac{l^{2}}{d^{2}}+1\right)^{5 / 2}} \tag{3.5}
\end{equation*}
$$

Remark 3.2 (multifrequency). We often do not have a priori knowledge of the background complex conductivity $\tau_{1}$, and so we cannot compute the data $g_{0}$. In this case, we may use more than two different frequencies for the detection algorithm provided that the frequency dependencies of conductivity and permittivity values for background and anomaly are significantly different. Suppose $\tilde{\omega}$ is a frequency such that the corresponding $\tilde{\tau}_{2}$ is quite different from $\tau_{2}$, while $\tilde{\tau}_{1}$ is close to $\tau_{1}$. Let $\tilde{u}$ be the solution of (3.1) for the frequency $\tilde{\omega}$ and let $\tilde{g}=\left.\frac{\partial u}{\partial \nu}\right|_{\Gamma}$. Suppose now that the difference $\tau_{2}-\tilde{\tau}_{2}$ in cancerous region $D$ is much larger than the difference $\tau_{1}-\tilde{\tau}_{1}$ in the normal region. Then the expression corresponding to (2.18) is

$$
\frac{1}{2}[\tilde{g}(\mathbf{x})-g(\mathbf{x})] \approx \frac{9 \alpha \tau_{1}\left(\tau_{2}-\tilde{\tau}_{2}\right)}{\left(2 \tau_{1}+\tau_{2}\right)\left(2 \tau_{1}+\tilde{\tau}_{2}\right)}|D| \frac{2 \xi_{3}^{2}-\left(x_{1}-\xi_{1}\right)^{2}-\left(x_{2}-\xi_{2}\right)^{2}}{4 \pi|\mathbf{x}-\xi|^{5}}, \quad \mathbf{x} \in \Gamma_{\rho}
$$

This rough estimate leads to the similar anomaly detection formula as (3.4) and (3.5).
4. Numerical experiments. In this section, we present results of numerical simulations using the anomaly estimation algorithm derived in the previous section. We set the scanning probe region as $\Gamma=[-25,25] \times[-25,25] \times\{0\} \mathrm{mm}^{2}$ including $16 \times 16$ electrodes. The total amount of current through all 256 electrodes is assumed to be 0.2 mA . The inhomogeneous background complex conductivity $\tau_{1}$ is set as

$$
\tau_{1}= \begin{cases}0.005+100 w \epsilon_{0} i & \text { if } \mathbf{x} \in E[(-12.5,-12.5,-35) ;(7.5,5,5)] \text { in } \mathrm{mm} \\ 0.01+500 w \epsilon_{0} i & \text { if } \mathbf{x} \in E[(12.5,12.5,-30) ;(5,7.5,5)] \text { in } \mathrm{mm} \\ 0.3+40000 w \epsilon_{0} i & \text { if } \mathbf{x} \in E[(-12.5,12.5,-40) ;(7.5,7.5,7.5)] \text { in } \mathrm{mm} \\ 0.05+30000 w \epsilon_{0} i & \text { if } \mathbf{x} \in E[(0,-2.5,-32.5) ;(7.5,2.5,2.5)] \text { in } \mathrm{mm} \\ 0.003+800 w \epsilon_{0} i & \text { otherwise }\end{cases}
$$

where $\omega=2 \pi \times 10^{3} \mathrm{rad} / \mathrm{s}, \epsilon_{0}=8.854 \times 10^{-12} \mathrm{~F} / \mathrm{m}$ is the permittivity of the free space, and $E\left[\mathbf{z} ;\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)\right]:=\left\{\mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right) \left\lvert\, \sum_{i=1}^{3}\left(\frac{x_{j}-z_{j}}{\lambda_{j}}\right)^{2} \leq 1\right.\right\}$. We set the anomaly $D$ to be reconstructed as

$$
D=E\left[\mathbf{z}_{0} ;(2.5,2.5,2.5)\right] \text { in } \mathrm{mm}
$$

with its center at $\mathbf{z}_{0}$ and complex conductivity $\tau_{2}=0.2+2000 \omega \epsilon_{0} i$.


Fig. 4.1. Plots (a-1,2), (b-1,2), and (c-1,2) are real and imaginary parts of $\left(g-g_{0}\right)$ in $m A$ corresponding to $D$ having three different centers $\mathbf{z}=(0,0,-5),(6.25,3.75,-7.5),(-10,-10,-10)$ in $m m$, respectively.

TABLE 4.1
Performance of the proposed detection algorithm.

| True center of $D(:=\mathbf{z})$ | $(0,0,-5)$ | $(6.25,3.75,-7.5)$ | $(-10,-10,-10)$ |
| :---: | :---: | :---: | :---: |
| Detected center of $D\left(:=\mathbf{z}^{*}\right)$ | $(0,0,-4.73)$ | $(6.65,3.36,-7.05)$ | $(-10,-10,-9.50)$ |
| Error $\left(:=\left\\|\mathbf{z}-\mathbf{z}^{*}\right\\|\right)$ | 0.27 | 0.72 | 0.5 |

Since we do not know the exact background complex conductivity $\tau_{1}$ in practice, we compute $g_{0}$ by solving (3.1) in the absence of $D$ with the homogeneous background $\hat{\tau}_{1}=0.003+800 w \epsilon_{0} i$ instead of the inhomogeneous $\tau_{1}$. We compute $g$ from (3.1) in the presence of $D$ with the inhomogeneous $\tau_{1}$. Notice that $\left(g-g_{0}\right)$ contains some unavoidable noise due to the unknown inhomogeneity $\left(\tau_{1}-\hat{\tau}_{1}\right)$. Now we try to detect $D$ from the difference $\left(g-g_{0}\right)$.

Figure 4.1 shows the real and imaginary parts of $\left(g-g_{0}\right)$ with $D$ having three different centers $\mathbf{z}=(0,0,-5),(6.25,3.75,-7.5)$, and $(-10,-10,-10)$ in mm. First we determine the transversal position $\left(\xi^{*}\right)$ using (3.4). For the depth estimate of the anomaly, we can choose any point $\mathbf{x}_{0}$ near $\xi^{*}$. However, if we choose a point far away from $\xi^{*}$, the difference $\left|g\left(\xi^{*}\right)-g_{0}\left(\xi^{*}\right)\right|$ may not be distinguished from noise. Therefore, we select four different nearest electrodes around $\xi^{*}$ for the choice of the point $\mathbf{x}_{0}$ in (3.5) and take the average value to determine the depth using (3.5). Table 4.1 shows the results of the proposed detection algorithm.

We now test the noise tolerance of the algorithm by adding a random noise on $g$. We generate noised data $g_{n}$ by

$$
g_{n}=g+\|g\|_{2} * N L * R N
$$

where $\|g\|_{2}$ is the $L^{2}$ norm of $g$ on $\Gamma_{\rho}, N L$ is a noise level, and $R N$ is a ran-


FIG. 4.2. Noised data $\left(g-g_{n}\right)$ : (a) noise 0\%, (b) noise $0.5 \%$, and (c) noise $1 \%$ for the anomaly $D_{1}=E[(0,0,-3.75) ;(2.5,2.5,2.5)]$ in mm .

TABLE 4.2
Detection of centers of anomalies with noised data.

| Noise level | $0 \%$ | $0.5 \%$ | $1 \%$ |
| :---: | :---: | :---: | :---: |
| Detected center of $D_{1}$ | $(0,0,-3.62)$ | $(0,0,-4.40)$ | $(0,0,-5.18)$ |
| Detected center of $D_{2}$ | $(0,0,-4.73)$ | $(0,0,-6.34)$ | $(0,0,-7.07)$ |
| Detected center of $D_{3}$ | $(0,0,-5.88)$ | $(0,0,-7.74)$ | $(0,0,-9.85)$ |

dom number uniformly distributed on the interval $(-1,1)$. For the anomaly $D_{1}=$ $E[(0,0,-3.75) ;(2.5,2.5,2.5)]$ in mm , noised data $\left(g-g_{n}\right)$ with $0.5 \%$ and $1 \%$ noise are shown in Figure $4.2(\mathrm{~b})$ and (c), respectively. We also apply the algorithm for anomalies $D_{2}=E[(0,0,-5) ;(2.5,2.5,2.5)]$ and $D_{3}=E[(0,0,-6.25) ;(2.5,2.5,2.5)]$ in mm with different depths from $D_{1}$. The detected centers of $D_{1}, D_{2}$, and $D_{3}$ are summarized in Table 4.2. From the results in Tables 4.1 and 4.2, we can see that the performance of the algorithm is quite good in terms of both transversal position and depth estimates. Experimental verification of these results will be a part of our future studies.
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#### Abstract

This paper concerns a codimension-two analysis of the interaction between various resonances that occur in an upright flexible rod subject to sinusoidal parametric excitation. Particular attention is paid to rods that are just longer than their critical length for self-weight buckling, and their possible stabilization by the excitation. Previous work has identified three small dimensionless parameters in this problem: the closeness of the length (divided by the cube root of bending stiffness) to the critical one, the amplitude of excitation, and the reciprocal of the frequency of excitation. Multiple timescale analysis is used to show how the asymptotics of resonance tongues in the amplitude-versus-bending-stiffness plane becomes of lower order at certain special values of the frequency ratio where two resonances interact. In particular, an $O(1)$ change in the shape of the parameter region of the stabilized supercritical rod occurs through interaction with the pure harmonic resonance of some other mode of vibration of the rod. It is also shown how to include material damping within the analysis. The results help explain why earlier theories failed to qualitatively explain experimental observation, and are also likely to be of relevance in other three-parameter parametric resonance problems for continuous structures.
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1. Introduction. It is well known that if a column exceeds a certain critical length it will, when placed upright, buckle under its own weight. A recent experiment by Mullin, reported in [14] (see also [1, 2]), has demonstrated that a piece of "curtain wire" that is longer than its critical length can be stabilized by subjecting its bottom support point to a vertical vibration of appropriate amplitude and frequency. In two previous papers, $[5,8]$, henceforth referred to as Part I and Part II, respectively, we made a numerical and asymptotic study of the linear and nonlinear equations that govern the behavior of such a column.

In Part I we noted that there are three key dimensionless parameters in this problem: $B$, the ratio of the column's bending stiffness to the cube of its length; $\eta$ (called $1 / \delta$ in that paper), the square of the ratio of the frequency of excitation to that of the pendulum of the same length $(\sqrt{g / \ell})$; and $\varepsilon$, the amplitude of excitation. By looking in the $(B, \varepsilon)$ plane for fixed $\eta$, one can then analyze the stability of the upright position using Floquet analysis and double scale asymptotics, in much the same way as one does for the single-degree-of-freedom Mathieu equation (e.g., $[11,16])$. The result for the fundamental instability curve is to show that for "most" $\eta$-values it is possible to stabilize, for small $\varepsilon$, a column that is just longer ( $B<B_{c}$ ) than its critical length for self-weight buckling. In fact, this criterion gives a lower bound on the frequency of excitation that is required in order to stabilize a column

[^16]of a given length. However, this lower bound is too conservative when compared with experiments [14], nor does this criterion give the observed upper bound.

Part II concerns an attempt to answer these deficiencies by considering, in addition, harmonic and subharmonic instabilities. In that paper the analysis was also extended to include a fully geometrically nonlinear formulation, but the ensuing weakly nonlinear asymptotic analysis in essence held no surprises. However, it was observed that the quadratic-in- $\varepsilon$ coefficient of the $B$-value bounding the fundamental stability region can undergo singularities as $\eta$ varies. These occur precisely when a first harmonic resonance has the same $B$-value as the self-weight buckling $B=B_{c}$. In fact, in the analyses of both the fundamental and harmonic instabilities, the asymptotic expansions became invalid at these special values of the excitation frequency. This breakdown appears to be an artifact of the particular expansions used there. In this paper we offer an alternative expansion procedure that avoids this difficulty.

The key is to think of this as a genuinely three-parameter problem, and expand both $B$ and $\eta$ in powers of $\varepsilon$ in a neighborhood of these codimension-two resonance tongue interaction points. In what follows we shall consider only the linear equations of motion of the column, since the tongue interaction we wish to describe involves the (loss of) linear stability of an upright column. As in Part II, the results can be extended to include geometrically nonlinear terms to give the amplitude and stability of the bifurcating motion. But since our prime objective is to describe the shape of stability regions in a neighborhood of codimension-two points, we shall omit such complications here.

The rest of the paper is outlined as follows. Section 2 contains a brief review of the mathematical formulation and some new insight into the behavior of eigenmodes and resonances as parameters are varied. Section 3 then considers the possibility of two instabilities occurring at once and introduces a general asymptotic expansion procedure for unfolding such a situation. The details of all the asymptotics are relegated to various appendices. It is argued how only a few of these interactions lead to a qualitatively significant change in the stability regions, including the case where there is a singularity in the coefficient of the subharmonic resonance boundary (with dimensionless frequency $1 / 2$ ), due to its interaction with the tongue corresponding to frequency $3 / 2$. Section 4 then studies the important special case where the fundamental buckling instability interacts with a first harmonic resonance of any one of the higher-order eigenmodes. Section 5 shows how the results are modified in the presence of damping. Section 6 compares the analysis of this paper to the results of the curtain wire experiments, and, finally, section 7 draws conclusions and discusses the results in a wider context.
2. Mathematical formulation. Consider an initially straight column of length $\ell$, with a uniform circular cross-section of radius $a \ll \ell$ and mass linear density $m$ per unit length (see Figure 2.1). The column is assumed to be inextensible, unshearable, and linearly elastic with bending stiffness $\bar{B}$. It is further assumed that the lower end is clamped upright and is displaced by a vertical harmonic oscillation equal to $\Delta \cos \omega_{0} \bar{t}$. The upper end is assumed to be free. The derivation of the geometrically nonlinear equations that govern the motion of the centerline $\overline{\mathbf{R}}(\bar{s}, \bar{t})$ and tension $\bar{T}(\bar{s})$ of such a column was detailed in Parts I and II. There it was shown that the effects of rotary inertia and torsional waves in the angular momentum equation can be neglected. Also, in [9] it is shown, via homogenization of a system of links with stiff, damped joints, how to include a dimensionless coefficient of material damping $\Gamma$ into the linearized equations. This leads to material damping that is proportional to the time derivative


Fig. 2.1. Definition sketch in which $\mathbf{R}(s, t)=\ell \mathbf{r}(s, t)+\ell s \mathbf{k}+\Delta \cos (t) \mathbf{k}$, where $\ell s$ is the arclength parameter for the inextensible centerline of the circular column.
of the fourth-derivative bending stiffness term. Note that this form of damping also occurs in models used in structural geology [13].
2.1. Linearized equations. The dimensionless form of the linearized equations and boundary conditions governing small amplitude motion $\mathbf{r}(s, t)$ of the column about the oscillating upright position are (cf. Part II, (2.5), (2.6), and (2.7))

$$
\begin{equation*}
\eta\left\{\gamma \mathrm{Dr}{ }^{I V}+\mathrm{D}^{2} \mathbf{r}-\varepsilon \cos t\left[(1-s) \mathbf{r}^{\prime}\right]^{\prime}\right\}=-\mathcal{M} \mathbf{r}+T^{\prime} \mathbf{k} \tag{2.1}
\end{equation*}
$$

where ()$^{\prime}=\partial / \partial s, D=\partial / \partial t$, and

$$
\begin{gather*}
\mathcal{M} \mathbf{r}:=B \mathbf{r}^{I V}+\left[(1-s) \mathbf{r}^{\prime}\right]^{\prime}, \quad \text { subject to }  \tag{2.2}\\
\mathbf{r}=\mathbf{r}^{\prime}=\mathbf{0} \quad \text { at } s=0, \quad \mathbf{r}^{\prime \prime}=\mathbf{r}^{\prime \prime \prime}=\mathbf{0}, \quad T=0 \quad \text { at } s=1 . \tag{2.3}
\end{gather*}
$$

Furthermore, upon linearization, inextensibility implies

$$
\begin{equation*}
\mathbf{r}^{\prime} \cdot \mathbf{k}=0 \tag{2.4}
\end{equation*}
$$

The dimensionless variables are defined in terms of the dimensional variables by the following relations:

$$
\left.\begin{array}{c}
s=\frac{\bar{s}}{\ell}, \quad \mathbf{r}=\frac{\overline{\mathbf{R}}}{\ell}-(\varepsilon \cos t+s) \mathbf{k}, \quad t=\omega_{0} \bar{t}, \quad \gamma=\frac{\Gamma \ell \omega}{m g} \\
T=\frac{\bar{T}}{m g \ell}-(1-\eta \varepsilon \cos t)(1-s), \quad B=\frac{\bar{B}}{m g \ell^{3}}, \quad \eta=\frac{\omega_{0}^{2} \ell}{g}, \quad \varepsilon=\frac{\Delta}{\ell} . \tag{2.5}
\end{array}\right\}
$$

In fact, we can eliminate $T$ immediately by considering the $\mathbf{k}$ component of (2.1) subject to condition (2.4), which gives the result $T \equiv 0$. Moreover, without loss of generality at this linearized level, we can assume that the motion is restricted to the $(\mathbf{i}, \mathbf{k})$-plane and write $\mathbf{R}(s, t)=u(s, t) \mathbf{i}$, where $u$ satisfies the scalar inhomogeneous, parametrically forced linear PDE

$$
\begin{equation*}
\mathrm{M} u+\eta\left\{\gamma \mathrm{D} u^{I V}+\mathrm{D}^{2} u-\varepsilon \cos t\left[(1-s) u^{\prime}\right]^{\prime}\right\}=0 \tag{2.6}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathrm{M} u:=B u^{I V}+\left[(1-s) u^{\prime}\right]^{\prime} \quad \text { subject to }  \tag{2.7}\\
u=u^{\prime}=0 \quad \text { at } s=0, \quad u^{\prime \prime}=u^{\prime \prime \prime}=0 \quad \text { at } s=1 . \tag{2.8}
\end{gather*}
$$

This completes the formulation of the linear stability problem for the vertically oscillated column. For the majority of this paper we shall consider the perfect rod without the presence of material damping.
2.2. Eigenmodes of the unforced, undamped problem. Consider $\varepsilon=\gamma=$ 0 . This is the unforced problem. The general linear solution for a given $B$-value is a superposition of eigenmodes

$$
\sum_{n}\left\{A_{n} \cos \sqrt{\lambda_{n} / \eta_{n}} t+B_{n} g_{n} \sin \sqrt{\lambda_{n} / \eta_{n}} t\right\} \phi_{n}(s ; B)
$$

where $\phi_{n}$ is the eigenmode of M corresponding to $\lambda_{n}$. That is, $\left(\phi_{n}, \lambda_{n}\right)$ satisfy

$$
\begin{equation*}
\mathrm{M} \phi_{n}-\lambda_{n} \phi_{n}=0 \tag{2.9}
\end{equation*}
$$

together with boundary conditions (2.8). Note that for each $B$-value the operator M is self-adjoint and so the eigenfunctions form a complete orthonormal basis for $L^{2}$ subject to the boundary conditions (2.8), where we choose to normalize each eigenfunction such that its $L^{2}$-norm is unity. Then, upon defining

$$
\langle a, b\rangle=\int_{0}^{1} a(s) b(s) d s
$$

we have

$$
\begin{equation*}
\left\langle\phi_{i}, \phi_{j}\right\rangle=\delta_{i, j}, \quad\left\langle\phi_{i}, \mathrm{M} \phi_{j}\right\rangle=\lambda_{j} \delta_{i, j} \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle\phi_{i}^{I V}, v\right\rangle=\left\langle\phi_{i}^{\prime \prime}, v^{\prime \prime}\right\rangle, \quad\left\langle\phi_{i}, \mathrm{~L} v\right\rangle=\left\langle v, \mathrm{~L} \phi_{i}\right\rangle=-B\left\langle\phi_{i}^{\prime \prime}, v^{\prime \prime}\right\rangle+\lambda_{i}\left\langle\phi_{i}, v\right\rangle \tag{2.11}
\end{equation*}
$$

for any function $v(s)$ satisfying the boundary conditions (2.8). Here

$$
\begin{equation*}
\operatorname{Lv} v(s):=\left[(1-s) v^{\prime \prime}-v^{\prime}\right] \tag{2.12}
\end{equation*}
$$

These identities will prove useful in what follows.
The eigenmodes $\phi_{n}(s ; B)$ are in general not expressible in closed form except at the special values of $B$ at which $\lambda_{n}(B)=0$, in which case (see Part II, section 3) there is a solution in terms of the Bessel function $J_{-1 / 3}$. The same analysis shows that there are infinitely many such $B$-values, $B_{0, n}, n=1,2,3,4, \ldots$, accumulating at $B=0$, the first few values of which are $B_{0,1}=0.127594, B_{0,2}=0.017864, B_{0,3}=0.0067336$, and $B_{0,4}=0.0003503$. These correspond, respectively, to where each eigenvalue locus $\lambda_{n}(B)$, for $n=1,2,3,4$, crosses the $B$-axis, with the corresponding eigenmode there having $n-1$ internal zeros. The lowering of $B$ through each $B_{0, n}$-value implies that the $n$th mode becomes linearly unstable. Hence for $B>B_{c}:=B_{0,1}$ the unforced rod is stable to self-weight buckling (a result known to Greenhill [10]). Numerically, in Part I it was found that each eigenmode $\phi_{n}(s)$ retains a qualitatively similar mode shape for $B>B_{0, n}$ and that the corresponding loci $\lambda_{n}(B)$ are approximately straight lines (see Part I, Figure 2 and the schematic diagram in the upper part of Figure 2.2 below). In fact, we can now identify the slopes of those lines via the following asymptotic analysis.

Consider a rod for a specific length $B=B_{0}$ with eigenvalue and eigenmode $\left(\lambda_{n}, \phi_{n}\right)$ for some $n$. Let us expand in a small parameter $\delta$ via

$$
\begin{gathered}
B=B_{0}+\delta B_{1}, \quad \phi=\phi_{n}+\delta f_{1}+\delta^{2} f_{2}+\cdots \\
\lambda=\lambda_{n}+\delta \sigma_{1}+\delta^{2} \sigma_{2}+\cdots
\end{gathered}
$$



FIG. 2.2. Summarizing schematically the results from Part I and the formula (2.17). The upper part shows eigenvalue loci $\lambda_{n}(B)$ and the definition of the points $B_{\alpha, n}, \alpha=0,1 / 2,1,3 / 2, \ldots$ In the lower part instability tongues in the $(B, \varepsilon)$-plane are shown to occur with root points $B_{\alpha, n}$ and to have width $\varepsilon^{2 \alpha}$. The shaded regions correspond to where the vertical solution is stable. Solid lines represent neutral stability curves with Floquet multiplier +1 (where $\alpha$ is an integer) and dashed lines correspond to multiplier -1 (where $\alpha$ is half an odd integer).

Taking these expansions and substituting them into the eigenvalue equation (2.9), and collecting powers of $\delta$, we obtain

$$
\begin{align*}
& \left(\mathrm{M}_{0}-\lambda_{n}\right) f_{1}=-B_{1} \phi_{n}^{I V}+\sigma_{1} \phi_{n}  \tag{2.13}\\
& \left(\mathrm{M}_{0}-\lambda_{n}\right) f_{2}=-B_{1} f_{1}^{I V}+\sigma_{1} f_{1}+\sigma_{2} \phi_{n} \tag{2.14}
\end{align*}
$$

where $\mathrm{M}_{0}$ is the operator M evaluated at $B=B_{0}$. The solvability condition for the $O(\delta)$ equation is that the right-hand side of (2.13) should be orthogonal to the eigenfunction $\phi_{n}$ of the left-hand side. Using the first identity in (2.11), this yields

$$
\sigma_{1}=B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime},\right\rangle \quad \text { and } \quad\left\langle f_{1}, \phi_{n}\right\rangle=0
$$

At the next order, the same solvability condition applied to (2.14) yields

$$
\sigma_{2}=B_{1}\left\langle\phi_{n}^{\prime \prime}, f_{1}^{\prime \prime}\right\rangle
$$

where $f_{1}$ is the solution of

$$
\begin{equation*}
\mathrm{M}_{0} f_{1}-\lambda_{n} f_{1}=\sigma_{1}\left(\phi_{n}-\frac{1}{\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle} \phi_{n}^{I V}\right) \tag{2.15}
\end{equation*}
$$

subject to the boundary conditions (2.8). Combining these results we obtain the following asymptotic expression for dependence of any eigenvalue on $B$ :

$$
\begin{equation*}
\lambda=\lambda_{n}+\delta B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle+\delta^{2} B_{1}\left\langle\phi_{n}^{\prime \prime}, f_{1}^{\prime \prime}\right\rangle+O\left(\delta^{3}\right) \tag{2.16}
\end{equation*}
$$

where we have used explicitly $\left\langle\phi_{n}, \phi_{n}\right\rangle=1$. Note that the linear term is a positive definite quantity for all $B$. Hence the slopes of the loci $\lambda(B)$ are strictly positive for
all $n$ and $B$. This proves a property that was observed only numerically in Part I. In fact, we found there numerically that for $\lambda_{n}(B)>0$ each locus is in fact well approximated by a straight line.
2.3. Dynamic resonances. Consider now the parametrically excited problem $\varepsilon \neq 0$. It is not difficult to see that in the limit $\varepsilon \rightarrow 0$, the dimensionless drive angular frequency $\eta$ will be in resonance with a natural vibration frequency $\lambda_{n}$ whenever $\lambda_{n}(B)=p^{2} \eta$ for some $n>0, p \geq 0$. Such $B$-values we label as $B=B_{p, n}$. Similarly, subharmonic resonances occur in the limit $\varepsilon \rightarrow 0$ at points $B=B_{p / 2, n}$ defined for odd integers $p$ such that $\lambda_{n}(B)=p^{2} \eta / 2$.

Using Floquet theory (see Part I) one can deduce that for $\varepsilon>0$, each of these resonance points $B_{\alpha, n}$ for nonnegative half-integers $\alpha$ is the root point of an instability tongue in the ( $B, \varepsilon$ )-plane (see Figure 2.2). One branch of the tongue corresponds to neutral modes whose leading-order term is $\phi_{n}(s) \cos \alpha t$ (in phase with the excitation) and the other to modes with leading-order term $\phi_{n}(s) \sin \alpha t$ (out of phase with the excitation). The case $\alpha=0$ is special. This corresponds to the instability resulting from one of the pure buckling modes. From such a root point $B=B_{0, n}$ there is thus a single curve in the $(B, \varepsilon)$-plane corresponding to an instability whose mode shape is time independent to leading order. Figure 2.3 shows actual tongue boundaries in the $(B, \varepsilon)$-plane computed using the numerical Floquet theory method presented in Part I.

In fact, following the general asymptotics laid out in section 3, we can add to this result. Specifically, any instability with root point $B_{\alpha, n}$ which is a resonance whose neutral modes are like $\cos \alpha t$ or $\sin \alpha t$, leads to a tongue the boundaries of which are (under certain nondegeneracy assumptions) given by

$$
\begin{equation*}
B=B_{\alpha, m}+\sum_{j=2}^{2 \alpha-1} B_{j} \varepsilon^{j}+B_{2 \alpha}^{ \pm} \varepsilon^{2 \alpha} \tag{2.17}
\end{equation*}
$$

for some coefficients $B_{j}$ and $B_{2 \alpha}^{ \pm}$. Here the superscript "+" represents a neutral stability curve corresponding to motion whose time variation is $\cos \alpha t$, i.e., in phase with the drive, and the superscript "-" corresponds to the neutral stability of out-of-phase motion whose time variation is $\sin \alpha t$. See Appendix D for the details.

Thus the simplest family of subharmonic resonances, corresponding to $\alpha=1 / 2$, leads to linear instability tongues, whereas the simplest harmonic instability, corresponding to $\alpha=1$, gives quadratic tongues. Higher-order tongues have width $\varepsilon^{2 \alpha}$, albeit with a generically nonzero quadratic lean in the $(B, \varepsilon)$-plane. Thus $\alpha=3 / 2$ leads to tongues with width $O\left(\varepsilon^{3}\right)$ in the $(B, \varepsilon)$-plane; $\alpha=2$ leads to tongues with widths varying to the fourth power of $\varepsilon$, etc. Therefore, for small amplitude of excitation $\varepsilon$, only instabilities corresponding to lower values of $\alpha$ are likely to lead to any significant regions of instability provided the amplitude of excitation $\varepsilon$ is small (an observation that is further vindicated by the presence of damping; see section 5). The case $\alpha=0$ is once again special, and it was shown in Part I that this leads to a single boundary between instability and stability that is to leading order quadratic in $B$.

The general result (2.17) confirms and extends what we found by detailed multiple timescale asymptotics in Parts I and II. Before proceeding to a codimension-two analysis of when the nondegeneracy conditions leading to (2.17) fail, let us extract from Part II the leading-order expressions for the coefficients in the simplest few cases.


Fig. 2.3. Resonance tongue boundaries computed using numerical Floquet analysis with $N=4$ for (a) $\eta=120$ and (b) $\eta=360$. Depicted are all resonance tongues (labelled by $(\alpha, n)$ ) with root points corresponding to $B_{\alpha, n}$ with $\alpha \leq 5 / 2$ and $n \leq 4$ and $0.02<B<0.25$. Note that the order of the resonance tongues changes between the figures (but the instability curve ( 0,2 ) is omitted from panel (b) for clarity). This is because at intermediate $\eta$-values there have been codimensiontwo resonance tongue interactions which form the subject of this paper. Note that each tongue other than the instability boundary coming out of $B_{0, n}$ has nonzero width which is sometimes not apparent on the scale depicted.

Taking $\alpha=0$, the single neutral curve is defined by

$$
B=B_{0, n}+B_{2} \varepsilon^{2}+O\left(\varepsilon^{3}\right)
$$

where (Part II, equation (4.11), interpreted in the notation of this paper)

$$
\begin{equation*}
B_{2}=\frac{\eta\left\langle\phi_{n}, \mathrm{~L} H_{1}\right\rangle}{2\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle} \tag{2.18}
\end{equation*}
$$

with $H_{1}$ being the solution to

$$
\begin{equation*}
\mathrm{M}_{0, n} H_{1}-\eta H_{1}=\eta \mathrm{L} \phi_{n} \tag{2.19}
\end{equation*}
$$

subject to the usual boundary conditions (2.8).
Taking $\alpha=1 / 2$, the neutral stability curves are defined by

$$
B=B_{1 / 2, n}+B_{1}^{ \pm} \varepsilon+O\left(\varepsilon^{2}\right)
$$

where (Part II, equation (4.19))

$$
\begin{equation*}
B_{1}^{ \pm}= \pm \frac{\eta\left\langle\phi_{n}, \mathrm{~L} \phi_{n}\right\rangle}{2\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle} . \tag{2.20}
\end{equation*}
$$

In the case $\alpha=1$, neutral stability occurs along the curves

$$
B=B_{1, n}+B_{2}^{ \pm} \varepsilon^{2}+O\left(\varepsilon^{3}\right)
$$

where (upon solving for $\alpha_{1}= \pm \alpha_{2}$ in Part II, equation (4.26))

$$
\begin{align*}
B_{2}^{+} & =\eta \frac{2\left\langle\phi_{n}, \mathrm{~L} H_{4}\right\rangle+\left\langle\phi_{n}, \mathrm{~L} H_{3}\right\rangle}{2\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle}  \tag{2.21}\\
B_{2}^{-} & =\frac{\eta\left\langle\phi_{n}, \mathrm{~L} H_{3}\right\rangle}{2\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle} \tag{2.22}
\end{align*}
$$

with $H_{3}$ and $H_{4}$ being the solutions to

$$
\begin{align*}
\mathrm{M}_{1, n} H_{3}-4 \eta H_{3} & =\frac{\eta}{2} \mathrm{~L} \phi_{n},  \tag{2.23}\\
\mathrm{M}_{1, n} H_{4} & =\frac{\eta}{2} \mathrm{~L} \phi_{n}, \tag{2.24}
\end{align*}
$$

subject to the usual boundary conditions (2.8).
We now notice several anomalies from Figure 2.3. First the instability curve $(0,1)$ representing the fundamental falling-over instability, bends back to the left for $\eta=120$ (as indeed it does for "most" $\eta$-values, as was argued in Part I to explain the stabilization effect observed in the experiment). However, for $\eta=360$, this curve bends to the right, thus showing that increasing $\varepsilon$ does not lead to a region of stability of the forced rod that failed to exist for the unforced problem. This anomaly forms the subject of section 4 below. Second, the instability tongue $(1 / 2,2)$ undergoes, for $\eta \approx 360$, a strange interaction process with the $(3 / 2,3)$-tongue in the bottom right of Figure 2.3(b). An explanation of this and similar interactions forms the subject of section 3 below.
3. Resonance tongue interaction. The general expression (2.17) giving the leading-order expression for resonance tongues is subject to nondegeneracy conditions. These nondegeneracy conditions fail at special values of $\eta$ for which

$$
\begin{equation*}
B_{\alpha, n}=B_{\beta, m} \quad \text { for } n \neq m \tag{3.1}
\end{equation*}
$$

and values of $\alpha$ and $\beta$ that are related by certain conditions as we shall now explain.
It was noted in Part II that the coefficient $B_{2}$ given by $(2.18)$ becomes singular precisely when $\lambda_{m}=\eta$ is another eigenvalue of $M$, corresponding to eigenmode $\phi_{m}$. That is, there is the coexistence of resonances (3.1) corresponding to $\alpha=1$ and $\beta=0$. We can see why this is so since (2.19) becomes such that the left-hand side is solved by eigenfunction $\phi_{m}$ and hence the solution becomes unbounded unless the right-hand side function is orthogonal to $\phi_{m}$. This will occur at a special pair of values $\left(\eta_{0}, B_{0}\right)$ of $\eta$ and $B$ for which $M_{0} \phi_{n}=M_{0} \phi_{m}-\eta_{0} \phi_{m}=0$. At such points we can see that the coefficient of the quadratic coefficient $B_{2}^{+}$of the resonance tongue corresponding to $\phi_{m} \cos t$ also becomes unbounded, since $H_{4}$ given by (2.24) becomes unbounded. Similarly both coefficients $B_{2}^{+}$and $B_{2}^{-}$of the $\phi_{m} \cos t$ and $\phi_{m} \sin t$ boundaries become singular when $B_{(1, n)}=B_{(2, m)}$, because the function $H_{3}$ given by (2.23) becomes unbounded. This leads to two questions: Precisely which pairs of values of frequencies $\alpha$ and $\beta$ can lead to such singularities? and, How can one unfold these codimension-two resonance tongue interactions, allowing both $\eta$ and $B$ to vary?
3.1. Multiple timescale asymptotic expansion. In order to answer these questions, we shall develop a general multiple timescale asymptotic expansion about a given pair of values $\left(B_{0}, \eta_{0}\right)$. Suppose that $B_{0}=B_{\alpha, n}$ is the root point in the $(B, \varepsilon)$ plane of a resonance tongue corresponding to motion with angular frequency $\alpha$. We shall consider the possibility that at precisely $\left(B_{0}, \eta_{0}\right)$ there is the root point of a second resonance tongue so that $B_{0}=B_{\alpha, n}=B_{\beta, m}$ for $m \neq n$. For the time being we do not assume any relation between the half-integers $\alpha$ and $\beta$, except of course the relation between the eigenvalues

$$
\begin{equation*}
\eta_{0}=\frac{\lambda_{n}}{\alpha^{2}}=\frac{\lambda_{m}}{\beta^{2}} \tag{3.2}
\end{equation*}
$$

Since we do not know a priori which time scales will lead to a distinguished limit for this problem we will now consider all functions to be functions of a hierarchy of time scales $\left(t, \tau_{1}=\delta t, \tau_{2}=\delta^{2} t, \ldots\right)$ and introduce the following expansions:

$$
\begin{align*}
u(s) & =\delta u_{1}\left(s, t, \tau_{1}, \tau_{2}\right)+\delta^{2} u_{2}\left(s, t, \tau_{1}, \tau_{2}\right)+\delta^{3} u_{3}\left(s, t, \tau_{1}, \tau_{2}\right)+\cdots \\
\eta= & \frac{\lambda_{n}}{\alpha^{2}}+\delta \eta_{1}+\delta^{2} \eta_{2}+\cdots  \tag{3.3}\\
B= & B_{0}+\delta B_{1}+\delta^{2} B_{2}+\cdots, \\
& \varepsilon=\delta \varepsilon_{1}, \quad \gamma=\delta \gamma_{1}
\end{align*}
$$

Here, for future use in section 5 , we have retained the material damping $\gamma$ at the same order $O(\delta)$ as the amplitude of excitation $\varepsilon$. By keeping the small parameter $\delta$ separate from $\varepsilon$ we allow for the possibility of having nonzero damping at zero excitation; that is, $\varepsilon_{1}=0, \gamma_{1} \neq 0$.

When these series are substituted into (2.6)-(2.8) and the coefficients of the terms up to $\delta^{3}$ are set to zero, the result is

$$
\begin{align*}
\frac{\lambda_{n}}{\alpha^{2}} \frac{\partial^{2} u_{1}}{\partial t^{2}}+\mathrm{M}_{0} u_{1}= & 0  \tag{3.4}\\
\frac{\lambda_{n}}{\alpha^{2}} \frac{\partial^{2} u_{2}}{\partial t^{2}}+\mathrm{M}_{0} u_{2}= & \varepsilon_{1} \frac{\lambda_{n}}{\alpha^{2}} \cos t \mathrm{~L} u_{1}-\eta_{1} \frac{\partial^{2} u_{1}}{\partial t^{2}}  \tag{3.5}\\
& -\frac{2 \lambda_{n}}{\alpha^{2}} \frac{\partial^{2} u_{1}}{\partial t \partial \tau_{1}}-B_{1} u_{1}^{I V}-\gamma_{1} \frac{\lambda_{n}}{\alpha^{2}} \frac{\partial u_{1}^{I V}}{\partial t}, \\
\frac{\lambda_{n}}{\alpha^{2}} \frac{\partial^{2} u_{3}}{\partial t^{2}}+\mathrm{M}_{0} u_{3}= & \varepsilon_{1} \frac{\lambda_{n}}{\alpha^{2}} \cos t \mathrm{~L} u_{2}-\eta_{1} \frac{\partial^{2} u_{2}}{\partial t^{2}}-\frac{2 \lambda_{n}}{\alpha^{2}} \frac{\partial^{2} u_{2}}{\partial t \partial \tau_{1}}-B_{1} u_{2}^{I V} \\
& -\gamma_{1} \frac{\lambda_{n}}{\alpha^{2}} \frac{\partial u_{2}^{I V}}{\partial t}+\varepsilon_{1} \eta_{1} \cos t \mathrm{~L} u_{1}-\eta_{2} \frac{\partial^{2} u_{1}}{\partial t^{2}}-2 \eta_{1} \frac{\partial^{2} u_{1}}{\partial t \partial \tau_{1}} \\
& -\frac{2 \lambda_{n}}{\alpha^{2}} \frac{\partial^{2} u_{1}}{\partial t \partial \tau_{2}}-\frac{\lambda_{n}}{\alpha^{2}} \frac{\partial^{2} u_{1}}{\partial \tau_{1}^{2}}-B_{2} u_{1}^{I V} \\
& -\gamma_{1} \frac{\lambda_{n}}{\alpha^{2}} \frac{\partial u_{1}^{I V}}{\partial \tau_{1}}-\gamma_{1} \eta_{1} \frac{\partial u_{1}^{I V}}{\partial t} .
\end{align*}
$$

Here the linear operator $\mathrm{M}_{0}$ is M (defined in (2.7)) evaluated at $B=B_{0}$ :

$$
\mathrm{M}_{0} u=B_{0} u^{I V}+\mathrm{L} u \quad \text { with } \mathrm{L} u=\left[(1-s) u^{\prime}\right]^{\prime}
$$

and $u_{1}(s), u_{2}(s), u_{3}(s)$ are each subject to the boundary conditions (2.8).

Following assumptions (3.2) on coexistent resonances, we shall take the $O(\delta)$ solution to be

$$
\begin{align*}
u_{1}= & {\left[f\left(\tau_{1}, \tau_{2}, \ldots\right) \cos \alpha t+g\left(\tau_{1}, \tau_{2}, \ldots\right) \sin \alpha t\right] \phi_{n}(s) }  \tag{3.7}\\
& +\left[d\left(\tau_{1}, \tau_{2}, \ldots\right) \cos \beta t+e\left(\tau_{1}, \tau_{2}, \ldots\right) \sin \beta t\right] \phi_{m}(s)
\end{align*}
$$

The functions $f, g, e, d$ will be determined at higher-order by nonresonance conditions.
Appendix A contains the general solution to the problem at $O\left(\delta^{2}\right)$ together with solvability conditions that can be expressed as fourth-order boundary-value problems involving the operator $\mathrm{M}_{0}$.

In this section and the next we are interested in the zero-damping case, and so we now set

$$
\gamma_{1}=0, \quad \varepsilon_{1}=1 ; \quad \text { hence } \delta \equiv \varepsilon
$$

and we shall use $\varepsilon$ rather than $\delta$ as our expansion parameter.
Let us assume for now that we are not in the special case where $\alpha$ or $\beta=1 / 2$. Appendix B then shows that the solvability condition at $O\left(\varepsilon^{2}\right)$ gives that the zero solution is stable except at the two isolated values

$$
\begin{equation*}
B_{1}=\frac{\eta_{1} \alpha^{2}}{\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle} \quad \text { or } \quad \frac{\eta_{1} \beta^{2}}{\left\langle\phi_{n}^{\prime \prime}, \phi_{m}^{\prime \prime}\right\rangle} \tag{3.8}
\end{equation*}
$$

However, note that these two conditions (3.8) can be written more simply as

$$
\sigma_{1}=B_{1}\left\langle\phi_{p}^{\prime \prime}, \phi_{p}^{\prime \prime}\right\rangle, \quad \text { where } \lambda=\lambda_{p}+\varepsilon \sigma_{1}
$$

for $p=n$ or $m$. We recognize immediately that this is the first-order-in- $\varepsilon$ correction to the curve (2.16) for the eigenvalues as a function of $B$ if we demand that either the condition $\lambda=\eta \alpha^{2}$ or $\lambda=\eta \beta^{2}$ remains true at nearby $(B, \eta)$-values. In other words, this moves the underlying $B$ and $\eta$ values to new ones that satisfy the appropriate eigenvalue condition (either of the two equalities in (3.2)). Since we are interested in expanding about $\eta_{0}$ and $B_{0}$, we must therefore choose

$$
\begin{equation*}
\eta_{1}=B_{1}=0 \tag{3.9}
\end{equation*}
$$

Equations (A.9) and (A.10) have a unique bounded solution unless $(\beta \pm 1)^{2}=\alpha^{2}$. That is, unless

$$
\begin{equation*}
\beta=\alpha \pm 1 \tag{3.10}
\end{equation*}
$$

If (3.10) is satisfied, then the above asymptotic expansion becomes invalid and we note that the function $F_{3}$ or $F_{4}$ must be combined with $H_{1}$ or $H_{2}$, respectively. Then the nonresonance conditions (B.2) and (B.3) lead to nontrivial expressions for $B_{1}$ as a function of $\eta_{1}$. We shall treat these on a case-by-case basis in sections 3.2, 3.3, and 4 .

For the time being let us continue by assuming that (3.10) is not satisfied. Then, Appendix C gives the form of the general equation at $O\left(\varepsilon^{3}\right)$, and we now proceed to analyze its various special cases. First note that the asymptotics is now in place to derive the general description 2.17 of each codimension-one resonance tongue (where $\beta$ is unrelated to $\alpha$ ); see Appendix D.
3.2. Resonance interaction at $\boldsymbol{O}\left(\varepsilon^{\mathbf{2}}\right)$. Consider what happens at $O\left(\varepsilon^{2}\right)$ when (3.10) is satisfied, which without loss of generality we assume occurs with

$$
\begin{equation*}
\beta=\alpha+1 \tag{3.11}
\end{equation*}
$$

(avoiding for the time being the special cases $\alpha=0$ or $\alpha=1 / 2$ ). As we already remarked, the asymptotic expansion we have introduced above becomes invalid when (3.11) is satisfied. In particular we can no longer assume $B_{1}=\eta_{1}=0$. Instead we find stability at this order except on a single neutral curve in the $\left(B_{1}, \eta_{1}\right)$-plane

$$
\begin{equation*}
\left(\eta_{1} \alpha^{2}-B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle\right)\left(\eta_{1}(\alpha+1)^{2}-B_{1}\left\langle\phi_{m}^{\prime \prime}, \phi_{m}^{\prime \prime}\right\rangle\right)=\frac{\lambda_{n}^{2}}{4 \alpha^{4}}\left\langle\phi_{m}, \mathrm{~L} \phi_{n}\right\rangle^{2} \tag{3.12}
\end{equation*}
$$

see appendix E.
Note that the right-hand side of (3.12) is strictly positive, whereas the left-hand side is the product of two linear functions of $\eta_{1}$ and $B_{1}$. This is the equation for a hyperbola in the ( $\eta_{1}, B_{1}$ )-plane; see Figure 3.1(a). In the limit that $\left|\eta_{1}\right|$ is large, the locus of solutions becomes two straight lines with slopes $\frac{1}{\alpha^{2}}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle$ and $\frac{1}{(\alpha+1)^{2}}\left\langle\phi_{m}^{\prime \prime}, \phi_{m}^{\prime \prime}\right\rangle$, which according to (2.16) are precisely the linear approximations to the loci $B_{\alpha, n}(\eta)$ and $B_{\alpha+1, m}(\eta)$. Hence a long way from the resonance tongue interaction there is no correction at $O(\varepsilon)$ to the root points of the resonance tongues (as expected). Note, however, as shown in Figure 3.1, the solution at finite values of the excitation $\varepsilon$ that was attached to the $(\alpha, n)$ tongue for $\eta_{1} \ll 0$ switches over to become associated with the $(\alpha+1, m)$ tongue for $\eta_{1} \gg 0$.


FIG. 3.1. (a) Schematic diagram of the interaction at $O(\varepsilon)$ of the resonance tongues corresponding to $\alpha$ and $\beta=\alpha+1$ according to (3.12). The dashed lines represent the eigenvalue loci $B_{\alpha, n}(\eta)$ and $B_{\beta, m}(\eta)$, and the solid line gives the $O(\varepsilon)$ correction. Note that at this order both tongues have zero width, provided $\alpha \geq 1$. (b), (c) Numerical illustration in the case $(\alpha, n)=(1,3)$, $(\beta, m)=(2,4)$, and $\varepsilon=0.02$. Panel (b) shows the evaluation of the formula (3.12) (outer two curves) together with the eigenvalue loci $B=B_{1,3}(\eta)$ and $B=B_{2,4}(\eta)$ which cross at $\eta=278.808$ (marked by a diamond). Panel (c) shows the numerically computed stability boundaries using Floquet theory with $N=4$. The eigenvalue loci are dashed. Shaded regions correspond to instability inside the resonance tongue.

Figure 3.1 numerically illustrates a particular resonance tongue interaction between the tongues $(1,3)$ and $(2,4)$. Note from Figure 2.3 that these two resonance tongues switch their order (the relative $B$-values for which they occur) between $\eta=120$ and $\eta=360$. In fact we find numerically that these two resonances interact at

$$
\eta_{0}=278.809, \quad B_{0}=0.0798242,
$$

from which we have calculated that

$$
\left\langle\phi_{3}^{\prime \prime}, \phi_{3}^{\prime \prime}\right\rangle=3807.75, \quad\left\langle\phi_{4}^{\prime \prime}, \phi_{4}^{\prime \prime}\right\rangle=14618.8, \quad\left\langle\phi_{4}^{\prime \prime}, \mathrm{L} \phi_{3}^{\prime \prime}\right\rangle=8.55440
$$

Using these quantities, the loci of the $O(\varepsilon)$ behavior of the tongues, (3.12) is calculated and plotted in Figure 3.1(b). Note that the slopes of the loci $\eta=B_{1,3}$ and $\eta=B_{2,4}$ are much closer than in the schematic panel (a). Finally, panel (c) of the figure shows how these results compare with a full numerical evaluation of the resonance tongues using Floquet theory for fixed amplitude $\varepsilon=0.02$. Note that the tongues, which are $O\left(\varepsilon^{2}\right)$ and $O\left(\varepsilon^{4}\right)$ in theory away from the interaction (marked at the left-hand edge of the figure) undergo an abrupt change as they pass through a neighborhood of the resonance tongue interaction point. There are several features to this change. First, as predicted and in broad quantitative agreement with the results in panel (b), the resonance tongues do not cross, but each tongue becomes attached to the opposite instability. Second, there is a point close to the codimension-two point at which each tongue (at this value of $\varepsilon$ ) "pinches off." The result is that the cosine and sine boundaries switch sides. This pinching off of the resonance tongue is not part of the above $O(\varepsilon)$ theory, but can be seen here as a necessary consequence of the resonance tongue interaction process. Note that such pinching of resonance tongues has been described before for one-degree-of-freedom parametrically excited systems [4]. (It is also in evidence in Figure 2.3, where for $\eta=360$, both the $(1,3)$ and $(2,4)$ resonance tongues become narrower for $\varepsilon$-values toward the top of the graph, suggesting that they pinch off for higher $\varepsilon$ still (indeed they do); also the tongue $(2,5)$ can be seen to undergo just such a pinching at $\varepsilon \approx 0.035$.) Finally, note that beyond the codimensiontwo point the $(1,3)$ tongue suddenly becomes much fatter. This is because of its interaction with the buckling mode instability at $B=B_{0,1}=0.127594$ which was discussed in Part II, section 4(e), and will be treated further in section 4 below.
3.3. The case $\alpha=1 / 2, \beta=3 / 2$; singularity in the subharmonic resonance. This case is special because the $O(\varepsilon)$ correction due to the resonance tongue interaction is at the same order as the $O(\varepsilon)$ width of the resonance tongue itself. From Appendix E we obtain the stability boundary ( $B_{1}, \eta_{1}$ )-plane

$$
\begin{equation*}
\left(\frac{\eta_{1}}{4}-B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle \pm 2 \lambda_{n}\left\langle\phi_{n}, \mathrm{~L} \phi_{n}\right\rangle\right)\left(\frac{9 \eta_{1}}{4}-B_{1}\left\langle\phi_{m}^{\prime \prime}, \phi_{m}^{\prime \prime}\right\rangle\right)=\frac{4}{9} \lambda_{n}^{2}\left\langle\phi_{m}, \mathrm{~L} \phi_{n}\right\rangle^{2} . \tag{3.13}
\end{equation*}
$$

This describes two hyperbolae which bound the shaded region of stability shown schematically in Figure 3.2(a). For large $\eta_{1}$ and $B_{1}$ they asymptote to the straight lines

$$
\begin{align*}
& B_{1}=B_{n, 1 / 2} \pm B_{1}^{ \pm}=\frac{\eta_{1}}{4\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle} \pm \frac{\left\langle\phi_{n}, \mathrm{~L} \phi_{n}\right\rangle}{\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle} \text { and } \\
& B_{1}=B_{m, 3 / 2}=\frac{9 \eta_{1}}{4\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle}, \tag{3.14}
\end{align*}
$$



FIG. 3.2. The interaction at $O(\varepsilon)$ of the resonance tongues corresponding to $\alpha=1 / 2$ and $\beta=3 / 2$. (a) Schematic picture; the shaded region corresponds to that of instability. (b) Evaluation of the formula (3.13) for $n=2, m=3$, using numerically calculated eigenfunctions $\phi_{n}$ and $\phi_{m}$ and $\varepsilon=0.001$. (c) Numerically computed stability boundaries using Floquet theory with $N=4$. The dashed line, as in part (a), corresponds to the locus $B=B_{1 / 2,2}(\eta)$. The locus $B=B_{3 / 2,3}$ is indistinguishable in this plot from the corresponding tongue boundary with finite $\varepsilon$.
which are the $O(\varepsilon)$ expressions for the two stability boundaries in the absence of their interaction. The region of instabilities for a finite $\varepsilon$ are shaded in Figure 3.2(a), and are obtained by noting the inequalities that must be true in order for (E.11)-(E.14) to have bounded solutions. The resonance conditions $B_{1}=B_{n, 1 / 2}$ and $B_{m, 3 / 2}$, valid when $\varepsilon=0$, are depicted as dashed lines in the figure. Observe that the interaction between the two instabilities causes a small region of stability for finite $\varepsilon$ in a neighborhood of the critical point $\eta_{1}=B_{1}=0$, where the two resonance curves $B_{n, 1 / 2}$ and $B_{m, 3 / 2}$ cross.

By numerical computation we have found numerous examples of resonance tongue interaction of this kind. For example, taking $n=2$ and $m=3$ we find that $\lambda_{n}=\eta / 4$ and $\lambda_{m}=9 \eta / 4$ at $(B, \eta)=(0.0941064,148.084)$. Note that this $B$-value is a little less than $B_{c}=0.127594$, which implies that this interaction of instabilities is occurring for rods which are already marginally unstable to self-weight buckling. At those parameter values, computation of the eigenfunctions reveals

$$
\begin{array}{cl}
\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle=485.765, & \left\langle\phi_{m}^{\prime \prime}, \phi_{m}^{\prime \prime}\right\rangle=3807.41  \tag{3.15}\\
\left\langle\phi_{n}, \mathrm{~L} \phi_{n}\right\rangle=-8.69181, & \left\langle\phi_{m}, \mathrm{~L} \phi_{n}\right\rangle=-1.946423
\end{array}
$$

Using these precise values, Figure $3.2(\mathrm{~b})$ shows the evaluation of the loci (3.13) with $\varepsilon=0.001$, which are compared in Figure $3.2(\mathrm{c})$ to the computation of the same stability boundaries using the numerical Floquet theory introduced in Part I. Note from the values (3.15) that the straight lines $B_{1 / 2,2}$ and $B_{3 / 2,3}$ given by (3.14) with $n=2$ and $m=3$ have slopes that differ by less than $10 \%$. Hence the stability region caused by the interaction between these two resonances is very small compared to the width of the instability tongues around $B=B_{1 / 2,2}$ (see insets).
3.4. Resonance interaction at higher order. The above analysis can be continued to $O\left(\varepsilon^{3}\right)$ to obtain the $O\left(\varepsilon^{2}\right)$ corrections to the four solid lines in Figure 3.2(a). Carrying out the expansion to $O\left(\varepsilon^{4}\right)$ would show how to couple the shapes of the shaded instability boundaries to the $O\left(\varepsilon^{3}\right)$-thick resonance tongue around the locus $B=B_{m, 3 / 2}$ which itself would be a curve with nonzero coefficients of $\varepsilon^{2}$ and $\varepsilon^{3}$. There is little extra qualitative information to be obtained by carrying out these expansions explicitly. Instead, let us focus on other resonance-tongue interactions which can be captured only by going to $O\left(\varepsilon^{3}\right)$ or higher.

Suppose first that (3.10) is not satisfied, but instead

$$
\beta=\alpha \pm 2 ; \quad \text { without loss of generality } \quad \beta=\alpha+2 .
$$

The analysis at $O\left(\varepsilon^{2}\right)$ now proceeds as in Appendix A and we have $B_{1}=\eta_{1}=0$. Consider the $O\left(\varepsilon^{3}\right)$ equation (C.1). Then the coefficients of $\cos (\beta-2) t$ and $\sin (\beta-2) t$ are also resonant and must be added to the coefficients of $\cos \alpha t$ and $\sin \alpha t$ to form solvability conditions. Also the coefficients of $\cos (\alpha+2) t$ and $\sin (\alpha+2) t$ should be added to those for $\cos \beta t$ and $\sin \beta t$. Again there will be two pairs of relations, from orthogonality to $\phi_{n}$ and $\phi_{m}$ separately. This will lead to a nontrivial equation linking $B_{2}$ and $\eta_{2}$, like (3.12) for $\eta_{1}$ and $B_{1}$ in the case of a lower-order resonance tongue interaction.

So we find in general that the coefficient of $\varepsilon^{3}$ in the asymptotics of the resonance tongues undergoes a singularity which is patched up by this correction to the $O\left(\varepsilon^{2}\right)$ coefficient $B_{2}$ as $\eta$ passes through $\eta_{0}$. Similarly, by extrapolation of the above argument to higher powers of $\varepsilon$ in our asymptotic expansion, we find that if

$$
\beta=\alpha+n,
$$

then there is a singularity in the $O\left(\varepsilon^{n+1}\right)$ coefficient of the resonance tongues which is resolved by showing that there is a nontrivial contribution to the $O\left(\varepsilon^{n}\right)$ coefficient as $\eta$ passes through the critical value at which the interaction occurs.
4. The case $\alpha=1, \beta=0$; first-harmonic buckling interaction. The case $\alpha=1, \beta=0$ leads to quite different results since instead of a resonance tongue, we have a single neutral stability curve corresponding to the rod "falling over" into one of its buckling modes. The bookkeeping in section 3.2 above shows that this interaction causes a singularity in the $O\left(\varepsilon^{2}\right)$ coefficient $B_{2}$ of this instability curve in the $(B, \varepsilon)$-plane. Clearly this can have a profound effect on the stability analysis of the slightly longer than critical column because it was precisely the negativity of this coefficient $B_{2}$ that gave the stabilization effect referred to colloquially as the "Indian rope trick" in Parts I and II.

Consider a neighborhood of a special $\eta$-value $\eta=\lambda_{n}$ at which $B_{1, n}=B_{0, m}$. Particular physical interest is in the case $m=1$, in which case we consider the column that is only slightly longer (or shorter) than the length of column that will just stand under its own weight. That is $B \approx B_{c}=B_{0,1}$, the critical value of the dimensionless parameter $B$ for self-weight buckling. We shall denote the critical eigenmode corresponding to $B_{c}$ as $\phi_{c}$ and the eigenmode corresponding to the pure dynamic instability $\phi_{n}$. In fact, the analysis below works equally well for $B_{c}=B_{0, m}$ for any $m \geq 2$, except that "stability" implies then "stable to vibration mode $m$ " rather than absolute stability since such a rod is statically unstable to modes $\phi_{p}$, $p=1, \ldots, n-1$.

Thus the solution of the $O(\varepsilon)$ equation (3.4) we take is

$$
\begin{equation*}
u_{1}=\left\{h\left(\tau_{1}, \tau_{2}\right) \phi_{c}(s)+\left[f\left(\tau_{1}, \tau_{2}\right) \cos t+g\left(\tau_{1}, \tau_{2}\right) \sin t\right] \phi_{n}(s)\right\} \tag{4.1}
\end{equation*}
$$

with $\phi_{m}(s)$ and $\phi_{c}(s)$ subject to the boundary conditions (2.8).
4.1. The $\boldsymbol{O}\left(\varepsilon^{2}\right)$ interaction equation. In Appendix F the following condition for stability at $O\left(\varepsilon^{2}\right)$ is derived:

$$
\begin{equation*}
\left(\frac{\eta_{1}}{2 \lambda_{n}}-\frac{B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle}{2 \lambda_{n}}\right)\left(\frac{\eta_{1}}{2 \lambda_{n}}-\frac{B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle}{2 \lambda_{n}}+\frac{\lambda_{n} B_{c}^{2}\left\langle\phi_{n}^{\prime \prime}, \phi_{c}^{\prime \prime}\right\rangle^{2}}{4 B_{1}\left\langle\phi_{c}^{\prime \prime}, \phi_{c}^{\prime \prime}\right\rangle}\right)>0 \tag{4.2}
\end{equation*}
$$

with the stability boundaries in $(\eta, B, \varepsilon)$-space determined by the zeros of this expression.

One boundary is determined by

$$
\begin{equation*}
\left(\frac{\eta_{1}}{2 \lambda_{n}}-\frac{B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle}{2 \lambda_{n}}\right):=\sigma_{1}=0 ; \quad \text { hence } \eta_{1}=B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle \tag{4.3}
\end{equation*}
$$

In this case $f$ is independent of $\tau_{1}$ by (F.9) and, unless $f \equiv 0, g$ will be a linear function of $\tau_{1}$ by (F.8) and hence unbounded as $\tau_{1} \rightarrow \infty$. Thus $g$ is constant as a function of $\tau_{1}$, which implies the motion is $\sin t$, out of phase with the drive.

The other boundary is determined by

$$
\begin{equation*}
\left(\frac{\eta_{1}}{2 \lambda_{n}}-\frac{B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle}{2 \lambda_{n}}+\frac{\lambda_{n} B_{c}^{2}\left\langle\phi_{n}^{\prime \prime}, \phi_{c}^{\prime \prime}\right\rangle^{2}}{4 B_{1}\left\langle\phi_{c}^{\prime \prime}, \phi_{c}^{\prime \prime}\right\rangle}\right):=\sigma_{2}=0 \tag{4.4}
\end{equation*}
$$

hence

$$
\eta_{1}=B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle-\frac{\lambda_{n}^{2} B_{c}^{2}\left\langle\phi_{n}^{\prime \prime}, \phi_{c}^{\prime \prime}\right\rangle^{2}}{2 B_{1}\left\langle\phi_{c}^{\prime \prime}, \phi_{c}^{\prime \prime}\right\rangle} .
$$

In this case $g$ is independent of $\tau_{1}$ by (F.8) and therefore unless $g \equiv 0, f$ will be a linear function of $\tau_{1}$, and unbounded on this boundary. With this choice $f$ and $h$ are at most functions of $\tau_{2}$, which implies a motion that is in phase with the drive, but with a nonzero lean (proportional to a constant plus $\cos t$ ).

To determine on which side of these boundaries solutions are stable we simply observe that for stability we must have $\sigma_{1} \sigma_{2}>0$ so that $\sigma_{1}$ and $\sigma_{2}$ must be either both negative or both positive. The regions of stability are shown as shaded in Figure 4.1(a).


Fig. 4.1. Schematic figure of the resonance tongue interaction process between the falling-over and first-harmonic instabilities. (a) at $O(\varepsilon)$; (b) including $O\left(\varepsilon^{2}\right)$.
4.2. Correction at $\boldsymbol{O}\left(\varepsilon^{\mathbf{3}}\right)$. We now construct the correction $B_{2} \varepsilon^{2}$ and $\eta_{2} \varepsilon^{2}$ to these stability boundaries. This is necessary in order to see how the above $O(\varepsilon)$ correction matches the limit when the two resonances are a long way from interaction. In that case, both the falling-over and harmonic instabilities are quadratic to leading order (formulae (2.18), (2.22) and (2.21)). We shall consider a neighborhood of the boundaries $\sigma_{1}=0$ and $\sigma_{2}=0$ separately.

The case $\sigma_{1}=0$ is dealt with in Appendix G. The result is that one can combine the results for $B_{1}$ and $B_{2}$ into the single expression

$$
\begin{equation*}
B=B_{c}+\frac{\left(\eta-\lambda_{n}\right)}{\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle}-\varepsilon\left(\eta-\lambda_{n}\right) \frac{\left\langle\phi_{n}^{\prime \prime}, H_{2}^{\prime \prime}\right\rangle}{\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle^{2}}+\varepsilon^{2} \frac{1}{2} \lambda_{n} \frac{\left\langle\phi_{n}, \mathrm{~L} H_{3}\right\rangle}{\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle}+O\left(\varepsilon^{3}\right) \tag{4.5}
\end{equation*}
$$

Note that the first three terms of (4.5) are precisely the expansion of the locus $B=$ $B_{1, m}(\eta)$ up to $O\left(\varepsilon^{2}\right)$ that defines the condition that there is an eigenvalue $\lambda=\eta$. To see this, take $\delta=\varepsilon, n=m, \lambda=\eta, B_{1}=B-B_{c}$ in (2.16) and invert the expansion up to $O\left(\varepsilon^{2}\right)$, noting that (2.14) satisfied by $f_{1}$ is a scalar multiple of that satisfied by $H_{2}$, which is (F.5) with $\eta_{1} \equiv \sigma_{1}$ and $f=0$. The fourth term of (4.5) is just the $O\left(\varepsilon^{2}\right)$ coefficient $B_{2}^{-}$given by (2.22) of the $\sin t$ boundary of the resonance tongue when it does not interact with the falling-over mode. We conclude that this boundary of the resonance tongue does not become singular as it passes through the resonance tongue interaction point.

Consider now the boundary $\sigma_{2}=0$, which contains a discontinuity. The results in Appendix H show that the correction $B_{2}$ and $\eta_{2}$ can be expressed in terms of $B_{1}$ and $\eta_{1}$ :

$$
\begin{align*}
B_{2}= & \frac{1}{2 G_{n}\left\langle\phi_{c}^{\prime \prime}, \phi_{c}^{\prime \prime}\right\rangle}\left(2 B_{1} K_{n}\left\langle\phi_{c}^{\prime \prime}, H_{0}^{\prime \prime}\right\rangle-K_{n} \lambda_{n}\left\langle\phi_{c}, \mathrm{~L} H_{1}\right\rangle-B_{1} \eta_{1}\left\langle\phi_{c}, \mathrm{~L} \phi_{n}\right\rangle\right)  \tag{4.6}\\
\eta_{2}= & \frac{1}{B_{1}}\left[\eta_{1} G_{n}\left\langle\phi_{c}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle-K_{n} \lambda_{n}\left(\left\langle\mathrm{~L} H_{0}, \phi_{n}\right\rangle+\frac{1}{2}\left\langle\mathrm{~L} H_{3}, \phi_{n}\right\rangle\right)\right] \\
& +K_{n}\left\langle H_{1}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle+B_{2}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle \tag{4.7}
\end{align*}
$$

Now we have to decide how to interpret these results. At $O(\varepsilon)$ we have a neutral stability curve (4.4) in the ( $B, \eta$ )-plane that asymptotes to $\eta=\infty$ as $B \rightarrow 0$. However, the above formulae (4.6) and (4.7) provide corrections to both $\eta$ and $B_{2}$ at each point on this curve. The most meaningful way of applying this asymptotic correction is to take only those components that are normal to the curve. To that end we can define a new coordinate

$$
\hat{\eta}=\eta-B\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle
$$

so that the straight line $\eta_{1}=B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle$ to which the curve (4.4) asymptotes as $\eta_{1} \rightarrow \infty$ becomes the $B_{1}$-axis. Also, the second $O\left(\varepsilon^{2}\right)$-correction equation (4.7), which involves both $B_{2}$ and $\eta_{2}$, becomes just a condition for $\hat{\eta}_{2}$. Then taking $B_{1}$ as a single independent coordinate and, according to (4.4)

$$
\begin{equation*}
\hat{\eta}_{1}=-\frac{\lambda_{n}^{2} B_{c}^{2}\left\langle\phi_{n}^{\prime \prime}, \phi_{c}^{\prime \prime}\right\rangle^{2}}{2 B_{1}\left\langle\phi_{c}^{\prime \prime}, \phi_{c}^{\prime \prime}\right\rangle} \tag{4.8}
\end{equation*}
$$

we can write that the second-order corrections $\tilde{B}_{2}, \tilde{\hat{\eta}}_{2}$ should satisfy

$$
\begin{equation*}
\left(\tilde{B}_{2}, \tilde{\hat{\eta}}_{2}\right)=\frac{\left(B_{2}, \hat{\eta}_{2}\right) \cdot\left(-\hat{\eta}_{1}, B_{1}\right)}{B_{1}^{2}+\hat{\eta}_{1}^{2}}\left(-\hat{\eta}_{1}, B_{1}\right) . \tag{4.9}
\end{equation*}
$$



Fig. 4.2. Numerical evaluation in the $(B, \eta)$ parameter-plane of resonance tongue interaction. Solid lines depict the curves $B_{(0,1)}$ and $B_{(1, n)}$, and dashed lines represent the stability boundaries for finite $\varepsilon$. Shaded regions depict the areas of instability. Insets show blowups of various regions. (a) $n=2$ for $\varepsilon=0.02$; (b) $n=3$ for $\varepsilon=0.005$.

The results are presented schematically in Figure 4.1(b). In order to sketch Figure 4.1 (b), we have used the fact that (4.9) can be matched into the limits $B_{1} \rightarrow 0$ and $B_{1} \gg 1$. With the correct interpretation, the former limit yields the falling-over instability boundary, whereas the latter yields the first-harmonic resonance tongue, as shown in Appendix I.
4.3. Numerical evaluation. Figure 4.2 shows resonance tongues calculated using numerical Floquet theory with $N=4$. Two cases of the resonance tongue interaction studied in this section are shown corresponding, respectively, to the cases $n=2$ (for which $\left.\eta_{0}=53.285\right)$ and $n=3\left(\eta_{0}=460.68\right)$ interacting with the fundamental falling-over instability at $B_{c}=0.127594$. In both cases, the general shape of the qualitative picture in Figure 4.1 predicted by the above theory is indeed found to occur. Specifically, we find

$$
\begin{align*}
\left\langle\phi_{c}^{\prime \prime}, \phi_{c}^{\prime \prime}\right\rangle & =12.4182  \tag{4.10}\\
\eta=53.285:\left\langle\phi_{2}^{\prime \prime}, \phi_{2}^{\prime \prime}\right\rangle & =3807.01, \quad\left\langle\phi_{c}^{\prime \prime}, \phi_{2}^{\prime \prime}\right\rangle=8.9822  \tag{4.11}\\
\eta=460.68:\left\langle\phi_{3}^{\prime \prime}, \phi_{3}^{\prime \prime}\right\rangle & =14617.8, \quad\left\langle\phi_{c}^{\prime \prime}, \phi_{3}^{\prime \prime}\right\rangle=6.9483 \tag{4.12}
\end{align*}
$$

Moreover we also found that the mode shape corresponding to each stability boundary is also as predicted by the analysis. The mode shape of the cosine boundary of the $(1, n)$ tongue is found to pick up a large component of the $(0,1)$ mode as it approaches $B_{c}$, whereupon the $\phi_{n} \cos t$ term starts to diminish in size until as $\eta \rightarrow|\infty|$ the mode becomes pure $\phi_{c}$ to leading order in $\varepsilon$.

Note from Figure 4.2(a) that there is an interaction with the (4,3)-boundary for an $\eta$-value just greater than the critical one, such that at $\ll O\left(\varepsilon^{2}\right)$ these two boundaries exchange positions (see the inset to that figure). Similarly, in Figure 4.2(b), there is an interaction between the $(1,3)$-mode and the $(5,3)$ at higher-order in $\varepsilon$ (again blown up in an inset). However, the existence of these remarkably thin $(4,3)$ and $(5,4)$ resonance tongues makes virtually no difference to the size of the (in)stability region.
5. The effect of damping. Let us now consider the effect on the above analysis of including damping. Recall the assumption made in section 3.3 that both damping and amplitude of excitation are small parameters at $O(\delta)$, but with independent coefficients $\varepsilon_{1}$ and $\gamma_{1}$ to allow for the possibility of allowing one of these effects to be
zero independent of the other. So we now consider the general asymptotic expansion (3.5)-(3.6) with $\gamma_{1}$ and $\varepsilon_{1}$ both being $O(1)$ and $\delta$ as the perturbation parameter.
5.1. Codimension-one resonances. It is well known that positive linear damping increases the size of stability regions and lifts the root points of resonance tongues off the $\varepsilon=0$ axis (e.g., [16]). In fact, damping enters at $O(\delta)$ and so makes its first nontrivial contribution in the $O\left(\delta^{2}\right)$ equation derived in section A. Consider taking just a single codimension-one resonance $\eta \equiv \lambda_{n} / \alpha^{2}$. Then if $\alpha>1 / 2$, we have that the $O(\delta)$ stability equation (B.6) gets replaced with the pair of equations

$$
\begin{aligned}
& \frac{\partial g}{\partial \tau_{1}}+\frac{1}{2} \gamma_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle g-K_{\alpha} \gamma_{1} f=0 \\
& \frac{\partial f}{\partial \tau_{1}}+\frac{1}{2} \gamma_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle f+K_{\alpha} \gamma_{1} g=0
\end{aligned}
$$

where now,

$$
K_{\alpha}=-B_{1} \frac{\alpha\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle}{2 \lambda_{n}}
$$

Note that the eigenvalues of such a system are $-\left(\gamma_{1} / 2\right)\left\langle\phi_{n}^{\prime \prime} \phi_{n}^{\prime \prime}\right\rangle \pm i K_{\alpha}$, so that the origin is stable for all $B_{1}$ at this order. This shows that the resonance tongue is "lifted off" from the $\varepsilon=0$ axis by more than an $O(\delta)$ amount (see Figure 5.1(a)).

To get a nontrivial resonance tongue at $O(\delta)$ we must consider the case $\alpha=1 / 2$. Then (E.11) and (E.12) become (in the absence of a codimension-two interaction so that $d=e=0$ )

$$
\begin{align*}
& \frac{\partial g}{\partial \tau_{1}}+\left(\frac{B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle}{4 \lambda_{n}}-\frac{\varepsilon_{1}}{2}\left\langle\phi_{n}, \mathrm{~L} \phi_{n}\right\rangle\right) f+\frac{\gamma_{1}}{2}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle g=0  \tag{5.1}\\
& \frac{\partial f}{\partial \tau_{1}}-\left(\frac{B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle}{4 \lambda_{n}}+\frac{\varepsilon_{1}}{2}\left\langle\phi_{n}, \mathrm{~L} \phi_{n}\right\rangle\right) g+\frac{\gamma_{1}}{2}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle f=0 \tag{5.2}
\end{align*}
$$

When $\varepsilon_{1}=0$ the origin is stable. It becomes unstable along the neutral curve

$$
\begin{equation*}
\varepsilon_{1}^{2}\left\langle\phi_{n}, \mathrm{~L} \phi_{n}\right\rangle^{2}=\left(\gamma_{1}^{2}+\frac{B_{1}^{2}}{4 \lambda_{n}^{2}}\right)\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle^{2} \tag{5.3}
\end{equation*}
$$

which is depicted in Figure 5.1(b).



Fig. 5.1. Sketch of resonance tongues in the presence of nonzero forcing $\varepsilon=\varepsilon_{1} \delta$ and damping $\gamma_{1} \delta$ (solid line) compared with that of $\gamma_{1}=0$ (dashed). Shaded regions correspond to instability.
5.2. Codimension-two resonance tongue interaction. We can also include damping in all of the above codimension-two analyses and find its effect on resonance tongue interaction. We shall, however, present only the effect on the calculation in section 4, as this was the most involved and appears the most physically significant to explain the experimental results in [14]. To that end, we consider $u_{1}$ given by (4.1) and see the adjustment that the extra linear terms in (3.5)-(3.6) for nonzero $\gamma_{1}$ make on the stability boundaries.

Proceeding as in section 4, at $O\left(\delta^{2}\right)$, when damping is included, (F.8) and (F.9) become

$$
\begin{array}{r}
\frac{\partial g}{\partial \tau_{1}}+\frac{\gamma_{1}}{2}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle g-\left(\frac{\eta_{1}}{2 \lambda_{n}}-\frac{B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle}{2 \lambda_{n}}+\varepsilon_{1} \frac{\lambda_{n} B_{c}^{2}\left\langle\phi_{n}^{\prime \prime}, \phi_{\rangle}^{\prime \prime}\right\rangle^{2}}{4 B_{1}\left\langle\phi_{c}^{\prime \prime}, \phi_{c}^{\prime \prime}\right\rangle}\right) f=0, \\
\frac{\partial f}{\partial \tau_{1}}+\frac{\gamma_{1}}{2}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle f+\left(\frac{\eta_{1}}{2 \lambda_{n}}-\frac{B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle}{2 \lambda_{n}}\right) g=0,
\end{array}
$$

and (F.7) is unchanged.
Writing such a system as

$$
\begin{equation*}
\frac{\partial g}{\partial \tau_{1}}+\Gamma g-\left(\left(A / B_{1}\right)+C\right) f=0, \quad \frac{\partial g}{\partial \tau_{1}}+\Gamma f-C g=0, \tag{5.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma=\frac{\gamma_{1}}{2}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle, \quad A=\frac{\varepsilon_{1}}{4} \frac{\lambda_{n} B_{c}\left\langle\phi_{n}^{\prime \prime}, \phi_{0}^{\prime \prime}\right\rangle^{2}}{\left\langle\phi_{0}^{\prime \prime}, \phi_{0}^{\prime \prime}\right\rangle}, \quad C=\frac{\eta_{1}-B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle}{2 \lambda_{n}}, \tag{5.5}
\end{equation*}
$$

we note that $\Gamma>0$ is a rescaled damping parameter and $A>0$ is a rescaled amplitude parameter. On the other hand, $C$ can be thought of as a shifted version of $\eta_{1}$ so that the $B_{1}$ and $C$ axes, respectively, represent the $O(\varepsilon)$ loci of the bifurcation loci $B_{0, n}$ and $B_{1, m}$.

From (5.4) and (5.5), straightforward calculation shows that the region of stability is given by

$$
\begin{equation*}
C\left(C+A / B_{1}\right)+\Gamma^{2}>0, \tag{5.6}
\end{equation*}
$$

which gives the shaded region in Figure 5.2. Note that in the limit $\Gamma \rightarrow 0$, we recover the undamped $O(\varepsilon)$ stability curve (4.2) sketched in Figure 4.1(a). Also if $A=0$


FIG. 5.2. Schematic figure of the resonance tongue interaction process between the falling-over and first-harmonic instabilities according to (5.6), in the presence of damping $\gamma_{1}>0$. Here the $O(\delta)$ curve is plotted as a solid line bounding a shaded region of instability in the $\left(B_{1}, \eta_{1}\right)$-plane. The dotted curve represents the $O\left(\delta^{2}\right)$ correction.
(corresponding to $\varepsilon_{1}=0$ ), then we are solving the unforced problem in the presence of nonzero damping; then the only instability is that given by $B_{1}$, which is the buckling instability $B_{0, n}$. In between these two extremes we see the curve sketched. Note that the $B_{1, m}$ tongue does not lead to an instability with finite damping at $O(\delta)$ (because of the construction in Figure 5.1), but it does have a very strong influence on the shape of the falling-over instability boundary. Figure 5.2 also shows schematically the result of adding an $O\left(\delta^{2}\right)$ correction to this curve, which can be seen as a secondary effect. See Figure 6.1(b) for actual calculations of the $O(\delta)$ curves, based on the numerical evaluation of $\Gamma, A$, and $C$ in (5.5).
6. Experimental comparison. In [14] the quantitative details of the experimental results using a piece of domestic curtain wire are given. A wire of critical buckling length $\ell_{c}=55.3 \mathrm{~cm}$ is held in a clamp and subjected to vertical sinusoidal oscillation with peak-to-peak amplitude of 2.2 mm and frequency between 0 and 35 Hz . In terms of the dimensionless parameters of this paper this equates to $\varepsilon=0.02$ and $0<\eta<1000$. The parameter $B$ may be varied by allowing different lengths of wire through the holding clamp. The wire is clearly damped although it is hard to estimate the true value of the dimensionless parameter $\gamma$. It is observed that for lengths of wire a little longer than $\ell_{c}\left(B<B_{c}\right)$, the upright position of the wire is unstable for lower frequencies ( $\eta$-values), becomes stable at higher $\eta$, and becomes unstable again beyond a second $\eta$ threshold. The nature of the instability at the lower- $\eta$ stability boundary is a pure falling-over mode $((0,1)$ in the notation of our theory). The upper boundary is a dynamic instability, at the same frequency of the drive, with a large component of the third spatial mode $(1,3)$. The shape of the stability region is shown in Figure 6.1. There is no evidence of any appreciable subharmonic instability.

Figure 6.1 also compares these results with two separate theories from this paper. First in panel (a) we compare with the results in section 4. This is essentially the same comparison that was shown in [14, Figure 2(b)], although in this paper we have developed a rational explanation for the resonance tongue interaction process that


Fig. 6.1. Comparison between theory (solid line and shading) and the experimental results of [14] (dashed line), for the stability region as a function of the dimensionless parameters $B$ and $\eta$ with $\delta=0.02, \varepsilon_{1}=1$. The theory is based on two different calculations close to the resonance tongue interaction between $(0,1)$ and $(1,3)$, for which $B_{0,1}=B_{1,3}$ when $\eta=\eta_{0}=460.7$. (a) Using the theoretical results from Part II, which computes the $O\left(\delta^{2}\right)$ coefficients $B_{2}$ and $B_{2}^{+}$given by (2.18) and (2.21) which undergo singularities in accord with the theory of section 4 above. In this case there is no damping. (b) Plotting the zeros of (5.6), the $O(\delta)$ coefficient of the resonance tongue interaction in the presence of damping, evaluated using the values (4.10), (4.12), with $\gamma_{1}=0.01$ being used as a representative damping value.
underlies the shape of the stability region. Note that these results in part explain the experiments, in that the interaction between modes $(0,1)$ and $(1,3)$ leads to a wedge-shaped region in the $(B, \eta)$-plane.

Panel (b) compares the experimental data with the results of section 5, where damping is included. Here we have used $\delta=0.02$ with $\varepsilon_{1}=1$ and have set damping to the plausible value of $\gamma_{1}=0.01$. No other fitting is employed. Also, these results do not include any $O\left(\varepsilon^{2}\right)$ correction to the curves. The agreement is now very good. Note that at this level of $\delta$, the tongue corresponding to the $(1,3)$-instability has zero width. However, its presence is strongly felt in the shape of the instability curve of the $(0,1)$ instability. In particular, the large wedge-shaped region of stability for $B>B_{c}$ (corresponding to the unshaded wedge within the shaded instability regions in Figure 5.2) is due precisely to the resonance tongue interaction between the buckling instability and the first-harmonic resonance of the third spatial mode.
7. Discussion. The idea that parametric resonance in continuous structures can cause energy to be transferred between modes is a well-established concept, due to the pioneering work of Nayfeh (see [15]) and others (e.g., [6]). This paper has expounded a somewhat different idea, namely, that the combination of resonances corresponding to different spatial modes of a structure can have surprising effects. We have illustrated our results for the canonical model of a straight, vertically mounted elastic column subject to simple sinusoidal parametric excitation. Nevertheless many of the results are likely to have profound implications for other continuous or multi-degree-of-freedom problems subject to parametric excitation.

Let us summarize the main findings. First we studied the undamped problem. The key idea has been to study the genuinely three-parameter problem and to think of each degree of freedom as providing a generalized Hill or Mathieu stability diagram in two parameters ( $B$ and $\varepsilon$ ). Each diagram has a buckling (zero-harmonic) instability and a resonance tongue corresponding to every possible multiple of a half-frequency of the drive. The third parameter $(\eta)$ we think of as sliding each of these diagrams over one another, the result being that instabilities or resonance tongues corresponding to different modes pass through each other; i.e., they interact. See Figures 2.2 and 2.3.

Via multiple-scale asymptotic methods, backed up by numerical Floquet theory, we have studied each possible codimension-two interaction in detail. The cases of most interest are when the harmonic corresponding to each of the two tongues differs by unity, that is, in the notation of this paper, when $B_{\alpha, i}=B_{\alpha+1, j}$ for different spatial modes $i$ and $j$. If $\alpha>1$, then we have shown that the interaction occurs at first order in the asymptotic parameter $\varepsilon$, such that there is an $O(\varepsilon)$ gap between the two instability tongues, while the width of the tongues themselves remains $\ll O(\varepsilon)$ (see Figure 3.1). In fact, as can be seen from the numerically calculated Figure 2.3(a) in the case of tongues $(5 / 2,4)$ and $(1 / 2,2)$, it appears that no two tongues that both correspond to integer (or half-integer) $\alpha$ and $\beta$ can cross each other, other than at $\varepsilon=0$. There is always an interaction process where the boundary of one tongue evolves into the boundary of another with the consequent gap being $\ll O(\varepsilon)$ if $\beta \neq \alpha \pm 1$. In this problem, because the mode coupling is through a $\cos t$ term only, tongues where $\alpha$ and $\beta$ are respectively half-integer and integer (corresponding to the existence of $4 \pi$-periodic and $2 \pi$-periodic motion, respectively) are unrelated and can pass through each other without interaction (see Figure 2.3).

We then dealt with two special cases. The first was when $\alpha=1 / 2$. In this case, the leading-order resonance tongue interaction with modes for which $\beta=3 / 2$ occurs
at the same order as the width of the tongue. This leads to the special shape of the two-parameter bifurcation diagram calculated and computed in Figure 3.2.

The second, and most important, special case we studied, in section 4 , is when $\alpha=0$, corresponding to a static buckling instability of the column. Here surprising things happen near $\eta$-values for which a pure harmonic instability $\beta=1$ occurs for the same $B$-value when $\varepsilon=0$. In particular we showed that the cosine boundary of the harmonic tongue and the buckling instability curve, which are both ordinarily quadratic in $\varepsilon$, undergo a singularity of their $O\left(\varepsilon^{2}\right)$ coefficients which we have resolved in a new form of asymptotic expansion. The result is the shapes of the instability regions shown in Figures 4.1 and 4.2, which have a large "blob" of stability above the line $B=B_{1, j}$ for $B<B_{c}$ and a corresponding area of instability below $B=B_{1, j}$ for $B>B_{c}$. It is this blob of stability which we claim explains the qualitative shape of the stability region in the curtain wire experiment reproduced in Figure 6.1(a).

To get qualitative agreement with the experiments, though, we found it necessary to include material damping. It is well known that linear damping lifts resonance tongues off from zero amplitude in Mathieu-type stability diagrams, and this problem is no exception (Figure 5.1). The key to understanding the experimental parameter regime, though, is to include damping in the interaction between the buckling instability and the harmonic resonance. This leads to the asymptotic results in section 6, which according to Figure 6.1(b) gives good quantitative agreement with the experiments.

Now, as remarked in the conclusions to our earlier papers, we are really only scratching at the surface of the complete nonlinear dynamics of a parametrically excited vertical column. In Part II we showed how to introduce a nonlinear formulation of the problem, which leads to a differential algebraic equation formulation, with the tension in the column acting as a Lagrange multiplier. Also, as remarked in [14], the curtain wire used in the experiment is anything but linearly elastic. Even for the one-degree-of-freedom simple pendulum under parametric excitation, the dynamics of the fully nonlinear system are remarkably rich [17]. For small amplitude nonlinear motion in a neighborhood of the codimension-two instabilities we study, one could presumably infer information on the presence of (both rotating and oscillating) periodic and quasi-periodic solutions from a center manifold and normal form approach, e.g., as in [7]. Yet, even for the linear problem we have studied we have not explored the implications of many finite-amplitude effects such as the "pinching off" of resonance tongues which seemed to occur as a consequence of the interaction between ( $\alpha, i$ ) and $(\alpha+1, j)$ resonance tongues for $\alpha>1$, as was remarked upon in section 3. There are also questions of rigor that we have not addressed. Even for one-degree-of-freedom parametrically excited systems, whether linear stability implies nonlinear stability is a nontrivial question [3]. There are also clearly small-divisor problems, and KAM theory may be able to shed some light; see, for example, the book [12] for infinite dimensional systems.

Nevertheless we hope that this paper has provided a rational and mathematically consistent explanation for the "upside down" stability of a wire under vertical excitation, previously reported in the popular media (e.g., [2]). More seriously, we have explained what we believe to be a new universal mechanism for creation of finite regions of stability (and instability) in parametrically excited systems. Importantly this does not involve subharmonic resonance, but rather the interaction of first-harmonic resonance with a steady-state instability.

Appendix A. The general solution at $\boldsymbol{O}\left(\boldsymbol{\delta}^{\mathbf{2}}\right)$. Substituting the form (3.7) into the left-hand side of the $O\left(\delta^{2}\right)$ equation (3.5), we obtain

$$
\begin{align*}
\frac{\lambda_{n}}{\alpha^{2}} \frac{\partial^{2} u_{2}}{\partial t^{2}} & +\mathrm{M}_{0} u_{2}  \tag{A.1}\\
= & \varepsilon_{1} \frac{\lambda_{n}}{2 \alpha^{2}} \operatorname{L} \phi_{n}\{f[\cos (\alpha+1) t+\cos (\alpha-1) t]+g[\sin (\alpha+1) t+\sin (\alpha-1) t]\} \\
& +\left\{\eta_{1} \alpha^{2} \phi_{n} f-\frac{2 \lambda_{n}}{\alpha} \frac{\partial g}{\partial \tau_{1}} \phi_{n}-B_{1} \phi_{n}^{I V} f-\gamma_{1} \frac{\lambda_{n}}{\alpha} \phi_{n}^{I V} g\right\} \cos \alpha t \\
& +\left\{\eta_{1} \alpha^{2} \phi_{n} g+\frac{2 \lambda_{n}}{\alpha} \frac{\partial f}{\partial \tau_{1}} \phi_{n}-B_{1} \phi_{n}^{I V} g+\gamma_{1} \frac{\lambda_{n}}{\alpha} \phi_{n}^{I V} f\right\} \sin \alpha t \\
& + \text { similar expressions with } \alpha \mapsto \beta,(f, g) \mapsto(d, e), n \mapsto m .
\end{align*}
$$

The particular integral for $u_{2}$ can in general be expressed as

$$
\begin{align*}
u_{2}= & H_{1} \cos \alpha t+H_{2} \sin \alpha t+F_{1} \cos \beta t+F_{2} \sin \beta t  \tag{A.2}\\
& +H_{3}[f \cos (\alpha+1) t+g \sin (\alpha+1) t]+H_{4}[f \cos (\alpha-1) t+g \sin (\alpha-1) t] \\
& +F_{3}[d \cos (\beta+1) t+e \sin (\beta+1) t]+F_{4}[d \cos (\beta-1) t+e \sin (\beta-1) t]
\end{align*}
$$

where

$$
\begin{gather*}
M_{0} H_{1}-\lambda_{n} H_{1}=\left(\eta_{1} \alpha^{2} \phi_{n}-B_{1} \phi_{n}^{I V}\right) f-\frac{2 \lambda_{n}}{\alpha} \phi_{n} \frac{\partial g}{\partial \tau_{1}}-\gamma_{1} \frac{\lambda_{n}}{\alpha} \phi_{n} g,  \tag{A.3}\\
M_{0} H_{2}-\lambda_{n} H_{2}=\left(\eta_{1} \alpha^{2} \phi_{n}-B_{1} \phi_{n}^{I V}\right) g+\frac{2 \lambda_{n}}{\alpha} \phi_{n} \frac{\partial f}{\partial \tau_{1}}+\gamma_{1} \frac{\lambda_{n}}{\alpha} \phi_{n} f,  \tag{A.4}\\
M_{0} H_{3}-\frac{\lambda_{n}(\alpha+1)^{2}}{\alpha^{2}} H_{3}=\varepsilon_{1} \frac{\lambda_{n}}{2 \alpha^{2}} \mathrm{~L} \phi_{n},  \tag{A.5}\\
M_{0} H_{4}-\frac{\lambda_{n}(\alpha-1)^{2}}{\alpha^{2}} H_{4}=\varepsilon_{1} \frac{\lambda_{n}}{2 \alpha^{2}} \mathrm{~L} \phi_{n},  \tag{A.6}\\
M_{0} F_{1}-\lambda_{m} F_{1}=\left(\eta_{1} \beta^{2} \phi_{m}-B_{1} \phi_{m}^{I V}\right) d-\frac{2 \lambda_{m}}{\beta} \phi_{m} \frac{\partial e}{\partial \tau_{1}}-\gamma_{1} \frac{\lambda_{m}}{\beta} \phi_{m} e,  \tag{A.7}\\
M_{0} F_{2}-\lambda_{m} F_{2}=\left(\eta_{1} \alpha^{2} \phi_{m}-B_{1} \phi_{m}^{I V}\right) e+\frac{2 \lambda_{m}}{\beta} \phi_{m} \frac{\partial d}{\partial \tau_{1}}+\gamma_{1} \frac{\lambda_{m}}{\beta} \phi_{m} d,  \tag{A.8}\\
M_{0} F_{3}-\frac{\lambda_{n}(\beta+1)^{2}}{\alpha^{2}} F_{3}=\varepsilon_{1} \frac{\lambda_{n}}{2 \alpha^{2}} \mathrm{~L} \phi_{m}  \tag{A.9}\\
M_{0} F_{4}-\frac{\lambda_{n}(\beta-1)^{2}}{\alpha^{2}} F_{4}=\varepsilon_{1} \frac{\lambda_{n}}{2 \alpha^{2}} \mathrm{~L} \phi_{m} . \tag{A.10}
\end{gather*}
$$

Appendix B. Trivial solution at $\boldsymbol{O}\left(\varepsilon^{\mathbf{2}}\right)$. We assume $\alpha, \beta \neq 1 / 2$. (The case $\alpha=1 / 2$ leads to the fact that the $\sin (\alpha-1) t$ and $\cos (\alpha-1) t$ terms are included in the equations for the $\sin \alpha t$ and $\cos \alpha t$ coefficients so that the function $H_{4}$ is combined with functions $H_{1}$ and $H_{2}$ ). The solvability condition then gives the linear terms in $B_{1}^{ \pm}$given by (2.20). So, assuming

$$
\begin{equation*}
\alpha, \beta \geq 1 \tag{B.1}
\end{equation*}
$$

we find that (A.5) and (A.6) have unique bounded solutions. The solvability condition comes from demanding that the right-hand sides of (A.3) and (A.4) should be orthogonal to $\phi_{n}$, and the right-hand sides of (A.7) and (A.8) orthogonal to $\phi_{m}$, which are eigenfunctions of the respective left-hand side operators. Hence, using the orthonormality of $\phi_{n}$ and $\phi_{m}$, we obtain

$$
\begin{align*}
\frac{\partial g}{\partial \tau_{1}}-\left(\eta_{1} \alpha^{2}-B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle\right) \frac{\alpha}{2 \lambda_{n}} f=0  \tag{B.2}\\
\frac{\partial f}{\partial \tau_{1}}+\left(\eta_{1} \alpha^{2}-B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle\right) \frac{\alpha}{2 \lambda_{n}} g=0  \tag{B.3}\\
\frac{\partial e}{\partial \tau_{1}}-\left(\eta_{1} \beta^{2}-B_{1}\left\langle\phi_{m}^{\prime \prime}, \phi_{m}^{\prime \prime}\right\rangle\right) \frac{\beta}{2 \lambda_{m}} d=0  \tag{B.4}\\
\frac{\partial d}{\partial \tau_{1}}+\left(\eta_{1} \beta^{2}-B_{1}\left\langle\phi_{m}^{\prime \prime}, \phi_{m}^{\prime \prime}\right\rangle\right) \frac{\beta}{2 \lambda_{m}} e=0 \tag{B.5}
\end{align*}
$$

These four equations can be simplified to read that $f$ and $g$ must both satisfy the equation

$$
\begin{equation*}
\frac{\partial^{2} f}{\partial \tau_{1}^{2}}=-K_{\alpha}^{2} f \tag{B.6}
\end{equation*}
$$

and both $d$ and $e$ satisfy

$$
\begin{equation*}
\frac{\partial^{2} e}{\partial \tau_{1}^{2}}=-K_{\beta}^{2} e \tag{B.7}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{\alpha}=\left(\eta_{1} \alpha^{2}-B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle\right) \frac{\alpha}{2 \lambda_{n}}, \quad K_{\beta}=\left(\eta_{1} \beta^{2}-B_{1}\left\langle\phi_{m}^{\prime \prime}, \phi_{m}^{\prime \prime}\right\rangle\right) \frac{\beta}{2 \lambda_{m}} \tag{B.8}
\end{equation*}
$$

We are looking for stability boundaries, that is, where the functions $f, g, d$, and $e$ have neutrally stable solutions. Thinking of $\eta$ as fixed, we find from (B.6)-(B.7) that this happens for an isolated $B_{1}$-value for each of (B.6) and (B.7), given by $K_{\alpha}=0$ and $K_{\beta}=0$, respectively.

Appendix C. The $\boldsymbol{O}\left(\varepsilon^{\mathbf{3}}\right)$ equation. Assuming that (B.1) holds and (3.10) is not satisfied, so that (3.9) holds, the $O\left(\varepsilon^{2}\right)$ solution to (3.6) is given by (A.2), where $f, g, d$, and $e$ are all independent of $\tau_{1}$. Substitution of this form for $u_{2}$ into (3.6) yields

$$
\begin{aligned}
& \frac{\lambda_{n}}{\alpha^{2}} \frac{\partial^{2} u_{3}}{\partial t^{2}}+\mathrm{M}_{0} u_{3} \\
& =\cos (\alpha-2) t \frac{\lambda_{n}}{2 \alpha^{2}} \mathrm{~L} H_{4} f+\sin (\alpha-2) t \frac{\lambda_{n}}{2 \alpha^{2}} \mathrm{~L} H_{4} g \\
& \quad+\cos (\alpha-1) t\left\{\frac{\lambda_{n}}{2 \alpha^{2}} \mathrm{~L} H_{1} f+\eta_{1}\left(\alpha_{1}-1\right)^{2} H_{4} f-B_{1} H_{4}^{I V} f+\frac{1}{2} \eta_{2} \mathrm{~L} \phi_{n} f\right\} \\
& \quad+ \\
& \sin (\alpha-1) t\left\{\frac{\lambda_{n}}{2 \alpha^{2}} \mathrm{~L} H_{2} g+\eta_{1}(\alpha-1)^{2} H_{4} g-B_{1} H_{4}^{I V} g+\frac{1}{2} \eta_{2} \mathrm{~L} \phi_{n} g\right\} \\
& \quad+ \\
& \cos \alpha t\left\{\frac{\lambda_{n}}{2 \alpha^{2}}\left(\mathrm{~L} H_{3}+\mathrm{L} H_{4}\right) f+\eta_{1} \alpha^{2} H_{1} f-B_{1} H_{1}^{I V}\right. \\
& \\
& \left.\quad+\eta_{2} \alpha^{2} \phi_{n} f-2 \frac{\lambda_{n}}{\alpha} \phi_{n} \frac{\partial g}{\partial \tau_{2}}-B_{2} \phi_{n}^{I V} f\right\}
\end{aligned}
$$

$$
\begin{align*}
& +\sin \alpha t\left\{\frac{\lambda_{n}}{2 \alpha^{2}}\left(\mathrm{~L} H_{3} g+\mathrm{L} H_{4} g\right)+\eta_{1} \alpha^{2} H_{2} g-B_{1} H_{2}^{I V} g+\eta_{2} \alpha^{2} \phi_{n} g\right. \\
& \left.+\quad+\frac{2 \lambda_{n}}{\alpha} \phi_{n} \frac{\partial f}{\partial \tau_{2}}-B_{2} \phi_{n}^{I V} g\right\} \\
& +\cos (\alpha+1) t\left\{\frac{\lambda_{n}}{2 \alpha^{2}} \mathrm{~L} H_{1} f+\eta_{1}(\alpha+1)^{2} H_{3} f-B_{1} H_{3}^{I V} f+\frac{1}{2} \eta_{2} \mathrm{~L} \phi_{n} f\right\} \\
& +\sin (\alpha+1) t\left\{\frac{\lambda_{n}}{2 \alpha^{2}} \mathrm{~L} H_{2} g+\eta_{1}(\alpha+1)^{2} H_{3} g-B_{1} H_{3}^{I V} g+\frac{1}{2} \eta_{2} \mathrm{~L} \phi_{n} g\right\} \\
& +\cos (\alpha+2) t \frac{\lambda_{n}}{2 \alpha^{2}} \mathrm{~L} H_{3} f+\sin (\alpha+2) t \frac{\lambda_{n}}{2 \alpha^{2}} \mathrm{~L} H_{3} g  \tag{C.1}\\
& + \text { similar expressions with } \alpha \mapsto \beta, \quad(f, g) \mapsto(d, e), \quad n \mapsto m, \quad H_{i} \mapsto F_{i} .
\end{align*}
$$

Appendix D. Codimension-one resonance; derivation of (2.17). In order to obtain the "linearized" results from Parts I and II, valid for undistinguished values of $\eta$, we drop all of the $\beta$ terms in the above and set $\lambda_{n} / \alpha=\eta$. This describes the asymptotics of resonance tongues away from their codimension-two interactions. Furthermore we set $\eta=\lambda_{n} / \alpha^{2}$; i.e., $\eta_{1}=\eta_{2}=\cdots 0$. Failure to do this will result in the corrections (2.16) for the $\eta$-values that define the resonance condition as $B_{0}$ varies. From (3.9) we have, provided $\alpha \neq 1 / 2$, that $B_{1}=0$. Consider now the $\alpha$-dependent terms of (C.1). The solvability condition at this level is that the coefficients of $\cos \alpha t$ and $\sin \alpha t$ must be orthogonal to the eigenfunction $\phi_{n}$. Now, provided that we do not satisfy

$$
\begin{equation*}
\alpha \pm 1= \pm \alpha \quad \text { or } \quad \alpha \pm 2= \pm \alpha, \quad \text { i.e., } \alpha=\frac{1}{2} \text { or } 1, \tag{D.1}
\end{equation*}
$$

this leads to the conditions (making use of (2.10), (2.11))

$$
\begin{align*}
& \frac{\partial f}{\partial \tau_{2}}=\left[\frac{B_{2} \alpha}{2 \lambda_{n}}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle-\frac{1}{4 \alpha}\left(\left\langle\phi_{n}, \mathrm{~L}_{3}\right\rangle+\left\langle\phi_{n}, \mathrm{~L}_{4}\right\rangle\right)\right] g  \tag{D.2}\\
& \frac{\partial g}{\partial \tau_{2}}=-\left[\frac{B_{2} \alpha}{2 \lambda_{n}}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle-\frac{1}{4 \alpha}\left(\left\langle\phi_{n}, \mathrm{~L}_{3}\right\rangle+\left\langle\phi_{n}, \mathrm{LH}_{4}\right\rangle\right)\right] f \tag{D.3}
\end{align*}
$$

Like (B.2) and (B.3), these equations can be expressed more simply by saying that both $f$ and $g$ satisfy

$$
\frac{\partial f^{2}}{\partial \tau^{2}}=-K^{2} f, \quad \text { where } K=\frac{B_{2} \alpha}{2 \lambda_{n}}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle-\frac{1}{4 \alpha}\left(\left\langle\phi_{n}, L H_{3}\right\rangle+\left\langle\phi_{n}, \mathrm{~L} H_{4}\right\rangle\right) .
$$

Hence solutions are bounded, apart from at the single neutral stability point $K=0$ given by

$$
\begin{equation*}
B_{2}=\frac{\lambda_{n}}{2 \alpha^{2}} \frac{\left\langle\phi_{n}, \mathrm{~L} H_{3}\right\rangle+\left\langle\phi_{n}, \mathrm{~L} H_{4}\right\rangle}{\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle} . \tag{D.4}
\end{equation*}
$$

This shows that the width of the resonance tongue is not resolved at this level, but both boundaries of the tongue have the same quadratic coefficient $B_{2} \varepsilon^{2}$ given by (D.4).

Now suppose that one of (D.1) is satisfied. Consider first $\alpha=1 / 2$, which case we have already shown leads to a nontrivial width of resonance tongue at $O(\varepsilon): B=$ $B_{0}+\varepsilon B_{1}^{ \pm}+O\left(\varepsilon^{2}\right)$. From the $O\left(\varepsilon^{3}\right)$ equation (C.1), we see that the coefficient of $\cos (\alpha-1) t$ must be added to that of $\cos \alpha t$ when seeking the orthogonality condition, and similarly the coefficient of $\sin (\alpha-1) t$ must be subtracted from that of $\sin \alpha t$. This will lead to different equations for $B_{2}$ and separate nontrivial corrections to the two boundaries of the resonance tongue $B=B_{0}+\varepsilon B_{1}^{ \pm}+\varepsilon^{2} B_{2}^{ \pm}+O\left(\varepsilon^{3}\right)$.

Consider now $\alpha=1$. Here the coefficient of $\cos (\alpha-2) t$ in (C.1) must be added to that of $\cos \alpha t$ when seeking the orthogonality condition, and similarly the coefficient of $\sin (\alpha-2) t$ must be subtracted from that of $\sin \alpha t$. This will lead to different equations for $B_{2}$ and separate nontrivial corrections to the two boundaries corresponding to $\cos \alpha t$ and $\sin \alpha t$. In fact, it is easy to see that we get $B=B_{0}+\varepsilon^{2} B_{2}^{ \pm}$, where $B_{2}^{ \pm}$are given by (2.21), (2.22) with $\eta=\lambda_{n}$.

Returning to the general case $\alpha \neq 1 / 2$ or 1 , suppose we carry out the expansion to $O\left(\varepsilon^{4}\right)$. We would then get contributions to the particular integral $u_{4}$ from terms which come from the expansion of

$$
\left\{\begin{array}{c}
\cos \\
\sin
\end{array}\right\}(\alpha \pm 1) t \cdot \cos t \quad \text { and } \quad\left\{\begin{array}{c}
\cos \\
\sin
\end{array}\right\}(\alpha \pm 2) t \cdot \cos t
$$

which we lead to terms proportional to

$$
\left\{\begin{array}{c}
\cos \\
\sin
\end{array}\right\}(\alpha \pm 3) t
$$

Therefore, provided we do not satisfy

$$
\alpha \pm 3= \pm \alpha, \quad \text { i.e., } \alpha=3 / 2(\text { since } \alpha>0)
$$

then the orthogonality condition applied to the $\sin \alpha t$ and $\cos \alpha t$ equations leads to a unique condition for $B_{3}$, which is third-order correction to both resonance tongues $B=B_{0}+\varepsilon^{2} B_{2}+\varepsilon^{3} B_{3}$. If, however, $\alpha=3 / 2$, then we get a different contribution from the $\sin (\alpha-3) t$ and $\cos (\alpha-3) t$ terms, leading to nonequal corrections $B_{3}^{ \pm}$. Hence the first nontrivial width of the resonance tongue is $O\left(\varepsilon^{3}\right)$.

Extrapolating this argument we see that the first nontrivial width of any resonance tongue is always at $O\left(\varepsilon^{2 \alpha}\right)$, and we recover the general expression (2.17). The asymptotic procedure we have developed can in principle calculate all the coefficients $B_{j}, j=2, \ldots, 2 \alpha-1$, and $B_{2 \alpha}^{ \pm}$for any arbitrary half-integer $\alpha$, but the expressions become rather cumbersome beyond $O\left(\varepsilon^{3}\right)$.

Appendix E. Neutral curves for $O\left(\varepsilon^{2}\right)$ interaction. The assumption $\beta=$ $\alpha+1$ leads to the contradiction that the $O\left(\varepsilon^{2}\right)$ solvability condition equation (A.10) has a solution that is an eigenfunction, but the right-hand side is not orthogonal to $\phi_{m}$. Instead we must combine $F_{4}$ (which is the coefficient of $d \cos (\beta-1) t$ and $e \sin (\beta-1) t)$ into the functions $H_{1}$ and $H_{2}$ via

$$
\tilde{H}_{1}=H_{1}+F_{4}, \quad \tilde{H}_{2}=H_{2}+F_{4} .
$$

Then $\tilde{H}_{1}$ and $\tilde{H}_{2}$ satisfy

$$
\begin{align*}
& M_{0} \tilde{H}_{1}-\lambda_{n} \tilde{H}_{1}=\eta_{1} \alpha^{2} \phi_{n} f-B_{1} \phi_{n}^{I V} f+\frac{\lambda_{n}}{2 \alpha^{2}} \mathrm{~L} \phi_{m} d-\frac{\partial g}{\partial \tau_{1}}\left(\frac{2 \lambda_{n}}{\alpha} \phi_{n}\right),  \tag{E.1}\\
& M_{0} \tilde{H}_{2}-\lambda_{n} \tilde{H}_{2}=\eta_{1} \alpha^{2} \phi_{n} g-B_{1} \phi_{n}^{I V} g+\frac{\lambda_{n}}{2 \alpha^{2}} \mathrm{~L} \phi_{m} e+\frac{\partial f}{\partial \tau_{1}}\left(\frac{2 \lambda_{n}}{\alpha} \phi_{n}\right) . \tag{E.2}
\end{align*}
$$

Similarly, the term $H_{3}$ proportional to $f \cos (\alpha+1) t$ and $g \sin (\alpha+1) t$ must be added to the functions $F_{1}$ and $F_{2}$ via

$$
\tilde{F}_{1}=F_{1}+H_{3}, \quad \tilde{F}_{2}=F_{2}+H_{3}
$$

where $\tilde{F}_{1}$ and $\tilde{F}_{2}$ satisfy

$$
\begin{align*}
& M_{0} \tilde{F}_{1}-\lambda_{m} \tilde{F}_{1}=\eta_{1} \beta^{2} \phi_{m} d-B_{1} \phi_{m}^{I V} d+\frac{\lambda_{m}}{2 \beta^{2}} \mathrm{~L} \phi_{n} f-\frac{\partial e}{\partial \tau_{1}}\left(\frac{2 \lambda_{m}}{\beta} \phi_{m}\right),  \tag{E.3}\\
& M_{0} \tilde{F}_{2}-\lambda_{m} \tilde{F}_{2}=\eta_{1} \alpha^{2} \phi_{m} e-B_{1} \phi_{m}^{I V} e+\frac{\lambda_{m}}{2 \beta^{2}} \mathrm{~L} \phi_{n} g+\frac{\partial d}{\partial \tau_{1}}\left(\frac{2 \lambda_{m}}{\beta} \phi_{m}\right) \tag{E.4}
\end{align*}
$$

The solvability condition is now that the right-hand sides of (E.1) and (E.2) should both be orthogonal to $\phi_{n}$ and that the right-hand sides of (E.3) and (E.4) should be orthogonal to $\phi_{m}$. This gives

$$
\begin{gather*}
\frac{\partial g}{\partial \tau_{1}}-\frac{\alpha}{2 \lambda_{n}}\left(\eta_{1} \alpha^{2}-B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle\right) f-\frac{1}{4 \alpha}\left\langle\phi_{n}, \mathrm{~L} \phi_{m}\right\rangle d=0  \tag{E.5}\\
\frac{\partial f}{\partial \tau_{1}}+\frac{\alpha}{2 \lambda_{n}}\left(\eta_{1} \alpha^{2}-B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle\right) g+\frac{1}{4 \alpha}\left\langle\phi_{n}, \mathrm{~L} \phi_{m}\right\rangle e=0  \tag{E.6}\\
\frac{\partial e}{\partial \tau_{1}}-\frac{(\alpha+1)}{2 \lambda_{m}}\left(\eta_{1}(\alpha+1)^{2}-B_{1}\left\langle\phi_{m}^{\prime \prime}, \phi_{m}^{\prime \prime}\right\rangle\right) d-\frac{1}{4(\alpha+1)}\left\langle\phi_{n}, \mathrm{~L} \phi_{m}\right\rangle f=0  \tag{E.7}\\
\frac{\partial d}{\partial \tau_{1}}+\frac{(\alpha+1)}{2 \lambda_{m}}\left(\eta_{1}(\alpha+1)^{2}-B_{1}\left\langle\phi_{m}^{\prime \prime}, \phi_{m}^{\prime \prime}\right\rangle\right) e+\frac{1}{4(\alpha+1)}\left\langle\phi_{n}, \mathrm{~L} \phi_{m}\right\rangle g=0 \tag{E.8}
\end{gather*}
$$

From the form of these equations we note that they are expressible as a system

$$
\frac{\partial x}{\partial \tau_{1}}=A(x), \quad \text { where } x=\left[\begin{array}{l}
f \\
d \\
g \\
e
\end{array}\right], \quad A=\left[\begin{array}{cccc}
0 & 0 & -a_{1} & -a_{2} \\
0 & 0 & -a_{3} & -a_{4} \\
a_{1} & a_{2} & 0 & 0 \\
a_{3} & a_{4} & 0 & 0
\end{array}\right]
$$

with

$$
\begin{gather*}
a_{1}=\frac{\alpha}{2 \lambda_{n}}\left(\eta_{1} \alpha^{2}-B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle\right), \quad a_{2}=\frac{1}{4 \alpha}\left\langle\mathrm{~L} \phi_{m}, \phi_{n}\right\rangle \\
a_{3}=\frac{1}{4(\alpha+1)}\left\langle\mathrm{L} \phi_{m}, \phi_{n}\right\rangle, \quad a_{4}=\frac{(\alpha+1)}{2 \lambda_{m}}\left(\eta_{1}(\alpha+1)^{2}-B_{1}\left\langle\phi_{m}^{\prime \prime}, \phi_{m}^{\prime \prime}\right\rangle\right) . \tag{E.9}
\end{gather*}
$$

From the form of $A$ we conclude that its eigenvalues are all double and purely imaginary unless

$$
\begin{equation*}
a_{1} a_{4}-a_{2} a_{3}=0 \tag{E.10}
\end{equation*}
$$

Hence the zero solution to the system (E.5)-(E.8) is stable unless we sit precisely on this neutral stability curve defined by (E.10). The fact that all eigenvalues of $A$ are then zero implies that (E.10) is the neutral stability condition for both the cosine mode (corresponding to coefficients $f$ and $d$ ) and the sine mode (with coefficients $g$ and $e$ ). Hence at this $O(\varepsilon)$ level the resonance tongue has zero width.

It remains to express the neutral stability condition as a curve in the $\left(B_{1}, \eta_{1}\right)$ plane. Substitution of (E.9) into (E.10) results in (3.12), where we have used $\lambda_{m}=$ $\lambda_{n}(\alpha+1)^{2} / \alpha^{2}$.

Finally, we treat the special case where $\alpha=1 / 2, \beta=3 / 2$. Here, we find that the term $H_{3} f \cos (\alpha+1)$ in (A.2) must be added to $\tilde{H}_{1}$, and the term $H_{3} g \sin (\alpha+1)$ subtracted from $\tilde{F}_{1}$. Hence the solvability condition becomes

$$
\begin{align*}
\frac{\partial g}{\partial \tau_{1}}- & \left(\frac{\eta_{1}}{16 \lambda_{n}}-\frac{B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle}{4 \lambda_{n}}+\frac{\left\langle\phi_{n}, \mathrm{~L} \phi_{n}\right\rangle}{2}\right) f-\frac{\left\langle\phi_{m}, \mathrm{~L} \phi_{n}\right\rangle}{2} d=0  \tag{E.11}\\
\frac{\partial f}{\partial \tau_{1}}+ & \left(\frac{\eta_{1}}{16 \lambda_{n}}-\frac{B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle}{4 \lambda_{n}}-\frac{\left\langle\phi_{n}, \mathrm{~L} \phi_{n}\right\rangle}{2}\right) g+\frac{\left\langle\phi_{m}, \mathrm{~L} \phi_{n}\right\rangle}{2} e=0  \tag{E.12}\\
& \frac{\partial e}{\partial \tau_{1}}-\left(\frac{9 \eta_{1}}{48 \lambda_{n}}-\frac{B_{1}\left\langle\phi_{m}^{\prime \prime}, \phi_{m}^{\prime \prime}\right\rangle}{12 \lambda_{n}}\right) d-\frac{\left\langle\phi_{m}, \mathrm{~L} \phi_{n}\right\rangle}{6} f=0  \tag{E.13}\\
& \frac{\partial d}{\partial \tau_{1}}+\left(\frac{9 \eta_{1}}{48 \lambda_{n}}-\frac{B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle}{12 \lambda_{n}}\right) e+\frac{\left\langle\phi_{m}, \mathrm{~L} \phi_{n}\right\rangle}{6} g=0 \tag{E.14}
\end{align*}
$$

The neutral mode solution of this equation can be written similarly to (E.10) in the form

$$
\begin{equation*}
9\left(a_{1} \pm a_{5}\right) a_{4}-a_{2} a_{3}=0, \quad \text { where } a_{5}=\frac{\left\langle\phi_{n}, \mathrm{~L} \phi_{n}\right\rangle}{2} \tag{E.15}
\end{equation*}
$$

$a_{1}, \ldots, a_{4}$ are given by (E.9), and the sign " + " corresponds to the cosine mode and "-" to the sine mode. Expanding (E.15), we obtain the pair of loci in the $\left(B_{1}, \eta_{1}\right)$ plane given by (3.13).

Appendix F. Neutral curves for the first-harmonic buckling interaction. When the solution (4.1) is substituted into the right-hand side of the $O\left(\varepsilon^{2}\right)$ equation (3.5), the result is

$$
\begin{align*}
\lambda_{n} \frac{\partial^{2} u_{2}}{\partial t^{2}}+\mathrm{M}_{0} u_{2}= & \frac{1}{2} \lambda_{n}[f(1+\cos 2 t)+g \sin 2 t] \mathrm{L} \phi_{n}-B_{1} h \phi_{c}^{I V} \\
& +\left[\left(\eta_{1} f-2 \lambda_{n} \frac{\partial g}{\partial \tau_{1}}\right) \phi_{n}+\lambda_{n} h \mathrm{~L} \phi_{c}-B_{1} f \phi_{n}^{I V}\right] \cos t  \tag{F.1}\\
& +\left[\left(\eta_{1} g+2 \lambda_{n} \frac{\partial f}{\partial \tau_{1}}\right) \phi_{n}-B_{1} g \phi_{n}^{I V}\right] \sin t
\end{align*}
$$

The particular integral of (F.1) is

$$
\begin{align*}
u_{2}=\{ & H_{0}\left(s, \tau_{1}, \tau_{2}\right)+H_{1}\left(s, \tau_{1}, \tau_{2}\right) \cos t+H_{2}\left(s, \tau_{1}, \tau_{2}\right) \sin t  \tag{F.2}\\
& \left.+H_{3}(s)(f \cos 2 t+g \sin 2 t)\right\}
\end{align*}
$$

where

$$
\begin{align*}
\mathrm{M}_{0} H_{0} & =\frac{1}{2} \lambda_{n} f \mathrm{~L} \phi_{n}-B_{1} h \phi_{c}^{I V},  \tag{F.3}\\
\mathrm{M}_{0} H_{1}-\lambda_{n} H_{1} & =-\left(2 \lambda_{n} \frac{\partial g}{\partial \tau_{1}}-\eta_{1} f\right) \phi_{n}+\lambda_{n} h \mathrm{~L} \phi_{c}-B_{1} f \phi_{n}^{I V},  \tag{F.4}\\
\mathrm{M}_{0} H_{2}-\lambda_{n} H_{2} & =\left(2 \lambda_{n} \frac{\partial f}{\partial \tau_{1}}+\eta_{1} g\right) \phi_{n}-B_{1} g \phi_{n}^{I V},  \tag{F.5}\\
\mathrm{M}_{0} H_{3}-4 \lambda_{n} H_{3} & =\frac{1}{2} \lambda_{n} \mathrm{~L} \phi_{n} \tag{F.6}
\end{align*}
$$

and $H_{0}, H_{1}, H_{2}$, and $H_{3}$ must satisfy boundary conditions (2.8). Applying orthogonality with respect to $\phi_{c}$ to the right-hand side of (F.3), we obtain

$$
\frac{1}{2} \lambda_{n}\left\langle\phi_{c}, \mathrm{~L} \phi_{n}\right\rangle f-B_{1}\left\langle\phi_{c}^{\prime \prime}, \phi_{c}^{\prime \prime}\right\rangle h=0
$$

which, using (2.11), we can rewrite as

$$
\begin{equation*}
h=-\left(\frac{\lambda_{n} B_{c}\left\langle\phi_{n}^{\prime \prime}, \phi_{c}^{\prime \prime}\right\rangle}{2 B_{1}\left\langle\phi_{c}^{\prime \prime}, \phi_{c}^{\prime \prime}\right\rangle}\right) f:=-\frac{G_{n}}{B_{1}} f \tag{F.7}
\end{equation*}
$$

Applying orthogonality with respect to $\phi_{m}$ to the right-hand sides of (F.4) and (F.5) yields

$$
\begin{gather*}
\frac{\partial g}{\partial \tau_{1}}-\left(\frac{\eta_{1}}{2 \lambda_{n}}-\frac{B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle}{2 \lambda_{n}}+\frac{\lambda_{n} B_{c}^{2}\left\langle\phi_{n}^{\prime \prime}, \phi_{c}^{\prime \prime}\right\rangle^{2}}{4 B_{1}\left\langle\phi_{c}^{\prime \prime}, \phi_{c}^{\prime \prime}\right\rangle}\right) f=0  \tag{F.8}\\
\frac{\partial f}{\partial \tau_{1}}+\left(\frac{\eta_{1}}{2 \lambda_{n}}-\frac{B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle}{2 \lambda_{n}}\right) g=0 \tag{F.9}
\end{gather*}
$$

Thus $f$ and $g$ both satisfy the differential equation

$$
\begin{equation*}
\frac{\partial^{2} f}{\partial \tau_{1}^{2}}+\left(\frac{\eta_{1}}{2 \lambda_{n}}-\frac{B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle}{2 \lambda_{n}}\right)\left(\frac{\eta_{1}}{2 \lambda_{n}}-\frac{B_{1}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle}{2 \lambda_{n}}+\frac{\lambda_{n} B_{c}^{2}\left\langle\phi_{n}^{\prime \prime}, \phi_{c}^{\prime \prime}\right\rangle^{2}}{4 B_{1}\left\langle\phi_{c}^{\prime \prime}, \phi_{c}^{\prime \prime}\right\rangle}\right) f=0 \tag{F.10}
\end{equation*}
$$

The condition for this equation to have bounded sinusoidal solutions on time scale $\tau_{1}$ is given by (4.2).

Appendix G. The $O\left(\varepsilon^{3}\right)$ correction to the boundary $\sigma_{1}=0$. On this boundary $f \equiv 0$ so that $h \equiv 0$ by (F.7), and $g=g\left(\tau_{2}\right)$. The right-hand sides of (F.3) and (F.4) are zero in this case so that $H_{0}$ and $H_{1}$ are proportional to $\phi_{c}$ and $\phi_{n}$, respectively. Thus, this part of the $O\left(\varepsilon^{2}\right)$ solution can be absorbed into the $O(\varepsilon)$ solution, and without loss of generality we can set $H_{0}=H_{1} \equiv 0$. The solution (F.2) can now be written as

$$
\left.\begin{array}{l}
u_{1}=\phi_{n}(s) \sin t g\left(\tau_{2}\right)  \tag{G.1}\\
u_{2}=\left\{H_{2}(s) \sin t+H_{3}(s) \sin 2 t\right\} g\left(\tau_{2}\right)
\end{array}\right\}
$$

where $H_{3}(s)$ is the solution of (F.6) and $H_{2}$ satisfies (F.5) with $f=0$ and the relationship (4.3) holding between $B_{1}$ and $\eta_{1}$ in order to ensure orthogonality of the right-hand side to the eigenfunction $\phi_{n}$ of the operator on the left.

When the form (G.1) is substituted into the right-hand side of (3.6) one obtains

$$
\begin{align*}
\lambda_{n} \frac{\partial^{2} u_{3}}{\partial t^{2}} & +\mathrm{M}_{0} u_{3} \\
=\{ & \left.\frac{1}{2} \lambda_{n} \mathrm{~L} H_{3}+\eta_{1}\left(H_{2}-\frac{1}{\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle} H_{2}^{I V}\right)+\eta_{2} \phi_{n}-B_{2} \phi_{n}^{I V}\right\} g\left(\tau_{2}\right) \sin t  \tag{G.2}\\
& -2 \lambda_{n} \phi_{n} \frac{\partial g}{\partial \tau_{2}} \cos t+\text { terms involving } \sin 2 t \text { and } \sin 3 t,
\end{align*}
$$

where (4.3) has been used to eliminate $B_{1}$ in favor of $\eta_{1}$ from the above equations. Finally, when we require that the right-hand side of this equation be orthogonal to the $\phi_{m}$, we see that $g$ must be independent of $\tau_{2}$ and that

$$
\begin{equation*}
B_{2}=\frac{1}{2} \lambda_{n} \frac{\left\langle\phi_{n}, \mathrm{~L} H_{3}\right\rangle}{\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle}-\eta_{1} \frac{\left\langle\phi_{n}, \mathrm{~L} H_{2}\right\rangle}{\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle^{2}}+\frac{\eta_{2}}{\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle} \tag{G.3}
\end{equation*}
$$

Note that $\left\langle\phi_{n}, H_{2}\right\rangle=0$ has been used to obtain this result.
From these results the shape of this stability boundary in the space of the original variables $B, \eta, \varepsilon$ in the neighborhood of the singular point $\left(B_{c}, \lambda_{n}, \varepsilon=0\right)$ can be constructed as follows.

First, note that from the second power series in (3.3) we may write

$$
\begin{aligned}
\varepsilon \eta_{1} & =\left(\eta-\lambda_{n}\right)-\varepsilon^{2} \eta_{2}+O\left(\varepsilon^{3}\right) \\
\varepsilon^{2} \eta_{1} & =\varepsilon\left(\eta-\lambda_{n}\right)+O\left(\varepsilon^{3}\right)
\end{aligned}
$$

Now, when these expressions for $\varepsilon \eta_{1}$ and $\varepsilon^{2} \eta_{1}$ are substituted into the above expressions for $B_{1}$ and $B_{2}$ and the results are substituted into the third series in (3.3), we obtain (4.5).

Appendix H. The $O\left(\varepsilon^{3}\right)$ correction to the boundary $\sigma_{2}=0$. On this boundary $g \equiv 0, f=f\left(\tau_{2}\right)$, and

$$
\begin{equation*}
h\left(\tau_{2}\right)=-\frac{\lambda_{n} B_{c}\left\langle\phi_{n}^{\prime \prime}, \phi_{c}^{\prime \prime}\right\rangle}{2 B_{1}\left\langle\phi_{c}^{\prime \prime}, \phi_{c}^{\prime \prime}\right\rangle} f\left(\tau_{2}\right):=-\frac{G_{n}}{B_{1}} f\left(\tau_{2}\right) \tag{H.1}
\end{equation*}
$$

We require the solution to $O(1)$ even as $B_{1} \rightarrow 0$ or $\infty$. Hence we set $k\left(\tau_{2}\right):=\sqrt{f^{2}+g^{2}}, \quad$ so that $f=\frac{B_{1}}{K_{n}} k, \quad h=\frac{-G_{n}}{K_{n}} k, \quad$ where $K_{n}=\sqrt{B_{1}^{2}+G_{n}^{2}}$.
Also by reasoning similar to that above we may set $H_{2} \equiv 0$ so that on this boundary we have

$$
\left.\begin{array}{l}
u_{1}=\left(-G_{n} \phi_{c}(s)+B_{1} \phi_{n}(s) \cos t\right) \frac{k\left(\tau_{2}\right)}{K_{n}}  \tag{H.2}\\
u_{2}=\left\{H_{0}(s)+H_{1}(s) \cos t+H_{3}(s) \cos 2 t\right\} k\left(\tau_{2}\right)
\end{array}\right\}
$$

where in this case

$$
\begin{align*}
\mathrm{M}_{0} H_{0} & =\frac{B_{1}}{K_{n}}\left(\frac{1}{2} \lambda_{n} \mathrm{~L} \phi_{n}+G_{n} \phi_{c}^{I V}\right)  \tag{H.3}\\
\mathrm{M}_{0} H_{1}-\lambda_{n} H_{1} & =\frac{1}{K_{n}}\left(\eta_{1} B_{1} \phi_{n}-\lambda_{n} G_{n} \mathrm{~L} \phi_{c}-B_{1}^{2} \phi_{n}^{I V}\right)  \tag{H.4}\\
\mathrm{M}_{0} H_{3}-4 \lambda_{n} H_{3} & =\frac{B_{1} \lambda_{n}}{2 K_{n}} \mathrm{~L} \phi_{n} \tag{H.5}
\end{align*}
$$

When the results (H.2) are substituted into the right-hand side of (3.6) we obtain

$$
\begin{align*}
\lambda_{n} \frac{\partial^{2} u_{3}}{\partial t^{2}}+\mathrm{M}_{0} u_{3}= & \left\{\frac{1}{2} \lambda_{n} \mathrm{~L} H_{1}+\frac{B_{1}}{2 K_{n}} \eta_{1} \mathrm{~L} \phi_{n}-B_{1} H_{0}^{I V}+B_{2} \frac{G_{n}}{K_{n}} \phi_{c}^{I V}\right\} k\left(\tau_{2}\right) \\
+ & \left\{\lambda_{n}\left(\mathrm{~L} H_{0}+\frac{1}{2} \mathrm{~L} H_{3}\right)+\eta_{1}\left(H_{1}-\frac{G_{n}}{K_{n}} \mathrm{~L} \phi_{c}\right)\right.  \tag{H.6}\\
& \left.-B_{1} H_{1}^{I V}+\frac{B_{1}}{K_{n}} \eta_{2} \phi_{n}-\frac{B_{1}}{K_{n}} B_{2} \phi_{n}^{I V}\right\} k\left(\tau_{2}\right) \cos t \\
+ & 2 \lambda_{n} \phi_{n} \frac{B_{1}}{K_{n}} \frac{\partial k}{\partial \tau_{2}} \sin t+\text { terms involving } \cos 2 t \text { and } \cos 3 t
\end{align*}
$$

Applying orthogonality conditions to the various groups of terms on the right-hand side of this equation, we see that $f$ is independent of $\tau_{2}$ and hence obtain the expressions (4.6) and (4.7).

Appendix I. Matching to the codimension-one results. We consider the expression (4.9) in the two limits (i) $B_{1} \rightarrow 0$ (and hence $\left|\hat{\eta}_{1}\right| \gg 1$, but $\ll 1 / \varepsilon$ ) and (ii) $B_{1} \gg 1$ (and hence $\hat{\eta}_{1} \rightarrow 0$, but $B_{1} \ll 1 / \varepsilon$ ).
(i) Consider first $B_{1} \rightarrow 0$. Taking $B_{1}$ as a small parameter, then (4.8) shows $\hat{\eta_{1}}=O\left(1 / B_{1}\right)$. The leading-order term of (4.9) we then find to be in the $B_{2}$-direction and to be given by

$$
\begin{equation*}
\tilde{B}_{2}=B_{2}-\hat{\eta}_{2} \frac{B_{1}}{\hat{\eta}_{1}}=-\frac{\lambda_{n}}{2}\left\langle\phi_{c}, \mathrm{~L} H_{1}\right\rangle-\left(1+B_{c}\right) G_{n}\left\langle\phi_{c}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle+O\left(B_{1}\right), \tag{I.1}
\end{equation*}
$$

where $H_{1}$ satisfies

$$
\begin{equation*}
\mathrm{M}_{0} H_{1}-\lambda_{n} H_{1}=-2 \lambda_{n} B_{c}\left\langle\phi_{n}^{\prime \prime}, \phi_{c}^{\prime \prime}\right\rangle \phi_{n}-\lambda_{n} \mathrm{~L} \phi_{c}+O\left(B_{1}^{2}\right) \tag{I.2}
\end{equation*}
$$

Now we are interested in matching to the asymptotics of the pure falling-over instability, away from the codimension-two interaction, for which $\phi_{m}$ is not a resonant mode. Setting $\phi_{m}$ to zero in (I.1) and (I.2) we obtain precisely (dropping the tilde)

$$
B_{2}=\frac{\lambda_{n}}{2} \frac{\left\langle\mathrm{~L} H_{1}, \phi_{c}\right\rangle}{\left\langle\phi_{c}^{\prime \prime}, \phi_{c}^{\prime \prime}\right\rangle},
$$

which is precisely the boundary $B_{2}^{+}$defined by (2.21) (with $\eta$ replaced by its $O(1)$ value $\lambda_{m}$, for the same function $H_{1}$, where now $\phi_{m}$ is called $\phi_{c}$ ). Hence we recover the correct asymptotic expression well away from the resonance tongue interaction.
(ii) Now consider $B_{1} \gg 1$. Then (4.8) shows $\hat{\eta}_{1}=O\left(1 / B_{1}\right)$. Then we find the leading-order term of (4.9) to be in the $\hat{\eta}$-direction and to be given by

$$
\tilde{\hat{\eta}}_{2}=\hat{\eta}_{2}+O\left(1 / B_{1}\right),
$$

where $\hat{\eta}_{2}$ is given by the right-hand side of (4.7) without the $B_{2}$-term. Now, to match to the limit of just the $(1, n)$ resonance, away from its interaction with the fallingover instability, we must set $\phi_{c}=0$, since this is no longer resonant, and also set $H_{1}=0$, since it is now resonant (it defines the coefficient of $\cos t$ ) and therefore can be subsumed into the $O(1)$ solution. We then obtain to leading order that (dropping tildes)

$$
\hat{\eta}_{2}=\eta_{2}-B_{2}\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle=-\lambda_{n}\left(\left\langle\mathrm{~L} H_{0}, \phi_{n}\right\rangle+\frac{1}{2}\left\langle L H_{3}, \phi_{n}\right\rangle\right) .
$$

Hence, allowing $\eta_{2}$ to be zero, to model the codimension-one case, we get

$$
B_{2}=\frac{2 \lambda_{n}}{\left\langle\phi_{n}^{\prime \prime}, \phi_{n}^{\prime \prime}\right\rangle}\left(2\left\langle\mathrm{~L} H_{0}, \phi_{n}\right\rangle+\left\langle L H_{3}, \phi_{n}\right\rangle\right),
$$

where now

$$
\begin{aligned}
\mathrm{M}_{0} H_{3}-4 \lambda_{n} H_{3} & =\frac{\lambda_{n}}{2} \mathrm{~L} \phi_{n} \\
\mathrm{M}_{0} H_{0} & =\frac{\lambda_{n}}{2} \mathrm{~L} \phi_{n}
\end{aligned}
$$

Hence we see that this is identical to that defined by (2.21) (with $H_{4}$ now called $H_{0}$ ), and we obtain perfect matching in this case also.
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#### Abstract

In this paper we derive bounds on the torsional rigidity for coated fiber reinforced shafts. The bounds are used to assess the optimality or suboptimality of fiber reinforcement configurations. This investigation focuses on coated fiber reinforcements with circular cross section. It is shown how the effective antiplane shear modulus and torsional rigidity of each coated fiber are used to determine whether the configuration provides reinforcement above or below that of a homogeneous shaft containing no coated fibers. Simply connected shaft cross sections of arbitrary shape reinforced with any configuration of coated fibers are considered. Precise conditions on the effective antiplane shear modulus and torsional rigidity of each coated fiber are given under which the circular shaft reinforced with a single centered circular coated fiber is either optimal or suboptimal.
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1. Introduction. The problem of extremizing the torsional rigidity of prismatic shafts has been the focus of many investigations. For homogeneous shafts made from elastically isotropic material, de Saint-Venant [10] proposed that among all prismatic shafts with a given cross-sectional area that the greatest torsional rigidity is obtained by a shaft with a circular cross section. This proposition was proven by Polya [7]. For multiply connected cross sections of a given cross-sectional area, Polya and Weinstein [8] showed that the optimal cross section is given by the annulus. Alvino and Trombetti [1] considered composite shaft cross sections made up of perfectly bonded elastic materials. Here each phase is a cylindrical fiber of arbitrary cross section with generators parallel to the shaft. In this context they showed that circular cross sections with a radially nonincreasing arrangement of compliance delivers the maximum torsional rigidity among all cross sections with given cross-sectional area and fixed area fraction of the constituent phases.

When the materials are imperfectly bonded the elastic displacement may suffer jumps across the interface betweendifferent elastic phases. To first order one models the imperfect bonding in terms of a linear constitutive law relating tangential stress to the jump in the warping displacement. This model for imperfect bonding is well known and is referred to as the spring layer model; see Jones and Whittier [4]. In this context one considers shafts reinforced with fibers of greater shear stiffness than the matrix. One is interested in extremizing the torsional rigidity over fiber configurations and understanding how the imperfect interface compromises the benefits of the stiffer reinforcement. It is found that the degree of imperfect bonding relative to the contrast in compliance between matrix and fiber explicitly determines the type of

[^17]fiber configuration that maximizes the torsional rigidity; see Lipton [5, Theorems 1.1 through 1.7]. The relative degree of imperfect bonding is given by the parameter
\[

$$
\begin{equation*}
\mathrm{R}_{c r}=\frac{\alpha^{-1}}{\mathrm{G}_{m}^{-1}-\mathrm{G}_{f}^{-1}} \tag{1.1}
\end{equation*}
$$

\]

where $\mathrm{G}_{f}$ is the shear modulus of the fiber reinforcement, $\mathrm{G}_{m}$ is the shear modulus of the matrix, and $\alpha$ is the interfacial shear stiffness having dimensions of shear stiffness per unit length. For a shaft with a circular cross section of radius $R$ containing $N$ reinforcement fibers of circular cross section with common radii given by $\mathrm{R}_{c r}$, the imperfect interface balances the reinforcing effect of the fibers and the warping function outside the fibers is precisely zero. For this case the torsional rigidity is independent of the location of the fibers and is given by

$$
\begin{equation*}
\frac{\pi \mathrm{G}_{\mathrm{m}}}{2}\left(R^{4}-N \mathrm{R}_{c r}^{4}\right)+\frac{\pi \mathrm{G}_{\mathrm{f}}}{2} N \mathrm{R}_{c r}^{4} \tag{1.2}
\end{equation*}
$$

and is precisely the torsional rigidity of a circular shaft of radius $R$ reinforced with a single centered fiber of radius $N^{1 / 4} \mathrm{R}_{c r}$; see Lipton [5].

In many composites a third phase or inter-phase separating fiber and matrix is present. The inter-phase or coating phase often has elastic properties that are distinct from the fiber or matrix. In this context the recent work of Chen, Benveniste, and Chuang [2] treats a system of $N$ fibers with circular cross section and radii $a_{i}$, $i=1, \ldots, N$. The fibers are coated by a shell of uniform thickness and the outer radius of the coated fiber is $b_{i}, i=1, \ldots, N$. The shear modulus of the $i$ th fiber is denoted by $\mathrm{G}_{f}^{i}$ and the shear modulus of the associated coating is denoted by $\mathrm{G}_{c}^{i}$. The area fraction of the fiber phase in the $i$ th coated fiber system is denoted by $\nu_{i}$ and $\nu_{i}=a_{i}^{2} / b_{i}^{2}$. One recalls the formula for the effective antiplane shear modulus for the concentric coated cylinders assemblage of Hashin and Rosen [3] given by

$$
\begin{equation*}
G_{C C A}^{i}=\mathrm{G}_{c}^{i}\left(\frac{\mathrm{G}_{c}^{i}\left(1-\nu_{i}\right)+\mathrm{G}_{f}^{i}\left(1+\nu_{i}\right)}{\mathrm{G}_{c}^{i}\left(1+\nu_{i}\right)+\mathrm{G}_{f}^{i}\left(1-\nu_{i}\right)}\right) \tag{1.3}
\end{equation*}
$$

Here $G_{C C A}^{i}$ gives the effective shear stiffness of each coated fiber. Chen, Benveniste, and Chuang [2] show that when the effective shear stiffness of each coated fiber equals the matrix shear stiffness $\mathrm{G}_{m}$, i.e.,

$$
\begin{equation*}
G_{C C A}^{i}=\mathrm{G}_{m}, \quad i=1, \ldots, N \tag{1.4}
\end{equation*}
$$

then the warping function outside the coated fibers is zero and the torsional rigidity is given by

$$
\begin{equation*}
\mathcal{A}^{N}=\frac{\pi}{2} \mathrm{G}_{m} R^{4}+\sum_{i=1}^{N}\left(\frac{\pi}{2}\left(\mathrm{G}_{c}^{i}\left(b_{i}^{4}-a_{i}^{4}\right)+\mathrm{G}_{f}^{i} a_{i}^{4}\right)-\frac{\pi}{2} \mathrm{G}_{m} b_{i}^{4}\right) \tag{1.5}
\end{equation*}
$$

When all fibers have the same radius and coating thickness $\ell$ one passes to the distinguished limit given by

$$
\begin{equation*}
\lim _{\ell \rightarrow 0} \lim _{\mathrm{G}_{c}^{i} \rightarrow 0} \frac{\ell}{\mathrm{G}_{c}^{i}}=\alpha^{-1} \tag{1.6}
\end{equation*}
$$

in (1.4) and (1.5) to see that $\mathcal{A}^{N}$ is given by (1.2).

The relations given by (1.4) express the balance between the shear moduli of the matrix, fiber, coating, and coating thickness that renders the warping function zero outside the inclusions. Furthermore, under the hypotheses leading to (1.5) it is evident that if the torsional rigidity of each coated fiber given by

$$
\begin{equation*}
T_{f}^{i}=\frac{\pi}{2}\left(\mathrm{G}_{c}^{i}\left(b_{i}^{4}-a_{i}^{4}\right)+\mathrm{G}_{f}^{i} a_{i}^{4}\right) \tag{1.7}
\end{equation*}
$$

equals the torsional rigidity $\frac{\pi}{2} \mathrm{G}_{m} b_{i}^{4}$, obtained by replacing coating and fiber shear moduli with the matrix shear moduli, then there is complete neutrality; i.e., the torsional rigidity equals the torsional rigidity of the unreinforced shaft given by $\frac{\pi}{2} \mathrm{G}_{m} R^{4}$ (see Chen, Benveniste, and Chuang [2]). A recent summary of results involving neutral inclusions in the context of the theory of effective properties is given in Milton [6].

In this article we examine the effect of the coating phase on the torsional rigidity of coated fiber reinforced shafts. We build on the previous results and develop a variational methodology to assess the optimality or suboptimality of coated fiber configurations. Here the cross section of each coated fiber is taken to be circular, the radius of the $i$ th fiber cross section is denoted by $a_{i}$, and the outer radius of the coating is given by $b_{i}$. The union of the coated fibers is denoted by $A$. The remaining part of the cross section containing matrix material is denoted by $A_{m}$. The shaft cross section is denoted by $\Omega$ and $\Omega=A \cup A_{m}$. The results given in this paper follow easily from a set of bounds on the torsional rigidity derived using the variational principles given by (2.1) and (2.2).

We provide a brief outline of the bounds derived in this paper. Upper and lower bounds on the torsional rigidity for shafts with circular cross section reinforced with coated fibers are given in Proposition 2.1. These bounds are given in terms of the effective shear moduli and torsional rigidity of each coated fiber. Next we consider shafts with arbitrary simply connected cross section. Here upper bounds are given in terms of the polar moment of inertia of the shaft cross section $I_{0}(\Omega)$ and the effective shear moduli and torsional rigidity of each coated fiber; see Proposition 3.1. If, in addition, one knows that $\mathrm{G}_{c}^{i} \leq \mathrm{G}_{f}^{i}$ for $i=1, \ldots, N$, then it is shown that one can derive a tighter upper bound given in terms of the torsional rigidity $\mathcal{T}_{0}(\Omega)$ of the shaft cross section and the effective shear moduli and torsional rigidity of each coated fiber; see Proposition 5.2. When $\mathrm{G}_{c}^{i} \geq \mathrm{G}_{f}^{i}$ for $i=1, \ldots, N$, a lower bound is derived and is given in terms of $\mathcal{T}_{0}(\Omega)$ and the effective shear moduli and torsional rigidity of each coated fiber; see Proposition 6.2.

The bounds are used to establish the three reinforcement inequalities and three geometric inequalities presented in section 2. The reinforcement inequalities provide explicit criteria that determine when the torsional rigidity of a single coated fiber centered inside a shaft with circular cross section is either optimal or suboptimal among all coated fiber configurations for shafts with cross sections satisfying prescribed isoperimetric constraints; see Propositions 2.2, 2.3, and 2.4. The geometric inequalities provide explicit criteria that determine when the torsional rigidity of the coated fiber reinforced shaft is either greater than or less than the torsional rigidity of the same shaft in the absence of the coated fiber reinforcement; see Propositions $2.5,2.6$, and 2.7. In all cases the optimality conditions are expressed in terms of the effective shear modulus and torsional rigidity of each coated fiber.
2. Inequalities on the torsional rigidity. We begin by introducing the variational formulations for the torsional rigidity used in the subsequent analysis. The
torsional rigidity for a system of $N$ coated fibers inside a shaft with cross section $\Omega$ is denoted by $\mathcal{T}^{N}(\Omega)$. Points inside $\Omega$ are denoted by $\mathbf{x}=\left(x_{1}, x_{2}\right)$, and the coordinate system is chosen such that the origin lies inside $\Omega$. The first variational principle is given in terms of virtual stress potentials $\varphi$ that vanish on the boundary of the shaft cross section that are square integrable and have square integrable gradients. It is given by

$$
\begin{equation*}
\mathcal{T}^{N}(\Omega)=-2 \min _{\varphi}\left\{\frac{1}{2} \int_{\Omega} G^{-1}(\mathbf{x})|\nabla \varphi|^{2} d \mathbf{x}-2 \int_{\Omega} \varphi d \mathbf{x}\right\} \tag{2.1}
\end{equation*}
$$

where the piecewise constant shear modulus $G(\mathbf{x})$ is $\mathrm{G}_{m}$ in the matrix and takes the values $\mathrm{G}_{f}^{i}$ and $\mathrm{G}_{c}^{i}$ in the $i$ th fiber and coating, respectively. Next we define the vector $\mathbf{x}^{\perp}$ to be given by $\left(-x_{2}, x_{1}\right)$. The second variational principle is given in terms of virtual warping functions $\tilde{w}$ that are square integrable and have square integrable gradients. It is given by

$$
\begin{equation*}
\mathcal{T}^{N}(\Omega)=\min _{\tilde{w}}\left\{\int_{\Omega} G(\mathbf{x})\left|\nabla \tilde{w}+\mathbf{x}^{\perp}\right|^{2} d \mathbf{x}\right\} \tag{2.2}
\end{equation*}
$$

Motivated by (1.4) and (1.5), we start by considering shafts with a circular cross section of radius $R$. For this case we denote the shaft cross section by $D_{R}$. The torsional rigidity of $D_{R}$ reinforced with $N$ coated fibers is written as $\mathcal{T}^{N}\left(D_{R}\right)$. Here the coordinates are chosen such that the center of the shaft is the origin. The method presented here is simple. The trial fields are designed so that they become the actual stress potential or warping field in the composite when $G_{C C A}^{i}=\mathrm{G}_{m}$ for $i=1, \ldots, N$. Otherwise, these fields are admissible trials and when substituted into the variational principles give upper and lower bounds on the torsional rigidity. In this way the upper and lower bounds match when $G_{C C A}^{i}=\mathrm{G}_{m}$ for $i=1, \ldots, N$. For a system of $N$ coated fibers with centers located at the points $\mathbf{x}_{i}, i=1, \ldots, N$, the bounds are given by the following proposition.

Proposition 2.1.

$$
\begin{aligned}
\mathcal{A}^{N}+\pi \sum_{i=1}^{N}\left|\mathbf{x}_{i}\right|^{2} b_{i}^{2} \frac{\mathrm{G}_{m}}{G_{C C A}^{i}}\left(G_{C C A}^{i}-\mathrm{G}_{m}\right) & \leq \mathcal{T}^{N}\left(D_{R}\right) \\
& \leq \mathcal{A}^{N}+\pi \sum_{i=1}^{N}\left|\mathbf{x}_{i}\right|^{2} b_{i}^{2}\left(G_{C C A}^{i}-\mathrm{G}_{m}\right)
\end{aligned}
$$

where $\mathcal{A}^{N}$ is given by (1.5). The upper and lower bounds agree when $G_{C C A}^{i}=\mathrm{G}_{m}$ for $i=1, \ldots, N$.

These upper and lower bounds are derived in sections 3 and 4 , respectively.
In what follows we apply Proposition 2.1 to obtain the basic reinforcement inequality for shafts of circular cross section reinforced with a finite number $N$ of coated fibers. Here we suppose that the shear moduli of each fiber and coating are the same, i.e., $\mathrm{G}_{f}^{i}=\mathrm{G}_{f}$ and $\mathrm{G}_{c}^{i}=\mathrm{G}_{c}$. In addition, it is supposed that the ratio of outer and inner coating radius is the same for each coated fiber, i.e., $\nu_{i}=\nu, i=1, \ldots, N$. For this case $G_{C C A}^{i}=G_{C C A}$, where

$$
\begin{equation*}
G_{C C A}=\mathrm{G}_{c}\left(\frac{\mathrm{G}_{c}(1-\nu)+\mathrm{G}_{f}(1+\nu)}{\mathrm{G}_{c}(1+\nu)+\mathrm{G}_{f}(1-\nu)}\right) \tag{2.4}
\end{equation*}
$$

and for $G_{C C A}=\mathrm{G}_{m}$ the torsional rigidity given by (1.5) becomes

$$
\begin{equation*}
\mathcal{A}^{N}=\overline{\mathcal{A}}=\frac{\pi}{2}\left(\mathrm{G}_{m} R^{4}-\mathrm{G}_{m} \bar{b}^{4}+\mathrm{G}_{c} \bar{b}^{4}\left(1-\nu^{2}\right)+\mathrm{G}_{f} \nu^{2} \bar{b}^{4}\right) \tag{2.5}
\end{equation*}
$$

where $\bar{b}^{4}=\sum_{i=1}^{N} b_{i}^{4}$. Here $\overline{\mathcal{A}}$ is precisely the torsional rigidity of a single coated fiber with outer coating radius $\bar{b}$ and fiber radius $\bar{a}=\nu^{1 / 2} \bar{b}$ when the centers of the coated fiber cross section and shaft cross section are the same. The torsional rigidity of the concentric coated fiber shaft configuration is given by the right-hand side of (2.5) for all values of $\mathrm{G}_{m}, \mathrm{G}_{f}, \mathrm{G}_{c}$, and $\bar{a} \leq \bar{b} \leq R$. We note here that the area of the fiber cross section is given by $\pi \bar{a}^{2}=\pi \sqrt{\sum_{i=1}^{N} a_{i}^{4}}$.

The following reinforcement inequalities follow from Proposition 2.1 and give conditions for which the concentric coated fiber and circular shaft cross section is either optimal or suboptimal.

Proposition 2.2 (reinforcement inequalities I). If $G_{C C A} \leq \mathrm{G}_{m}$, then the torsional rigidity associated with $N$ coated fibers is less than or equal to the rigidity associated with a single centered circular coated fiber with fiber radius $\bar{a}=\nu^{1 / 2} \bar{b}$, i.e.,

$$
\begin{equation*}
\mathcal{T}^{N}\left(D_{R}\right) \leq \overline{\mathcal{A}} \tag{2.6}
\end{equation*}
$$

Otherwise, if $G_{C C A} \geq \mathrm{G}_{m}$, then the torsional rigidity associated with $N$ coated fibers is greater than or equal to that of a single centered circular coated fiber with fiber radius $\bar{a}=\nu^{1 / 2} \bar{b}$, i.e.,

$$
\begin{equation*}
\mathcal{T}^{N}\left(D_{R}\right) \geq \overline{\mathcal{A}} \tag{2.7}
\end{equation*}
$$

These inequalities are independent of the number and location of the coated fibers.
When all fibers have the same radius $a$ and coating thickness $\ell$, one easily passes to the distinguished limit given by (1.6) in Proposition 2.2 to recover Theorem 1.3 of Lipton [5] for imperfectly bonded fiber reinforced shafts.

Next we consider the more general case where the shaft can have an arbitrary simply connected cross section $\Omega$. Here we consider all configurations of $N$ coated fibers with prescribed fiber radii $a_{i}, i=1, \ldots, N$, and consider all cross sections $\Omega$ with prescribed polar moment of inertia. We apply the upper bound on the torsional rigidity given by Proposition 3.1 to obtain the following.

Proposition 2.3 (reinforcement inequality II). Consider any shaft with polar moment of inertia with respect to the origin equal to $\pi R^{4} / 2$ reinforced with $N$ circular coated fibers. If $G_{C C A} \leq \mathrm{G}_{m}$, then the torsional rigidity $\mathcal{T}^{N}(\Omega)$ is less than or equal to the torsional rigidity associated with a shaft with circular cross section of radius $R$ reinforced with a single centered circular coated fiber with fiber radius $\bar{a}$ given by

$$
\begin{equation*}
\pi \bar{a}^{2}=\pi \sqrt{\sum_{i=1}^{N} a_{i}^{4}} \tag{2.8}
\end{equation*}
$$

and $\bar{b}=\nu^{-1 / 2} \bar{a}$.
When $\mathrm{G}_{c} \leq \mathrm{G}_{f}$ we can appeal to the tighter upper bound on the torsional rigidity given by Proposition 5.2 to obtain a reinforcement inequality that holds for all shaft cross sections $\Omega$ with prescribed cross-sectional area.

Proposition 2.4 (reinforcement inequality III). Consider any shaft with crosssectional area equal to $\pi R^{2}$ reinforced with $N$ circular coated fibers. If $G_{C C A} \leq \mathrm{G}_{m}$
and $\mathrm{G}_{c} \leq \mathrm{G}_{f}$, then the torsional rigidity $\mathcal{T}^{N}(\Omega)$ is less than or equal to the torsional rigidity associated with a shaft with a circular cross section of radius $R$ reinforced with a single centered circular coated fiber with fiber radius $\bar{a}$ given by

$$
\begin{equation*}
\pi \bar{a}^{2}=\pi \sqrt{\sum_{i=1}^{N} a_{i}^{4}} \tag{2.9}
\end{equation*}
$$

and $\bar{b}=\nu^{-1 / 2} \bar{a}$.
It is evident from the inequality $\sqrt{\sum_{i=1}^{N} a_{i}^{4}} \leq \sum_{i=1}^{N} a_{i}^{2}$ that the cross-sectional area of the single centered circular fiber appearing in Propositions 2.2, 2.3, and 2.4 is less than or equal to the joint cross-sectional area of the $N$ fibers.

Now we consider the more general case where the shear moduli of the fiber and coating and the ratio of the inner radius and outer radius of the coating are allowed to differ between coated fibers. In this context we present explicit conditions on the effective shear modulus and torsional rigidity of each coated fiber that show when the torsional rigidity of the coated fiber reinforced shaft is either greater or less than the torsional rigidity of the shaft without reinforcement.

For shafts with circular cross sections of radius $R$, i.e., $\Omega=D_{R}$, we have the following.

Proposition 2.5 (geometric inequalities I). If $\sum_{i=1}^{N} T_{f}^{i} \leq \sum_{i=1}^{N} \frac{\pi}{2} \mathrm{G}_{m} b_{i}^{4}$ and $G_{C C A}^{i} \leq \mathrm{G}_{m}$, then

$$
\begin{equation*}
\mathcal{T}^{N}\left(D_{R}\right) \leq \frac{\pi}{2} \mathrm{G}_{m} R^{4} \tag{2.10}
\end{equation*}
$$

If $\sum_{i=1}^{N} T_{f}^{i} \geq \sum_{i=1}^{N} \frac{\pi}{2} \mathrm{G}_{m} b_{i}^{4}$ and $G_{C C A}^{i} \geq \mathrm{G}_{m}$, then

$$
\begin{equation*}
\mathcal{T}^{N}\left(D_{R}\right) \geq \frac{\pi}{2} \mathrm{G}_{m} R^{4} \tag{2.11}
\end{equation*}
$$

The inequalities (2.10) and (2.11) are independent of the number and location of the coated fibers.

These inequalities follow immediately from Proposition 2.1.
Now we extend these results to simply connected cross sections $\Omega$ and denote the torsional rigidity for simply connected shaft cross sections with shear modulus unity by $\mathcal{T}_{0}(\Omega)$. The following geometric inequality shows when a system of coated fibers always decreases the torsional rigidity below that of the unreinforced shaft.

Proposition 2.6 (geometric inequality II). Suppose that $\mathrm{G}_{c}^{i} \leq \mathrm{G}_{f}^{i}, i=1, \ldots, N$. If $\sum_{i=1}^{N} T_{f}^{i} \leq \sum_{i=1}^{N} \frac{\pi}{2} \mathrm{G}_{m} b_{i}^{4}$ and $G_{C C A}^{i} \leq \mathrm{G}_{m}$, then

$$
\begin{equation*}
\mathcal{T}^{N}(\Omega) \leq \mathrm{G}_{m} \mathcal{T}_{0}(\Omega) \tag{2.12}
\end{equation*}
$$

The equality holds in (2.12) when the shaft cross section is circular, $\sum_{i=1}^{N} T_{f}^{i}=$ $\sum_{i=1}^{N} \frac{\pi}{2} \mathrm{G}_{m} b_{i}^{4}$ and $G_{C C A}^{i}=\mathrm{G}_{m}$ for $i=1, \ldots, N$.

This result follows from the upper bound on the torsional rigidity given by Proposition 5.2.

The following geometric inequality shows when a system of coated fibers always increases the torsional rigidity above that of the unreinforced shaft.

Proposition 2.7 (geometric inequality III). Suppose that $\mathrm{G}_{c}^{i} \geq \mathrm{G}_{f}^{i}, i=1, \ldots, N$. If $\sum_{i=1}^{N} T_{f}^{i} \geq \sum_{i=1}^{N} \frac{\pi}{2} \mathrm{G}_{m} b_{i}^{4}$ and $G_{C C A}^{i} \geq \mathrm{G}_{m}$, then

$$
\begin{equation*}
\mathcal{T}^{N}(\Omega) \geq \mathrm{G}_{m} \mathcal{T}_{0}(\Omega) \tag{2.13}
\end{equation*}
$$

The equality holds in (2.13) when the shaft cross section is circular, $\sum_{i=1}^{N} T_{f}^{i}=$ $\sum_{i=1}^{N} \frac{\pi}{2} \mathrm{G}_{m} b_{i}^{4}$ and $G_{C C A}^{i}=\mathrm{G}_{m}$ for $i=1, \ldots, N$.

This result follows from the lower bound on the torsional rigidity given by Proposition 6.2.
3. Upper bounds on the torsional rigidity for shafts reinforced with circular coated fibers. In this section we develop trial warping functions for configurations of circular coated fibers. These are substituted into the variational principle (2.2) and deliver the upper bound presented in Proposition 2.1. The trial warping functions constructed here will be admissible for shaft cross sections of any shape. For circular shaft cross sections it is shown that the trial warping functions become the actual warping displacement in the shaft when $G_{C C A}^{i}=\mathrm{G}_{m}$ for $i=1, \ldots, N$.

Consider a shaft of arbitrary cross section $\Omega$ reinforced with $N$ circular coated fibers with centers at the points $\mathbf{x}_{i}, i=1, \ldots, N$. The radius of the $i$ th fiber is $a_{i}$, and the outer radius of the coated fiber is $b_{i}$. The coating occupies the annular shell with inner and outer radii $a_{i}$ and $b_{i}$. The trial warping function $\tilde{w}$ is chosen such that $\tilde{w}=0$ outside the coated fibers. In each coated fiber the function $\tilde{w}$ is required to be harmonic inside the fiber and harmonic inside the coating. It is required that $\tilde{w}$ be continuous across the interface separating the fiber and coating and

$$
\begin{equation*}
\mathrm{G}_{f}^{i}\left(\nabla \tilde{w}_{\left.\right|_{f}}+\mathbf{x}^{\perp}\right) \cdot \mathbf{n}=\mathrm{G}_{c}^{i}\left(\nabla \tilde{w}_{\left.\right|_{c}}+\mathbf{x}^{\perp}\right) \cdot \mathbf{n} \tag{3.1}
\end{equation*}
$$

across the fiber-coating interface. Here the subscripts indicate the side of the interface over which the quantities are evaluated and $\mathbf{n}$ is the outward directed unit normal in the fiber-coating interface. The final requirement is that $\tilde{w}$ vanish on the boundary of the coated fiber. It is clear that the continuity conditions for $\tilde{w}$ at material interfaces ensure that it is an admissible trial field for (2.2).

We solve the transmission boundary value problem inside each coated fiber to obtain the explicit formula for $\tilde{w}$. The polar coordinates $(\theta, r)$ are chosen such that the axis $\theta=0$ coincides with the direction given by $\mathbf{x}^{\perp}{ }_{i}$ and origin with $\mathbf{x}_{i}$. In these coordinates, the transmission condition (3.1) on the $i$ th fiber-coating interface becomes

$$
\begin{equation*}
\mathrm{G}_{c}^{i} \partial_{r} \tilde{w}_{\left.\right|_{c}}-\mathrm{G}_{f}^{i} \partial_{r} \tilde{w}_{\left.\right|_{f}}=\left(\mathrm{G}_{f}^{i}-\mathrm{G}_{c}^{i}\right)\left|\mathbf{x}_{i}\right| \cos \theta \text { on } r=a_{i} . \tag{3.2}
\end{equation*}
$$

Since $\tilde{w}$ is required to be harmonic inside each fiber and coating it follows that

$$
\begin{equation*}
\tilde{w}=C_{1} r \cos \theta \text { for } r \leq a_{i} \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{w}=\left(C_{2} r+C_{3} r^{-1}\right) \cos \theta \text { for } a_{i} \leq r \leq b_{i} . \tag{3.4}
\end{equation*}
$$

The transmission conditions at $r=a_{i}$ and boundary condition at $r=b_{i}$ require that

$$
\begin{align*}
C_{2} b_{i}^{2}+C_{3} & =0 \\
C_{1} a_{i}^{2}-C_{2} a_{i}^{2}-C_{3} & =0 \\
\mathrm{G}_{c}^{i} a_{i}^{2} C_{2}-\mathrm{G}_{c}^{i} C_{3}-\mathrm{G}_{f}^{i} a_{i}^{2} C_{1} & =\left(\mathrm{G}_{f}^{i}-\mathrm{G}_{c}^{i}\right) a_{i}^{2}\left|\mathbf{x}_{i}\right| \tag{3.5}
\end{align*}
$$

The solution of (3.5) shows that inside each coated fiber the trial warping function is given by

$$
\begin{equation*}
\tilde{w}=C_{1}^{i} r \cos \theta \text { for } r=\left|\mathbf{x}-\mathbf{x}_{i}\right| \leq a_{i} \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{w}=\left(C_{2}^{i} r+C_{3}^{i} r^{-1}\right) \cos \theta \text { for } a_{i} \leq r=\left|\mathbf{x}-\mathbf{x}_{i}\right| \leq b_{i} \tag{3.7}
\end{equation*}
$$

where $\Delta_{i}=\mathrm{G}_{c}^{i}\left(a_{i}^{2}+b_{i}^{2}\right)+\mathrm{G}_{f}^{i}\left(b_{i}^{2}-a_{i}^{2}\right)$ and

$$
\begin{align*}
C_{1}^{i} & =\left(\mathrm{G}_{c}^{i}-\mathrm{G}_{f}^{i}\right)\left|\mathbf{x}_{i}\right|\left(b_{i}^{2}-a_{i}^{2}\right) / \Delta_{i} \\
C_{2}^{i} & =\left(\mathrm{G}_{f}^{i}-\mathrm{G}_{c}^{i}\right)\left|\mathbf{x}_{i}\right| a_{i}^{2} / \Delta_{i} \\
C_{3}^{i} & =\left(\mathrm{G}_{c}^{i}-\mathrm{G}_{f}^{i}\right)\left|\mathbf{x}_{i}\right| b_{i}^{2} a_{i}^{2} / \Delta_{i} \tag{3.8}
\end{align*}
$$

Outside the coated fibers $\tilde{w}=0$.
The polar moment of inertia of the shaft cross section $\Omega$ with respect to the origin is written $I_{0}(\Omega)$. Here $I_{0}(\Omega)=\int_{\Omega}|\mathbf{x}|^{2} d \mathbf{x}$. Substitution of $\tilde{w}$ into (2.2) delivers the upper bound given in the following.

Proposition 3.1 (upper bound on rigidity for arbitrary shaft cross section).

$$
\begin{align*}
\mathcal{T}^{N}(\Omega) & \leq \mathrm{G}_{m} I_{0}(\Omega)+\sum_{i=1}^{N}\left(\frac{\pi}{2} T_{f}^{i}-\frac{\pi}{2} \mathrm{G}_{m} b_{i}^{4}\right) \\
& +\pi \sum_{i=1}^{N}\left|\mathbf{x}_{i}\right|^{2} b_{i}^{2}\left(G_{C C A}^{i}-\mathrm{G}_{m}\right) \tag{3.9}
\end{align*}
$$

Next we consider shafts with a circular cross section of radius $R$. In order for the trial warping field $\tilde{w}$ to be the actual warping displacement in the shaft it must also satisfy the transmission condition on the coating-matrix interface $\left|\mathbf{x}-\mathbf{x}_{i}\right|=b_{i}$ given by

$$
\begin{equation*}
\mathrm{G}_{m} \mathbf{x}^{\perp} \cdot \mathbf{n}=\mathrm{G}_{c}^{i}\left(\nabla \tilde{w}_{\left.\right|_{c}}+\mathbf{x}^{\perp}\right) \cdot \mathbf{n} \tag{3.10}
\end{equation*}
$$

This gives the extra condition

$$
\begin{equation*}
\mathrm{G}_{c}^{i} C_{2}^{i} b_{i}^{2}-\mathrm{G}_{c}^{i} C_{3}^{i}=\left(\mathrm{G}_{m}-\mathrm{G}_{c}^{i}\right)\left|\mathbf{x}_{i}\right| b_{i}^{2} \tag{3.11}
\end{equation*}
$$

This condition together with the conditions given by (3.5) provide an overdetermined system of equations for the coefficients $C_{1}^{i}, C_{2}^{i}, C_{3}^{i}$ in each coated fiber. It is easily seen that the overdetermined system has a solution when $G_{C C A}^{i}=\mathrm{G}_{m}$. For this case the function $\tilde{w}$ becomes the warping displacement in the shaft and we recover the formula

$$
\begin{equation*}
\mathcal{T}^{N}\left(D_{R}\right)=\mathcal{A}^{N} \tag{3.12}
\end{equation*}
$$

where $\mathcal{A}^{N}$ is given by (1.5).
4. Lower bounds on the torsional rigidity for circular shafts reinforced with circular coated fibers. In this section we develop trial stress potentials for configurations of circular coated fibers. These are substituted into the variational principle (2.1) to obtain the lower bound given in Proposition 2.1.

We consider a circular shaft cross section of radius $R$ reinforced with $N$ coated fibers. Outside the coated fibers the trial stress potential $\varphi$ is taken to be $\varphi=$ $\frac{1}{2} \mathrm{G}_{m}\left(R^{2}-|\mathbf{x}|^{2}\right)$. The trial potential is taken to be continuous across the matrixcoating interface specified by $\left|\mathbf{x}-\mathbf{x}_{i}\right|=b_{i}$. It is easily seen that

$$
\begin{equation*}
\varphi=h(\mathbf{x})=-\mathrm{G}_{m}\left(\mathbf{x}-\mathbf{x}_{i}\right) \cdot \mathbf{x}_{i}+\frac{1}{2} \mathrm{G}_{m}\left(R^{2}-b_{i}^{2}-\left|\mathbf{x}_{i}\right|^{2}\right) \tag{4.1}
\end{equation*}
$$

on this interface in view of the condition $\left|\mathbf{x}-\mathbf{x}_{i}\right|=b_{i}$. The trial is taken to be continuous inside the coated fiber and is given by $\varphi=\psi^{i}+r^{i}$ in the $i$ th fiber. Here $\psi^{i}$ is chosen to be the stress potential generated inside the coated fiber when it is subject to torsion loading. It is the solution of the transmission problem inside the coated fiber given by

$$
\begin{gather*}
\mathrm{G}_{f}^{i-1}(x) \Delta \psi^{i}=-2 \text { in the fiber, }\left|\mathbf{x}-\mathbf{x}_{i}\right|<a_{i}  \tag{4.2}\\
\mathrm{G}_{c}^{i-1}(x) \Delta \psi^{i}=-2 \text { in the coating, } a_{i}<\left|\mathbf{x}-\mathbf{x}_{i}\right|<b_{i} \tag{4.3}
\end{gather*}
$$

$\psi^{i}$ is continuous across the fiber-coating interface,

$$
\begin{equation*}
\mathrm{G}_{f}^{i-1} \nabla \psi_{\left.\right|_{f}}^{i} \cdot \mathbf{n}=\mathrm{G}_{c}^{i-1} \nabla \psi_{\left.\right|_{c}}^{i} \cdot \mathbf{n} \text { on }\left|\mathbf{x}-\mathbf{x}_{i}\right|=a_{i} \tag{4.4}
\end{equation*}
$$

and $\psi^{i}=0$ on $\left|\mathbf{x}-\mathbf{x}_{i}\right|=b_{i}$. It is easily seen that $\psi^{i}$ is given by

$$
\begin{align*}
\psi^{i} & =-\frac{1}{2}\left(\mathrm{G}_{f}^{i}\left|\mathbf{x}-\mathbf{x}_{i}\right|^{2}-\mathrm{G}_{c}^{i}\left(b_{i}^{2}-a_{i}^{2}\right)-\mathrm{G}_{f}^{i} a_{i}^{2}\right) \text { for }\left|\mathbf{x}-\mathbf{x}_{i}\right|<a_{i} \\
\psi^{i} & =-\frac{1}{2}\left(\mathrm{G}_{c}^{i}\left|\mathbf{x}-\mathbf{x}_{i}\right|^{2}-\mathrm{G}_{c}^{i} b_{i}^{2}\right) \text { for } a_{i}<\left|\mathbf{x}-\mathbf{x}_{i}\right|<b_{i} \tag{4.5}
\end{align*}
$$

The function $r^{i}=h$ on the coating-matrix interface and is continuous inside the coated fiber. It is the solution to the transmission problem given by

$$
\begin{gather*}
\mathrm{G}_{f}^{i-1}(x) \Delta r^{i}=0 \text { in the fiber, }\left|\mathbf{x}-\mathbf{x}_{i}\right|<a_{i},  \tag{4.6}\\
\mathrm{G}_{c}^{i-1}(x) \Delta r^{i}=0 \text { in the coating, } a_{i}<\left|\mathbf{x}-\mathbf{x}_{i}\right|<b_{i}, \tag{4.7}
\end{gather*}
$$

and

$$
\begin{equation*}
\mathrm{G}_{f}^{i-1} \nabla r_{\left.\right|_{f}}^{i} \cdot \mathbf{n}=\mathrm{G}_{c}^{i-1} \nabla r_{\left.\right|_{c}}^{i} \cdot \mathbf{n} \text { on }\left|\mathbf{x}-\mathbf{x}_{i}\right|=a_{i} . \tag{4.8}
\end{equation*}
$$

In the polar coordinates $(\theta, r)$ chosen such that the axis $\theta=0$ coincides with the vector $\mathbf{x}_{i}$ and $r=\left|\mathbf{x}_{i}-\mathbf{x}\right|$, the solution of the transmission problem for $r^{i}$ is given by

$$
\begin{align*}
r^{i} & =C_{1}^{i} r \cos \theta+k^{i} \text { for }\left|\mathbf{x}-\mathbf{x}_{i}\right|<a_{i}, \\
r^{i} & =\left(C_{2}^{i} r+C_{3}^{i} r^{-1}\right) \cos \theta+k^{i} \text { for } a_{i}<\left|\mathbf{x}-\mathbf{x}_{i}\right|<b_{i}, \tag{4.9}
\end{align*}
$$

where

$$
\begin{align*}
k^{i} & =\frac{\mathrm{G}_{m}}{2}\left(R^{2}-b_{i}^{2}-\left|\mathbf{x}_{i}\right|^{2}\right), \\
C_{1}^{i} & =-\mathrm{G}_{m}\left|\mathbf{x}_{i}\right| b_{i}^{2} 2 \mathrm{G}_{f}^{i} / D_{i}, \\
C_{2}^{i} & =-\mathrm{G}_{m}\left|\mathbf{x}_{i}\right| b_{i}^{2}\left(\mathrm{G}_{f}^{i}+\mathrm{G}_{c}^{i}\right) / D_{i}, \\
C_{3}^{i} & =-\mathrm{G}_{m}\left|\mathbf{x}_{i}\right| a_{i}^{2} b_{i}^{2}\left(\mathrm{G}_{f}^{i}-\mathrm{G}_{c}^{i}\right) / D_{i}, \tag{4.10}
\end{align*}
$$

and $D_{i}=\left(b_{i}^{2}+a_{i}^{2}\right) \mathrm{G}_{f}^{i}+\left(b_{i}^{2}-a_{i}^{2}\right) \mathrm{G}_{c}^{i}$. The lower bound in (2.3) follows from substitution of this trial potential into the variational principle (2.1).

In order for the trial potential field $\varphi$ to be the actual stress potential in the shaft it must also satisfy the transmission condition on the coating-matrix interface given by

$$
\begin{equation*}
\mathrm{G}_{m}^{-1} \nabla \varphi_{\left.\right|_{m}} \cdot \mathbf{n}=\mathrm{G}_{c}^{i-1}\left(\nabla \psi_{\left.\right|_{c}}^{i}+\nabla r_{\left.\right|_{c}}^{i}\right) \cdot \mathbf{n} \tag{4.11}
\end{equation*}
$$

Substitution and working in polar coordinates show that (4.11) gives the extra condition

$$
\begin{equation*}
\mathrm{G}_{c}^{i-1}\left(C_{2}^{i}-C_{3}^{i} b_{i}^{-2}\right)=-\left|\mathbf{x}_{i}\right| \tag{4.12}
\end{equation*}
$$

This condition together with the system of equations (4.10) overdetermines the coefficients $C_{1}^{i}, C_{2}^{i}, C_{3}^{i}$ in each coated sphere. It is easily seen that the overdetermined system has a solution when $G_{C C A}^{i}=\mathrm{G}_{m}$. For this case the function $\varphi$ becomes the stress potential in the shaft and we recover the formula

$$
\begin{equation*}
\mathcal{T}^{N}\left(D_{R}\right)=\mathcal{A}^{N} \tag{4.13}
\end{equation*}
$$

where $\mathcal{A}^{N}$ is given by (1.5).
5. Upper bounds on the torsional rigidity for $\mathrm{G}_{\boldsymbol{c}}^{\boldsymbol{i}} \leq \mathrm{G}_{\boldsymbol{f}}^{\boldsymbol{i}}$. In this section we focus on the case where $\mathrm{G}_{c}^{i} \leq \mathrm{G}_{f}^{i}, i=1, \ldots, N$. Here we are able to get tighter upper bounds on the torsional rigidity for shaft cross sections of arbitrary shape. Our approach follows the methodology developed in Lipton [5]. We fix the cross section of the shaft $\Omega$ and investigate the effects of adding a circular coated fiber to an already existing configuration of $N-1$ coated fibers. At present no assumptions on the geometry or shear moduli of the $N-1$ coated fibers are made. We denote the part of the shaft cross section already occupied by the coated fibers by $A$ and the cross section of the circular coated fiber to be added by $\Sigma$. Here $\Sigma$ is composed of a circular fiber of radius $a_{N}$ with shear modulus $\mathrm{G}_{f}^{N}$ surrounded by a coating of outer radius $b_{N}$ with shear modulus $\mathrm{G}_{c}^{N}$. The torsional rigidity of the original configuration is denoted by $\mathcal{T}(A, \Omega)$. The rigidity associated with the added fiber is written as $\mathcal{T}(A \cup \Sigma, \Omega)$. We recall that the torsional rigidity obtained by replacing coating and fiber shear moduli with the matrix shear moduli in $\Sigma$ is given by $\frac{\pi}{2} \mathrm{G}_{m} b_{N}^{4}$. Here $b_{N}$ is the outer radius of the coating. The torsional rigidity of the coated fiber is $T_{f}^{N}=\frac{\pi}{2}\left(\mathrm{G}_{c}^{N}\left(b_{N}^{4}-a_{N}^{4}\right)+\mathrm{G}_{f}^{N} a_{N}^{4}\right)$.

PROPOSITION 5.1 (upper rigidity inequality). If $\mathrm{G}_{c}^{N} \leq \mathrm{G}_{f}^{N}$ and if

$$
\begin{equation*}
G_{C C A}^{N} \leq \mathrm{G}_{m} \tag{5.1}
\end{equation*}
$$

then

$$
\begin{equation*}
\mathcal{T}(A \cup \Sigma, \Omega) \leq \mathcal{T}(A, \Omega)+T_{f}^{N}-\frac{\pi}{2} \mathrm{G}_{m} b_{N}^{4} \tag{5.2}
\end{equation*}
$$

Proposition 5.1 is established with the aid of the variational principle given by (2.1). We remark that the methods used to establish this inequality apply to the case when the fiber cross section is multiply connected. One writes (2.1) as $\mathcal{T}(A, \Omega)=$ $-2 \mathcal{E}(A, \Omega)$, where

$$
\begin{equation*}
\mathcal{E}(A, \Omega)=\min _{\varphi}\left\{\frac{1}{2} \int_{\Omega} G^{-1}(\mathbf{x})|\nabla \varphi|^{2} d \mathbf{x}-2 \int_{\Omega} \varphi d \mathbf{x}\right\} \tag{5.3}
\end{equation*}
$$

Here the piecewise constant shear modulus $G(\mathbf{x})$ takes the value $\mathrm{G}_{m}$ in the matrix and takes the values $\mathrm{G}_{f}^{i}$ and $\mathrm{G}_{c}^{i}$ in the $i$ th fiber and coating, respectively. The idea of the proof is to estimate the quantity $\mathcal{E}(A, \Omega)$ in terms of $\mathcal{E}(A \cup \Sigma, \Omega)$ associated with the additional fiber. We let $\mathcal{G}(\mathbf{x})$ denote the piecewise constant shear modulus for the configuration $A \cup \Sigma$. Here $\mathcal{G}(\mathbf{x})=G(\mathbf{x})$ outside of $\Sigma$ and inside $\Sigma$ the shear modulus $\mathcal{G}(\mathbf{x})=\mathrm{G}_{f}^{N}$ in the fiber and $\mathcal{G}(\mathbf{x})=\mathrm{G}_{c}^{N}$ in the coating. We regroup terms in the variational principle (5.3) and write

$$
\begin{align*}
\mathcal{E}(A, \Omega) & =\min _{\varphi}\left\{\frac{1}{2} \int_{\Omega} \mathcal{G}^{-1}(\mathbf{x})|\nabla \varphi|^{2} d \mathbf{x}-2 \int_{\Omega} \varphi d \mathbf{x}\right. \\
& \left.+\frac{1}{2}\left(\int_{\Sigma}\left(\mathrm{G}_{m}^{-1}-\mathcal{G}^{-1}(\mathbf{x})\right)\right)|\nabla \varphi|^{2} d \mathbf{x}\right\} \tag{5.4}
\end{align*}
$$

We obtain an estimate by substitution of a suitable trial field in (5.4). Our choice is made as follows: We introduce the stress potential $\tilde{\Phi}$ for the configuration $A \cup \Sigma$. Here $\tilde{\Phi}$ is continuous in $\Omega$,

$$
\begin{equation*}
-\mathcal{G}^{-1}(\mathbf{x}) \Delta \tilde{\Phi}=2 \tag{5.5}
\end{equation*}
$$

and satisfies the transmission conditions

$$
\begin{equation*}
\mathrm{G}_{f}^{i}-\nabla \tilde{\Phi}_{\left.\right|_{f}} \cdot \mathbf{n}=\mathrm{G}_{c}^{i-1} \nabla \tilde{\Phi}_{\left.\right|_{c}} \cdot \mathbf{n} \text { on the fiber-coating interface }\left|\mathbf{x}-\mathbf{x}_{i}\right|=a_{i} \tag{5.6}
\end{equation*}
$$

and
$\mathrm{G}_{f}^{i}{ }^{-1} \nabla \tilde{\Phi}_{\left.\right|_{c}} \cdot \mathbf{n}=\mathrm{G}_{m}{ }^{-1} \nabla \tilde{\Phi}_{\left.\right|_{m}} \cdot \mathbf{n}$ on the matrix-coating interface $\left|\mathbf{x}-\mathbf{x}_{i}\right|=b_{i}$.

The trial field $\varphi$ is chosen to match $\tilde{\Phi}$ outside the coated fiber cross section $\Sigma$ but inside we suppose that $\varphi=\tilde{\Phi}+\delta$, where $\delta$ is continuous, vanishes on the boundary of $\Sigma$, is square integrable inside $\Sigma$, and has a square integrable gradient over $\Sigma$. One easily checks that

$$
\begin{equation*}
\int_{\Sigma} \mathcal{G}^{-1}(\mathbf{x}) \nabla \tilde{\Phi} \cdot \nabla \delta d \mathbf{x}=2 \int_{\Sigma} \delta d \mathbf{x} \tag{5.8}
\end{equation*}
$$

Substitution of $\varphi$ into (5.4) gives

$$
\begin{align*}
\mathcal{E}(A, \Omega) & \leq \frac{1}{2}\left(\int_{\Omega / \Sigma} \mathcal{G}^{-1}(\mathbf{x})|\nabla \tilde{\Phi}|^{2} d \mathbf{x}+\int_{\Sigma} \mathcal{G}^{-1}(\mathbf{x})|\nabla \tilde{\Phi}+\nabla \delta|^{2} d \mathbf{x}\right) \\
& -2 \int_{\Omega} \tilde{\Phi} d \mathbf{x}-2 \int_{\Sigma} \delta d \mathbf{x} \\
& +\frac{1}{2}\left(\int_{\Sigma}\left(\mathrm{G}_{m}^{-1}-\mathcal{G}^{-1}(\mathbf{x})\right)\right)|\nabla \varphi|^{2} d \mathbf{x} . \tag{5.9}
\end{align*}
$$

We apply (5.8) and expand the second term on the right-hand side of (5.9) to find

$$
\begin{equation*}
\int_{\Sigma} \mathcal{G}^{-1}(\mathbf{x})|\nabla \tilde{\Phi}+\nabla \delta|^{2} d \mathbf{x}=\int_{\Sigma} \mathcal{G}^{-1}(\mathbf{x})|\nabla \tilde{\Phi}|^{2} d \mathbf{x}+\int_{\Sigma} \mathcal{G}^{-1}(\mathbf{x})|\nabla \delta|^{2} d \mathbf{x}+4 \int_{\Sigma} \delta d \mathbf{x} \tag{5.10}
\end{equation*}
$$

Substitution of (5.10) into (5.9) yields

$$
\begin{align*}
\mathcal{E}(A, \Omega) & \leq \mathcal{E}(A \cup \Sigma, \Omega)+\frac{1}{2} \int_{\Sigma} \mathcal{G}^{-1}(\mathbf{x})|\nabla \delta|^{2} d \mathbf{x} \\
& +\frac{1}{2}\left(\int_{\Sigma}\left(\mathrm{G}_{m}^{-1}-\mathcal{G}^{-1}(\mathbf{x})\right)\right)|\nabla \varphi|^{2} d \mathbf{x} \tag{5.11}
\end{align*}
$$

Multiplying by -2 and arranging terms, we find that

$$
\begin{align*}
\mathcal{T}(A \cup \Sigma, \Omega) & \leq \mathcal{T}(A, \Omega)+\int_{\Sigma} \mathcal{G}^{-1}(\mathbf{x})|\nabla \delta|^{2} d \mathbf{x} \\
& +\int_{\Sigma}\left(\mathrm{G}_{m}^{-1}-\mathcal{G}^{-1}(\mathbf{x})\right)|\nabla \varphi|^{2} d \mathbf{x} \tag{5.12}
\end{align*}
$$

Next we minimize the right-hand side of (5.12) with respect to $\delta$ to obtain

$$
\begin{equation*}
\mathcal{T}(A \cup \Sigma, \Omega) \leq \mathcal{T}(A, \Omega)+\mathcal{U} \tag{5.13}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{U}=\int_{\Sigma}\left(\mathrm{G}_{m}^{-1}-\mathcal{G}^{-1}(\mathbf{x})\right) \nabla \hat{\varphi} \cdot \nabla \tilde{\Phi} d \mathbf{x} \tag{5.14}
\end{equation*}
$$

Here $\hat{\varphi}=\hat{\delta}+\tilde{\Phi}$ in $\Sigma$ and $\hat{\delta}$ solves

$$
\begin{equation*}
\int_{\Sigma} \mathrm{G}_{m}^{-1} \nabla \hat{\delta} \cdot \nabla u d \mathbf{x}=\int_{\Sigma}\left(\mathcal{G}^{-1}(\mathbf{x})-\mathrm{G}_{m}^{-1}\right) \nabla \tilde{\Phi} \cdot \nabla u d \mathbf{x} \tag{5.15}
\end{equation*}
$$

for every trial $u$ vanishing on the boundary of $\Sigma$. From (5.15) and (5.5)-(5.7) we see that $\hat{\varphi}$ solves

$$
\begin{equation*}
\int_{\Sigma} \mathrm{G}_{m}^{-1} \nabla \hat{\varphi} \cdot \nabla u d \mathbf{x}=2 \int_{\Sigma} u d \mathbf{x} \tag{5.16}
\end{equation*}
$$

for every trial $u$ vanishing on the boundary of $\Sigma$. This is equivalent to the differential equation $-\mathrm{G}_{m}^{-1} \Delta \hat{\varphi}=2$ over $\Sigma$.

We decompose the trial $\hat{\varphi}$ into two parts: $\hat{\varphi}=r+\psi^{h}$, where the function $r$ satisfies

$$
\begin{equation*}
\Delta r=0 \text { in } \Sigma \text { and } r=\tilde{\Phi} \text { on the boundary of } \Sigma \tag{5.17}
\end{equation*}
$$

and $\psi^{h}$ satisfies

$$
\begin{equation*}
\Delta \psi^{h}=-2 \mathrm{G}_{m} \text { in } \Sigma \text { and } \psi^{h}=0 \text { on the boundary of } \Sigma \tag{5.18}
\end{equation*}
$$

Next we decompose $\tilde{\Phi}$ into two components over $\Sigma$. We write $\tilde{\Phi}=\psi-h$. Here $\psi$ is continuous, vanishes on the boundary of $\Sigma$, and solves the torsion problem

$$
\begin{equation*}
-\mathcal{G}^{-1}(\mathbf{x}) \Delta \psi=2 \tag{5.19}
\end{equation*}
$$

with the transmission condition
$\left(\mathrm{G}_{f}^{N}\right)^{-1} \nabla \psi_{\left.\right|_{f}} \cdot \mathbf{n}=\left(\mathrm{G}_{c}^{N}\right)^{-1} \nabla \psi_{\left.\right|_{c}} \cdot \mathbf{n}$ on the fiber-coating interface $\left|\mathbf{x}-\mathbf{x}_{N}\right|=a_{N}$.

The function $h$ is continuous on $\Sigma$ and $h=-\tilde{\Phi}$ on the boundary of $\Sigma$. It is the solution of

$$
\begin{equation*}
-\mathcal{G}^{-1}(\mathbf{x}) \Delta h=0 \tag{5.21}
\end{equation*}
$$

and $h$ satisfies the transmission condition
$\left(\mathrm{G}_{f}^{N}\right)^{-1} \nabla h_{\left.\right|_{f}} \cdot \mathbf{n}=\left(\mathrm{G}_{c}^{N}\right)^{-1} \nabla h_{\left.\right|_{c}} \cdot \mathbf{n}$ on the fiber-coating interface $\left|\mathbf{x}-\mathbf{x}_{N}\right|=a_{N}$. (5.22)

Substitution of the functions $\psi^{h}, \psi, r$, and $h$ into $\mathcal{U}$ and (5.13) gives

$$
\begin{align*}
\mathcal{T}(A \cup \Sigma, \Omega) \leq & \mathcal{T}(A, \Omega)+T_{f}^{N}-\frac{\pi}{2} \mathrm{G}_{m} b_{N}^{4} \\
& +\int_{\Sigma} \mathrm{G}_{m}^{-1}|\nabla r|^{2} d \mathbf{x}-\int_{\Sigma} \mathcal{G}^{-1}(\mathbf{x})|\nabla h|^{2} d \mathbf{x}-4 \int_{\Sigma} r+h d \mathbf{x} \tag{5.23}
\end{align*}
$$

For circular fiber cross sections calculation shows that $\int_{\Sigma} r+h d \mathbf{x}=0$ and we obtain

$$
\begin{align*}
\mathcal{T}(A \cup \Sigma, \Omega) \leq & \mathcal{T}(A, \Omega)+T_{f}^{N}-\frac{\pi}{2} \mathrm{G}_{m} b_{N}^{4} \\
& +\int_{\Sigma} \mathrm{G}_{m}^{-1}|\nabla r|^{2} d \mathbf{x}-\int_{\Sigma} \mathcal{G}^{-1}(\mathbf{x})|\nabla h|^{2} d \mathbf{x} \tag{5.24}
\end{align*}
$$

It is clear that Proposition 5.1 holds when the indefinite term

$$
\begin{align*}
D & =\int_{\Sigma} \mathrm{G}_{m}^{-1}|\nabla r|^{2} d \mathbf{x}-\int_{\Sigma} \mathcal{G}^{-1}(\mathbf{x})|\nabla h|^{2} d \mathbf{x} \\
& =\mathrm{G}_{m}^{-1}\left(\int_{\Sigma}|\nabla r|^{2} d \mathbf{x}-\int_{\Sigma} \frac{\mathrm{G}_{m}}{\mathcal{G}(\mathbf{x})}|\nabla h|^{2} d \mathbf{x}\right) \leq 0 \tag{5.25}
\end{align*}
$$

If $\tilde{\Phi}=$ const on the boundary of $\Sigma$, then $r=$ const and $h=-$ const and $D=0$. We now examine conditions for which $D \leq 0$ and $r \neq$ const and $h \neq-$ const. To do this we search for the largest number $\beta$ for which

$$
\begin{equation*}
\beta \int_{\Sigma}|\nabla r|^{2} d \mathbf{x}-\int_{\Sigma} \frac{\mathrm{G}_{m}}{\mathcal{G}(\mathbf{x})}|\nabla h|^{2} d \mathbf{x} \leq 0 \tag{5.26}
\end{equation*}
$$

for every choice of $r$ and $h$ such that $h=-r$ on the boundary of $\Sigma, r$ is harmonic inside $\Sigma$, and $h$ is harmonic in the fiber and in the coating, and satisfies the transmission conditions

$$
\begin{equation*}
\frac{\mathrm{G}_{m}}{\mathrm{G}_{f}^{N}} \nabla h_{\left.\right|_{f}} \cdot \mathbf{n}=\frac{\mathrm{G}_{m}}{\mathrm{G}_{c}^{N}} \nabla h_{\left.\right|_{c}} \cdot \mathbf{n} \tag{5.27}
\end{equation*}
$$

on the fiber-coating interface. The set of all such $r$ and $h$ for which $r \neq$ const and $h \neq$ const is denoted by $\mathcal{C}$. The largest $\beta$ is given by

$$
\begin{equation*}
\hat{\beta}=\mathrm{G}_{m} \inf _{\mathcal{C}} \frac{\int_{\Sigma} \mathcal{G}(\mathbf{x})^{-1}|\nabla h|^{2} d \mathbf{x}}{\int_{\Sigma}|\nabla r|^{2} d \mathbf{x}} \tag{5.28}
\end{equation*}
$$

The stationary values for the quotient given in (5.28) are denoted by $\beta_{n}$, and the stationary conditions for the stationary functions $\left(r_{n}, h_{n}\right)$ in $\mathcal{C}$ are given by

$$
\begin{equation*}
\left(\mathrm{G}_{c}^{N}\right)^{-1} \nabla h_{n} \cdot \mathbf{n}=-\beta_{n} \nabla r_{n} \cdot \mathbf{n} \tag{5.29}
\end{equation*}
$$

on the coating matrix boundary $\left|\mathbf{x}-\mathbf{x}_{N}\right|=b_{N}$. Choosing polar coordinates $(\theta, r)$ such that the $\theta=0$ axis is along $\mathbf{x}_{N}$ and $r=\left|\mathbf{x}-\mathbf{x}_{N}\right|$, one finds that the stationary functions are given by

$$
\begin{align*}
r_{n} & =K_{1}^{n} r^{n} \exp (j n \theta) \text { for } 0 \leq r \leq b_{N} \\
h_{n} & =\left(K_{2}^{n} r^{n}\right) \exp (j n \theta) \text { for } 0 \leq r \leq a_{N} \\
h_{n} & =\left(K_{3}^{n} r^{n}+K_{4}^{n} r^{-n}\right) \exp (j n \theta) \text { for } a_{N} \leq r \leq b_{N} \tag{5.30}
\end{align*}
$$

Here $j=\sqrt{-1}$ and both real and imaginary parts of $r_{n}$ and $h_{n}$ are stationary functions. The constants $K_{1}^{n}$ are arbitrary and the remaining constants are given by

$$
\begin{align*}
K_{2}^{n} & =-K_{1}^{n}\left(\frac{2 \mathrm{G}_{f}^{N}}{\mathrm{G}_{f}^{N}-\mathrm{G}_{c}^{N}}\right) \frac{b_{N}^{2 n}}{b_{N}^{2 n} \frac{\mathrm{G}_{c}^{N}+\mathrm{G}_{f}^{N}}{\mathrm{G}_{f}^{N}-\mathrm{G}_{c}^{N}}+a_{N}^{2 n}} \\
K_{3}^{n} & =-K_{1}^{n}\left(\frac{\mathrm{G}_{c}^{N}+\mathrm{G}_{f}^{N}}{\mathrm{G}_{f}^{N}-\mathrm{G}_{c}^{N}}\right) \frac{b_{N}^{2 n}}{b_{N}^{2 n} \frac{\mathrm{G}_{c}^{N}+\mathrm{G}_{f}^{N}}{\mathrm{G}_{f}^{N}-\mathrm{G}_{c}^{N}}+a_{N}^{2 n}}, \\
K_{4}^{n} & =-K_{1}^{n} \frac{a_{N}^{2 n} b_{N}^{2 n}}{b_{N}^{2 n} \frac{\mathrm{G}_{c}^{N}+\mathrm{G}_{f}^{N}}{\mathrm{G}_{f}^{N}-\mathrm{G}_{c}^{N}}+a_{N}^{2 n}} \tag{5.31}
\end{align*}
$$

The stationary values are given by

$$
\begin{equation*}
\beta_{n}=\left(\mathrm{G}_{c}^{N}\right)^{-1}\left(\frac{\mathrm{G}_{f}^{N}\left(b_{N}^{2 n}-a_{N}^{2 n}\right)+\mathrm{G}_{c}^{N}\left(b_{N}^{2 n}+a_{N}^{2 n}\right)}{\mathrm{G}_{f}^{N}\left(b_{N}^{2 n}+a_{N}^{2 n}\right)+\mathrm{G}_{c}^{N}\left(b_{N}^{2 n}-a_{N}^{2 n}\right)}\right) . \tag{5.32}
\end{equation*}
$$

One readily checks for $\mathrm{G}_{f}^{N} \geq \mathrm{G}_{c}^{N}$ that $\beta_{n}$ is increasing with $n$ and that $\beta_{1}=1 / G_{C C A}^{N}$. It can also be easily checked that (5.32) gives all of the stationary values. Indeed one supposes there exists a stationary value $\tilde{\beta}$ not given by (5.32) to find that the only associated stationary functions are of the form $r=$ const, $h=-$ const. Thus we find that $\hat{\beta}=\mathrm{G}_{m} \beta_{1}=\mathrm{G}_{m} / G_{C C A}^{N}$ to conclude that

$$
\begin{equation*}
\text { if } \frac{\mathrm{G}_{m}}{G_{C C A}^{N}} \geq 1, \text { then } D \leq 0 \tag{5.33}
\end{equation*}
$$

and Proposition 5.1 follows.
The torsional rigidity for an arbitrary simply connected cross section reinforced with $N$ circular coated fibers is denoted by $\mathcal{T}^{N}(\Omega)$ and repeated application of Proposition 5.1 gives the following.

Proposition 5.2 (upper bound). If $\mathrm{G}_{c}^{i} \leq \mathrm{G}_{f}^{i}, i=1, \ldots, N$, and

$$
\begin{equation*}
G_{C C A}^{i} \leq \mathrm{G}_{m} \text { for } i=1 \ldots, N \tag{5.34}
\end{equation*}
$$

then

$$
\begin{equation*}
\mathcal{T}^{N}(\Omega) \leq \mathrm{G}_{m} \mathcal{T}_{0}(\Omega)+\sum_{i=1}^{N}\left(T_{f}^{i}-\frac{\pi}{2} \mathrm{G}_{m} b_{i}^{4}\right) \tag{5.35}
\end{equation*}
$$

where $\mathcal{T}_{0}(\Omega)$ is the torsional rigidity of the homogeneous cross section containing material with unit shear modulus.

Proposition 2.6 follows directly from Proposition 5.2. To establish Proposition 2.4 one recalls the isoperimetric inequality

$$
\begin{equation*}
\mathcal{T}_{0}(\Omega) \leq \frac{\pi}{2} R^{4} \tag{5.36}
\end{equation*}
$$

which holds for all cross sections $\Omega$ with area $\pi R^{2}$; see Polya [7]. Proposition 2.4 then follows from (5.36) and (5.35) when $\mathrm{G}_{f}^{i}=\mathrm{G}_{f}$ and $\mathrm{G}_{c}^{i}=\mathrm{G}_{c}$, and $a_{i} / b_{i}=\nu^{1 / 2}$ for $i=1, \ldots, N$.
6. Lower bounds on the torsional rigidity for $\mathbf{G}_{\boldsymbol{f}}^{\boldsymbol{i}} \leq \mathbf{G}_{\boldsymbol{c}}^{\boldsymbol{i}}$. We focus on the case where $\mathrm{G}_{f}^{i} \leq \mathrm{G}_{c}^{i}, i=1, \ldots, N$. We proceed as in the last section and investigate the effects of adding a circular coated fiber to an already existing configuration of $N-1$ coated fibers. At present no assumptions on the geometry or shear moduli of the $N-1$ coated fibers are made. The part of the shaft cross section already occupied by the coated fibers is denoted by $A$ and the cross section of the circular coated fiber to be added by $\Sigma$. Here $\Sigma$ is composed of a circular fiber of radius $a_{N}$ with shear modulus $\mathrm{G}_{f}^{N}$ surrounded by a coating of outer radius $b_{N}$ with shear modulus $\mathrm{G}_{c}^{N}$. The torsional rigidity of the original configuration is denoted by $\mathcal{T}(A, \Omega)$. The rigidity associated with the added fiber is written as $\mathcal{T}(A \cup \Sigma, \Omega)$.

Proposition 6.1 (lower rigidity inequality). If $\mathrm{G}_{f}^{N} \leq \mathrm{G}_{c}^{N}$ and if

$$
\begin{equation*}
\mathrm{G}_{m} \leq G_{C C A}^{N} \tag{6.1}
\end{equation*}
$$

then

$$
\begin{equation*}
\mathcal{T}(A, \Omega)+T_{f}^{N}-\frac{\pi}{2} \mathrm{G}_{m} b_{N}^{4} \leq \mathcal{T}(A \cup \Sigma, \Omega) \tag{6.2}
\end{equation*}
$$

Proposition 6.1 is established with the aid of the variational principle given by (2.1). One writes (2.1) as $\mathcal{T}(A \cup \Sigma, \Omega)=-2 \mathcal{E}(A \cup \Sigma, \Omega)$, where

$$
\begin{equation*}
\mathcal{E}(A \cup \Sigma, \Omega)=\min _{\varphi}\left\{\frac{1}{2} \int_{\Omega} \mathcal{G}^{-1}(\mathbf{x})|\nabla \varphi|^{2} d \mathbf{x}-2 \int_{\Omega} \varphi d \mathbf{x}\right\} \tag{6.3}
\end{equation*}
$$

where the piecewise constant shear modulus $\mathcal{G}(\mathbf{x})$ is $\mathrm{G}_{m}$ in the matrix and takes the values $\mathrm{G}_{f}^{i}$ and $\mathrm{G}_{c}^{i}$ in the $i$ th fiber and coating, respectively, for $i=1, \ldots, N$. The idea of the proof is to estimate the quantity $\mathcal{E}(A \cup \Sigma, \Omega)$ in terms of $\mathcal{E}(A, \Omega)$ associated with the original configuration of $N-1$ fibers. We let $G(\mathbf{x})$ denote the piecewise constant shear modulus for the original configuration $A$ of $N-1$ fibers. Here $G(\mathbf{x})=\mathcal{G}(\mathbf{x})$ outside of $\Sigma$ and inside $\Sigma$ the shear modulus $G(\mathbf{x})=\mathrm{G}_{m}$. We regroup terms in the variational principle (6.3) and write

$$
\begin{align*}
\mathcal{E}(A \cup \Sigma, \Omega) & =\min _{\varphi}\left\{\frac{1}{2} \int_{\Omega} G^{-1}(\mathbf{x})|\nabla \varphi|^{2} d \mathbf{x}-2 \int_{\Omega} \varphi d \mathbf{x}\right. \\
& \left.+\frac{1}{2}\left(\int_{\Sigma}\left(\mathcal{G}^{-1}(\mathbf{x})-\mathrm{G}_{m}^{-1}\right)\right)|\nabla \varphi|^{2} d \mathbf{x}\right\} \tag{6.4}
\end{align*}
$$

We obtain an estimate by substitution of a suitable trial field in (6.4). Our choice is made as follows: We introduce the stress potential $\Phi_{A}$ for the configuration $A$. Here $\Phi_{A}$ is continuous in $\Omega$,

$$
\begin{equation*}
-G^{-1}(\mathbf{x}) \Delta \Phi_{A}=2 \tag{6.5}
\end{equation*}
$$

and satisfies the transmission conditions
$\mathrm{G}_{f}^{i-1} \nabla \tilde{\Phi}_{\left.\right|_{f}} \cdot \mathbf{n}=\mathrm{G}_{c}^{i-1} \nabla \tilde{\Phi}_{\left.\right|_{c}} \cdot \mathbf{n}$ on the fiber-coating interface $\left|\mathbf{x}-\mathbf{x}_{i}\right|=a_{i}, i=1, \ldots, N-1$, and
$\mathrm{G}_{f}^{i-1} \nabla \tilde{\Phi}_{\left.\right|_{c}} \cdot \mathbf{n}=\mathrm{G}_{m}{ }^{-1} \nabla \tilde{\Phi}_{\left.\right|_{m}} \cdot \mathbf{n}$ on the matrix-coating interface, $\left|\mathbf{x}-\mathbf{x}_{i}\right|=b_{i}, \ldots, N-1$.
The trial field $\varphi$ is chosen to match $\Phi_{A}$ outside the coated fiber cross section $\Sigma$ but inside we suppose that $\varphi=\Phi_{A}+\delta$, where $\delta$ is continuous, vanishes on the boundary of $\Sigma$, is square integrable inside $\Sigma$, and has square integrable gradient over $\Sigma$. One easily checks that

$$
\begin{equation*}
\int_{\Sigma} \mathrm{G}_{m}^{-1} \nabla \Phi_{A} \cdot \nabla \delta d \mathbf{x}=2 \int_{\Sigma} \delta d \mathbf{x} \tag{6.8}
\end{equation*}
$$

Application of (6.8) and rearranging terms as in the previous section yield

$$
\begin{align*}
\mathcal{T}(A \cup \Sigma, \Omega) & \geq \mathcal{T}(A, \Omega)-\int_{\Sigma} \mathrm{G}_{m}^{-1}|\nabla \delta|^{2} d \mathbf{x} \\
& +\int_{\Sigma}\left(\mathrm{G}_{m}^{-1}-\mathcal{G}^{-1}(\mathbf{x})\right)|\nabla \varphi|^{2} d \mathbf{x} \tag{6.9}
\end{align*}
$$

On maximizing the right-hand side of (6.9) with respect to $\delta$, we obtain

$$
\begin{equation*}
\mathcal{T}(A \cup \Sigma, \Omega) \geq \mathcal{T}(A, \Omega)+\mathcal{U} \tag{6.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{U}=\int_{\Sigma}\left(\mathrm{G}_{m}^{-1}-\mathcal{G}^{-1}(\mathbf{x})\right) \nabla \hat{\varphi} \cdot \nabla \Phi_{A} d \mathbf{x} \tag{6.11}
\end{equation*}
$$

Here $\hat{\varphi}=\hat{\delta}+\Phi_{A}$ in $\Sigma$ and $\hat{\delta}$ solves

$$
\begin{equation*}
\int_{\Sigma} \mathcal{G}^{-1}(\mathbf{x}) \nabla \hat{\delta} \cdot \nabla u d \mathbf{x}=\int_{\Sigma}\left(\mathrm{G}_{m}^{-1}-\mathcal{G}^{-1}(\mathbf{x})\right) \nabla \Phi_{A} \cdot \nabla u d \mathbf{x} \tag{6.12}
\end{equation*}
$$

for every trial $u$ vanishing on the boundary of $\Sigma$. From (6.8) and (6.12) we see that $\hat{\varphi}$ solves

$$
\begin{equation*}
\int_{\Sigma} \mathcal{G}^{-1}(\mathbf{x}) \nabla \hat{\varphi} \cdot \nabla u d \mathbf{x}=2 \int_{\Sigma} u d \mathbf{x} \tag{6.13}
\end{equation*}
$$

for every trial $u$ vanishing on the boundary of $\Sigma$. Proceeding as in the last section we introduce the continuous functions $\psi, r, \psi^{h}$, and $h$ such that $\hat{\varphi}=\psi-h$ and $\Phi_{A}=r+\psi^{h}$. Here $\psi^{h}$ and $\psi$ are the same functions introduced in section 5. The function $\psi^{h}$ is the solution of (5.18) and $\psi$ solves the transmission problem given by (5.19) and (5.20). The function $r$ is harmonic in $\Sigma$ and $r=\Phi_{A}$ on the boundary of $\Sigma$. The function $h$ is continuous on $\Sigma$ and $h=-\Phi_{A}$ on the boundary of $\Sigma$. It is the solution of the transmission problem given by (5.21) and (5.22).

Substitution of the functions $\psi^{h}, \psi, r$, and $h$ into $\mathcal{U}$ gives

$$
\begin{equation*}
\mathcal{T}(A \cup \Sigma, \Omega) \geq \mathcal{T}(A, \Omega)+T_{f}^{N}-\frac{\pi}{2} \mathrm{G}_{m} b_{N}^{4}+D \tag{6.14}
\end{equation*}
$$

where the indefinite quantity $D$ is given by (5.25). Its clear that (6.2) holds when $D \geq 0$. We find conditions for which $D \geq 0$ when $r \neq$ const and $h \neq$ const. To do this we search for the largest number $\rho$ for which

$$
\begin{equation*}
\int_{\Sigma}|\nabla r|^{2} d \mathbf{x}-\rho \int_{\Sigma} \frac{\mathrm{G}_{m}}{\mathcal{G}(\mathbf{x})}|\nabla h|^{2} d \mathbf{x} \geq 0 \tag{6.15}
\end{equation*}
$$

for every choice of $r$ and $h$ in $\mathcal{C}$ and $r \neq$ const and $h \neq-$ const. The largest $\rho$ is given by

$$
\begin{equation*}
\hat{\rho}=\inf _{\mathcal{C}} \frac{\int_{\Sigma}|\nabla r|^{2} d \mathbf{x}}{\int_{\Sigma} \frac{G_{m}}{\mathcal{G}(\mathbf{x})}|\nabla h|^{2} d \mathbf{x}} \tag{6.16}
\end{equation*}
$$

Proceeding as in the previous section, we find that $\hat{\rho}=G_{C C A}^{N} / \mathrm{G}_{m}$. Thus $D \geq 0$ when $G_{C C A}^{N} / \mathrm{G}_{m} \geq 1$ and the proposition follows.

The torsional rigidity for an arbitrary simply connected cross section reinforced with $N$ circular coated fibers is denoted by $\mathcal{T}^{N}(\Omega)$ and repeated application of Proposition 6.1 gives the following.

Proposition 6.2 (lower bound). If $\mathrm{G}_{f}^{i} \leq \mathrm{G}_{c}^{i}, i=1, \ldots, N$, and

$$
\begin{equation*}
\mathrm{G}_{m} \leq G_{C C A}^{i} \text { for } i=1 \ldots, N \tag{6.17}
\end{equation*}
$$

then

$$
\begin{equation*}
\mathrm{G}_{m} \mathcal{T}_{0}(\Omega)+\sum_{i=1}^{N}\left(T_{f}^{i}-\frac{\pi}{2} \mathrm{G}_{m} b_{i}^{4}\right) \leq \mathcal{T}^{N}(\Omega) \tag{6.18}
\end{equation*}
$$

Proposition 2.7 follows directly from Proposition 6.2.
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#### Abstract

Coupled loops with time delays are common in physiological systems such as neural networks. We study a Hopfield-type network that consists of a pair of one-way loops each with three neurons and two-way coupling (of either excitatory or inhibitory type) between a single neuron of each loop. Time delays are introduced in the connections between loops, and the effects of coupling strengths and delays on the network dynamics are investigated. These effects depend strongly on whether the coupling is symmetric (of the same type in both directions) or asymmetric (inhibitory in one direction and excitatory in the other). The network of six delay differential equations is studied by linear stability analysis and bifurcation theory. Loops having inherently stable zero solutions cannot be destabilized by weak coupling, regardless of the delay. Asymmetric coupling is weakly stabilizing but easily upset by delays. Symmetric coupling (if not too weak) can destabilize an inherently stable zero solution, leading to nontrivial fixed points if the gain of the neuron response function is not too negative or to oscillation otherwise. In the oscillation case, intermediate delays can restabilize the zero solution. At the borderline of the weak coupling region (symmetric or asymmetric), stability can change with delay ranges. When the coupling strengths are of the same magnitude, the oscillations of corresponding neurons in the two loops can be in phase, antiphase (symmetric coupling), or one quarter period out of phase (asymmetric coupling) depending on the delay.
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1. Introduction. Interacting loops that are capable of sustaining oscillation are common in physiological systems. One approach to modeling such systems is via coupled oscillators [13]. However, this approach does not lend itself to studying the patterns of connections between oscillators when each oscillator is itself a network. Furthermore, such networks may not be inherently oscillatory, but oscillations may arise as a result of the coupling between them. If the coupling between networks is slower than each network's internal dynamics, then additional effects can arise from the delay in the coupling. The coupling may also be faster than the internal dynamics, in which case each network could be modeled with internal delays, or both the internal connections and coupling between networks could have delays.

These questions arise in models of the brain's motor circuitry, where there are many interacting loops and feedback systems. For example, functionally separate parallel loops operate through the basal ganglia (e.g., through matrisomes in the striatum [10]) but may interact through crosstalk [2]. These loop interactions have been implicated in the generation of tremor oscillations in Parkinson's disease. The effect of the particular patterns of connections between parallel copies of a network was studied by Edwards and Gill [5], where synchrony of the network copies occurred

[^18]with appropriate crosstalk, but only when each network was in a periodic regime.
Previous work on these problems has not explicitly allowed for delays in connections. While analysis becomes more difficult with delays, their effects may be important for the applications. Research on Hopfield-type neural networks with delays, first introduced by Marcus and Westervelt [15], has shown that delays can modify dynamics in interesting ways. Delays have been inserted into various simple loop structures. Some work [14, 17, 18] has considered systems of two neurons with delayed connections. Shayer and Campbell [18] gave a detailed analysis of dynamics of two coupled units with delayed coupling and also delayed self-input, showing in particular how oscillation occurs when the interactions are strong enough, but also depending on the delays. A number of authors have studied loops of three or more neurons with delays, showing various types of behavior including oscillations, waves, steady states, and even chaos $[1,3,7,16,21]$. Other work has dealt with conditions for stability of steady states in Hopfield-type networks of arbitrary structure (see, for example, $[4,9,18,19,20]$ and references therein).

The current study is an initial attempt to determine the effects of coupling (or crosstalk) between parallel copies of a network structure in the presence of delays. We focus on the simplest example that uses Hopfield network equations and in which each network copy is capable of oscillation, namely, a pair of simple loops of three neurons with one-way connections, with coupling between only one neuron of each loop. We consider the case in which the coupling between the loops, rather than the connections within the loops, is delayed. Of the previous studies mentioned above, this is perhaps most similar to that of Shayer and Campbell [18], in which the concern was also with delayed coupling between two potential oscillators, though the oscillators were single neurons with self-input rather than small loops. A single (one-way) loop of three Hopfield neurons can oscillate if their connections are inhibitory and sufficiently strong. The coupling between the loops can change this behavior, but we seek to determine how the behavior depends on the strength of coupling, the delay in coupling, and the internal gain or connection strengths within each loop.

We begin in section 2 with the dynamics of a single 3-loop (loop of three neurons with one-way connections). In section 3 we look at a pair of coupled 3-loops, giving results on stability of the trivial equilibrium and the presence of oscillation over the parameter space defined by the internal gain parameter (positive or negative) and a coupling strength parameter, allowing either inhibitory or excitatory coupling in either direction. Section 4 deals with delayed coupling between the loops. Most of the analysis is local, but where we do not have global results, numerical experiments support the conclusions. We summarize our results with a discussion (section 5).
2. Isolated 3-loop without delay. Consider a Hopfield-type network of three neurons connected in a (one-way) loop as in the following figure:


This can be described by the system of ordinary differential equations (with subscripts interpreted $\bmod 3$ )

$$
\begin{equation*}
\frac{d x_{j}}{d t}=-x_{j}+\tanh \left(b x_{j-1}\right), \quad j=1,2,3 \tag{2.1}
\end{equation*}
$$

together with initial condition $x(0)=\left(x_{1}(0), x_{2}(0), x_{3}(0)\right)^{t}$. Here $x_{j}$ represents the normalized voltage of neuron $j$ and $b \in \mathbb{R}$ is the gain of the response function, assumed equal for each neuron. Interactions are inhibitory if $b<0$ and excitatory if $b>0$. System (2.1) always has the trivial equilibrium $(0,0,0)^{t}$, i.e., at the origin. The existence of nontrivial equilibria depends on the value of $b$, as in the following result.

ThEOREM 2.1. If $b>1$, then system (2.1) has one positive symmetric and one negative symmetric equilibrium. If $b \leq 1$, then there is no nontrivial equilibrium.

Proof. At an equilibrium of $(2.1), x_{1}=\tanh \left(b x_{3}\right) \equiv f\left(x_{3}\right)$; thus $x_{2}=\tanh \left(b x_{1}\right)=$ $f\left(f\left(x_{3}\right)\right)$ and $x_{3}=\tanh \left(b x_{2}\right)=F\left(x_{3}\right)$, where $F(x) \equiv f(f(f(x)))$. Consider

$$
\begin{equation*}
h\left(x_{3}\right) \equiv x_{3}-F\left(x_{3}\right)=0 \tag{2.2}
\end{equation*}
$$

Since $f^{\prime}(0)=b, h^{\prime}(0)=1-b^{3}$. Also $\lim _{x_{3} \rightarrow \pm \infty} h\left(x_{3}\right)= \pm \infty$. From (2.2)

$$
\begin{equation*}
h^{\prime}\left(x_{3}\right)=1-b^{3} \stackrel{2}{\operatorname{sech}}\left(b \tanh \left(b \tanh \left(b x_{3}\right)\right)\right) \stackrel{2}{\operatorname{sech}}\left(b \tanh \left(b x_{3}\right)\right) \stackrel{2}{\operatorname{sech}}\left(b x_{3}\right) . \tag{2.3}
\end{equation*}
$$

Thus $h^{\prime}\left(x_{3}\right) \geq 1-b^{3}$ for $b \geq 0$, which is nonnegative (for all $x_{3}$ ) if $b \leq 1$. Since $h(0)=0$, there is no nontrivial equilibrium for $0 \leq b \leq 1$. For $b<0$, (2.3) gives $h^{\prime}\left(x_{3}\right) \geq 1$, which again shows that there is no nontrivial equilibrium.

If $b>1$, then $(2.3)$ gives $h^{\prime \prime}\left(x_{3}\right)>0$ for all $x_{3}>0$, showing that $h\left(x_{3}\right)$ is concave up. This, together with $h(0)=0, h^{\prime}(0)<0$, and $h\left(x_{3}\right)>0$ for sufficiently large $x_{3}>0$, shows that there is a unique positive solution $x_{3}=\overline{x_{3}}>0$ to (2.2). The corresponding equilibrium values $\overline{x_{1}}>0, \overline{x_{2}}>0$ are determined from $\overline{x_{3}}$ and (2.1). Since (2.2) holds also for $x_{1}$ and $x_{2}$, it must be that $\overline{x_{1}}=\overline{x_{2}}=\overline{x_{3}}=\bar{x}$, giving the unique symmetric positive equilibrium as $\left(x_{1}, x_{2}, x_{3}\right) t=(\bar{x}, \bar{x}, \bar{x})^{t}$, with $0<\bar{x}<1$ from the equilibrium equation $\bar{x}=\tanh (b \bar{x})$. By symmetry, there is also a unique negative equilibrium $\left(x_{1}, x_{2}, x_{3}\right) t=(-\bar{x},-\bar{x},-\bar{x})^{t}$ if $b>1$.

The linear stability of an equilibrium $(\bar{x}, \bar{x}, \bar{x}) t$ is governed by $\frac{d x}{d t}=A x$, with

$$
A=\left[\begin{array}{ccc}
-1 & 0 & b \operatorname{sech}^{2}(b \bar{x})  \tag{2.4}\\
b \operatorname{sech}^{2}(b \bar{x}) & -1 & 0 \\
0 & b \operatorname{sech}^{2}(b \bar{x}) & -1
\end{array}\right]
$$

The following result shows that a Hopf bifurcation can occur at the trivial equilibrium.
THEOREM 2.2. The trivial solution of (2.1) is locally asymptotically stable iff $-2<b<1$. At $b=-2$, the system undergoes a Hopf bifurcation and has stable limit cycle solutions for $b \lesssim-2$.

Proof. The characteristic equation of $A$ at $\bar{x}=0$ in $(2.4)$ is $-(1+\lambda)^{3}+b^{3}=0$. For $-2<b<1$, all eigenvalues have negative real parts; thus the system is linearly stable. When $b=1$, there is a zero eigenvalue, and for $b>1$ there is a real positive eigenvalue. When $b=-2$, the eigenvalues are $-3, \pm \sqrt{3} i$, and for $b<-2$ there is a complex pair of eigenvalues with positive real part. At $b=-2$, matrix $A$ is diagonalized by a matrix $P$ of eigenvectors. Approximating $\tanh \left(b x_{j}\right)$ by $b x_{j}-b^{3} x_{j}^{3} / 3$ (ignoring terms
of order $\geq 5)$ system (2.1) with $x=\left(x_{1}, x_{2}, x_{3}\right)^{t}$ is transformed by $y=P^{-1} x$ with $y=\left(y_{1}, y_{2}, y_{3}\right)^{t}$ at $b=-2$ to

$$
\frac{d y}{d t}=\left[\begin{array}{ccc}
0 & -\sqrt{3} & 0  \tag{2.5}\\
\sqrt{3} & 0 & 0 \\
0 & 0 & -3
\end{array}\right] y+P^{-1}\left(\frac{8}{3}\right)\left[\begin{array}{l}
\left(y_{1}+y_{3}\right)^{3} \\
\left(-y_{1} / 2-\sqrt{3} y_{2} / 2+y_{3}\right)^{3} \\
\left(-y_{1} / 2+\sqrt{3} y_{2} / 2+y_{3}\right)^{3}
\end{array}\right]
$$

The center manifold is given by $y_{3}=H\left(y_{1}, y_{2}\right)$, with $H$ third order because the third equation of (2.5) has no quadratic term. On the center manifold, (2.5) becomes

$$
\left[\begin{array}{c}
\frac{d y_{1}}{d t}  \tag{2.6}\\
\frac{d y_{2}}{d t}
\end{array}\right]=\left[\begin{array}{cc}
0 & -\sqrt{3} \\
\sqrt{3} & 0
\end{array}\right]\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right]+\left[\begin{array}{c}
p\left(y_{1}, y_{2}\right) \\
q\left(y_{1}, y_{2}\right)
\end{array}\right]
$$

where $p$ and $q$ are determined by substituting $y_{3}=H\left(y_{1}, y_{2}\right)$ in the first two equations of (2.5). The standard formula for the criticality coefficient ((3.4.11) of Guckenheimer and Holmes [11]) gives $a=-1<0$. Since $\operatorname{Re}(\partial \lambda / \partial b)=-1 / 2$ when evaluated at $\lambda= \pm \sqrt{3} i, b=-2$, the supercritical Hopf bifurcation gives rise to stable periodic solutions occurring for $b \lesssim-2$.

For a Hopfield 2-loop, the corresponding characteristic equation, $-(1+\lambda)^{2}+b^{2}=$ 0 , cannot have pure imaginary solutions. Thus a Hopfield 3-loop without delay is the smallest that can undergo a Hopf bifurcation at the origin.

Global results for the trivial equilibrium when $-2<b \leq 1$ are now stated. Theorem 2.1 of van den Driessche and Zou [20] can be used to show easily that if $|b|<1$, then the origin is globally asymptotically stable. For system (2.1), a Lyapunov function $V=\sum_{j=1}^{3} x_{j}^{2}$ can be used to extend the range of global stability of the origin to $-\sqrt{2} \leq b \leq 1$. Note that $b=1$ is included here, whereas it was not in Theorem 2.2. Numerical results indicate that the full range of global stability is $-2<b \leq 1$.

Global results for the existence and stability of periodic solutions for $b<-2$ are more difficult to obtain. However, in the limit $b \rightarrow-\infty$, when the hyperbolic tangents become step functions, the problem is easier. Glass and Pasternack [8] showed that $n$-dimensional networks similar to (2.1) but with step functions have globally asymptotically stable periodic solutions for $n \geq 3$. Numerical simulations of (2.1) with $b<-2$ indicate that there is a unique globally asymptotically stable periodic solution for each $b \in(-\infty,-2)$.

Consider now the stability of the nontrivial equilibria (when they exist).
Theorem 2.3. For $b>1$, the positive and negative symmetric equilibria of (2.1) are locally asymptotically stable.

Proof. From (2.4), the characteristic equation of $A$ is $-(1+\lambda)^{3}+b^{3} \operatorname{sech}^{6}(b \bar{x})=$ 0 , where $(\bar{x}, \bar{x}, \bar{x})^{t}$ with $\bar{x}>0$ is the positive symmetric equilibrium of $(2.1)$ that exists for $b>1$ (by Theorem 2.1). Thus the eigenvalues are

$$
\lambda_{1}(\bar{x})=-1+b \stackrel{2}{\operatorname{sech}}(b \bar{x}), \quad \lambda_{2,3}(\bar{x})=-1-\left(\frac{1}{2} \pm i \sqrt{\frac{3}{2}}\right) \stackrel{2}{2 \operatorname{sech}(b \bar{x}) .}
$$

Since $b \operatorname{sech}^{2}(b \bar{x})>0$, local stability follows if $\lambda_{1}(\bar{x})<0$. By (2.1), $b \bar{x}=\tanh ^{-1}(\bar{x})$ and $\operatorname{sech}^{2}(b \bar{x})=1-\bar{x}^{2}$, giving $\lambda_{1}(\bar{x})=-1+\tanh ^{-1}(\bar{x})\left(1-\bar{x}^{2}\right) / \bar{x}$ for $0<\bar{x}<1$, which is equivalent to $1<b<\infty$. Also, $\lambda_{1}(0)=0$ at $b=1$. Differentiating gives

$$
\frac{d \lambda_{1}}{d \bar{x}}(\bar{x})=\left(\bar{x}-\left(1+\bar{x}^{2}\right) \tanh ^{-1}(\bar{x})\right) / \bar{x}^{2}
$$

which is negative, since $\tanh ^{-1}(\bar{x})>\bar{x}$. Thus $\lambda_{1}(\bar{x})<0$, showing that the positive symmetric equilibrium is locally stable. Stability for $\bar{x}<0$ follows by symmetry.

Note that $\bar{x} \rightarrow 0^{+}$as $b \rightarrow 1^{+}$, showing that the linearly stable positive and negative equilibria bifurcate from the trivial equilibrium as it loses stability. Thus the system has a supercritical pitchfork bifurcation at $b=1$.
3. Coupled loops without delay. Consider a pair of coupled 3-loops:


The individual loops each follow the form of (2.1). Coupling strengths are given by $c_{1}$ and $c_{2}$, where $b c_{j}>0$ implies excitatory and $b c_{j}<0$ implies inhibitory coupling. The system of equations for the entire system is then

$$
\begin{align*}
& \frac{d x_{1}}{d t}=-x_{1}+\tanh \left(b x_{3}\right), \quad \frac{d x_{2}}{d t}=-x_{2}+\tanh \left(b x_{1}\right) \\
& \frac{d x_{3}}{d t}=-x_{3}+\tanh \left(b x_{2}\right)+c_{1} \tanh \left(b x_{6}\right)  \tag{3.1}\\
& \frac{d x_{4}}{d t}=-x_{4}+\tanh \left(b x_{6}\right), \quad \frac{d x_{5}}{d t}=-x_{5}+\tanh \left(b x_{4}\right) \\
& \frac{d x_{6}}{d t}=-x_{6}+\tanh \left(b x_{5}\right)+c_{2} \tanh \left(b x_{3}\right)
\end{align*}
$$

together with initial condition $x(0)=\left(x_{1}(0), x_{2}(0), x_{3}(0), x_{4}(0), x_{5}(0), x_{6}(0)\right)^{t}$.
Equilibria of (3.1) satisfy $x_{2}=f\left(x_{1}\right)=f\left(f\left(x_{3}\right)\right)$ and $x_{5}=f\left(x_{4}\right)=f\left(f\left(x_{6}\right)\right)$, where $f\left(x_{j}\right) \equiv \tanh \left(b x_{j}\right)$. Using the other two equations gives

$$
\begin{equation*}
x_{3}=F\left(x_{3}\right)+c_{1} f\left(x_{6}\right), \quad x_{6}=F\left(x_{6}\right)+c_{2} f\left(x_{3}\right), \tag{3.2}
\end{equation*}
$$

where $F(x)=f(f(f(x)))$ as before. This can be reduced (for $\left.c_{1} \neq 0\right)$ to

$$
\begin{equation*}
g\left(x_{3}\right) \equiv\left[x_{3}-F\left(x_{3}\right)\right]-c_{1} f\left(f\left(f\left(\frac{1}{c_{1}}\left[x_{3}-F\left(x_{3}\right)\right]\right)\right)+c_{2} f\left(x_{3}\right)\right)=0 \tag{3.3}
\end{equation*}
$$

Any $x_{3}$ satisfying (3.3) determines $x_{6}$ and hence all the variables at an equilibrium. Clearly the origin $x_{j}=0, j=1, \ldots, 6$, is an equilibrium, and our interest mostly focuses on its stability properties. However, we first show the existence of nontrivial equilibria for some $b$ values. Define $d \equiv b^{2} c_{1} c_{2}$ and $\beta \equiv b^{3}$. When $d>0$, the coupling is either excitatory or inhibitory in both directions (symmetric coupling); when $d<0$, the coupling is excitatory in one direction and inhibitory in the other (asymmetric coupling).

THEOREM 3.1. If $d>(1-\beta)^{2}$, then system (3.1) has nontrivial equilibria. If either (i) $0<\beta<1$ and $d<(1-\beta)^{2}$, or (ii) $\beta<0$ and $d<1$, then system (3.1) has no nontrivial equilibrium.

Proof. Assuming $c_{1} \neq 0$, differentiating (3.3) gives

$$
g^{\prime}\left(x_{3}\right)=\left(1-F^{\prime}\left(x_{3}\right)\right)\left(1-\beta s_{1}^{2} s_{2}^{2} s_{3}^{2}\right)-d s_{1}^{2} s_{4}^{2}
$$

where $s_{k}^{2}, k=1, \ldots, 4$, represents $\operatorname{sech}^{2}(\cdot)$ evaluated at some point; thus $0<s_{k}^{2} \leq 1$. Since $F^{\prime}(0)=\beta$, it follows from the derivative above that $g^{\prime}(0)=(1-\beta)^{2}-d$; thus $g\left(x_{3}\right)$ is strictly decreasing at the origin if $d>(1-\beta)^{2}$. Clearly $g(0)=0$ and $\lim _{x \rightarrow \infty} g\left(x_{3}\right)=\infty$ because $f$ (and therefore $F$ ) is bounded. Thus by continuity there is at least one positive value of $x_{3}$, namely, $\bar{x}_{3}>0$, such that $g\left(\bar{x}_{3}\right)=0$. By symmetry, $g\left(-\bar{x}_{3}\right)=0$ and these values determine the other variables at a nontrivial equilibrium.

For $x_{3}>0$ if $\beta>0$, then $0<F^{\prime}\left(x_{3}\right)<\beta$. Thus $0<\beta<1$ implies that $(1-\beta)^{2}-d<g^{\prime}\left(x_{3}\right)$ if $d \geq 0$, and $(1-\beta)^{2}<g^{\prime}\left(x_{3}\right)<1-d$ if $d \leq 0$. Thus in case (i), $g\left(x_{3}\right)$ is strictly increasing for all $x_{3}>0$. Similarly $\beta<0$ implies that $\beta<F^{\prime}\left(x_{3}\right)<0$ and $1-d<g^{\prime}\left(x_{3}\right)<(1-\beta)^{2}$ if $d \geq 0$, and $1<g^{\prime}\left(x_{3}\right)<(1-\beta)^{2}-d$ if $d \leq 0$. Thus in case (ii), $g\left(x_{3}\right)$ is strictly increasing for all $x_{3}>0$. In both cases there is no nontrivial positive equilibrium and, by symmetry, no nontrivial negative equilibrium. If $c_{1}=0$ but $c_{2} \neq 0$, then reversing the roles of $x_{3}$ and $x_{6}$ leads to the same conclusions. If $c_{1}=c_{2}=0$, then the results follow from Theorem 2.1.

Note that Theorem 3.1 does not specify all regions of parameter space in which nontrivial equilibria occur. It does not provide information about the regions where $\beta$ is large and positive or where $\beta$ is large and negative with $d>1$. Moreover, the number and signs of equilibria may depend on the values of $c_{1}$ and $c_{2}$ for a given $d$. For example, if $b=2$ (so that $\beta=8$ ) and $c_{1}=c_{2}=0$, then there is one positive and one negative nontrivial equilibrium for each uncoupled loop (see Theorem 2.1) so that for the full system (3.1) there are nine equilibria, three of which have $x_{3}$ positive. However, if the coupling goes only one way, e.g., $c_{1}>0$ but $c_{2}=0$, then there can be two or four different positive equilibrium values for $x_{3}$ when $b>1$.

The special case of symmetric coupling $c_{1}=c_{2}$ is now considered.
THEOREM 3.2. Let $b>1$. If $c_{1}=c_{2}>0$, then system (3.1) has a positive equilibrium $x^{*}=\left(\bar{x}_{1}, \bar{x}_{2}, \bar{x}_{3}, \bar{x}_{1}, \bar{x}_{2}, \bar{x}_{3}\right)^{t}$ and an equilibrium $-x^{*}$; if $c_{1}=c_{2}<0$, then it has equilibria $\tilde{x}^{*}=\left(\bar{x}_{1}, \bar{x}_{2}, \bar{x}_{3},-\bar{x}_{1},-\bar{x}_{2},-\bar{x}_{3}\right)^{t}$ with $\bar{x}_{j}>0, j=1,2,3$, and $-\tilde{x}^{*}$.

Proof. Consider $c_{1}=c_{2}>0$ and suppose that $x_{3}=x_{6}$; then (3.2) reduces to

$$
G\left(x_{3}\right) \equiv x_{3}-F\left(x_{3}\right)-c_{1} f\left(x_{3}\right)=0
$$

at an equilibrium. Note that $G(0)=0, \lim _{x_{3} \rightarrow \infty} G\left(x_{3}\right)=\infty$ and $G^{\prime}(0)=1-b^{3}-$ $c_{1} b<0$. Thus there is at least one positive zero $\bar{x}_{3}$ of $G\left(x_{3}\right)$. Since $\bar{x}_{3}=\bar{x}_{6}>0$, it follows that $\bar{x}_{1}=\bar{x}_{4}>0$ and $\bar{x}_{2}=\bar{x}_{5}>0$. By symmetry, the negative equilibrium follows.

Consider $c_{1}=c_{2}<0$ and suppose that $x_{3}=-x_{6}$; then (3.2) reduces to

$$
\tilde{G}\left(x_{3}\right) \equiv x_{3}-F\left(x_{3}\right)+c_{1} f\left(x_{3}\right)=0
$$

at an equilibrium. By the above there is at least one positive zero $\bar{x}_{3}$ of $\tilde{G}\left(x_{3}\right)$. Then $\bar{x}_{1}, \bar{x}_{2}>0$ and $\bar{x}_{4}, \bar{x}_{5}, \bar{x}_{6}<0$. Symmetry gives the second equilibrium.

Numerical solutions demonstrate that additional equilibria can occur: for $c_{1}=$ $c_{2}>0$ (respectively, $<0$ ) there may be one or three equilibria with $\bar{x}_{3}>0, \bar{x}_{6}<0$ (respectively, $\bar{x}_{3}<0, \bar{x}_{6}>0$ ) and an equal number of symmetric equilibria.

The linear stability of the trivial equilibrium $x_{j}=0, j=1, \ldots, 6$, can be determined from $\frac{d x}{d t}=A x$ with $x=\left(x_{1}, \ldots, x_{6}\right)^{t}$ and

$$
A=\left[\begin{array}{cccccc}
-1 & 0 & b & 0 & 0 & 0  \tag{3.4}\\
b & -1 & 0 & 0 & 0 & 0 \\
0 & b & -1 & 0 & 0 & b c_{1} \\
0 & 0 & 0 & -1 & 0 & b \\
0 & 0 & 0 & b & -1 & 0 \\
0 & 0 & b c_{2} & 0 & b & -1
\end{array}\right] .
$$

The characteristic equation for this system at $x_{j}=0$ with $d \equiv b^{2} c_{1} c_{2}$ and $\beta \equiv b^{3}$ is

$$
\begin{equation*}
\left[(1+\lambda)^{3}-\beta\right]^{2}-d(1+\lambda)^{4}=0 \tag{3.5}
\end{equation*}
$$

First consider the case $d \geq 0$. The characteristic equation then factors as follows:

$$
\begin{equation*}
\Delta_{+}^{+}(\lambda) \Delta_{-}^{+}(\lambda) \equiv\left[(1+\lambda)^{3}-\beta+\sqrt{d}(1+\lambda)^{2}\right]\left[(1+\lambda)^{3}-\beta-\sqrt{d}(1+\lambda)^{2}\right]=0 . \tag{3.6}
\end{equation*}
$$

From the single-loop results (see Theorem 2.2), if $d=0$, then the origin is locally asymptotically stable for $-8<\beta<1$ and unstable for $\beta<-8$ and $\beta>1$. To find the stability region for $\sqrt{d}>0$, look for curves in the $\beta d$-plane on which there is a zero or pure imaginary eigenvalue.

From (3.6), zero eigenvalues occur when $1-\beta= \pm \sqrt{d}$. Pure imaginary eigenvalues $\lambda=i \omega$ with $\omega>0$ make $\Delta_{+}^{+}(\lambda)=0$ when their real and imaginary parts are zero, namely,

$$
1-3 \omega^{2}-\beta+\sqrt{d}\left(1-\omega^{2}\right)=0 \text { and } \omega\left(3-\omega^{2}+2 \sqrt{d}\right)=0 .
$$

The second condition above gives $\omega^{2}=3+2 \sqrt{d}$, which can be substituted into the first condition to yield $\beta=-2(2+\sqrt{d})^{2}$. To make $\Delta_{-}^{+}(\lambda)=0$, there is an analogous condition where $\sqrt{d}$ is replaced by $(-\sqrt{d})$, as long as $\omega^{2}=3-2 \sqrt{d}>0$, i.e., $\sqrt{d}<\frac{3}{2}$, namely, $\beta=-2(2-\sqrt{d})^{2}$. Note that this curve intersects the parabola of zero eigenvalues at $\beta=-\frac{1}{2}, d=\frac{9}{4}$. These curves are shown in Figure 3.1. It is clear by continuity from the single-loop results $(d=0)$ that the region labeled "STABLE" in the figure corresponds to linear stability of the origin. By picking points in the other regions, it can easily be checked that the origin is unstable there.

In the case where $d \leq 0$ in (3.5), factor the characteristic equation as
$\Delta_{+}^{-}(\lambda) \Delta_{-}^{-}(\lambda) \equiv\left[(1+\lambda)^{3}-\beta+i \sqrt{-d}(1+\lambda)^{2}\right]\left[(1+\lambda)^{3}-\beta-i \sqrt{-d}(1+\lambda)^{2}\right]=0$.
Now, $\lambda=0$ when $1-\beta \pm i \sqrt{-d}=0$, i.e., only at the point $\beta=1$ and $d=0$. Working with $\Delta_{+}^{-}(\lambda)=0, \lambda=i \omega$ implies that

$$
\begin{equation*}
\beta=1-2 \sqrt{-d} \omega-3 \omega^{2} \quad \text { and } \quad \sqrt{-d}=\frac{\omega\left(\omega^{2}-3\right)}{\left(1-\omega^{2}\right)} \quad\left(\text { if } \omega^{2} \neq 1\right) \tag{3.8}
\end{equation*}
$$

giving $\beta=1-3 \omega^{2}-2 \omega^{2}\left(\omega^{2}-3\right) /\left(1-\omega^{2}\right)$. Working with $\Delta_{-}^{-}(\lambda)=0$ gives this same equation in $\beta$ and $\omega$.


Fig. 3.1. Regions in the parameter plane indicating stability of the origin in the coupled loop system (see (3.1)). The solid parabolic curve indicates parameter values where there is a zero eigenvalue. Dashed curves indicate parameter values where there are pure imaginary eigenvalues. The linearly stable regions defined by these boundaries are marked. The shaded area indicates where global stability of the origin has been proved.

The fact that $\sqrt{-d} \geq 0$ implies that $\omega$ is in one of the intervals $(-\infty,-\sqrt{3}]$, $(-1,0]$, or $(1, \sqrt{3}]$. In these intervals, (3.8) can be considered parametric equations for curves in the $\beta d$-plane. The curves are shown in Figure 3.1. Linear stability can again be checked by examining eigenvalues at points within each region. In the regions where $d>0$ and $\beta>1-\sqrt{d}$, there are real positive eigenvalues, so the origin is an unstable node. Everywhere else outside the stability region it can be verified that there are complex conjugate pairs of eigenvalues with positive real parts, suggesting the existence of stable oscillations. Note that the pair of positive real eigenvalues becomes a complex pair with positive real part as $d$ becomes negative $(\beta>1)$.

For equal coupling strengths, as in the case of the single loop, global stability of the origin can be shown on a subset of the linear stability region.

THEOREM 3.3. The origin is globally asymptotically stable for system (3.1) with $\left|c_{1}\right|=\left|c_{2}\right| \equiv c>0$ when $|b|<\frac{2}{\gamma}$, where $\gamma=1+2 c\left(B_{1}+1\right)$ and $B_{1}$ is the positive root of the cubic $8 c^{3} B_{1}\left(1+B_{1}\right)^{2}=1$.

The proof uses the Lyapunov function $V=\sum_{j=1}^{6} a_{j} x_{j}^{2}$, where $a_{j}>0$ are given as $a_{1}=a_{4}=\frac{B_{1}+B_{2}}{2}, a_{2}=a_{5}=\frac{1}{4 c}+\frac{B_{2}}{2}, a_{3}=a_{6}=\frac{1}{4 c}+\frac{B_{1}+1}{2}$, and $B_{2}=\sqrt{B_{1} / 2 c}$. Details of the proof are omitted. The condition $|b|<\frac{2}{\gamma}$ can be interpreted in terms of $\beta$ and $d$ by taking $d= \pm b^{2} c_{1}^{2}$ (the sign depending on the sign of $c_{1} c_{2}$, with $\left|c_{1}\right|=\left|c_{2}\right|$ ), and the resulting global stability region is the diamond-shaped region in Figure 3.1. Note that it covers most of the local stability region in the positive quadrant.
4. Coupled loops with delay. The case with delayed coupling connections between the 3-loops leads to the following system of delay differential equations:

$$
\begin{align*}
\frac{d x_{1}}{d t} & =-x_{1}(t)+\tanh \left(b x_{3}(t)\right), \quad \frac{d x_{2}}{d t}=-x_{2}(t)+\tanh \left(b x_{1}(t)\right) \\
\frac{d x_{3}}{d t} & =-x_{3}(t)+\tanh \left(b x_{2}(t)\right)+c_{1} \tanh \left(b x_{6}(t-\tau)\right)  \tag{4.1}\\
\frac{d x_{4}}{d t} & =-x_{4}(t)+\tanh \left(b x_{6}(t)\right), \quad \frac{d x_{5}}{d t}=-x_{5}(t)+\tanh \left(b x_{4}(t)\right) \\
\frac{d x_{6}}{d t} & =-x_{6}(t)+\tanh \left(b x_{5}(t)\right)+c_{2} \tanh \left(b x_{3}(t-\tau)\right)
\end{align*}
$$

where $\tau \geq 0$ is the time delay, and when $\tau=0$ this reduces to (3.1). To pose an initial value problem at $t=0$, we must specify data for each variable on the interval $[-\tau, 0]$, i.e., $x_{j}(t)=\phi_{j}(t),-\tau \leq t \leq 0, j=1, \ldots, 6$.

The equilibria for (4.1) are the same as for (3.1); in particular, Theorem 3.1 is also valid for (4.1). Using Theorem 2.1 of van den Driessche and Zou [20], we give one global stability result for system (4.1): If $|b| \max _{i}\left\{1+\left|c_{i}\right|\right\}<1$, then the origin is globally asymptotically stable for all values of delay $\tau \geq 0$. However, for other parameter ranges the stability of the equilibria may change due to the delay. In the next subsection we focus on the linear stability analysis of the trivial equilibrium. This then leads us to a discussion of the bifurcations of the trivial equilibrium.
4.1. Stability regions. Linearization of (4.1) about the origin gives

$$
\begin{equation*}
x^{\prime}(t)=A_{1} x(t)+A_{2} x(t-\tau), \tag{4.2}
\end{equation*}
$$

where

$$
A_{1}=\left[\begin{array}{cccccc}
-1 & 0 & b & 0 & 0 & 0  \tag{4.3}\\
b & -1 & 0 & 0 & 0 & 0 \\
0 & b & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & b \\
0 & 0 & 0 & b & -1 & 0 \\
0 & 0 & 0 & 0 & b & -1
\end{array}\right], \quad A_{2}=\left[\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & b c_{1} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & b c_{2} & 0 & 0 & 0
\end{array}\right]
$$

The characteristic equation for this system with $d \equiv b^{2} c_{1} c_{2}$ and $\beta \equiv b^{3}$ is

$$
\begin{equation*}
\left[(1+\lambda)^{3}-\beta\right]^{2}-d(1+\lambda)^{4} e^{-2 \tau \lambda}=0 \tag{4.4}
\end{equation*}
$$

Section 3 describes the stability region of the trivial equilibrium when $\tau=0$ (see Figure 3.1). To determine the stability region for $\tau>0$, we determine curves in the $d \tau$-plane along which (4.4) has a zero root or a pair of pure imaginary roots. Given values of $\beta$ and $d$ for which the trivial equilibrium is stable at $\tau=0$, it remains so for $0 \leq \tau \leq \tau_{\text {crit }}$, where $\tau_{\text {crit }}$ is the lowest value of $\tau$ on one of these curves.

First consider the case $d \geq 0$. The characteristic equation then factors as

$$
\begin{align*}
& \Delta_{+}^{+}(\lambda) \Delta_{-}^{+}(\lambda)  \tag{4.5}\\
& \quad \equiv\left[(1+\lambda)^{3}-\beta+(1+\lambda)^{2} \sqrt{d} e^{-\tau \lambda}\right]\left[(1+\lambda)^{3}-\beta-(1+\lambda)^{2} \sqrt{d} e^{-\tau \lambda}\right]=0
\end{align*}
$$

As for the nondelayed case, zero roots occur when $d=(1-\beta)^{2} \equiv d_{0}$.

Lemma 4.1. Let $\beta$ and $\tau$ be fixed.
(i) If $\beta<1$ and $\tau \neq 2+\frac{3}{\beta-1}$, then $\Delta_{-}^{+}(\lambda)$ has a simple zero root when $d=d_{0}$; the number of roots of (4.4) with positive real part increases (decreases) by one as $d$ increases through $d_{0}$ with $\tau>2+\frac{3}{\beta-1}\left(\tau<2+\frac{3}{\beta-1}\right)$.
(ii) If $\beta>1$ and $\tau \neq 2+\frac{3}{\beta-1}$, then $\Delta_{+}^{+}(\lambda)$ has a simple zero root when $d=d_{0}$; the number of roots of (4.4) with positive real part increases (decreases) by one as $d$ increases through $d_{0}$ with $\tau>2+\frac{3}{\beta-1}\left(\tau<2+\frac{3}{\beta-1}\right)$.
(iii) If $\beta=1$, both factors of (4.5) have a simple zero root when $d=d_{0}=0$.
(iv) If $\beta<1(\beta>1)$ and $\tau=2+\frac{3}{\beta-1}$, then $\Delta_{-}^{+}(\lambda)\left(\Delta_{+}^{+}(\lambda)\right)$ has a double zero root when $d=d_{0}$.
Proof. The presence of zero roots follows from the facts that $\Delta_{+}^{+}(0)=0$ when $\sqrt{d}=\beta-1$ and $\Delta_{-}^{+}(0)=0$ when $\sqrt{d}=1-\beta$. For case (iv), note that

$$
\frac{d}{d \lambda} \Delta_{ \pm}^{+}(\lambda)=3(1+\lambda)^{2} \pm 2(1+\lambda) \sqrt{d} e^{-\tau \lambda} \mp \tau(1+\lambda)^{2} \sqrt{d} e^{-\tau \lambda}
$$

Thus, if $\sqrt{d}= \pm(\beta-1)$ and $\tau=2+\frac{3}{\beta-1}$, then $\frac{d}{d \lambda} \Delta_{ \pm}^{+}(0)=0$. The fact that zero is a simple root in cases (i)-(iii) also follows from this derivative.

To study the rate of change of the real part of a root, $\lambda$, of (4.5), consider either factor of this equation. For $d>0$, differentiating with respect to $d$, keeping in mind that $\lambda$ is a function of $d$, and rearranging give

$$
\frac{d \lambda}{d d}=\frac{ \pm(1+\lambda)^{2} \sqrt{d} e^{-\tau \lambda}}{-6 d(1+\lambda)^{2} \mp 4 d(1+\lambda) \sqrt{d} e^{-\tau \lambda} \pm 2 d \tau(1+\lambda)^{2} \sqrt{d} e^{-\tau \lambda}}
$$

where the upper sign in $\pm, \mp$ refers to $\Delta_{+}^{+}$and the lower sign to $\Delta_{-}^{+}$. Using (4.5) to eliminate $\pm \sqrt{d} e^{-\tau \lambda}$ and setting $\lambda=0$ and $d=d_{0}$ yield

$$
\left.\frac{d \lambda}{d d}\right|_{\lambda=0}=\frac{1}{2(\beta-1)[(\tau-2)(\beta-1)-3]}
$$

Consideration of the sign of the right-hand side completes the proofs of (i) and (ii). $\quad \square$

For $d>0$, to find the curves where pure imaginary roots exist, set $\lambda=i \omega$ in each factor of (4.5) and separate into real and imaginary parts. Without loss of generality, take $\omega>0$. For $\Delta_{+}^{+}(\lambda)$, isolating $\sin (\omega \tau)$ and $\cos (\omega \tau)$ yields

$$
\begin{align*}
\left(1+\omega^{2}\right)^{2} \sqrt{d} \cos (\omega \tau) & =-\left(\left(1+\omega^{2}\right)^{2}-\beta\left(1-\omega^{2}\right)\right) \equiv-\mathcal{C}(\omega)  \tag{4.6}\\
\left(1+\omega^{2}\right)^{2} \sqrt{d} \sin (\omega \tau) & =\omega\left(\left(1+\omega^{2}\right)^{2}+2 \beta\right) \equiv \mathcal{S}(\omega)
\end{align*}
$$

To find $d$ and $\tau$ in terms of $\beta$ and $\omega$, square the equations in (4.6) and add to give

$$
\begin{equation*}
d=d_{i m}(\omega) \equiv \frac{\left(1+\omega^{2}\right)^{3}+2 \beta\left(3 \omega^{2}-1\right)+\beta^{2}}{\left(1+\omega^{2}\right)^{2}} \tag{4.7}
\end{equation*}
$$

Dividing the second equation of (4.6) by the first gives $\tan (\omega \tau)=-\mathcal{S}(\omega) / \mathcal{C}(\omega)$. However, this loses information about the signs of $\cos (\omega \tau)$ and $\sin (\omega \tau)$ that is in (4.6). Thus we introduce $y=\operatorname{Arctan}(u)$ as the branch of the arctangent function with range $\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$. Note that this corresponds to $\cos (y)>0$ and that the function
$\operatorname{Arctan}(u)+\pi$ corresponds to $\cos (y)<0$. The other branches of the arctangent function are obtained from these two by adding multiples of $2 \pi$. As can be seen from (4.6), the sign of $\cos (\omega \tau)$ is determined by $\mathcal{C}(\omega)$, and thus we define

$$
\tau=\tau_{k+}^{+}(\omega) \equiv \frac{1}{\omega} \begin{cases}\operatorname{Arctan}\left(-\frac{\mathcal{S}(\omega)}{\mathcal{C}(\omega)}\right)+2 k \pi, & \mathcal{C}(\omega)<0  \tag{4.8}\\ \operatorname{Arctan}\left(-\frac{\mathcal{S}(\omega)}{\mathcal{C}(\omega)}\right)+(2 k+1) \pi, & \mathcal{C}(\omega)>0\end{cases}
$$

where $k=0,1, \ldots$ (We do not take $k<0$ as these branches always yield $\tau<0$.)
In a similar manner it can be shown that the curves along which the second factor, $\Delta_{-}^{+}(\lambda)$, of (4.5) has a pair of pure imaginary roots are given by $(d, \tau)=$ $\left(d_{i m}(\omega), \tau_{k-}^{+}(\omega)\right)$, where $d_{i m}$ is as above and

$$
\tau_{k-}^{+}(\omega) \equiv \frac{1}{\omega} \begin{cases}\operatorname{Arctan}\left(-\frac{\mathcal{S}(\omega)}{\mathcal{C}(\omega)}\right)+2 k \pi, & \mathcal{C}(\omega)>0  \tag{4.9}\\ \operatorname{Arctan}\left(-\frac{\mathcal{S}(\omega)}{\mathcal{C}(\omega)}\right)+(2 k+1) \pi, & \mathcal{C}(\omega)<0\end{cases}
$$

The zeros of $\mathcal{C}(\omega)$ define the points where the branches join. To see how the sign of $\mathcal{C}(\omega)$ varies with $\beta$ and $\omega$, rewrite the first equation of (4.6) as a quartic in $\omega$, namely, $\mathcal{C}(\omega)=\omega^{4}+(2+\beta) \omega^{2}+1-\beta$. The roots of this quartic are $\pm \omega_{\mathcal{C}}^{+}, \pm \omega_{\mathcal{C}}^{-}$, where

$$
\begin{equation*}
\omega_{\mathcal{C}}^{ \pm}=\sqrt{-1-\frac{\beta}{2} \pm \frac{1}{2} \sqrt{\beta(\beta+8)}} \tag{4.10}
\end{equation*}
$$

All four roots exist if $\beta \leq-8$ (with $\omega_{\mathcal{C}}^{+}=\omega_{\mathcal{C}}^{-}$when $\beta=-8$ ), no roots exist if $-8<\beta<1$, and only $\pm \omega_{\mathcal{C}}^{+}$exists if $\beta \geq 1\left(\omega_{\mathcal{C}}^{+}=0\right.$ when $\left.\beta=1\right)$. This yields the following ranges:

$$
\begin{aligned}
& \beta<-8 \quad: \quad \mathcal{C}(\omega)>0 \quad \text { for } \quad 0<\omega<\omega_{\mathcal{C}}^{-}, \omega_{\mathcal{C}}^{+}<\omega \\
& \mathcal{C}(\omega)<0 \quad \text { for } \quad \omega_{\mathcal{C}}^{-}<\omega<\omega_{\mathcal{C}}^{+} \\
&-8 \leq \beta \leq 1 \quad: \quad \mathcal{C}(\omega)>0 \quad \text { for } \quad 0<\omega, \omega \neq \omega_{\mathcal{C}}^{ \pm} \\
& 1<\beta \quad: \quad \mathcal{C}(\omega)<0 \quad \text { for } \quad 0<\omega<\omega_{\mathcal{C}}^{+} \\
& \mathcal{C}(\omega)>0 \quad \text { for } \quad \omega_{\mathcal{C}}^{+}<\omega
\end{aligned}
$$

Now consider the case $d<0$. The characteristic equation factors as

$$
\begin{align*}
& \Delta_{+}^{-}(\lambda) \Delta_{-}^{-}(\lambda)  \tag{4.11}\\
& \quad \equiv\left[(1+\lambda)^{3}-\beta+i(1+\lambda)^{2} \sqrt{-d} e^{-\tau \lambda}\right]\left[(1+\lambda)^{3}-\beta-i(1+\lambda)^{2} \sqrt{-d} e^{-\tau \lambda}\right]=0
\end{align*}
$$

Clearly, neither factor has a zero root. Note that $\lambda$ is a root of $\Delta_{+}^{-}(\lambda)$ iff $\bar{\lambda}$ is a root of $\Delta_{-}^{-}(\lambda)$. This is a consequence of the fact that the roots of the unfactored characteristic equation (4.4) come in complex conjugate pairs. Following a similar procedure to that for $d>0$, pure imaginary roots $i \omega,-i \omega$ with $\omega>0$, of the first and second factors, respectively, exist along the curves $(d, \tau)=\left(-d_{i m}(\omega), \tau_{k+}^{-}(\omega)\right)$. Similarly, pure imaginary roots $-i \omega$, $i \omega$ with $\omega>0$, of the first and second factors,
respectively, exist along the curves $(d, \tau)=\left(-d_{i m}(\omega), \tau_{k-}^{-}(\omega)\right)$. Here

$$
\begin{align*}
& \tau_{k+}^{-}(\omega) \equiv \frac{1}{\omega} \begin{cases}\operatorname{Arctan}\left(\frac{\mathcal{C}(\omega)}{\mathcal{S}(\omega)}\right)+2 k \pi, & \mathcal{S}(\omega)<0 \\
\operatorname{Arctan}\left(\frac{\mathcal{C}(\omega)}{\mathcal{S}(\omega)}\right)+(2 k+1) \pi, & \mathcal{S}(\omega)>0\end{cases}  \tag{4.12}\\
& \tau_{k-}^{-}(\omega) \equiv \frac{1}{\omega} \begin{cases}\operatorname{Arctan}\left(\frac{\mathcal{C}(\omega)}{\mathcal{S}(\omega)}\right)+2 k \pi, & \mathcal{S}(\omega)>0 \\
\operatorname{Arctan}\left(\frac{\mathcal{C}(\omega)}{\mathcal{S}(\omega)}\right)+(2 k+1) \pi, & \mathcal{S}(\omega)<0\end{cases} \tag{4.13}
\end{align*}
$$

The zeros of $\mathcal{S}(\omega)$ define the points where the branches join. To make the definitions of $\tau_{k \pm}^{-}$more precise, the sign of $\mathcal{S}(\omega)$ with $\omega_{\mathcal{S}}=\sqrt{\sqrt{-2 \beta}-1}$ is given as follows:

$$
\begin{aligned}
& \beta<-\frac{1}{2} \quad: \quad \mathcal{S}(\omega)<0 \quad \text { for } \quad 0<\omega<\omega_{\mathcal{S}} \\
& \beta \geq-\frac{1}{2} \quad: \quad \mathcal{S}(\omega)>0 \text { for } \quad \omega_{\mathcal{S}}<\omega \\
& \beta=0 \quad \text { for } \quad 0<\omega
\end{aligned}
$$

To determine what these curves look like, we use the following results that are derived by using L'Hôpital's rule. Note that we consider only $\tau \geq 0$.

Lemma 4.2. For the functions in (4.7)-(4.9), (4.12), (4.13),

$$
\begin{gathered}
d_{i m}(0)=d_{0}, \quad \lim _{\omega \rightarrow \infty} d_{i m}(\omega)=\infty ; \\
\lim _{\omega \rightarrow \infty} \tau_{k \pm}^{ \pm}=0 \\
\lim _{\omega \rightarrow 0^{+}} \tau_{k \pm}^{+}=\infty, k>0 ; \quad \lim _{\omega \rightarrow 0^{+}} \tau_{0+}^{+}=\left\{\begin{array}{cc}
2+\frac{3}{\beta-1}, & \beta>1 \\
\infty, & \beta \leq 1
\end{array}\right. \\
\lim _{\omega \rightarrow 0^{+}} \tau_{0-}^{+}=\left\{\begin{array}{cc}
\infty, & \beta>1, \\
-\infty, & \beta=1 \\
2+\frac{3}{\beta-1}, & \beta<1 ;
\end{array}\right. \\
\lim _{\omega \rightarrow 0^{+}} \tau_{k \pm}^{-}=\infty, k>0 ; \quad \lim _{\omega \rightarrow 0^{+}} \tau_{0+}^{-}=\left\{\begin{array}{cc}
-\infty, & \beta<-\frac{1}{2} \\
\infty, & \beta \geq-\frac{1}{2}
\end{array}\right. \\
\lim _{\omega \rightarrow 0^{+}} \tau_{0-}^{-}=\left\{\begin{array}{cc}
\infty, & \beta<1, \\
1, & \beta=1, \\
-\infty, & \beta>1
\end{array}\right.
\end{gathered}
$$

Lemma 4.3. For $\frac{1}{2}(5-3 \sqrt{3}) \leq \beta \leq 12-4 \sqrt{5}$, i.e., $\beta$ approximately $\in[-0.0981$, 3.0557], $d_{i m}(\omega)$ is a nondecreasing function of $\omega$. Outside this interval it is nonmonotone and has the following behavior. For $\beta<\frac{1}{2}(5-3 \sqrt{3})$ or $\beta \geq \frac{1}{2}(5+3 \sqrt{3}) \approx 5.0981$, there exists $\omega_{c}>0$ such that $d_{i m}(\omega)$ is decreasing for $0<\omega<\omega_{c}$ and increasing for $\omega>\omega_{c}$. For $12-4 \sqrt{5}<\beta<\frac{1}{2}(5+3 \sqrt{3})$, there exist $0<\omega_{c 1}<\omega_{c 2}$ such that $d_{i m}(\omega)$ is increasing for $0<\omega<\omega_{c 1}$ and $\omega>\omega_{c 2}$ and decreasing for $\omega_{c 1}<\omega<\omega_{c 2}$.

Proof. From (4.7) it is clear that

$$
\begin{equation*}
\frac{d d_{i m}}{d \omega}=2 \omega \frac{\omega^{6}+3 \omega^{4}+3(1-2 \beta) \omega^{2}+2 \beta(5-\beta)+1}{\left(1+\omega^{2}\right)^{3}} \tag{4.14}
\end{equation*}
$$

thus the sign of $\frac{d d_{i m}}{d \omega}$ is determined by $\Omega^{3}+3 \Omega^{2}+3(1-2 \beta) \Omega+2 \beta(5-\beta)+1$, where $\Omega=\omega^{2}$. Consideration of the sign of the constant term shows that the cubic has an
even number of positive roots if $\beta \in\left[\frac{1}{2}(5-3 \sqrt{3}), \frac{1}{2}(5+3 \sqrt{3})\right)$ and an odd number otherwise. The discriminant of this cubic is a positive multiple of $-\beta^{2}\left(\beta^{2}-24 \beta+64\right)$, which is nonnegative for $\beta \in[12-4 \sqrt{5}, 12+4 \sqrt{5}]$ and negative otherwise. Thus outside this interval the cubic has one real root, and inside it has three. For $\beta \in$ $\left[\frac{1}{2}(5-3 \sqrt{3}), 12-4 \sqrt{5}\right)$, the cubic has no positive roots and at $\beta=12-4 \sqrt{5}$ it has a double positive root. Consideration of the graph of the cubic in $\Omega$ shows that $\frac{d d_{i m}}{d \omega} \geq 0$ for $\beta \in\left[\frac{1}{2}(5-3 \sqrt{3}), 12-4 \sqrt{5}\right]$, and hence $d_{i m}(\omega)$ is a nondecreasing function of $\omega$. For $\beta<\frac{1}{2}(5-3 \sqrt{3})$ or $\beta \geq \frac{1}{2}(5+3 \sqrt{3})$ the cubic has one positive root, $\Omega_{c}$. Let $\omega_{c}=\sqrt{\Omega_{c}}$. For $12-4 \sqrt{5}<\beta<\frac{1}{2}(5+3 \sqrt{3})$, the cubic has two positive roots $\Omega_{c 1}<\Omega_{c 2}$. Let $\omega_{c j}=\sqrt{\Omega_{c j}}$. The results follow from the graph of the cubic.

LEMMA 4.4. For fixed $\beta, \tau$, the number of roots of (4.4) with positive real part increases (decreases) by two as $\tau$ increases through one of the curves $(d, \tau)=\left(d_{i m}, \tau_{k \pm}^{+}\right)$, where $d_{i m}$ is an increasing (decreasing) function of $\omega$. The number of roots of (4.4) with positive real part increases (decreases) by two as $\tau$ increases through one of the curves $(d, \tau)=\left(-d_{i m}, \tau_{k \pm}^{-}\right)$, where $-d_{i m}$ is a decreasing (increasing) function of $\omega$.

Proof. Consider the first factor of (4.5). Differentiating with respect to $\tau$ gives

$$
\frac{d \lambda}{d \tau}=\frac{\lambda(1+\lambda) \sqrt{d} e^{-\tau \lambda}}{3(1+\lambda)+\sqrt{d} e^{-\tau \lambda}(2-\tau(1+\lambda))}
$$

Using (4.5) to eliminate $e^{-\tau \lambda}$ and setting $\lambda=i \omega$ yield

$$
\left.\frac{d \lambda}{d \tau}\right|_{\lambda=i \omega}=\frac{i \omega\left[\beta+4 \omega^{2}-\left(1-\omega^{2}\right)^{2}+i \omega\left(\beta-4\left(1-\omega^{2}\right)\right)\right]}{1-3 \omega^{2}+2 \beta-\tau\left(\beta+4 \omega^{2}-\left(1-\omega^{2}\right)^{2}\right)+i \omega\left[3-\omega^{2}-\tau\left(\beta-4\left(1-\omega^{2}\right)\right)\right]} .
$$

Taking the real part gives

$$
\left.\frac{d[\operatorname{Re}(\lambda)]}{d \tau}\right|_{\lambda=i \omega}=\frac{\omega^{2}}{K_{1}^{2}+K_{2}^{2}}\left(\omega^{6}+3 \omega^{4}+3(1-2 \beta) \omega^{2}+2 \beta(5-\beta)+1\right)
$$

where
$K_{1}=1-3 \omega^{2}+2 \beta-\tau\left(\beta+4 \omega^{2}-\left(1-\omega^{2}\right)^{2}\right), \quad K_{2}=\omega\left[3-\omega^{2}-\tau\left(\beta-4\left(1-\omega^{2}\right)\right)\right]$.
The second factor of (4.5) or either factor of (4.11) yields the same expression. Using (4.14) gives

$$
\left.\frac{d[\operatorname{Re}(\lambda)]}{d \tau}\right|_{\lambda=i \omega}=\frac{\omega\left(1+\omega^{2}\right)^{3}}{2\left(K_{1}^{2}+K_{2}^{2}\right)} \frac{d d_{i m}}{d \omega}
$$

along the curves associated with pure imaginary roots of (4.5). Along the curves associated with pure imaginary roots of $(4.11), d_{i m}$ is replaced by $-d_{i m}$ so the derivative is of opposite sign. The result follows.

From section 3 , when $\tau=0$ and $\beta<-\frac{1}{2}$ the characteristic equation has a pair of pure imaginary roots $\lambda= \pm i \sqrt{-1+\sqrt{-2 \beta}}= \pm i \omega_{\mathcal{S}}$ at the positive value $d=d^{+} \equiv(2-\sqrt{-\beta / 2})^{2}$. Similarly, when $\tau=0$ and $\beta \leq-8$ the characteristic equation has pairs of pure imaginary roots $\lambda= \pm i \omega_{\mathcal{C}}^{+}, \pm i \omega_{\mathcal{C}}^{-}$, as defined in (4.10), at the following negative values of $d$ :

$$
d_{ \pm}^{-} \equiv-\frac{\omega_{\mathcal{C}}^{ \pm 2}\left(\omega_{\mathcal{C}}^{ \pm 2}-3\right)^{2}}{\left(1-\omega_{\mathcal{C}}^{ \pm 2}\right)^{2}}
$$

The roots at $d_{+}^{-}$also occur when $\beta>1$. Note that $d^{+}$must correspond to the value of $d_{i m}$ when $\tau=0$ and $d_{ \pm}^{-}$to values of $-d_{i m}$ when $\tau=0$. More specifically, the definitions (4.8)-(4.9) and (4.12)-(4.13) of $\tau_{k \pm}^{ \pm}$give the following. For $\beta \leq-8, d^{+}$is the $d$ intercept of the curve $\left(d_{i m}(\omega), \tau_{0+}^{+}(\omega)\right)$ and $d_{\mp}^{-}$are the $d$ intercepts of the curves $\left(-d_{i m}(\omega), \tau_{0 \pm}^{-}(\omega)\right)$. For $-8<\beta<-\frac{1}{2}, d^{+}$is the $d$ intercept of the curve $\left(d_{i m}(\omega), \tau_{0-}^{+}(\omega)\right)$. For $\beta>1, d_{+}^{-}$is the $d$ intercept of the curve $\left(-d_{i m}(\omega), \tau_{0-}^{-}(\omega)\right)$.

We now describe the region of stability of the trivial equilibrium in the $d \tau$-plane for intervals of values of $\beta$ by finding bifurcation curves on which an eigenvalue has zero real part. This is the content of the rest of this section. Theorem 4.5 is illustrated (using Maple) in Figure 4.1(a) with $\beta=1.5$, Theorem 4.6 is illustrated in Figure 4.1(b) with $\beta=0.1$, and Theorem 4.7 is illustrated in Figure 4.4 with $\beta=-10$.

Theorem 4.5. Let $1 \leq \beta \leq 12-4 \sqrt{5}$ be fixed. Then the trivial solution of (4.1) is linearly asymptotically stable for $d<d_{+}^{-}, 0 \leq \tau<\tau_{0-}^{-}$.

Proof. From section 3, for $\tau=0$ and $\beta \geq 1$, all roots of the characteristic equation have negative real parts if $d<d_{+}^{-}$(see Figure 3.1). For fixed $\beta$ and $d$, as $\tau$ is increased the number of roots with positive real parts remains the same until $\tau$ reaches the smallest value for which the characteristic equation has a pair of pure imaginary roots. This value is $\tau_{0-}^{-}$. To see this, note from Lemma 4.4 that $d_{i m}$ is a continuous nondecreasing function of $\omega$ with $0 \leq d_{0} \leq d_{i m}<\infty$ and that $d_{+}^{-}<-d_{0}$. Thus for any fixed $d<d_{+}^{-}$there is one positive value of $\omega$ such that $-d_{i m}(\omega)=d$. Further, it is straightforward to show that, for any value of $\omega, \tau_{0-}^{-}(\omega)<\tau_{0+}^{-}(\omega)<\tau_{k \pm}^{-}(\omega)$ for $k=1,2, \ldots$. Thus all the roots of the characteristic equation have negative real parts in the given range of $d$ and $\tau$. Applying the results of Lemma 4.4 shows there is at least one root of the characteristic equation with positive real part everywhere else in the $d \tau$-plane.


FIG. 4.1. Bifurcation curves for the trivial solution of (4.1) for (a) $\beta=1.5$, (b) $\beta=0.1$. The stability region is qualitatively the same for (a) $1 \leq \beta \leq 12-4 \sqrt{5}$, (b) $\frac{1}{2}(5-3 \sqrt{3}) \leq \beta<1$. Along the solid (dashed) curves with $d>0, \Delta_{-}^{+}(\lambda)\left(\Delta_{+}^{+}(\lambda)\right)$ has a pair of pure imaginary roots. Along the solid (dashed) vertical line $d=d_{0}, \Delta_{-}^{+}(\lambda)\left(\Delta_{+}^{+}(\lambda)\right)$ has a zero root. Along the solid (dashed) curves with $d<0, \Delta_{-}^{-}(\lambda)\left(\Delta_{+}^{-}(\lambda)\right)$ has a root $i \omega$ with $\omega>0$ and $\Delta_{+}^{-}(\lambda)\left(\Delta_{-}^{-}(\lambda)\right)$ has the complex conjugate root $-i \omega$.

(b)


FIG. 4.2. (a) Bifurcation curves for the trivial solution of (4.1) for $\beta=3.5$. (b) Close-up showing stability region. The meaning of the solid and dashed curves are as described for Figure 4.1.

ThEOREM 4.6. Let $\frac{1}{2}(5-3 \sqrt{3}) \leq \beta<1$ be fixed. Then the trivial solution of (4.1) is linearly asymptotically stable for $-d_{0} \leq d<d_{0}, 0 \leq \tau$ or $d<-d_{0}, 0 \leq \tau<\tau_{0-}^{-}$.

Proof. From section 3, for $\tau=0$ and $\frac{1}{2}(5-3 \sqrt{3}) \leq \beta<1$, all roots of the characteristic equation have negative real parts if $d<d_{0}$ (see Figure 3.1). Using the same argument as in the proof of Theorem 4.5, it can be shown that all roots of the characteristic equation have negative real parts for $d<-d_{0}$ and $0 \leq \tau<\tau_{0-}^{-}$. From Lemma 4.3, $d_{i m}$ is a monotone function of $\omega$ for the assumed $\beta$ range. Thus, using Lemma 4.2 for $\omega>0, d_{i m}(\omega) \geq d_{i m}(0)=d_{0}$ and $-d_{i m}(\omega) \leq-d_{i m}(0)=-d_{0}$. Hence for $-d_{0} \leq d<d_{0}$ and $\tau \geq 0$ all roots of the characteristic equation have negative real parts. The rest of the proof is the same as for Theorem 4.5.

When $\beta$ no longer lies in the first range given in Lemma 4.3, the curves along which the characteristic equation has pure imaginary roots become nonmonotone. This has two consequences. First, there will be values of $\omega$ such that $d_{i m}(\omega)<d_{0}$, and second, there may exist intersection points of the curves $\left(d_{i m}(\omega), \tau_{j \pm}^{+}(\omega)\right)$ and $\left(-d_{i m}(\omega), \tau_{j \pm}^{-}(\omega)\right)$ with each other and with the line $d=d_{0}$. In this situation, the boundary of the stability region is made up of pieces of the curves $\left(d_{i m}(\omega), \tau_{j \pm}^{+}(\omega)\right)$ and $\left(-d_{i m}(\omega), \tau_{j \pm}^{-}(\omega)\right)$ and of the line $d=d_{0}$.

Consider first the case $\beta>12-4 \sqrt{5}$. For this range of $\beta$, we observe that $(d, \tau)=\left(-d_{i m}, \tau_{0-}^{-}\right)$intersects itself. The stability region is still bounded by the $d$ axis for $d<d_{+}^{-}$and the curve $\left(-d_{i m}(\omega), \tau_{0-}^{-}(\omega)\right)$. However, part of the curve now forms a loop, inside which the trivial solution is unstable (this may be verified by applying Lemma 4.4). This is illustrated in Figure 4.2 with $\beta=3.5$. We believe that the stability region is qualitatively the same for any $\beta>12-4 \sqrt{5}$.

Now consider the range $\beta<\frac{1}{2}(5-3 \sqrt{3})$. For $\beta \leq-\frac{1}{2}$ part of the curve of pure imaginary eigenvalues $\left(d_{i m}(\omega), \tau_{0-}^{+}(\omega)\right)$ enters the nonnegative $\tau$ region (this can be seen from the limits in Lemma 4.2). Using this fact, the discussion above, and the results of Lemmas 4.2 and 4.3, it can be shown that for $-\frac{1}{2} \leq \beta<\frac{1}{2}(5-3 \sqrt{3})$ the stability region looks qualitatively as depicted in Figure $4.3(\mathrm{a})$ and for $-8<\beta<-\frac{1}{2}$ it looks qualitatively as depicted in Figure 4.3(b).

As $\beta$ is decreased, the curves of pure imaginary eigenvalues approach the $\tau$ axis (and the stability region shrinks) until at $\beta=-8$ their points of minimal $d$ value actually touch the $\tau$ axis. Recall that for $\beta<-8$, the curves $\left(-d_{i m}(\omega), \tau_{0-}^{-}(\omega)\right)$


FIG. 4.3. Bifurcation curves for the trivial solution of (4.1) for (a) $\beta=-0.4$, (b) $\beta=-1$. The stability region is qualitatively the same for (a) $-\frac{1}{2} \leq \beta<\frac{1}{2}(5-3 \sqrt{3})$, (b) $-8<\beta<-\frac{1}{2}$. The meaning of the solid and dashed curves is as described for Figure 4.1.
and $\left(-d_{i m}(\omega), \tau_{0+}^{-}(\omega)\right)$ intersect the $d$ axis at $d_{+}^{-}$and $d_{-}^{-}$, respectively. From their definitions, (4.12)-(4.13), and the fact that $d_{-}^{-}<d_{+}^{-}$, these curves must have an intersection point. We denote this point by $\left(d_{i n t}, \tau_{i n t}\right)$ and have the following result, illustrated in Figure 4.4, for $\beta=-10$.

Theorem 4.7. Let $\beta \leq-8$ be fixed. Then the trivial solution of (4.1) is linearly asymptotically stable for $d<d_{-}^{-}, 0 \leq \tau<\tau_{0-}^{-}$or $d_{-}^{-} \leq d<d_{\text {int }}, \tau_{0+}^{-}<\tau<\tau_{0-}^{-}$.

Proof. From section 3, for $\tau=0$ and $\beta \leq-8$, all the roots of the characteristic equation have negative real parts if $d<d_{-}^{-}$(see Figure 3.1). Using the same argument as in the proof of Theorem 4.5, it can be shown that all roots of the characteristic equation have negative real parts for $d<d_{-}^{-}$and $0 \leq \tau<\tau_{0-}^{-}$. For $\tau=0$ and $d_{-}^{-}<d<d_{+}^{-}$, the characteristic equation has two roots with positive real parts.


Fig. 4.4. (a) Bifurcation curves for the trivial solution of (4.1) for $\beta=-10$. (b) Close-up showing stability region. The stability region is qualitatively the same for any $\beta \leq-8$. The meaning of the solid and dashed curves is as described for Figure 4.1.

Applying Lemma 4.4 shows that the number of roots with positive real parts decreases by two along the part of $\left(-d_{i m}(\omega), \tau_{0+}^{-}(\omega)\right)$, where $-d_{i m}$ is increasing, and increases by two along the part of $\left(-d_{i m}(\omega), \tau_{0-}^{-}(\omega)\right)$, where $-d_{i m}$ is decreasing. The rest of the proof is the same as for Theorem 4.5.
4.2. Bifurcations. In the previous subsection, we determined all points in parameter space where the trivial solution of (4.2) has eigenvalues with zero real parts. The bifurcations that may occur at such points as a system parameter is varied are important, particularly when they lie on the boundary of the stability region, as they determine the observable behavior of the system.

Consider first the case when a zero root of (4.4) exists. This occurs for parameter values along the line $d=d_{0}$. For $\beta \neq 1$, it can be shown that the conditions for a pitchfork bifurcation to occur are satisfied at almost all points on this line. In particular, taking $d$ as the bifurcation parameter, Lemma 4.1 shows that the root is simple for $\beta \neq 1$ and $\tau \neq 2+\frac{3}{\beta-1}$. To ensure that the characteristic equation has no other roots with zero real part, the points of intersection of the line $d=d_{0}$ with the curves $\left(d_{i m}(\omega), \tau_{ \pm}^{+}(\omega)\right)$ and $\left(-d_{i m}(\omega), \tau_{ \pm}^{-}(\omega)\right)$ must also be excluded. In terms of the original model parameters, taking $d$ as the bifurcation parameter is equivalent to fixing $b, \tau$, and one of the $c_{j}$ and using the other $c_{j}$ as the bifurcation parameter.

Consider now the case when a pair of pure imaginary roots of (4.4) exists. This occurs for parameter values on the curves $\left(d_{i m}(\omega), \tau_{ \pm}^{+}(\omega)\right)$ and $\left(-d_{i m}(\omega), \tau_{ \pm}^{-}(\omega)\right)$. A statement of the Hopf bifurcation theorem for delay equations can be found in [12, Chapter 11]. It can be shown that this theorem is satisfied at almost all points on these curves. In particular, taking $\tau$ as the bifurcation parameter, Lemma 4.4 shows that the roots are simple at all points where $\frac{d d_{i m}}{d \omega} \neq 0$. To ensure that the characteristic equation has no other roots with zero real part, the points of intersection of each curve with $d=d_{0}$ and the other curves where pure imaginary roots exist must be excluded.

If there is slightly more symmetry in the model, then some interesting patterns in the bifurcating solutions emerge. Suppose that $c_{1}=c_{2}=c$, as in parts of section 3 (e.g., Theorem 3.2), implying that $d=b^{2} c^{2}>0$. In this case, only the pitchfork bifurcation and the Hopf bifurcations along $\left(d_{i m}(\omega), \tau_{ \pm}^{+}(\omega)\right)$ can occur. Consider the bifurcations that occur at a point in parameter space where $\Delta_{-}^{+}(\lambda)$ has a root with zero real part. (This corresponds to the solid curves in the figures of the previous subsection.) When $b c>0$ it is straightforward to show that the solution of (4.2) corresponding to a root $\lambda$ of $\Delta_{-}^{+}(\lambda)$ has the form $e^{\lambda t}\left(y_{1}, y_{2}, y_{3}, y_{1}, y_{2}, y_{3}\right)^{t}$. Thus we expect that the bifurcating solutions have a similar property-namely, the corresponding elements of the two loops are in phase, or synchronized. Similarly, when $b c<0$ the solution of (4.2) corresponding to a root $\lambda$ of $\Delta_{-}^{+}(\lambda)$ has the form $e^{\lambda t}\left(y_{1}, y_{2}, y_{3},-y_{1},-y_{2},-y_{3}\right)^{t}$, and we expect the bifurcating solutions have corresponding elements of the two loops antiphase (or half a period out of phase). The solutions corresponding to roots of $\Delta_{+}^{+}(\lambda)$ have just the opposite property. When $b c>0$ they are antiphase and when $b c<0$ they are in-phase. When $c_{1} \neq c_{2}$ but $c_{1} \approx c_{2}$, we expect that bifurcating solutions are almost in-phase or almost antiphase. Such behavior was observed in [18].

Now suppose that $c_{1}=-c_{2}=c$, implying that $d=-b^{2} c^{2}<0$. In this case, only Hopf bifurcations along the curves $\left(-d_{i m}(\omega), \tau_{ \pm}^{-}(\omega)\right)$ occur. When the characteristic equation has a pair of roots $\lambda= \pm i \omega$, corresponding solutions of (4.2) have the form $e^{\lambda t}\left(y_{1}, y_{2}, y_{3}, \pm i y_{1}, \pm i y_{2}, \pm i y_{3}\right)^{t}$. Thus corresponding elements of the bifurcating periodic orbits are one quarter period out of phase. When $c_{1} \neq-c_{2}$ but $c_{1} \approx-c_{2}$,


Fig. 4.5. Numerical simulations of (4.1) with $b=-1, c_{1}=c_{2}=1.75$. The plots in each case show $x_{1}$ (solid line) and $x_{4}$ (dot-dash line) vs. $t$. (a) $\tau=0.3$; periodic orbit with $x_{4}(t)=$ $-x_{1}(t)$. (b) $\tau=1.5$; periodic orbit with $x_{4}(t)=x_{1}(t)$. Initial conditions for both cases $x(t)=$ $(1,-0.7,-0.9,1.1,0.8,1.2)^{t},-\tau \leq t \leq 0$.
(a)

(b)


FIG. 4.6. Numerical simulations of (4.1) with $b=-1, \tau=0.5$, and $c_{1}=-c_{2}$. The plots in each case show $x_{1}$ (solid line) and $x_{4}$ (dot-dash line) vs. $t$. (a) $c_{1}=1.75$; periodic orbit with $x_{4}(t)=x_{1}\left(t-\frac{T}{4}\right)$, where $T$ is the period. (b) $c_{1}=-1.75$; periodic orbit with $x_{4}(t)=x_{1}\left(t+\frac{T}{4}\right)$. Initial conditions as for Figure 4.5.
we expect that bifurcating solutions are close to one quarter period out of phase.
These results are illustrated in Figures 4.5-4.6, showing numerical simulations of (4.1), with $b=-1$ and other parameters as indicated, which correspond to points in the stability diagram of Figure $4.3(\mathrm{~b})$. Only $x_{1}$ and $x_{4}$ are shown in Figures 4.5-4.6; solutions for other pairs are similar. Simulations were performed in XPPAUT [6] using a fourth order Runge-Kutta integrator adapted for delay differential equations.
5. Discussion. Combining local and global results with numerical evidence, we arrive at the following summary of the dynamics of these loops. Results are given in terms of $\beta=b^{3}$ and $d=b^{2} c_{1} c_{2}$, where $b$ is the gain of the response function for each neuron and $c_{i}$ are the coupling strengths between the 3-loops. The loops are inherently (i.e., in isolation) oscillatory for $\beta<-8$. The origin is proved to be globally stable for $\beta \in(-2 \sqrt{2}, 1)$, and numerical evidence extends this to $(-8,1)$. For
$\beta>1$ the solutions approach a nontrivial stable fixed point (the origin is unstable).
The effect of coupling depends on whether it is symmetric (excitatory in both directions or inhibitory in both directions) or asymmetric (excitatory in one direction and inhibitory in the other). It is interesting that the linear stability analysis is identical for excitatory and inhibitory coupling, as long as it is the same in both directions, as it depends essentially on the product of the two coupling coefficients. This was also noted in the somewhat similar situation studied by Shayer and Campbell [18]. Symmetric coupling of sufficient strength (not necessarily very strong) can destabilize the origin in the middle (inherently stable) $\beta$ range. When $\beta \in\left(-\frac{1}{2}, 1\right)$, the system goes to nontrivial fixed points, but when $\beta \in\left(-8,-\frac{1}{2}\right)$, it first goes to oscillation as coupling is increased. Asymmetric coupling of sufficient strength (and here it needs to be quite strong) can stabilize the origin in either of the two inherently unstable ranges. The further $\beta$ is from the inherently stable range, the stronger the coupling needs to be to accomplish this stabilization. In the case of symmetric coupling, nontrivial equilibria exist when $\beta$ is large enough, but there are no nontrivial equilibria for smaller $\beta$ when the coupling is weak. In the case of asymmetric coupling, there are no nontrivial equilibria for $\beta<1$. It is not clear whether nontrivial equilibria occur for other regions of parameter space. For most regions, oscillation of the system is suggested when the linear results show that the origin is unstable.

We have observed five main delay-related phenomena in this system.

1. When coupling is asymmetric $(d<0)$ and large, the stability of the origin is weak in the sense that only a small delay is needed to destabilize it and produce oscillation. This is delay-induced oscillation or delay-induced instability, which has commonly been observed in delayed networks since the early work of Marcus and Westervelt [15].
2. In the inherently stable range $\beta \in(-8,1)$, delay independent stability exists for weak enough coupling ( $|d|$ small) whether symmetric or asymmetric.
3. For intermediate values of $|d|$ and $\beta \in(-8,-0.098)$, whether the system oscillates or settles at the origin depends on the delay in a complex way. For some delay ranges, the origin is stable, and for others it is unstable, and there can be stability/instability switches as the delay increases.
4. For $\beta \in\left(-8,-\frac{1}{2}\right)$, if coupling is symmetric and fairly strong ( $d>0$ and large but still $<(1-\beta)^{2}$ ), in the region where coupling has destabilized the origin to create oscillation, there is an intermediate range of delays (not including zero but not too large) that stabilizes the origin again and suppresses the oscillations. This is delay-induced stability or oscillator death.
5. For equal and symmetric coupling strengths, oscillatory solutions in the two loops bifurcating from the origin may be in phase or antiphase depending on the value of the delay. For asymmetric coupling with equal strengths, corresponding neurons in the two loops oscillate one quarter period out of phase.
Some of these results are similar to those found by Shayer and Campbell [18] for a simpler coupled system. However, their work focused on the symmetric coupling case.

Some properties of coupled systems that can each potentially oscillate begin to emerge from these studies - in particular, the ways in which oscillation or instability depends on the interaction between coupling strength and coupling delay. Although the system studied here is too simple to draw definite conclusions about physiological systems, results do show that complicated effects can occur even in the simplest
coupled loops with delay. This study could be extended by investigating other patterns of coupling between two loops, such as "lateral" coupling between each corresponding pair of units in the two loops (if the loops have the same structure), or "forward" coupling as studied without delays by Edwards and Gill [5]. For applications in which the units are far apart, it would be worthwhile to include delays in connections within each loop.
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#### Abstract

Consider the initial-boundary value problem for the system $(S) u_{t}=u_{x x}-\left(u v_{x}\right)_{x}$, $v_{t}=u-a v$ on an interval [0,1] for $t>0$, where $a>0$ with $u_{x}(0, t)=u_{x}(1, t)=0$. Suppose $\mu, v_{0}$ are positive constants. The corresponding spatially homogeneous global solution $U(t)=\mu$, $V(t)=\mu / a+\left(v_{0}-\mu / a\right) \exp (-a t)$ is stable in the sense that if $\left(\mu^{\prime}, v_{0}^{\prime}\right)$ are positive constants, the corresponding spatially homogeneous solution will be uniformly close to $(U(\cdot), V(\cdot))$.

We consider, in sequence space, an approximate system $\left(S^{\prime}\right)$ which is related to $(S)$ in the following sense: The chemotactic term $\left(u v_{x}\right)_{x}$ is replaced by the inverse Fourier transform of the finite part of the convolution integral for the Fourier transform of $\left(u v_{x}\right)_{x}$. (Here the finite part of the convolution on the line at a point $x$ of two functions, $f, g$, is defined as $\int_{0}^{x}(f(y) g(y-x) d y$.) We prove the following: (1) If $\mu>a$, then in every neighborhood of ( $\mu, v_{0}$ ) there are (spatially nonconstant) initial data for which the solution of problem $\left(S^{\prime}\right)$ blows up in finite time in the sense that the solution must leave $L^{2}(0,1) \times H^{1}(0,1)$ in finite time $T$. Moreover, the solution components $u(\cdot, t), v(\cdot, t)$ each leave $L^{2}(0,1)$. (2) If $\mu>a$, then in every neighborhood of $\left(\mu, v_{0}\right)$ there are (spatially nonconstant) initial data for which the solution of problem $(S)$ on $(0,1) \times\left(0, T_{\max }\right)$ must blow up in finite time in the sense that the coefficients of the cosine series for $(u, v)$ become unbounded in the sequence product space $\ell^{1} \times \ell_{1}^{1}$. A consequence of (2) states that in every neighborhood of $\left(\mu, v_{0}\right)$, there are solutions of $(S)$ which, if they are sufficiently regular, will blow up in finite time. (Nagai and Nakaki [Nonlinear Anal., 58 (2004), pp. 657-681] showed that for the original system such solutions are unstable in the sense that if $\mu>a$, then in every neighborhood of $(\mu, \mu / a)$, there are spatially nonconstant solutions which blow up in finite or infinite time. They conjectured that the blow-up time must be finite.) Using a recent regularity result of Nagai and Nakaki, we prove this conjecture.
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1. Introduction. The classical equations of chemotaxis were introduced in $[15$, 16,22 ]. A variant of them, which was later discussed in [14], takes the form

$$
\begin{align*}
u_{t} & =D_{1}(\Delta u-\nabla \cdot(u \chi(v) \nabla v))  \tag{1.1}\\
v_{t} & =D_{2} \Delta v+\lambda u-a v
\end{align*}
$$

when the diffusivities $D_{j}$ are constant. The constants in (1.1) are presumed to be positive. Generally speaking, $u(\cdot, t)$ represents the cell concentration (or local population) of some species, while $v(\cdot, t)$ corresponds to the concentration of a chemotactic agent such as cyclic adenosine monophosphate (cAMP). The function $\chi(v)$ is called the chemotactic sensitivity.

[^19]This system is not of standard reaction-diffusion type since the first equation will involve the Laplacian of the second dependent variable. Typically, the boundary conditions are of Neumann type for the first equation and of either mixed or Dirichlet type for the second equation. Precise conditions will be given later.

In the growing literature on singularity formation in chemotaxis, the problems studied tend to fall into one of two types. ${ }^{1}$

In the first type, the time scale of the second equation is assumed to be much smaller than that of the first, i.e., $D_{2} \gg D_{1}$, or the cell species has infinite propagation speed, while the chemical species has diffused so rapidly that it has come to a steady state. In this case, the system simplifies into one of elliptic-parabolic type, namely,

$$
\begin{align*}
u_{t} & =D_{1}(\Delta u-\nabla \cdot(u \chi(v) \nabla v))  \tag{1.2}\\
0 & =D_{2} \Delta v+\lambda u-a v
\end{align*}
$$

A number of papers have been concerned with the phenomenon of blowup for such systems. See $[2,1,5,9,10,8,19]$, for example. The first such result in this direction seems to be contained in [13]. The rough idea of the approach to this system is to solve, at least in principle, the second (elliptic) equation in (1.2) for $v$ as a nonlocal, but linear, function of $u$ and then eliminate $v$ from the first equation leaving a nonlinear, nonlocal dynamical equation for $u$.

In the second, and probably less well studied form, the time scale of the second equation is assumed to be much larger than that of the first, so fast in fact that the diffusion of the chemical species can be neglected. (That is, $D_{2} \ll D_{1}$.) In this case the spatial movement of the chemical is being controlled by the movement of the particles which the chemical influences through its gradient. This was used as an example to illustrate the modelling approach to Dictyostelium discoideum movement taken in [21].

The reaction term $\lambda u-a v$ is the cAMP saturated limit approximation of a reaction term that more accurately reflects Michealis-Menten reaction kinetics. A model of D. discoideum movement which views the cell receptors as the catalyzing agent for cAMP production can be found in [6, pp. 498ff.]. However, if cAMP is not in excess, then one must replace the reaction term by a term of the form $\frac{k_{1} u v}{k_{2}+v}-a v$, where $\lambda=k_{1} / k_{2}$, in order to more accurately describe the cell receptor kinetics involved (see [6, pp. 273ff.]). The system then takes the form

$$
\begin{align*}
& u_{t}=D_{1} \nabla \cdot\left\{u \nabla\left[\ln \frac{u}{\psi(v)}\right]\right\}, \\
& v_{t}=R(u, v)=\frac{k_{1} u v}{k_{2}+v}-a v . \tag{1.3}
\end{align*}
$$

The advantage of writing the system in this form is that one can see that if the system is tending toward a steady state, $u$ should follow $\psi(v)$.

Indeed, by using the principles of reinforced random walk [4], the authors of [21] derived the first of equations (1.3) ab initio. However, by writing the flux vector $\vec{J}$ as

$$
\vec{J}=-D_{1}(\vec{\nabla} u-\chi(v) u \vec{\nabla} v)
$$

[^20]defining $\psi(v)$ by the equation $\psi^{\prime}(v) / \psi(v)=\chi(v)$, and using the continuity equation $u_{t}=-\vec{\nabla} \cdot \vec{J}$, we obtain the first equation in (1.3) by continuum mechanical considerations.

Here the solution approach, taken, for example in [17], is to solve the second equation for $u$ as a nonlinear function of $v, v_{t}$ and then eliminate it from the first equation, leaving a rather messy third order equation in $v$. Reference [17] is devoted to a detailed discussion and interpretation of the numerical results obtained there and earlier in [21] for the resulting equation.

In [17], the discussion begins with consideration of the following special case of (1.3) on an interval $[0,1]$ for $t>0$ with $\psi(v)=v$ :

$$
\begin{align*}
& u_{t}=\nabla \cdot\left\{u \nabla\left[\ln \frac{u}{v}\right]\right\}  \tag{1.4}\\
& v_{t}=R(u, v)=u v
\end{align*}
$$

with $u_{x}(0, t)=u_{x}(1, t)=0$ and $v_{x}(0, t)=v_{x}(1, t)=0$ (which then imply the zero flux conditions $u_{x}=u v_{x}$ at $\left.x=0,1\right)$. The vector $\left[\mu(x, t), v_{0}(x, t)\right]^{t} \equiv\left[1, e^{t}\right]^{t}$ is a spatially homogeneous solution of (1.4) with $[1,1]$ as initial datum. The following statement is a consequence of the results of [17]: Let $c$ be the positive root of $c^{2}+N c-1=0$ and let $0<\epsilon<1$. Given any mode number $N$, there is a direction $\left[u_{N}, v_{N}\right]^{t} \equiv[N c, 1]^{t} \cos (N x)$ in the closed subspace of $L^{2}(0,1) \times H^{1}(0,1)$ consisting of the closure of functions which satisfy $u[\log (u / v)]_{x}=0$ at $x=0,1$, and a curve given by $\vec{R}(\varepsilon) \equiv[u(\cdot, 0, \varepsilon), v(\cdot, 0, \varepsilon)]^{t}$ in $L^{2}(0,1) \times H^{1}(0,1)$ of initial data passing through $[1,1]$ with the property that any solution initially emanating from this curve will blow up in a finite time.

This solution is given by $u=\psi_{t}(x, t), v=\exp (\psi)$, where

$$
\psi(x, t)=t-\ln \left[1-2 \varepsilon \exp (N c t) \cos (N \pi x)+\varepsilon^{2} \exp (2 N c t)\right]
$$

Moreover, this solution has the important biological property that it leaves the above space by aggregation, in particular, by virtue of the fact that $\|u(\cdot, t)\|_{L^{2}(0,1)}$ blows up in finite time. It is conceivable that for such systems, $\|u(\cdot, t)\|_{L^{2}(0,1)}$ can remain bounded, while $\left\|u_{x}(\cdot, t)\right\|_{L^{2}(0,1)}$ blows up in finite time. In [21], this possibility was demonstrated numerically, while in [17], a plausibility argument was given to show that these numerical results were not just artifacts of the simulations and were to be expected from the underlying dynamical system.

The result tells us that in every neighborhood of the initial data for the spatially homogeneous solution $\left[1, e^{t}\right]^{t}$, there are solutions of arbitrarily high initial total variation which begin in this neighborhood and blow up in finite time. The numerical evidence suggests that every arbitrarily small nonconstant perturbation of the initial data for $\left[1, e^{t}\right]^{t}$ (which must have a nontrivial projection onto at least one of the directions $[N c, 1]^{t} \cos (N x)$ for some $N$ ) must blow up in finite time. (This interpretation was not spelled out in [17].)

Clearly if we replace $v$ by $\exp (v)$ in the system (1.4), there results

$$
\begin{align*}
u_{t} & =u_{x x}-\left(u v_{x}\right)_{x}  \tag{1.5}\\
v_{t} & =u
\end{align*}
$$

which, when $\epsilon \geq 0$, is a special case of

$$
\begin{align*}
u_{t} & =u_{x x}-\left(u v_{x}\right)_{x}  \tag{1.6}\\
v_{t} & =\epsilon v_{x x}+u-a v
\end{align*}
$$

Equation (1.6) is the classical system studied in [3]. In its turn, this system contains as a special case the system of Nagai and Nakaki taken up in section 2. However, it is important to note that in [20], the authors establish the well posedness of the initial-boundary value problem for this system (with homogeneous Neumann boundary conditions) as well as the existence of a global attractor. Their proof demands that $\epsilon>0$ in order to establish the existence of a global Lyapunov functional. An alternate proof of this result has been given in [12]. There the authors also provide an asymptotic profile of the solution.

Thus we are left with the question of what happens to solutions when the dissipation in $v$ is weak, i.e., when $\epsilon=0$ and $a>0$. This is the problem raised by Nagai and partially addressed by him and Nakaki in [18].

The plan of the paper is as follows. In section 2 we discuss their system and the results they established recently [18]. There we also discuss a related initial value problem for their system and introduce a closely related approximate initial value problem. In section 3 we reformulate the Nagai-Nakaki system as an infinite system of nonlinear ordinary differential equations. In section 4 , we introduce a second infinite system of ordinary differential equations which is closely related to the system of ordinary differential equations in section 3. This second system is related to the first in much the same way as the approximate initial value problem is related to the full initial value problem for their system.

In section 5 we establish the local existence and uniqueness of solutions of their system when $\mu>a$ in the sequence space $\ell_{1} \times \ell_{1}^{1}$, i.e., in the space of pairs of sequences $\left(\left\{a_{i}\right\},\left\{b_{i}\right\}\right)$ such that $\sum_{i \geq 1}\left(\left|a_{i}\right|+i\left|b_{i}\right|\right)$ is finite. (This sequence space is continuously and injectively imbedded in $L^{1}(0,1) \times W^{1,1}(0,1)$. However, the inverse of the injection (restricted to the image) is not continuous. We discuss this point in more detail in section 7.)

In section 6, we demonstrate that the spatially homogeneous solutions of the system of ordinary differential equations for the approximate problem are unstable in the sense that in every neighborhood of the spatially homogeneous solution there are solutions in $L^{2}(0,1) \times H^{1}(0,1)$ with spatially inhomogeneous data which blow up in finite time in this space.

In section 7 , we establish this conjecture. That is, if $\mu>a$, then in every neighborhood of $\left(\mu, v_{0}\right)$ there are (spatially nonconstant) initial data for which the corresponding solution of the Nagai-Nakaki problem in the cylinder must blow up in finite time (in a sense to be made precise below). This result will yield the Nagai-Nakaki conjecture for solutions that are sufficiently regular.
2. The system of Nagai and Nakaki [18]. Nagai, in a talk given at the International Conference on Partial Differential Equations and Mathematical Biology, Wuhan, China, 2001, considered the following initial-boundary value problem:

$$
\begin{align*}
& u_{t}=u_{x x}-\left(u v_{x}\right)_{x}  \tag{2.1}\\
& v_{t}=u-a v
\end{align*}
$$

with $a \geq 0$. As boundary conditions he took

$$
\begin{align*}
& u_{x}(0, t)=v_{x}(0, t) u(0, t)  \tag{2.2}\\
& u_{x}(1, t)=v_{x}(1, t) u(1, t)
\end{align*}
$$

These boundary conditions follow from the conditions $u_{x}(0, t)=u_{x}(1, t)=0$ and $v_{x}(0,0)=v_{x}(1,0)=0$ because the second equation of (2.1) implies that $v_{x}(0, t), v_{x}(1, t)$
satisfy $y^{\prime}(t)=-a y(t)$. (In what follows we will refer to (2.1) and (2.2) as Nagai's problem or the Nagai-Nakaki problem.)

To set the notational stage for what follows, we introduce a potential function $\psi(x, t)$ as follows: We let $v(x, t) \equiv V(t)+\psi(x, t), u(x, t) \equiv U(t)+\tilde{u}(x, t)$. The spatially homogeneous solution of Nagai's problem is

$$
(V(t), U(t))=\left(\mu / a+\left(v_{0}-\mu / a\right) \exp (-a t), \mu\right)
$$

This and the second equation force the choice for $\tilde{u}=\psi_{t}+a \psi$ so that

$$
\begin{equation*}
\left(\psi, \psi_{t}+a \psi\right)^{t}=(v-V(t), u-\mu)=(v, u)^{t}-(V(t), U(t))^{t} \tag{2.3}
\end{equation*}
$$

In particular, in what follows, the reader is cautioned that $\left(\psi, \psi_{t}+a \psi\right)^{t}$ corresponds to the pair $(v, u+a \psi)^{t}$. (That is, with reference to [18], the pairing is $(u, v)$, while in the theorems and proofs here, the pairing is $(v, u)$.)

We are interested in those potential functions for which

$$
\begin{equation*}
\int_{0}^{1} \psi d x=\int_{0}^{1} \psi_{t} d x=0 \tag{2.4}
\end{equation*}
$$

in order to ensure that the mass, $\int_{0}^{1} u d x$, is conserved.
Recently Nagai and Nakaki [18] have established the following statements for a restricted class of initial data perturbations for which the corresponding solutions are more regular than $L^{2}(0,1) \times H^{1}(0,1)$.

To save the reader a bit of time, we give a rough summary of their results. (By initial values, we mean initial values for which the mean value of $u$ is $\mu$ and which are not identical with the stationary solution $(\mu, \mu / a)$.)

1. If the initial values are sufficiently regular (in particular if they are analytic functions) and if they satisfy the boundary conditions, then the solution components $u, v$ will be in $H^{2}(0,1)$ and will be continuous or continuously differentiable in time into the appropriate range on the interval of existence.
2. If $\mu<a$ and the initial values are sufficiently regular, then $(u, v)$ approaches $(\mu, \mu / a)$ exponentially rapidly in the norm of $H^{1}(0,1) \times H^{2}(0,1)$.
3. Suppose $\mu>a$ and suppose that the initial values are sufficiently regular.
a. If the initial data satisfy

$$
W(u(, \cdot, 0), v(\cdot, 0))<\mu \ln \mu-\frac{\mu^{2}}{2 a}
$$

where $f>0, g \geq 0$ and where

$$
W(f, g) \equiv \int_{0}^{1}\left(f \ln f-f g+a g^{2} / 2\right) d x
$$

and if the solution exists for all time, then each component of $(u, v)$ blows up in the $H^{1}$ norm as $t \rightarrow+\infty$.
b. If the blow-up time is finite, then each component blows up in $L^{\infty}$, i.e., pointwise.
3. There are also solutions in each such neighborhood which converge to the steady state solutions in infinite time in the norm of $H^{1}(0,1) \times H^{2}(0,1)$.
Stability results for related problems have been established in [7, 23]. All of the exact solutions found in [23] were found earlier in [17] in rescaled form, contrary to
the implication in [23, p. 776]. (The solutions in [23] follow from those of [17] after a shift in the time axis.)

In his talk, Nagai mentioned that he and Nakaki were unable to resolve whether or not the blowup occurred in finite time. Therefore, we shall refer to the following statement as Nagai's conjecture. There are choices of initial data $(u(\cdot, 0), v(\cdot, 0))$ for which the blow-up time must be finite.

In view of the results of [17], when $a=0$, the blowup must occur in finite time. Motivated by this simple observation, we set about trying to establish this for Nagai's problem. However, we were unable to establish this claim in $L^{2}(0,1) \times H^{1}(0,1)$.

In the course of our investigations, we happened upon a problem, which is, in a sense, close to that of the problem of Nagai, for which Nagai's conjecture holds for $(u, v) \in L^{2}(0,1) \times H^{1}(0,1)$. Moreover, this result allows us to prove the conjecture of Nagai in a Banach space different from that proposed by Nagai. More precisely, if we denote by $\left\{\left(a_{n}(t), b_{n}(t)\right)\right\}_{n=1}^{\infty}$ the sequence of cosine coefficients for the pair $\left(\psi, \psi_{t}\right)$, we show that $\sum_{n}\left(n\left|a_{n}(t)\right|+\left|b_{n}(t)\right|\right)$ must blow up in finite time.

As remarked above, blowup in sequence space in this sense does not imply blowup of the $L^{1}$ norm of $\psi, \psi_{x}$, or $\psi_{t}$.

We see that $\psi$ satisfies

$$
\begin{equation*}
\psi_{t t}+(\mu-a) \psi_{x x}=\left(\psi_{t x}-\psi_{t} \psi_{x}\right)_{x}-a\left(\psi_{t}+\left(\psi \psi_{x}\right)_{x}\right) \tag{2.5}
\end{equation*}
$$

In order to motivate the approximate problem, we digress for a moment and consider the pure initial value problem for (2.5). If we compute the Fourier transform $\varphi(\xi, t)=\widehat{\psi(x, t)}=\int_{-\infty}^{\infty} e^{-i \xi x} \psi(x, t) d x$ and assume that $\psi, \psi_{x}$ vanish at $x= \pm \infty$ on any interval $[0, T)$ where the solution of the initial value problem exists, we find (suppressing the second argument on the right)

$$
\begin{aligned}
\varphi_{t t}+\left(a+\xi^{2}\right) \varphi_{t}+\xi^{2}(a-\mu) \varphi= & \frac{a \xi^{2}}{2} \varphi * \varphi(\xi)+\xi \varphi_{t} *(\eta \varphi) \\
= & \frac{1}{2} \int_{0}^{\xi}\left[a \xi^{2} \varphi(\xi-\eta) \varphi(\eta)+2 \xi(\xi-\eta) \varphi(\xi-\eta) \varphi_{t}(\eta)\right] d \eta \\
& +\frac{1}{2} \int_{\xi}^{\infty}\left\{a \xi^{2} \varphi(\xi-\eta) \varphi(\eta)+\xi\left[(\xi-\eta) \varphi(\xi-\eta) \varphi_{t}(\eta)\right.\right. \\
& \left.\left.+\eta \varphi(\eta) \varphi_{t}(\xi-\eta)\right]\right\} d \eta
\end{aligned}
$$

If $\psi, \psi_{x}$ are sufficiently regular, then

$$
\begin{equation*}
\lim _{|\xi| \rightarrow+\infty} \int_{\xi}^{\infty} a \xi^{2} \varphi(\xi-\eta) \varphi(\eta)+\xi\left[(\xi-\eta) \varphi(\xi-\eta) \varphi_{t}(\eta)+\eta \varphi(\eta) \varphi_{t}(\xi-\eta)\right] d \eta=0 \tag{2.7}
\end{equation*}
$$

We can estimate the terms in (2.7) as follows:

$$
\left|\int_{\xi}^{\infty} \xi^{2} \varphi(\xi-\eta) \varphi(\eta) d \eta\right| \leq \xi^{2}\|\varphi\|_{L^{\infty}} \int_{\xi}^{\infty}|\varphi(\eta)| d \eta
$$

while

$$
\frac{1}{2}\left|\int_{\xi}^{\infty} \xi\left[(\xi-\eta) \varphi(\xi-\eta) \varphi_{t}(\eta)+\eta \varphi(\eta) \varphi_{t}(\xi-\eta)\right] d \eta\right| \leq|\xi|\|\eta \varphi(\eta)\|_{L^{\infty}} \int_{\xi}^{\infty}\left|\varphi_{t}(\eta)\right| d \eta
$$

These inequalities give us an idea of how rapidly the transform of the solution should decay.

The Fourier transform of the partial differential equation which approximates Nagai's problem is the equation

$$
\begin{align*}
& \varphi_{t t}+\left(a+\xi^{2}\right) \varphi_{t}+\xi^{2}(a-\mu) \varphi  \tag{2.8}\\
& \quad=\frac{1}{2} \int_{0}^{\xi}\left[a \xi^{2} \varphi(\xi-\eta) \varphi(\eta)+2 \xi(\xi-\eta) \varphi(\xi-\eta) \varphi_{t}(\eta)\right] d \eta \equiv \Phi\left(\phi, \phi_{t}\right)(\xi, t)
\end{align*}
$$

The nonlinear partial differential equation itself can be recovered from (2.8) in the form

$$
\begin{equation*}
\psi_{t t}+\left[a \psi+\psi_{x x}\right]_{t}+(\mu-a) \psi_{x x}=\overbrace{\Phi}\left(\phi, \phi_{t}\right)(x, t), \tag{2.9}
\end{equation*}
$$

where $\overbrace{\Phi}$ denotes the inverse Fourier transform of $\Phi$. We call $\Phi$ the finite part of the Fourier transform of $\left(u v_{x}\right)_{x}$. (Notice that, except for the factor $\xi^{2}, \Phi$ is the sum of the finite parts of two convolutions, one of $\phi$ with itself and the other of $\phi_{t}(\xi)$ with $\xi \phi(\xi)$.

In section 4, we derive a system of ordinary differential equations for the cosine coefficients of the initial-boundary value problem for (2.9). This initial-boundary value problem corresponds to the natural initial-boundary value problem for (2.5) which arises from Nagai's problem, i.e., $\psi_{x}=\psi_{x t}=0$ at $x=0,1$ and $t>0$ with $\psi, \psi_{t}$ prescribed at $t=0$. The resulting system of ordinary differential equations for the cosine coefficients of the solution of (2.9) is related to the corresponding system of ordinary differential equations for the cosine coefficients of the solution of Nagai's problem in much the same way that (2.8) is related to (2.6).

In order to see how the former system comes about, we next derive the corresponding system of ordinary differential equations for Nagai's problem.
3. Reformulation of the Nagai-Nakaki system as a system of ordinary differential equations. We introduce some notation. Let $\beta \geq 0$ and $i \in\{1,2\}$. We work in the spaces $\ell_{\beta}^{i}([0, T))$ of sequences of real valued functions $\left\{g_{n}(t)\right\}_{n=1}^{\infty}$ on $[0, T)$ for which $\sum_{n=1}^{\infty} n^{\beta}\left|g_{n}(t)\right|^{i}<\infty$. When $\beta=0$ we omit the subscript. That is, $\ell_{\beta}^{i}=\ell_{0}^{i}=\ell^{i}$.

We say that a sequence of differentiable functions $\left\{g_{n}(t)\right\}_{n=1}^{\infty}$ is in $\ell_{\beta}^{i}([0, T)) \times$ $\ell_{\beta^{\prime}}^{j}([0, T))$ if the sequence $\left\{g_{n}(t)\right\}_{n=1}^{\infty}$ is in $\ell^{i}{ }_{\beta}([0, T))$ and the sequence $\left\{g_{n}^{\prime}(t)\right\}_{n=1}^{\infty}$ is in $\ell_{\beta^{\prime}}^{j}([0, T))$.

Assuming that $\mu>a$, we seek a solution of this equation in the form

$$
\begin{equation*}
\psi(x, t)=\sum_{n=1}^{\infty} g_{n}(t) \cos (C n x) \tag{3.1}
\end{equation*}
$$

where $C=2 \pi M$ for some integer $M$. With this choice of $M$ the conservation conditions (2.4) hold.

Consequently,

$$
\begin{align*}
\left(\psi_{t} \psi_{x}\right)_{x} & =-C \sum_{n=2}^{\infty} \sum_{k+l=n} k g_{k} g_{l}^{\prime}(\cos (C l x) \sin (C k x))_{x} \\
& =-\frac{1}{2} C^{2} \sum_{n=2}^{\infty} \sum_{k+l=n} k g_{k} g_{l}^{\prime}[(k+l) \cos (C(k+l) x)+(k-l) \cos (C(k-l) x)]  \tag{3.2}\\
& =-\frac{1}{2} C^{2} \sum_{n=2}^{\infty} \sum_{k=1}^{n-1} k g_{k} g_{n-k}^{\prime}[n \cos (C n x)+(2 k-n) \cos (C(2 k-n) x)],
\end{align*}
$$

and

$$
\begin{aligned}
\left(\psi \psi_{x}\right)_{x} & =-C \sum_{n=2}^{\infty} \sum_{k+l=n} k g_{k} g_{l}(\cos (C l x) \sin (C k x))_{x} \\
& =-\frac{1}{2} C^{2} \sum_{n=2}^{\infty} \sum_{k+l=n} k g_{k} g_{l}[(k+l) \cos (C(k+l) x)+(k-l) \cos (C(k-l) x)] \\
& =-\frac{1}{4} C^{2} \sum_{n=2}^{\infty} \sum_{k=1}^{n-1} g_{k} g_{n-k}\left[n^{2} \cos (C n x)+(2 k-n)^{2} \cos (C(2 k-n) x)\right] .
\end{aligned}
$$

Then (2.5) can be rewritten in the form

$$
\begin{aligned}
\sum_{n=1}^{\infty} & \left(g_{n}^{\prime \prime}+\left(C^{2} n^{2}+a\right) g_{n}^{\prime}-(\mu-a) C^{2} n^{2} g_{n}\right) \cos (C n x) \\
= & \frac{1}{2} C^{2} \sum_{n=2}^{\infty} \sum_{k=1}^{n-1}\left\{k g_{k} g_{n-k}^{\prime}[n \cos (C n x)+(2 k-n) \cos (C(2 k-n) x)]\right. \\
& \left.+\frac{a}{2} g_{k} g_{n-k}\left[n^{2} \cos (C n x)+(2 k-n)^{2} \cos (C(2 k-n) x)\right]\right\}
\end{aligned}
$$

The terms involving $\cos (C(2 k-n) x)$ on the right-hand side can be rewritten by switching the order of summation and setting $l=2 k-n$ to obtain

$$
\begin{aligned}
\sum_{n=2}^{\infty} \sum_{k=1}^{n-1}(2 k-n) k g_{k} g_{n-k}^{\prime} \cos (C(2 k-n) x)= & \sum_{k=1}^{\infty} \sum_{n=k+1}^{\infty}(2 k-n) k g_{k} g_{n-k}^{\prime} \cos (C(2 k-n) x) \\
= & \sum_{k=1}^{\infty} \sum_{l=-\infty}^{k-1} l k g_{k} g_{k-l}^{\prime} \cos (C l x) \\
= & \sum_{k=1}^{\infty} \sum_{l=1}^{\infty}(-l) k g_{k} g_{k+l}^{\prime} \cos (C l x) \\
& +\sum_{k=1}^{\infty} \sum_{l=1}^{k-1} l k g_{k} g_{k-l}^{\prime} \cos (C l x) \\
= & -\sum_{l=1}^{\infty} \sum_{k=1}^{\infty} l k g_{k} g_{k+l}^{\prime} \cos (C l x) \\
& +\sum_{l=1}^{\infty} \sum_{k=l+1}^{\infty} l k g_{k} g_{k-l}^{\prime} \cos (C l x)
\end{aligned}
$$

Likewise,

$$
\begin{aligned}
\sum_{n=2}^{\infty} \sum_{k=1}^{n-1} g_{k} g_{n-k}(2 k-n)^{2} \cos (C(2 k-n) x) & =\sum_{k=1}^{\infty} \sum_{n=k+1}^{\infty} g_{k} g_{n-k}(2 k-n)^{2} \cos (C(2 k-n) x) \\
& =\sum_{k=1}^{\infty} \sum_{l=-(k-1)}^{\infty} g_{k} g_{l+k} l^{2} \cos (C l x) \\
& =2 \sum_{l=1}^{\infty}\left(l^{2} \sum_{k=1}^{\infty} g_{k} g_{l+k}\right) \cos (C l x)
\end{aligned}
$$

the third line following from the second by breaking up the inner sum on the right of the second line into an infinite sum over positive integers and a finite sum over negative integers $l=-1, \ldots,-(k-1)$. The latter inner sum is then rewritten as a finite sum over positive indices and the order changed in the resultant double sum.

Therefore, we have

$$
\begin{align*}
& \sum_{n=1}^{\infty}\left(g_{n}^{\prime \prime}+\left(C^{2} n^{2}+a\right) g_{n}^{\prime}-(\mu-a) C^{2} n^{2} g_{n}\right) \cos (C n x) \\
& \quad=  \tag{3.4}\\
& \quad \frac{1}{2} C^{2} \sum_{n=2}^{\infty} \sum_{k=1}^{n-1}\left(n k g_{k} g_{n-k}^{\prime}+\frac{a}{2} n^{2} g_{k} g_{n-k}\right) \cos (C n x) \\
& \\
& \quad+\frac{1}{2} C^{2} \sum_{n=1}^{\infty} n\left[\sum_{k=n+1}^{\infty} k g_{k} g_{k-n}^{\prime}-\sum_{k=1}^{\infty} k g_{k} g_{k+n}^{\prime}+a n \sum_{k=1}^{\infty} g_{k} g_{n+k}\right] \cos (C n x) .
\end{align*}
$$

We obtain the following (infinite) system of ordinary differential equations:

$$
\begin{aligned}
\mathfrak{L}_{n} g_{n} \equiv g_{n}^{\prime \prime}+( & \left.C^{2} n^{2}+a\right) g_{n}^{\prime}-(\mu-a) C^{2} n^{2} g_{n} \\
=\frac{1}{2} C^{2} n & \left\{\sum_{k=1}^{n-1}\left(k g_{k} g_{n-k}^{\prime}+\frac{a}{2} n g_{k} g_{n-k}\right)\right. \\
& \left.+\sum_{k=1}^{\infty}\left[(n+k) g_{n+k} g_{k}^{\prime}-k g_{k} g_{k+n}^{\prime}+a n g_{k} g_{n+k}\right]\right\} \text { for } n=1,2, \ldots
\end{aligned}
$$

In order to rewrite (3.5) in a more compact form, we introduce the notation

$$
\begin{aligned}
|g| & =\left\{\left|g_{k}\right|\right\}_{k=1}^{\infty}, \\
T_{n} g & =\left\{g_{n+k}\right\}_{k=1}^{\infty} \quad \text { (shift operator), } \\
g^{\prime} & =\left\{g_{k}^{\prime}\right\}_{k=1}^{\infty} \quad \text { (differentiation), } \\
\mathcal{M} g & =\left\{k g_{k}\right\}_{k=1}^{\infty} \quad \text { (multiplication by the transform variable) } \\
g * h & =\left\{\sum_{k=1}^{n-1} g_{k} h_{n-k}\right\}_{n=1}^{\infty} \quad \text { (convolution), } \\
(g, h) & \left.=\sum_{k=1}^{\infty} g_{k} h_{k} \quad \text { (scalar product in } \ell^{2}\right) .
\end{aligned}
$$

Then one can solve the Nagai-Nakaki system in the aforementioned function space if and only if one can solve the initial value problem for the following system in the
corresponding sequence space:

$$
\begin{align*}
\mathfrak{L}_{n} g_{n} & \equiv g_{n}^{\prime \prime}+\left(C^{2} n^{2}+a\right) g_{n}^{\prime}-(\mu-a) C^{2} n^{2} g_{n} \\
(3.6) & =\frac{1}{2} C^{2} n\left\{\left(\mathcal{M} g * g^{\prime}\right)_{n}+n \frac{a}{2}(g * g)_{n}+\left[\left(T_{n} \mathcal{M} g, g^{\prime}\right)-\left(\mathcal{M} g, T_{n} g^{\prime}\right)\right]+a n\left(g, T_{n} g\right)\right\} . \tag{3.6}
\end{align*}
$$

4. A system of ordinary differential equations related to the NagaiNakaki system. If we consider (3.6) without the last three terms on the right-hand side, we obtain the following system of ordinary differential equations:

$$
\begin{align*}
\mathfrak{L}_{n} g_{n} & \equiv g_{n}^{\prime \prime}+\left(C^{2} n^{2}+a\right) g_{n}^{\prime}-(\mu-a) C^{2} n^{2} g_{n} \\
& =\frac{1}{2} C^{2} n\left\{\sum_{k=1}^{n-1}\left(k g_{k} g_{n-k}^{\prime}+\frac{a}{2} n g_{k} g_{n-k}\right)\right\}  \tag{4.1}\\
& \equiv \frac{1}{2} C^{2} n\left\{\left(\mathcal{M} g * g^{\prime}\right)_{n}+n \frac{a}{2}(g * g)_{n}\right\} .
\end{align*}
$$

That is, (4.1) is the discrete version of (2.8). It is the system satisfied by the cosine coefficients of solutions of (2.9).

Comparing (4.1) and (2.8), we infer that the three terms in (3.6) that do not appear in (4.1) can be viewed as "tail ends" of integrals. That is, they are analogous to the three integrals that have been dropped in passing from (2.6) to (2.8) under the assumption that $\psi, \psi_{x}$ are sufficiently regular.

This suggests that $\left(T_{n} \mathcal{M} g, g^{\prime}\right),\left(\mathcal{M} g, T_{n} g^{\prime}\right), n a\left(g, T_{n} g\right)$ can be neglected in comparison with the remaining terms on the right-hand side of (3.6).

Such a statement needs rigorous proof.
5. Local existence and uniqueness of solutions of the initial value problem for the Nagai-Nakaki system. We prove the following result in $\ell_{1}^{1} \times \ell^{1}$ which was proved in [18] in a product of smoother spaces.

LEMMA 1. The solution $\left\{g_{n}(\cdot)\right\}_{n=1}^{\infty}$ of the system (3.5) exists locally in time and is unique in $\ell_{1}^{1} \times \ell^{1}$ on the interval of local existence. Moreover, the solution is uniformly bounded in the $\ell_{1}^{1} \times \ell^{1}$ norm on compact subsets of the existence interval.

Proof. First consider the question of uniqueness. Set $w_{n}=g_{n}-h_{n}$, where $g_{n}$ and $h_{n}$ are two solutions of the above system for $n \geq 2$ for which $g(0)=h(0), g^{\prime}(0)=h^{\prime}(0)$. The difference $w_{n}$ satisfies the equation

$$
\begin{align*}
\mathfrak{L}_{n} w_{n} \equiv w_{n}^{\prime \prime}+( & \left.C^{2} n^{2}+a\right) w_{n}^{\prime}-(\mu-a) C^{2} n^{2} w_{n} \\
=\frac{1}{2} C^{2} n & \left\{\sum_{k=1}^{n-1}\left[k\left(w_{k} g_{n-k}^{\prime}+h_{k} w_{n-k}^{\prime}\right)+a k\left(w_{k} g_{n-k}+h_{k} w_{n-k}\right)\right]\right. \\
& +\sum_{k=1}^{\infty}\left[(n+k)\left(w_{n+k} g_{k}^{\prime}+h_{n+k} w_{k}^{\prime}\right)-k\left(w_{k} g_{n+k}^{\prime}+h_{k} w_{n+k}^{\prime}\right)\right]  \tag{5.1}\\
& \left.+2 a \sum_{k=1}^{\infty} k\left(w_{k} g_{n+k}+h_{k} w_{n+k}\right)\right\},
\end{align*}
$$

which, in the above notation, becomes

$$
\begin{aligned}
\mathfrak{L}_{n} w_{n}=\frac{1}{2} C^{2} n\{ & \left(\mathcal{M} w * g^{\prime}\right)_{n}+\left(\mathcal{M} h * w^{\prime}\right)_{n}+a\left[(\mathcal{M} w * g)_{n}+(\mathcal{M} h * w)_{n}\right] \\
& +\left(T_{n} \mathcal{M} w, g^{\prime}\right)+\left(T_{n} \mathcal{M} h, w^{\prime}\right)-\left(\mathcal{M} w, T_{n} g^{\prime}\right) \\
& \left.-\left(\mathcal{M} h, T_{n} w^{\prime}\right)+2 a\left[\left(\mathcal{M} w, T_{n} g\right)+\left(\mathcal{M} h, T_{n} w\right)\right]\right\}
\end{aligned}
$$

We abbreviate this as

$$
\begin{equation*}
\mathfrak{L}_{n} w_{n}=\mathcal{F}_{n}\left(w, w^{\prime}\right), \tag{5.2}
\end{equation*}
$$

where we suppress the dependence of the right-hand side on $g, h, g^{\prime}, h^{\prime}$ for the moment. The characteristic equation for each of the linear second order operators $\mathfrak{L}_{n}$ is

$$
r^{2}+\left(C^{2} n^{2}+a\right) r-(\mu-a) C^{2} n^{2}=0 .
$$

The roots $r_{n}^{+}, r_{n}^{-}$are real with $r_{n}^{+}>0>r_{n}^{-}$, with $r_{n}^{+} \rightarrow 2(\mu-a) \equiv r^{+}$as $n \rightarrow \infty$, and with $r_{n}^{+} \leq r^{+}$for all $n$ while $r_{n}^{-} \rightarrow-\infty$. Since the initial values for $w$ vanish, the solution of (5.1) can be written as

$$
\begin{equation*}
w_{n}=A_{n}\left(\mathcal{F}_{n}, t\right) e^{r_{n}^{+} t}+B_{n}\left(\mathcal{F}_{n}, t\right) e^{r_{n}^{-} t}, \tag{5.3}
\end{equation*}
$$

where

$$
\begin{align*}
& A_{n}\left(\mathcal{F}_{n}, t\right)=\int_{0}^{t} \frac{-e^{r_{n}^{-} s} \mathcal{F}_{n}(s)}{W} d s=\frac{1}{\sqrt{\left(C^{2} n^{2}+a\right)^{2}+4(\mu-a) C^{2} n^{2}}} \int_{0}^{t} e^{-r_{n}^{+} s} \mathcal{F}_{n}(s) d s  \tag{5.4}\\
& B_{n}\left(\mathcal{F}_{n}, t\right)=\int_{0}^{t} \frac{e^{r_{n}^{+} s} \mathcal{F}_{n}(s)}{W} d s=\frac{-1}{\sqrt{\left(C^{2} n^{2}+a\right)^{2}+4(\mu-a) C^{2} n^{2}}} \int_{0}^{t} e^{-r_{n}^{-} s} \mathcal{F}_{n}(s) d s
\end{align*}
$$

Because

$$
\max \left\{\left|B_{n}\left(\mathcal{F}_{n}, t\right) e^{r_{n}^{-} t}\right|,\left|A_{n}\left(\mathcal{F}_{n}, t\right) e^{r_{n}^{+} t}\right|\right\} \leq \frac{c}{n^{2}} e^{r_{n}^{+} t} \int_{0}^{t} e^{-r_{n}^{+} s}\left|\mathcal{F}_{n}(s)\right| d s
$$

for some computable constant $c$, we have

$$
\begin{align*}
\|\mathcal{M} w(t)\|_{\ell^{1}} & =\sum_{n=1}^{\infty} n\left|w_{n}(t)\right| \leq \sum_{n=1}^{\infty} \frac{c}{n} e^{r_{n}^{+} t} \int_{0}^{t} e^{-r_{n}^{+} s}\left|\mathcal{F}_{n}(s)\right| d s  \tag{5.5}\\
& \leq e^{r^{+} t} \int_{0}^{t} \sum_{n=1}^{\infty} \frac{c}{n}\left|\mathcal{F}_{n}(s)\right| d s .
\end{align*}
$$

We need to estimate the terms in the last integral. For each index $n$, there are 10 sums arising from the 10 terms in the definition of $\mathcal{F}_{n} / n$. After use of the convolution inequality, we have that

$$
\sum_{n=1}^{\infty}\left|\left(\mathcal{M} w * g^{\prime}\right)_{n}\right| \leq \sum_{n=1}^{\infty} \sum_{k=1}^{n-1} k\left|w_{k}\right|\left|g_{n-k}^{\prime}\right|=\left\||\mathcal{M} w| *\left|g^{\prime}\right|\right\|_{\ell^{1}} \leq\|\mathcal{M} w(t)\|_{\ell^{1}}\left\|g^{\prime}(t)\right\|_{\ell^{1}}
$$

The next three sums are bounded above by a constant multiple of $\left\|w^{\prime}(t)\right\|_{\ell^{1}}\|\mathcal{M} h(t)\|_{\ell^{1}}$, $\|\mathcal{M} w(t)\|_{\ell^{1}}\|\mathcal{M} g(t)\|_{\ell^{1}}$, and $\|\mathcal{M} w(t)\|_{\ell^{1}}\|\mathcal{M} h(t)\|_{\ell^{1}}$, respectively.

The terms involving $T_{n}$ are a bit trickier to estimate. We have, for the first of them,

$$
\sum_{n=1}^{\infty}\left|\left(T_{n} \mathcal{M} w, g^{\prime}\right)\right| \leq \sum_{k=1}^{\infty} \sum_{n=1}^{\infty}(n+k)\left|w_{n+k}\right|\left|g_{k}^{\prime}\right|=\sum_{k=1}^{\infty}\left|g_{k}^{\prime}\right| \sum_{l=k+1}^{\infty} l\left|w_{l}\right| \leq \sum_{k=1}^{\infty}\left|g_{k}^{\prime}\right|\left\|T_{k} \mathcal{M} w\right\|_{\ell^{1}}
$$

Since $\left\|T_{k} \mathcal{M} w\right\|_{\ell^{1}}$ is decreasing in $k$, we obtain

$$
\sum_{k=1}^{\infty}\left|g_{k}^{\prime}\left\|\left.T_{k} \mathcal{M} w\right|_{\ell^{1}} \leq\right\| \mathcal{M} w(t)\left\|_{\ell^{1}}\right\| g^{\prime}(t) \|_{\ell^{1}}\right.
$$

In a similar fashion, the remaining five sums are found to be bounded above by a constant multiple of $\left\|w^{\prime}(t)\right\|_{\ell^{1}}\|\mathcal{M} h(t)\|_{\ell^{1}},\|\mathcal{M} w(t)\|_{\ell^{1}}\left\|g^{\prime}(t)\right\|_{\ell^{1}},\left\|w^{\prime}(t)\right\|_{\ell^{1}}\|\mathcal{M} h(t)\|_{\ell^{1}}$, $\|\mathcal{M} w(t)\|_{\ell^{1}}\|\mathcal{M} g(t)\|_{\ell^{1}}$, and $\|\mathcal{M} w(t)\|_{\ell^{1}}\|\mathcal{M} h(t)\|_{\ell^{1}}$, respectively.

Thus, for some constant $B$

$$
\begin{gathered}
\|\mathcal{M} w(t)\|_{\ell^{1}} \leq B e^{r^{+}} t \int_{0}^{t}\left(\|\mathcal{M} w(s)\|_{\ell^{1}}+\left\|w^{\prime}(s)\right\|_{\ell^{1}}\right)\left(\|\mathcal{M} g(s)\|_{\ell^{1}}+\left\|g^{\prime}(s)\right\|_{\ell^{1}}+\|\mathcal{M} h(s)\|_{\ell^{1}}\right. \\
\left.+\left\|h^{\prime}(s)\right\|_{\ell^{1}}\right) d s
\end{gathered}
$$

Assume that $g(\cdot), h(\cdot)$ are in $\ell_{1}^{1}([0, T])$ and $g^{\prime}, h^{\prime}$ are in $\ell^{1}([0, T])$; i.e., on every compact subset $K$ of $[0, T)$ there is a finite constant $M(K)$ such that

$$
\begin{equation*}
\max \left\{\sum_{k=1}^{\infty}\left(k\left|g_{k}\right|+\left|g_{k}^{\prime}\right|\right), \sum_{k=1}^{\infty}\left(k\left|h_{k}\right|+\left|h_{k}^{\prime}\right|\right)\right\}<M(K) \tag{5.6}
\end{equation*}
$$

There results

$$
\begin{equation*}
\|\mathcal{M} w(t)\|_{\ell^{1}} \leq B e^{r^{+} t} \int_{0}^{t}\left(\|\mathcal{M} w(s)\|_{\ell^{1}}+\left\|w^{\prime}(s)\right\|_{\ell^{1}}\right) d s \tag{5.7}
\end{equation*}
$$

for some new computable constant $B=B(M(K))$.
Next we estimate $\left\|w^{\prime}(t)\right\|_{\ell^{1}}$. Using the representation formula (5.3) we obtain

$$
\begin{align*}
w_{n}^{\prime}(t)=\frac{1}{\sqrt{\left(C^{2} n^{2}+a\right)^{2}+4(\mu-a) C^{2} n^{2}}} & \left\{r_{n}^{+} \int_{0}^{t} e^{r_{n}^{+}(t-s)} \mathcal{F}_{n}(s) d s\right.  \tag{5.8}\\
& \left.-r_{n}^{-} \int_{0}^{t} e^{r_{n}^{-}(t-s)} \mathcal{F}_{n}(s) d s\right\}
\end{align*}
$$

Consequently, for some positive computable constants $c, d$ we have, noting that $r_{n}^{-} \approx-d n^{2}$,

$$
\begin{equation*}
\left|w_{n}^{\prime}(t)\right| \leq c\left\{\frac{r^{+}}{n^{2}} \int_{0}^{t} e^{r^{+}(t-s)}\left|\mathcal{F}_{n}(s)\right| d s+\int_{0}^{t}\left[n e^{-d n^{2}(t-s)}\right] \frac{\left|\mathcal{F}_{n}(s)\right|}{n} d s\right\} \tag{5.9}
\end{equation*}
$$

The first term on the right-hand side is treated exactly as above. We note that for $c_{1}=1 / \sqrt{2 e d}$, all positive integers $n$, and all $s \leq t$,

$$
n e^{-d n^{2}(t-s)} \leq \frac{c_{1}}{\sqrt{t-s}}
$$

Using this in (5.9) and summing over $n$ we obtain

$$
\begin{equation*}
\left\|w^{\prime}(t)\right\|_{\ell^{1}} \leq c\left\{\int_{0}^{t} r^{+} e^{r^{+}(t-s)} \sum_{n=1}^{\infty} \frac{\left|\mathcal{F}_{n}(s)\right|}{n^{2}} d s+\int_{0}^{t} \frac{c_{1}}{\sqrt{t-s}} \sum_{n=1}^{\infty} \frac{\left|\mathcal{F}_{n}(s)\right|}{n} d s\right\} \tag{5.10}
\end{equation*}
$$

Since we have already estimated the integrand sums $\sum_{n=1}^{\infty} \frac{\left|\mathcal{F}_{n}(s)\right|}{n}$ above, we obtain

$$
\begin{equation*}
\left\|w^{\prime}(t)\right\|_{\ell^{1}} \leq c_{1}\left\{e^{r^{+} t} \int_{0}^{t} \frac{c}{\sqrt{t-s}}\left(\|\mathcal{M} w(s)\|_{\ell^{1}}+\left\|w^{\prime}(s)\right\|_{\ell^{1}}\right) d s\right\} \tag{5.11}
\end{equation*}
$$

Setting $\varphi(t)=\|\mathcal{M} w(t)\|_{\ell^{1}}+\left\|w^{\prime}(t)\right\|_{\ell^{1}}$, we have, with $c=c(T)=\left(c c_{1}+B\right) e^{r^{+} T}$,

$$
\begin{equation*}
\varphi(t) \leq c \int_{0}^{t} \frac{\varphi(s)}{\sqrt{t-s}} d s \tag{5.12}
\end{equation*}
$$

a Volterra integral inequality of Gronwall type with a weakly singular kernel. Thus, after an application of the Hölder inequality, it is easily shown that $\varphi^{q}$, with $1 / p+1 / q=1$ and $1<p<2$, satisfies a standard Gronwall inequality. That is,

$$
\varphi^{q}(t) \leq c^{q}\left(\frac{2}{2-p}\right)^{\frac{q}{p}} t^{\frac{q}{p}-\frac{q}{2}} \int_{0}^{t} \varphi^{q}(s) d s
$$

Thus, for $\phi(t)=\int_{0}^{t} \varphi^{q}(s) d s$ and $\tilde{c}(s)=c^{q}\left(\frac{2}{2-p}\right)^{\frac{q}{p}} S^{\frac{q}{p}-\frac{q}{2}}$, we obtain

$$
\frac{d}{d t}\left(\phi(t) e^{-\int_{0}^{t} \tilde{c}(s) d s}\right) \leq 0
$$

Then

$$
0 \leq \phi(t) \leq \phi(0) e^{\int_{0}^{t} \tilde{c}(s) d s}
$$

Since $\phi(0)=0$, it follows that $\phi(t) \equiv 0$.
Consequently, $\varphi(t) \equiv 0$, and hence $g \equiv h$ on the existence interval.
Next, consider local existence. Since most of the estimates needed here have been worked through above, we will be brief.

Abbreviate (3.6) as $\mathfrak{L} g=F\left(g, g^{\prime}\right), g(0)=g_{0}, g^{\prime}(0)=g_{0}^{\prime}$. Then the homogeneous solution $G(t)$ with inhomogeneous initial values solves

$$
\begin{aligned}
\mathfrak{L} G & =0 \\
G(0) & =g_{0}, \quad G^{\prime}(0)=g_{0}^{\prime}
\end{aligned}
$$

while the function $H=g-G$ satisfies the nonlinear problem with homogeneous initial data:

$$
\begin{aligned}
\mathfrak{L} H & =F\left(G+H, G^{\prime}+H^{\prime}\right) \\
H(0) & =0, \quad H^{\prime}(0)=0
\end{aligned}
$$

Thus it suffices to show that the integral equation $H=\mathfrak{L}^{-1} F\left(G+H, G^{\prime}+H^{\prime}\right)$ has a fixed point on some interval $\left[0, T_{\text {exist }}\right)$. We see from the variation of parameters formula (5.3) that the components satisfy

$$
H_{n}=A_{n}\left(\mathcal{F}_{n}, t\right) e^{r_{n}^{+} t}+B_{n}\left(\mathcal{F}_{n}, t\right) e^{r_{n}^{-} t}
$$

Define the sequence of iterates $\left\{H^{k}\right\}_{k=1}^{\infty}$ as follows with $H^{1}(t)=\left\{H_{n}^{1}(t)=0\right\}_{n=1}^{\infty}$ and, for $k \geq 1$,

$$
H^{k+1}=\mathfrak{L}^{-1} F\left(G+H^{k}, G^{\prime}+H^{k^{\prime}}\right)
$$

To construct a fixed point, we need to show that sequence $\left(\left\{H^{k}\right\},\left\{H^{k^{\prime}}\right\}\right)$ is convergent in $\ell_{1}^{1} \times \ell^{1}$. We do this by showing that we can apply the contraction mapping principle to the sequence. The argument usually goes in two steps.

1. There is a small time interval $[0, T]$ such that the sequence (of sequences) $\left(\left\{H^{k}\right\},\left\{H^{k^{\prime}}\right\}\right)_{k=1}^{\infty}$ is uniformly bounded in the norm on $\ell_{1}^{1} \times \ell^{1}$.
2. This sequence is contracting on this (or possibly smaller) time interval; i.e., there exists a constant $0 \leq \theta<1$ such that

$$
\begin{aligned}
& \sup _{0 \leq s \leq T}\left\|\mathcal{M}\left(H^{k+1}(s)-H^{k}(s)\right)\right\|_{\ell^{1}}+\left\|\left(H^{k+1}-H^{k}\right)^{\prime}(s)\right\|_{\ell^{1}} \\
& \left.\quad \leq \theta \sup _{0 \leq s \leq T} \| \mathcal{M}\left(H^{k}-H^{k-1}\right)(s)\right)\left\|_{\ell^{1}}+\right\|\left(H^{k}-H^{k-1}\right)^{\prime}(s) \|_{\ell^{1}}
\end{aligned}
$$

To establish step 1, we find, as in the uniqueness proof, an inequality of the form

$$
\begin{aligned}
& \left\|\mathcal{M} H^{k+1}(t)\right\|_{\ell^{1}}+\left\|\left(H^{k+1}\right)^{\prime}(t)\right\|_{\ell^{1}} \\
& \quad \leq c \int_{0}^{t} \frac{1}{\sqrt{t-s}}\left(\left\|\mathcal{M}\left(\left(G+H^{k}\right)(s)\right)\right\|_{\ell^{1}}+\left\|\left(G+H^{k}\right)^{\prime}(s)\right\|_{\ell^{1}}\right)^{2} d s
\end{aligned}
$$

Because the roots $r_{n}^{ \pm}$are bounded above, we can assume that

$$
\sup [0, T]\left(\|\mathcal{M} G(s)\|_{\ell^{1}}+\|\left(G^{\prime}(s) \|_{\ell^{1}}\right) \leq G_{0}(T)\right.
$$

for some constant $G_{0}$ depending only on $T$. Consequently, we have the estimate

$$
\left\|\mathcal{M} H^{k+1}(t)\right\|_{\ell^{1}}+\left\|\left(H^{k+1}\right)^{\prime}(t)\right\|_{\ell^{1}} \leq c \sqrt{t}\left\{G_{0}^{2}+\left[\left\|\mathcal{M} H^{k}(t)\right\|_{\ell^{1}}+\left\|\left(H^{k}\right)^{\prime}(t)\right\|_{\ell^{1}}\right]^{2}\right\}
$$

If we set $Z_{n}=\sup _{[0, T]}\left[\left\|\mathcal{M} H^{n}(t)\right\|_{\ell^{1}}+\left\|\left(H^{n}\right)^{\prime}(t)\right\|_{\ell^{1}}\right]$, then $Z_{n+1} \leq c \sqrt{T}\left(G_{0}^{2}+Z_{n}^{2}\right)$. Let $G_{1}>0$ be any constant such that $Z_{1} \leq G_{1}$. Then $Z_{n+1} \leq G_{1}$ for all $n=1,2,3, \ldots$, provided that $T$ is so small that

$$
\sqrt{T} \leq \frac{G_{1}}{c\left(G_{0}^{2}+G_{1}^{2}\right)}
$$

Since both $G_{0}, G_{1}$ depend on the initial values for the free solution, we have the desired a priori bound on the iterates. For step 2, we examine the difference:
$\mathfrak{L}\left(H^{k+1}-H^{k}\right)=F\left(G+H^{k}, G^{\prime}+H^{k^{\prime}}\right)-F\left(G+H^{k-1}, G^{\prime}+H^{k-1^{\prime}}\right) \equiv \mathcal{F}\left(W^{k}, W^{k^{\prime}}\right)$, where $W^{k}=H^{k}-H^{k-1}$ and $\mathcal{F}$ depends in fact on $H^{k}, H^{k^{\prime}}, H^{k-1}, G, G^{\prime}$. That is,

$$
\begin{aligned}
& \mathfrak{L}_{n} W_{n}^{k+1}=\frac{1}{2} C^{2} n\left\{\left(\mathcal{M} W^{k} *\left(G+H^{k}\right)^{\prime}\right)_{n}+\left(\mathcal{M}\left(G+H^{k-1}\right) * W^{k^{\prime}}\right)_{n}\right. \\
&+a\left[\left(\mathcal{M} W^{k} *\left(G+H^{k}\right)\right)_{n}+\left(\mathcal{M}\left(G+H^{k-1}\right) * W^{k}\right)_{n}\right] \\
&+\left(T_{n} \mathcal{M} W^{k},\left(G+H^{k}\right)^{\prime}\right)+\left(T_{n} \mathcal{M}\left(G+H^{k-1}\right), W^{k^{\prime}}\right) \\
&-\left(\mathcal{M} W^{k}, T_{n}\left(G+H^{k}\right)^{\prime}\right)-\left(\mathcal{M}\left(G+H^{k-1}\right), T_{n} W^{k^{\prime}}\right) \\
&\left.+2 a\left[\left(\mathcal{M} W^{k}, T_{n}\left(G+H^{k}\right)\right)+\left(\mathcal{M}\left(G+H^{k-1}\right), T_{n} W^{k}\right)\right]\right\}
\end{aligned}
$$

Consequently, as in the previous proof, after obtaining a similar expression for $W^{k^{\prime}}$ we can then use the estimates in the previous part of the proof to derive the estimate of the form

$$
\left\|\mathcal{M} W^{k+1}(t)\right\|_{\ell^{1}}+\left\|\left(W^{k+1}\right)^{\prime}(t)\right\|_{\ell^{1}} \leq c \int_{0}^{t} \frac{1}{\sqrt{t-s}}\left(\left\|\mathcal{M} W^{k}(s)\right\|_{\ell^{1}}+\left\|\left(W^{k}\right)^{\prime}(s)\right\|_{\ell^{1}}\right) d s
$$

where

$$
c=c\left(\left\|\mathcal{M}\left(G+H^{k-1}\right)\right\|_{\ell^{1}},\left\|G+H^{k}\right\|_{\ell^{1}},\left\|\left(G+H^{k}\right)^{\prime}\right\|_{\ell^{1}}\right) .
$$

By step 1, we may assume that $c$ is uniformly bounded above by a constant $\tilde{c}(T, G(0)$, $\left.G^{\prime}(0)\right)$ for a sufficiently small time interval $[0, T]$. We proceed as in the previous proof, using the Hölder inequality to obtain the Gronwall inequality. From this, we easily show that on a sufficiently small time interval one can apply the contraction mapping principle to the sequence $\left(\left\{H^{k}\right\},\left\{H^{k^{\prime}}\right\}\right)$ in $\ell_{1}^{1} \times \ell^{1}$. We omit the details.
6. Local existence and blowup of solutions of the approximate system. We turn next to the local existence theorem and blow-up theorem for the initial value problem for the approximate system (4.1). We choose the special initial sequence $g_{n}(0)=a_{n}, g_{n}^{\prime}(0)=n \lambda a_{n}$, where $a_{n}$ and $\lambda$ are to be chosen in such a manner that $\left\{g_{n}(t)=a_{n} e^{n \lambda t}\right\}_{n=1}^{\infty}$ is a solution of the approximate system which must blow up in finite time.

In what follows, we adopt the following notation. Let $M$ be a positive integer such that $\frac{a}{4 \pi^{2} M^{2}} \equiv a_{*} \leq 1$. Suppose that $\varepsilon, \delta$ are such that

$$
0<2 \varepsilon \leq a_{1} \leq \frac{\lambda}{\lambda+a} \delta,
$$

where $\lambda$ is given by (6.3) below.
We establish the following theorems.
Theorem 1 (local existence). Suppose $\mu>a$ and the sequence $\left\{a_{n}\right\}_{n=2}^{\infty}$ solves the recurrence relation given by (6.1) below. Then the sequence $\left\{g_{n}(t)=a_{n} e^{n \lambda t}\right\}_{n=1}^{\infty}$ solves (4.1) on an interval $\left[0, T_{e}\right]$, where $T_{e} \geq T_{*}=-\frac{\ln \delta}{\lambda}$. Moreover, $\left(\psi(\cdot, t), \psi_{t}(\cdot, t)\right)$ is in $H^{1}(0,1) \times L^{2}(0,1)$ on $\left[0, T_{*}\right)$, where $(\psi(\cdot, t))$ is given by (3.1). The function $\psi$ is analytic on $(0,1) \times\left[0, T_{*}\right)$.

Theorem 2 (finite time blowup). The function $\left(\psi(\cdot, t), \psi_{t}(\cdot, t)\right)$ of the previous theorem must leave $H^{1}(0,1) \times L^{2}(0,1)$ in finite time $T_{\infty} \leq-\frac{\ln \varepsilon}{\lambda}$.

Before proving these theorems, we show that for $n \geq 2$

$$
\begin{equation*}
\lambda\left(4 \pi^{2} M^{2} n-a\right)(n-1) a_{n}=2 \pi^{2} M^{2} \sum_{k=1}^{n-1}[\lambda(n-k)+a] k a_{k} a_{n-k} . \tag{6.1}
\end{equation*}
$$

This recurrence formula defines the sequence $a_{n}$. However, unlike the situation in [11, 17], we cannot find a simple expression for the coefficients $a_{n}$ in terms of $a_{1}$ and $n$. Nonetheless, we can find upper and lower bounds for the series which sum to the related solutions found in [17] for the case $a=0$. These estimates provide the necessary comparison functions for the existence and blowup of $\psi$ in $H^{1}(0,1) \times L^{2}(0,1)$.

For convenience of notation, we use $\xi=x-1 / 2$ in (3.1) instead of $x$. Then $\partial_{x}=\partial_{\xi}$ and single point blowup at $\xi=0$ corresponds to blowup at $x=1 / 2$. Therefore, if $g_{n}=a_{n} e^{n \lambda t}$ and $C=2 \pi M$, equation (4.1) reads

$$
\begin{align*}
& \sum_{n=1}^{\infty} a_{n}\left\{4 \pi^{2} M^{2} \lambda n^{3}+\lambda^{2} n^{2}-(\mu-a) 4 \pi^{2} M^{2} n^{2}+a \lambda n\right\} e^{n \lambda t} \cos (2 \pi M n \xi) \\
& \quad=2 \pi^{2} M^{2} \sum_{n=2}^{\infty} n\left\{\sum_{k=1}^{n-1}(\lambda(n-k)+a) k a_{k} a_{n-k}\right\} e^{n \lambda t} \cos (2 \pi M n \xi) . \tag{6.2}
\end{align*}
$$

Comparing coefficients for $n \geq 2$,

$$
\left[4 \pi^{2} M^{2} \lambda n^{2}+n\left(\lambda^{2}-(\mu-a) 4 \pi^{2} M^{2}\right)+a \lambda\right] a_{n}=2 \pi^{2} M^{2} \sum_{k=1}^{n-1}[\lambda(n-k)+a] k a_{k} a_{n-k}
$$

For $n=1$,

$$
a_{1}\left\{\lambda^{2}+\lambda\left(4 \pi^{2} M^{2}+a\right)-(\mu-a) 4 \pi^{2} M^{2}\right\}=0
$$

Since $\mu>a$, the roots are real. Let

$$
\begin{equation*}
\lambda=\frac{1}{2}\left(\sqrt{\left(4 \pi^{2} M^{2}+a\right)^{2}+16 \pi^{2} M^{2}(\mu-a)}-4 \pi^{2} M^{2}-a\right) \tag{6.3}
\end{equation*}
$$

denote the positive root. ${ }^{2}$ Then the relation for $a_{n}, n \geq 2$, simplifies to (6.1) as claimed. With the values of $\lambda, a_{*}$ above, we have that

$$
\begin{equation*}
2 \lambda\left(n-a_{*}\right)(n-1) a_{n}=\sum_{k=1}^{n-1}(\lambda(n-k)+a) k a_{k} a_{n-k} \tag{6.4}
\end{equation*}
$$

We are now in a position to prove the theorems. We begin with Theorem 1.
Proof. From (6.1), since $n \geq k+1$,

$$
\begin{aligned}
2 \lambda\left(n-a_{*}\right)(n-1) a_{n} & \leq \sum_{k=1}^{n-1}(\lambda(n-k)+a) k a_{k} a_{n-k} \\
& \leq(\lambda+a) \sum_{k=1}^{n-1} k(n-k) a_{k} a_{n-k}
\end{aligned}
$$

If $a_{1} \leq b_{1}$, by induction it follows that $a_{n} \leq b_{n}$, where

$$
2\left(n-a_{*}\right)(n-1) b_{n}=\frac{\lambda+a}{\lambda} \sum_{k=1}^{n-1} k(n-k) b_{k} b_{n-k}
$$

Because $n \geq 2$, we have $a_{*} \leq n / 2$ and

$$
n(n-1) b_{n} \leq \frac{\lambda+a}{\lambda} \sum_{k=1}^{n-1} k(n-k) b_{k} b_{n-k}
$$

Comparing this sequence with $b_{n}^{\prime}$, it again follows that if $b_{1}=b_{1}^{\prime}$, then $b_{n} \leq b_{n}^{\prime}$, where

$$
n(n-1) b_{n}^{\prime}=\frac{\lambda+a}{\lambda} \sum_{k=1}^{n-1} k(n-k) b_{k}^{\prime} b_{n-k}^{\prime}
$$

[^21]This recurrence relation can be solved explicitly with $b_{n}^{\prime}=\frac{1}{n}\left(\frac{\lambda+a}{\lambda}\right)^{n-1}\left(b_{1}^{\prime}\right)^{n}$. For $b_{1}^{\prime}=\frac{\lambda}{\lambda+a} \delta$, we have $b_{n}^{\prime}=\frac{\lambda}{\lambda+a} \frac{\delta^{n}}{n}$. The sequence $\left\{b_{n}^{\prime}\right\}$ defines a convergent series of the form

$$
\begin{aligned}
\bar{\psi}(x, t) & =\sum_{n=1}^{\infty} b_{n}^{\prime} e^{n \lambda t} \cos (2 \pi M n \xi)=\frac{\lambda}{\lambda+a} \sum_{n=1}^{\infty} \frac{1}{n} \delta^{n} e^{n \lambda t} \cos (2 \pi M n \xi) \\
& =-\frac{\lambda}{\lambda+a} \ln \left[1-2 \delta e^{\lambda t} \cos (2 \pi M \xi)+\delta^{2} e^{2 \lambda t}\right]
\end{aligned}
$$

for $t<-\frac{\ln \delta}{\lambda}$. Consequently, the upper bound for $\psi$ in $L^{2}$ holds by the comparison of the coefficients $a_{n}$ and $b_{n}^{\prime}$ of series for $\psi$ and $\bar{\psi}$. A similar norm estimate holds for $\psi_{t}, \bar{\psi}_{t}$. Thus $\psi$ exists for all $t<T_{*}$. That is, the existence interval $\left[0, T_{e}\right] \supset\left[0, T_{*}\right)$ or $T_{e} \geq T_{*}$.

We now turn to the proof of Theorem 2.
Proof. To obtain the lower bound, note that if $a_{1} \geq c_{1}$, then $a_{n} \geq c_{n}$, where the $c_{n}$ satisfy

$$
2\left(n-a_{*}\right)(n-1) c_{n}=\sum_{k=1}^{n-1} k(n-k) c_{k} c_{n-k}
$$

Thus

$$
2 n(n-1) c_{n} \geq \sum_{k=1}^{n-1} k(n-k) c_{k} c_{n-k}+2 a_{*}(n-1) c_{n} \geq \sum_{k=1}^{n-1} k(n-k) c_{k} c_{n-k}
$$

Hence if $c_{1} \geq c_{1}^{\prime}>0$, then $c_{n} \geq c_{n}^{\prime}$, where

$$
2 n(n-1) c_{n}^{\prime}=\sum_{k=1}^{n-1} k(n-k) c_{k}^{\prime} c_{n-k}^{\prime}
$$

However, $c_{n}^{\prime}=\frac{1}{n 2^{n-1}}\left(c_{1}^{\prime}\right)^{n}$. Setting $c_{1}^{\prime}=2 \varepsilon$, it follows that $a_{n} \geq c_{n}^{\prime}=2 \frac{\varepsilon^{n}}{n}$.
The function

$$
\begin{aligned}
\underline{\psi}(x, t) & =2 \sum_{n=1}^{\infty} \frac{1}{n} \varepsilon^{n} e^{n \lambda t} \cos (2 \pi M n \xi) \\
& =-\ln \left[1-2 \varepsilon e^{\lambda t} \cos (2 \pi M \xi)+\varepsilon^{2} e^{2 \lambda t}\right]
\end{aligned}
$$

exists as long as $t<-\frac{\ln \varepsilon}{\lambda}$ because the series converges absolutely and uniformly. The function $\underline{\psi}$ blows up pointwise at those points for which $\cos (2 \pi M \xi)=1$. Although we cannot compare these functions pointwise, we can compare them in $H^{1}$. To see this, note that from Parseval's identity, it follows that $\left|\underline{\psi_{x}}\right|_{L^{2}}(t)$ blows up in finite time.

Again, from Parseval and the inequalities $a_{n} \geq 2 \frac{\varepsilon^{n}}{n}$, we have

$$
\left|\underline{\psi_{x}}\right|_{L^{2}(0,1)}(t) \leq\left|\psi_{x}\right|_{L^{2}(0,1)}(t)
$$

and

$$
\left|\underline{\psi_{t}}\right|_{L^{2}(0,1)}(t) \leq\left|\psi_{t}\right|_{L_{2}(0,1)}(t) .
$$

Thus, $\psi$ "blows up" at $T_{\infty} \leq-\frac{\ln \varepsilon}{\lambda}$ in the sense that the functions $t \rightarrow\left|\psi_{x}\right|_{L^{2}}(t)$ and $t \rightarrow\left|\psi_{t}\right|_{L^{2}}(t)$ cannot be locally bounded on $[0, \infty)$ and hence $(u, v)$ cannot remain in $H^{1}(0,1) \times L^{2}(0,1)$ for all time.

We next require that

$$
2 \varepsilon \leq a_{1} \leq \frac{\lambda}{\lambda+a} \delta
$$

so that

$$
\begin{equation*}
\varepsilon \leq \frac{\lambda}{2(\lambda+a)} \delta \tag{6.5}
\end{equation*}
$$

Then the blow-up time must satisfy $-\frac{\ln \delta}{\lambda} \leq T_{\infty} \leq-\frac{\ln \varepsilon}{\lambda}$.
To prove the last claim of the theorem, note that since $u=\mu+\psi_{t}+a \psi$, it follows yet again from Parseval that

$$
|u(\cdot, t)-\mu|_{L^{2}(0,1)}=\sum_{1}^{\infty}\left|a_{n}\right|^{2}\left(1+n^{2}\right) e^{2 n \lambda t} \geq 4 \sum_{1}^{\infty} \varepsilon^{2 n}\left(1+n^{-2}\right) e^{2 n \lambda t}
$$

Consequently $u$ must leave $L^{2}$ in finite time. Notice that this blow-up time is at least as large as the time of escape from $H^{1}$.

Finally, note that $\psi(x, 0)$ and $\psi_{t}(x, 0)$ are uniformly bounded above by $[2 \lambda /(\lambda+$ $a)] \ln (1-\delta)$ and $[2 \lambda /(\lambda+a)](\lambda \delta(2+\lambda \delta) /(1-\delta))$, respectively. Hence for sufficiently small $\delta$ the initial values for the perturbed solution are positive and uniformly close to those for the spatially homogeneous solution.

Corollary 1. If $a_{n} \geq 2 \frac{\varepsilon^{n}}{n}$, the function $\left(\psi(\cdot, t), \psi_{t}(\cdot, t)\right)$ in the theorem also blows up in finite time in the sense that the sequence $\left\{\left(g_{n}(t), g_{n}^{\prime}(t)\right)\right\}_{n=1}^{\infty}$ with $g_{n}(0)=$ $a_{n}$ and $g_{n}^{\prime}(0)=n a_{n} \lambda$ must leave $\ell_{1}^{1} \times \ell^{1}$ in finite time.

Since $\left|n g_{n}(t)\right|+\left|g_{n}^{\prime}(t)\right| \geq 4 \varepsilon^{n} e^{n \lambda t}$, the result follows.
Remark 1. We give an argument in the next section that shows that in every neighborhood of the spatially homogeneous solution, there are solutions of Nagai's problem, which, if they agree initially with solutions of the approximate problem and are sufficiently regular, cannot be global. The key to this argument is the demonstration that one may neglect the terms which we have identified as "tail ends."

To explain why this might be reasonable, if we evaluate $\left(T_{n} \mathcal{M} g, g^{\prime}\right),\left(\mathcal{M} g, T_{n} g^{\prime}\right)$, $n a\left(g, T_{n} g\right)$ for $g_{n}(t)=\beta^{n} e^{n \lambda t}$ for $\beta \in(0,1)$ and $\lambda>0$, one has $g_{n}^{\prime}=n \lambda g_{n}$ so that the sum of the three neglected terms is bounded above by a constant multiple of $\beta^{n+2} e^{\lambda(n+2) t} /\left(1-\beta^{2} e^{2 \lambda t}\right)$, while the sum of the convolution terms behaves like $n \beta^{n} e^{n \lambda t}$. Therefore on any compact subinterval of $[0,-\ln \beta / \lambda)$ the terms involving $T_{n}$ are small in comparison to the convolution terms for all sufficiently large $n$. Elementary calculations with series for which $g_{n}(t), g_{n}^{\prime}(t) \approx A / n^{(2+\delta)}$ show that the terms involving the $T_{n}$ are not necessarily small when compared with the convolution terms.

A loose interpretation of this is the following: The partial differential equation $\psi_{t t}+(\mu-a) \psi_{x x}=\left(\psi_{t x}-\psi_{t} \psi_{x}\right)_{x}-a\left(\psi_{t}+\left(\psi \psi_{x}\right)_{x}\right)$ can be written in the form

$$
\psi_{t t}+\left[a \psi-\psi_{x x}\right]_{t}+a\left(\psi \psi_{x}\right)_{x}+\left(\psi_{t} \psi_{x}\right)_{x}+(\mu-a) \psi_{x x}=0
$$

which can be viewed as a quasi-linear second order partial differential equation with a strong damping term $\left(a \psi-\psi_{x x}\right)_{t}$. Suppose that $\mu>a$. Linearizing this equation about $\psi=0$ yields $\psi_{t t}+\left(a \psi-\psi_{x x}\right)_{t}+(\mu-a) \psi_{x x}=0$, an equation which is of
elliptic type in the second derivative terms. Without the damping term, the solutions are very regular, but the initial-boundary value problem is highly unstable. Even with the damping term, solutions of the linear equation can blow up in infinite time. The introduction of the nonlinear terms $a\left(\psi \psi_{x}\right)_{x}+\left(\psi_{t} \psi_{x}\right)_{x}$ can lend a hyperbolic character to the problem and force blowup in finite time by a focusing effect. See [17] for a discussion of this when $a=0$.
7. Nagai's conjecture. From the local existence and uniqueness theorem we know that the cosine series for $\psi, \psi_{t}$ satisfies the condition that

$$
\begin{equation*}
\left(\|\mathcal{M} h(s)\|_{\ell^{1}}+\left\|h^{\prime}(s)\right\|_{\ell^{1}}\right) \tag{7.1}
\end{equation*}
$$

is uniformly bounded on $[0, \tau]$ for all $\tau$ in the existence interval of the solution.
We also know that in every neighborhood of the homogeneous initial data, there is a solution of the approximate problem (4.1) with spatially nonconstant initial data for which the solution blows up in $\ell_{1}^{1} \times \ell^{1}$ in finite time.

We establish the following theorem.
TheOrem 3 (Nagai's conjecture in $\ell_{1}^{1} \times \ell^{1}$ ). Suppose $\mu>a$. Then the corresponding solution of the Nagai-Nakaki problem, for which the cosine coefficients agree initially with the cosine coefficients of the aforementioned approximate problem, cannot be global. That is, Nagai's conjecture (in our sense) holds; i.e., such spatially inhomogeneous solutions become unstable by blowing up in finite time in $\ell_{1}^{1} \times \ell^{1}$.

Proof. Suppose that $h(t) \equiv\left\{h_{n}(t)\right\}_{n=1}^{\infty}$ satisfies $h(0)=a_{n}, h^{\prime}(0)=n \lambda a_{n}$ and the system of ordinary differential equations (3.6) on some interval, say, $\left[0, T_{\max }\right.$ ). Let $g(t) \equiv\left\{g_{n}(t)\right\}_{n=1}^{\infty}$ satisfy $g(0)=a_{n}, g^{\prime}(0)=n \lambda a_{n}$ and satisfy (4.1) on $\left[0, T^{*}\right)$. Then $T_{\max } \leq T^{*}$, and the solution of Nagai's problem must blow up in finite time $T_{\max }$ in $\ell_{1}^{1} \times \ell^{1}$.

Suppose we could show that, on any time interval $[0, \tau)$ where $\left\{h_{n}(t)\right\}_{n=1}^{\infty}$ exists in the sense of the local existence theorem,

$$
\begin{equation*}
\sup _{[0, \tau]}\|\mathcal{M}(h(t)-g(t))\|_{\ell^{1}}+\sup _{[0, \tau]}\left\|h^{\prime}(t)-g^{\prime}(t)\right\|_{\ell^{1}}<C(h, \tau), \tag{7.2}
\end{equation*}
$$

where $C(h, \tau)$ does not depend on $g$. Then this inequality, together with Theorem 2 and the triangle inequality, would lead to a lower bound for the $\ell_{1}^{1} \times \ell^{1}$ norm of $\left\{h_{n}(t)\right\}_{n=1}^{\infty}$ in terms of the corresponding norm for $\left\{g_{n}(t)\right\}_{n=1}^{\infty}$ and thus would permit the establishment of Nagai's conjecture in the space $\ell_{1}^{1} \times \ell^{1}$.

To this end, suppose that $\tau<T^{*}<T_{\max }$. We need to estimate $w_{n}(t)=h_{n}(t)-$ $g_{n}(t)$ in the same fashion that we did in the proof of local existence and uniqueness where once again, $w_{n}(0)=w_{n}^{\prime}(0)=0$. Define, for any sequence $\left\{z_{n}(t)\right\}$,

$$
\begin{align*}
& \mathcal{G}_{n}\left(z, z^{\prime}\right)=\frac{1}{2} C^{2} n\left\{\left(\mathcal{M} z * z^{\prime}\right)_{n}+n \frac{a}{2}(z * z)_{n}\right\}  \tag{7.3}\\
& \mathcal{H}_{n}\left(z, z^{\prime}\right)=\frac{1}{2} C^{2} n\left\{\left[\left(T_{n} \mathcal{M} z, z^{\prime}\right)-\left(\mathcal{M} z, T_{n} z^{\prime}\right)\right]+\operatorname{an}\left(z, T_{n} z\right)\right\}
\end{align*}
$$

Then

$$
\begin{align*}
\mathfrak{L}_{n} w_{n}= & \mathcal{G}_{n}\left(h, h^{\prime}\right)-\mathcal{G}_{n}\left(g, g^{\prime}\right)+\mathcal{H}_{n}\left(h, h^{\prime}\right) \\
= & \mathcal{G}_{n}\left(h, h^{\prime}\right)-\mathcal{G}_{n}\left(w+h,(w+h)^{\prime}\right)+\mathcal{H}_{n}\left(h, h^{\prime}\right) \\
= & \frac{1}{2} C^{2} n\left\{-\left(\mathcal{M} w * h^{\prime}\right)_{n}-\left(\mathcal{M} h * w^{\prime}\right)_{n}-a\left[(\mathcal{M} w * h)_{n}+(\mathcal{M} h * w)_{n}\right]\right\}  \tag{7.4}\\
& +\mathcal{H}_{n}\left(h, h^{\prime}\right) \\
\equiv & \mathcal{K}_{n}\left(w, w^{\prime} ; h, h^{\prime}\right)+\mathcal{H}_{n}\left(h, h^{\prime}\right) \\
\equiv & \mathcal{F}_{n}\left(w, w^{\prime} ; h, h^{\prime}\right)
\end{align*}
$$

This is the value of $\mathcal{L}_{n}$ that replaces the right-hand side of (5.2), (5.4)-(5.8). Notice that the terms in the definition of $\mathcal{K}_{n}$ can be estimated as in the local existence and uniqueness theorem. That is,

$$
\left|\mathcal{K}_{n}\left(w, w^{\prime} ; h, h^{\prime}\right)(s)\right| \leq\left(\|\mathcal{M} w(s)\|_{\ell^{1}}+\left\|w^{\prime}(s)\right\|_{\ell^{1}}\right)\left(\|\mathcal{M} h(s)\|_{\ell^{1}}+\left\|h^{\prime}(s)\right\|_{\ell^{1}}\right)
$$

Likewise, we have

$$
\sum_{n=1}^{\infty} \frac{\left|\mathcal{H}_{n}\left(h, h^{\prime}\right)\right|(s)}{n} \leq \max \{a, 1\} \sum_{k=1}^{\infty} \sum_{j=1}^{\infty}\left[\left|h_{k}^{\prime}(s)\right| j\left|h_{j}(s)\right|+\left|h_{k}(s)\right| j\left|h_{j}^{\prime}(s)\right|+\left|h_{k}(s)\right| j\left|h_{j}(s)\right|\right]
$$

For such functions, the conservation conditions (2.4) hold. Consequently,

$$
\sum_{n=1}^{\infty} \frac{\left|\mathcal{H}_{n}\left(h, h^{\prime}\right)\right|(s)}{n} \leq \max \{a, 1\}\left(\|h(s)\|_{\ell^{1}}+\left\|h^{\prime}(s)\right\|_{\ell^{1}}\right)\|\mathcal{M} h(s)\|_{\ell^{1}}
$$

by using estimates similar to those used for the estimates on the tail-end terms in the proof of uniqueness.

Thus we obtain an inequality of the form

$$
\begin{align*}
&\|\mathcal{M} w(t)\|_{\ell^{1}}+\left\|w^{\prime}(t)\right\|_{\ell^{1}} \\
&7.5) \leq \int_{0}^{t} \frac{A\left(\|\mathcal{M} w(s)\|_{\ell^{1}}+\left\|w^{\prime}(s)\right\|_{\ell^{1}}\right)+\sum_{n=1}^{\infty}\left|\mathcal{H}_{n}\left(h, h^{\prime}\right)\right|(s) / n}{\sqrt{t-s}} d s  \tag{7.5}\\
& \leq \int_{0}^{t} \frac{A\left(\|\mathcal{M} w(s)\|_{\ell^{1}}+\left\|w^{\prime}(s)\right\|_{\ell^{1}}\right)+B\left(\|\mathcal{M} h(s)\|_{\ell^{1}}+\left\|h^{\prime}(s)\right\|_{\ell^{1}}\right)\|\mathcal{M} h(s)\|_{\ell^{1}}}{\sqrt{t-s}} d s
\end{align*}
$$

for some constant $A$ depending on $\tau,\|\mathcal{M} h\|_{\ell^{1}},\left\|h^{\prime}\right\|_{\ell^{1}}$ and for some constant $B$ depending perhaps on $\tau$ but not on $w, w^{\prime}, h, h^{\prime}$.

This inequality, (7.1), and an application of the Gronwall inequality will give us the estimate (7.2). Combining this observation with its consequence (7.2) and the triangle inequality gives the result.

Remark 2. The injection $I: \ell^{1} \rightarrow L^{1}(0,1)$ given by

$$
I\left(\left\{a_{n}\right\}_{n=1}^{\infty}\right)(x)=\sum_{n=1}^{\infty} a_{n} \cos (n-1) \pi x
$$

is certainly continuous. However, the inverse is not. To see this, let

$$
P(x, \epsilon)=\frac{1}{2} \frac{1-\epsilon^{2}}{1+\epsilon^{2}-2 \epsilon \cos (\pi x)}
$$

denote the Poisson kernel for $0 \leq \epsilon<1$. The Poisson kernel is nonnegative, satisfies

$$
\int_{0}^{1} P(x, \epsilon) d x=1=\|P(\cdot, \epsilon)\|_{L^{1}}
$$

and has Fourier cosine series

$$
\sum_{n=1}^{\infty} a_{n} \cos (n-1) \pi x=\frac{1}{2}+\sum_{n=1}^{\infty} \epsilon^{n} \cos n \pi x
$$

whose coefficient sequence satisfies

$$
\left\|\left\{a_{n}\right\}_{n=1}^{\infty}\right\|_{\ell^{1}}=\frac{1+\epsilon}{1-\epsilon} .
$$

Therefore, as $\epsilon$ increases to unity, the $\ell^{1}$ norm of the coefficient sequence increases without bound, while the $L_{1}$ norms of $P(\cdot, \epsilon)$ remain bounded. (Indeed, they converge in measure to Dirac measure).

If $\mu \geq 0$, then we know from the first equation of the system that $\int_{0}^{1} u(x, t) d x=$ $\int_{0}^{1} \mu(x) d x$ and hence must remain in $L^{1}(0,1)$ on the existence interval. The second equation tells us that the second component must likewise remain bounded in $L^{1}(0,1)$.

The remark tells us that it is possible for the solution to blow up in sequence space in finite time but remain bounded in the $H^{1} \times L^{1}$ norm. If one knew that the solution components blow up in finite time in $\ell_{\beta}^{2} \times \ell_{\beta^{\prime}}^{2}$, for large enough $\beta, \beta^{\prime}$, then Parseval's identity would tell us that the solution would blow up in $H^{\beta^{\prime}}(0,1) \times H^{\beta^{\prime}}(0,1)$. Thus we have the following corollary.

Corollary 2. Let $\delta, \delta^{\prime}>0$. Suppose a solution of Nagai's problem blows up in finite time $T$ in $\ell_{1}^{1} \times \ell^{1}$. If the solution components belong to $H^{3 / 2+\delta}(0,1) \times$ $H^{1 / 2+\delta^{\prime}}(0,1)$ and are bounded on compact subsets of the existence interval in the norm of this product space, then the solution blows up in $H^{3 / 2+\delta}(0,1) \times H^{1 / 2+\delta^{\prime}}(0,1)$ in finite time no larger than $T$.

Proof. This result follows from Schwarz's inequality and Parseval's identity.
Remark 3. The corollary states that certain very smooth solutions of Nagai's problem cannot be global. That is, they must lose regularity in finite time.

We can use the results of [18] to establish Nagai's conjecture.
Corollary 3. Suppose $\mu>a$. Then in every neighborhood of the stationary solution, there are solutions which blow up in finite time in the sense that the $H^{2} \times H^{1}$ norm blows up in finite time.

Proof. In [18, Proposition 4.1] the authors prove that if the initial data for $u, v$ are sufficiently smooth (in particular, if they are analytic) and satisfy the boundary conditions, then both components are continuous from $\left[0, T_{\text {exist }}\right)$ into $H^{2}(0,1)$, while the first (corresponding to $v$ in the notation of [18]) is continuously differentiable from $\left[0, T_{\text {exist }}\right)$ into $H^{2}(0,1)$.

The initial data for the approximate problem which give a solution of the approximate problem that blows up in finite time are in fact analytic (the Fourier coefficients are bounded above by $C n \epsilon^{n}$ for small $\epsilon$ ) and consequently must satisfy the smoothness criteria of the initial data needed for [18, Proposition 4.1]. If we take the same initial values for solution of Nagai's problem, its components must belong to the same spaces.

Thus, by the preceding corollary, the solution cannot be global. This, together with the preceding corollary and $\delta=\delta^{\prime}=1 / 2$, establishes Nagai's conjecture for certain sufficiently smooth data in every neighborhood of the stationary data.

Remark 4. These results say nothing about the pointwise finite time blowup for the solution components.

Corollary 4. Suppose $\mu>a$ and $0<\varepsilon \leq a_{1} \leq \frac{\lambda}{\lambda+a} \delta$, where $\lambda$ is given in (6.3). Then both components of the solution constructed in the preceding corollary blow up in $L^{\infty}$.

Proof. In [18, Theorem 7.1], the authors show that if the global existence time is finite, then both components blow up in $L^{\infty}$.

An illustrative computation is given in Figures 3 and 4.
Remark 5. If we replace $\lambda$ by the negative root of the quadratic it satisfies, then we can use the arguments of section 6 to obtain solutions of the approximate problem which decay uniformly and exponentially rapidly to zero. It is then possible, by appropriately modifying the arguments in Theorem 3, to show that the corresponding solution of the Nagai-Nakaki problem, for which the cosine coefficients agree initially with the cosine coefficients of the aforementioned approximate problem, must be global. That is, Nagai's conjecture (in our sense) holds; i.e., such spatially inhomogeneous solutions $\left(\psi, \psi_{t}\right)$ exist for all time and must converge to the steady state $(\mu / a, \mu)$ in $\ell_{1}^{1} \times \ell^{1}$ as $t \rightarrow \infty$. We omit the details.
8. Illustrative computations. One might well ask whether or not solutions of (6.1) are asymptotically of the form $A \epsilon^{n}$ for some $|\epsilon| \in(0,1)$ in the sense that there is $\epsilon \in[0,1)$ such that $\lim a_{n} / \epsilon^{n}=A$ for some constant $A$. We have shown that the solutions of (6.1) are bounded above and below by terms of this form but we have not yet established the asymptotics. However, the computations below provide a powerful argument for these asymptotics.

The dependence of the blow-up time on $M, \mu-a$ for the function $\psi$ in Theorem 1 can be investigated numerically as follows. It is worth noting that $\lambda \rightarrow 0^{+}$as $M \rightarrow+\infty$ for fixed $\mu-a$ or $\mu-a \rightarrow 0^{+}$for fixed $M \geq 1$.

We begin by examining the growth of the terms of the sequence defined by (6.1). If we set $a_{n}(a)=b_{n}(a) \sigma^{n} / n$ with $b_{1}=1$ and $\sigma>0$, it is not too hard to see that when $a=0, b_{n}=1$ for all $n \geq 1$. However, when $0<a<\mu$, the terms $b_{n}$ grow remarkably rapidly. As an illustrative example, with $M=\mu=1$ and $a=0.6, b_{1}=1, \ln b_{1000} \approx$ 656.9587. In fact, numerical evidence suggests that $\ln b_{n} \approx 0.657616(n-1)(1+o(1 / n))$. Let $\tau$ be this coefficient of $n-1$ (assuming it exists). If we take $\sigma=\exp (-\tau(1+\delta))$ for any small, positive $\delta$, then the solution should blow up in finite time $t=\tau \delta / \lambda$. This will be the case if one can prove that the asymptotics for the $b_{n}$ are as indicated by the numerical evidence. The numerical evidence indicates that as $a$ increases to $\mu$ from below, $\tau$ increases without bound, and hence the blow-up time will increase without bound also. This is to be expected. (See Figure 1.) Likewise, the numerical evidence indicates that as the integer $M$ is increased for fixed $a, \tau$ approaches a limiting value (which is to be expected since as $M$ increases, $\lambda \rightarrow 0$ ). This corresponds to $a_{*}=0$ so that the sequence behaves like the exact solution when $a=0$. The solution for $a=0$ has the smallest blow-up time possible for fixed $\varepsilon, \delta, \mu$ and all $a \geq 0$. (See Figure 2.)

In Figures 3 and 4 we present a numerical simulation for the Nagai-Nakaki problem with $u_{t}=D\left(u_{x x}-\left(u v_{x}\right)_{x}\right), v_{t}=u-a v$ for $0<x<1, t>0$ and zero flux boundary conditions. We took $D=0.02, \mu=4.0$, and $a=1.0$. For initial values we used $u(x, 0)=\mu-\epsilon \cos (2 \pi x)$ where $\epsilon=0.4$ and $v(x, 0)=v_{0}=\mu / a$. These figures provide some evidence that the solution does blow up pointwise in finite time as well as in the $\ell_{1}^{1} \times \ell^{1}$ norm.

(The lines corresponding to $\mathrm{a}=0.8,0.9$ do not continue due to exponential overflow.)
Fig. 1. Growth of coefficients given by (6.1) for variable a.

(The lines corresponding to $\mathrm{M}=0.09,0.1,0.15,0.2$ do not continue due to exponential overflow.)

Fig. 2. Growth of coefficients given by (6.1) for variable $M$.


Fig. 3. Partial density, $a=1.0, D=0.02, \varepsilon=0.25, \mu=4.0$.


Fig. 4. Chemical density, $a=1.0, D=0.02, \varepsilon=0.25, \mu=4.0$.
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# FROM INDIVIDUAL TO COLLECTIVE BEHAVIOR IN BACTERIAL CHEMOTAXIS* 

RADEK ERBAN ${ }^{\dagger}$ AND HANS G. OTHMER ${ }^{\dagger}$


#### Abstract

Bacterial chemotaxis is widely studied from both the microscopic (cell) and macroscopic (population) points of view, and here we connect these very different levels of description by deriving the classical macroscopic description for chemotaxis from a microscopic model of the behavior of individual cells. The analysis is based on the velocity jump process for describing the motion of individuals such as bacteria, wherein each individual carries an internal state that evolves according to a system of ordinary differential equations forced by a time- and/or space-dependent external signal. In the problem treated here the turning rate of individuals is a functional of the internal state, which in turn depends on the external signal. Using moment closure techniques in one space dimension, we derive and analyze a macroscopic system of hyperbolic differential equations describing this velocity jump process. Using a hyperbolic scaling of space and time, we obtain a single second-order hyperbolic equation for the population density, and using a parabolic scaling, we obtain the classical chemotaxis equation, wherein the chemotactic sensitivity is now a known function of parameters of the internal dynamics. Numerical simulations show that the solutions of the macroscopic equations agree very well with the results of Monte Carlo simulations of individual movement.
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1. Introduction. The ability to detect and respond to changes in the environment is a basic necessity for survival of all organisms, and as a result, a variety of mechanisms have evolved by which organisms sense their environment and respond to signals they detect. Often the response involves movement toward a more favorable environment or away from a noxious substance. The movement response can entail changing the speed of movement and the frequency of turning, which is called kinesis; it may involve directed movement, which is called taxis; or it may involve a combination of these. Taxes and kineses may be characterized as positive or negative, depending on whether they lead to accumulation at high or low points of the external stimulus that triggers the motion. A variety of both modes are known, and include responses to gradients of oxygen and other chemicals, gradients of adhesion to the substrate, and other effects. Both tactic and kinetic responses involve two major steps: (i) detection of the signal and (ii) transduction of the external signal into an internal signal that triggers the response. From the modeling and analysis standpoint, an important characteristic of both modes of response is whether or not the individual merely detects the signal or alters it as well, for example by amplifying it so as to relay the signal. When there is no significant alteration, the individual simply responds to the spatio-temporal distribution of the signal. However, when the individual produces

[^22]or degrades the signal, there is coupling between the local density of individuals and the intensity of the signal. This occurs, for example, when individuals aggregate in response to a signal from "organizers" and relay the signal as well.

In several systems, including the flagellated bacterium Escherichia coli and the amoeboid cell Dictyostelium discoideum, a detailed understanding of how extracellular signals are transduced into behavioral changes is emerging from experimental work, while at the macroscopic level a great deal is known about solutions of the classical chemotaxis equations. However, the chemotaxis equations to date have been based on phenomenological descriptions of how cells respond to signals, and at present there is little understanding of how microscopic properties translate into the macroscopic parameters. The motion of E. coli has been studied for forty years, and much is known about how they sense and process environmental signals. E. coli alternates two basic behavioral modes, a more or less linear motion, called a run, and a highly erratic motion, called tumbling, the purpose of which is to reorient the cell. During a run the bacteria move at approximately constant speed in the most recently chosen direction. Run times are typically much longer than the time spent tumbling, and when bacteria move in a favorable direction (i.e., either in the direction of foodstuffs or away from harmful substances) the run times are increased further. These bacteria are too small to detect spatial differences in the concentration of an attractant on the scale of a cell length, and during a tumble they simply choose a new direction essentially at random, although it has some bias in the direction of the preceding run [7, 4]. The effect of alternating these two modes of behavior, and in particular, of increasing the run length when moving in a favorable direction, is that a bacterium executes a threedimensional (3D) random walk with drift in a favorable direction when observed on a sufficiently long time scale $[4,25,5]$. Models for signal transduction and adaptation in this system are given in [40, 2, 28].

In the absence of external cues, many organisms use a random walk strategy to determine their pattern of movement. In this case the movement of organisms released at a point in a uniform environment can be described as an uncorrelated, unbiased random walk of noninteracting particles on a sufficiently long time scale. In an appropriate continuum limit the cell density $n$, measured in units of cells $/ \mathrm{L}^{N}$, where L denotes length and $N=1,2$, or 3 , satisfies the diffusion equation

$$
\begin{equation*}
\frac{\partial n}{\partial t}=D \Delta n \tag{1.1}
\end{equation*}
$$

Here the cell flux is given by $j=-D \nabla n$, and the simplest description of cell motion in the presence of an attractant or repellent is obtained by adding a directed component to the diffusive flux to obtain

$$
\begin{equation*}
j=-D \nabla n+n u_{c} \tag{1.2}
\end{equation*}
$$

where $u_{c}$ is the macroscopic chemotactic velocity. The taxis is positive or negative according to whether $u_{c}$ is parallel or antiparallel to the direction of increase of the chemotactic substance. The resulting evolution equation for $n$ is

$$
\begin{equation*}
\frac{\partial n}{\partial t}=\nabla \cdot\left(D \nabla n-n u_{c}\right) \tag{1.3}
\end{equation*}
$$

and this is called a chemotaxis equation. In a phenomenological approach one postulates a constitutive relation for the chemotactic velocity of the form

$$
\begin{equation*}
u_{c}=\chi(S) \nabla S \tag{1.4}
\end{equation*}
$$

where $S$ is the concentration of the chemotactic substance and the function $\chi(S)$ is called the chemotactic sensitivity. When $\chi>0$, the tactic component of the flux is in the direction of $\nabla S$ and the taxis is positive. With this postulate, (1.3) takes the form

$$
\begin{equation*}
\frac{\partial n}{\partial t}=\nabla \cdot(D \nabla n-n \chi(S) \nabla S) \tag{1.5}
\end{equation*}
$$

We call equations of this type classical chemotaxis equations, though frequently that term is used for a system of equations comprising (1.5) and a reaction-diffusion equation for the evolution of the signal substance. A recent review of the mathematical aspects of chemotaxis equations is given in [21].

A problem in using equations such as (1.5) to describe chemotaxis is how one justifies the constitutive assumption (1.4) and, in particular, how one incorporates microscopic responses of individual cells into the chemotactic sensitivity. A number of phenomenological approaches to the derivation of the chemotactic sensitivity or chemotactic velocity have been taken, including simply postulating the form in (1.4) [23, 33] or deriving the velocity directly in terms of forces exerted by the cell [35]. Other more fundamental approaches have also been used to relate the chemotactic velocity or sensitivity to a microscopic description of movement. In the first, one begins with a lattice walk or space jump process, either in discrete or continuous time, and postulates how the transition probabilities depend on the external signal. For a discrete time walk the chemotaxis equation is derived in the diffusion limit of this process, by letting the space step size $h$ and the time step $\delta t$ go to zero in such a way that the ratio $h^{2} / \delta t$ is a constant, namely $D$. A more general approach leads to a renewal equation, from which a partial differential equation is obtained by particular choices of the jump kernel and the waiting time distribution [29]. Another method, based on a continuous time reinforced random walk in which the walker modifies the transition probabilities of an interval for successive crossings, is developed in [31] for a single tactic substance.

A space jump process is suitable for certain organisms, but an alternative stochastic process that may be more appropriate for describing the motion of cells is called the velocity jump process [29]. In this process the velocity, rather than the spatial position, changes by random jumps at random instants of time. The governing evolution equation for the simplest version of this process is

$$
\begin{equation*}
\frac{\partial}{\partial t} p(x, v, t)+v \cdot \nabla p(x, v, t)=-\lambda p(x, v, t)+\lambda \int_{V} T\left(v, v^{\prime}\right) p\left(x, v^{\prime}, t\right) d v^{\prime} \tag{1.6}
\end{equation*}
$$

where $p(x, v, t)$ denotes the density of particles at spatial position $x \in \Omega \subset R^{N}$, moving with velocity $v \in V \subset R^{N}$ at time $t \geq 0$ [29]. Here $\lambda$ is the (constant) turning rate, and $1 / \lambda$ is a measure of the mean run length between velocity jumps. In general, the turning frequency $\lambda$ must depend on the extracellular signal, as transduced through the signal transduction network and the motility control system. The turning kernel $T\left(v, v^{\prime}\right)$ gives the probability of a velocity jump from $v^{\prime}$ to $v$ if a jump occurs, and implicit in the above formulation is the assumption that the choice of a new velocity is independent of the run length.

The forward equation (1.6) for a velocity jump process is similar to the Boltzmann equation, wherein the right-hand side is an integral operator that describes the collision of two particles, and is therefore quadratic in $p$ [11]. The kernel of the integral operator is specified by the dynamics, and it is well known that an appropriate
scaling of space and time leads at least formally from the Boltzmann equation to a diffusion process $[26,17]$. This also holds for transport equations and more general transport processes (see, e.g., $[18,34,36]$ ). The earliest derivation of the chemotactic sensitivity from a velocity jump process was done by Patlak [36], who used kinetic theory arguments to express $u_{c}$ in terms of averages of the velocities and run times of individual cells. Alt [1] significantly extended Patlak's approach to the analysis of taxis and his results have been applied to $E$. coli using a phenomenological description of signal transduction [12].

In $[19,30]$ the kinetic equation approach for deriving chemotactic equations was further developed using a kernel $T$ that may include an external bias. A general Perron-Frobenius property of the turning operator $\mathcal{T}$ defined by the right-hand side of (1.6) and a proper scaling of space and time lead to a Hilbert expansion of the longterm dynamics that produces a parabolic limiting equation. In certain cases there is no taxis, and the parabolic limit is anisotropic, in that the resulting equation for the macroscopic density,

$$
\begin{equation*}
n(x, t)=\int_{V} p(x, v, t) \mathrm{d} v \tag{1.7}
\end{equation*}
$$

is

$$
\begin{equation*}
\frac{\partial n}{\partial t}=\nabla \cdot D \nabla n \tag{1.8}
\end{equation*}
$$

where $D$ is an $N \times N$ nondiagonal matrix. Necessary and sufficient conditions under which the diffusion matrix $D$ reduces to a scalar times the identity were also obtained. In previous work the external bias enters the turning kernel and turning rate as an order $\varepsilon$ term [1, 30], and the perturbation analysis done in [30] shows that the chemotaxis equation is obtained only in this case. In the approach used in [30] an external bias of order one in the turning kernel can be admitted, but with suitable restrictions this leads to (1.8) rather than the chemotaxis equation in the diffusion limit.

The prototypical organisms whose motion can be described as a velocity jump process are the flagellated bacteria such as E. coli. A bacterium runs at a constant velocity for a random length of time, then tumbles for a random length of time, chooses a new direction at random, and repeats the cycle. When motion is restricted to one space dimension and the tumble phase is neglected, this leads to a telegraph process described by the hyperbolic system

$$
\begin{align*}
& \frac{\partial p^{+}}{\partial t}+s \frac{\partial p^{+}}{\partial x}=-\lambda p^{+}+\lambda p^{-} \\
& \frac{\partial p^{-}}{\partial t}-s \frac{\partial p^{-}}{\partial x}=\lambda p^{+}-\lambda p^{-} \tag{1.9}
\end{align*}
$$

where $p^{ \pm}(x, t)$ are the probabilities densities of particles that are at $(x, t)$ and are moving to the right $(+)$ and left $(-)$ and $s$ is the speed. This model was first analyzed by Goldstein [16], and subsequently by others [22, 27, 29]. It can be shown that if $\lambda$ is a constant, the system reduces to a damped wave equation called the telegraph equation for the total density $p \equiv p^{+}+p^{-}$, and on a finite domain with reflecting boundary conditions, solutions are asymptotically constant in space and time. Even if there is a fixed background signal and the turning rate depends on the signal but is
independent of the direction of travel, still there is no aggregation at extrema of the signal: all solutions are asymptotically constant [32].

It is not difficult to see formally that the turning rate for left-moving particles must be different from that for right-moving particles in order to produce a nonzero chemotactic velocity [32], and this has been analyzed in detail in [20]. However, at present there is little understanding of the interplay between the intracellular dynamical system that describes signal transduction and quantities such as the turning rate and turning kernel in a macroscopic, population-level description of motion. Our objective here is to develop a mathematical framework in which one can systematically extract information about population-level behavior for adapting walkers from microscopic models of individual behavior, and to apply it to a caricature of adapting intracellular dynamics. We use E. coli as a prototype system, but the methodology and the results apply more generally.

The paper is organized as follows. In the following section we briefly describe the signal transduction network in $E$. coli to motivate the simplified description used herein. Next we introduce the transport equations for systems with internal dynamics, which are the starting point for the derivation of the macroscopic limit. We derive the macroscopic moment equations (section 4), the modified version of the classical chemotaxis equation (section 6), and the classical chemotaxis equation (section 7). Finally, we show some illustrative numerical results, we apply our results to experiments with an exponential signal gradient, and we discuss generalizations of our approach. The extension of the results herein to higher space dimensions is done in [15].
2. Internal dynamics. E. coli have 4-6 flagella distributed uniformly over the cell surface and move by rotating them in a corkscrew-like manner [37, 41]. When rotated counterclockwise, the flagella coalesce into a propulsive bundle, resulting in a relatively straight "run" [8]. When rotated clockwise they fly apart, resulting in a "tumble" which reorients the cell but causes no significant change of location. The cell thus alternates between runs and reorienting tumbles. In the absence of stimuli, the bias or probability per unit time of a tumble $\left(P_{C W}\right)$ is essentially independent of when the last tumble occurred [41]. The mean run interval is about 1 sec in the absence of chemotaxis, the mean tumble interval is about 0.1 sec , and both are distributed exponentially [6]. A chemoeffector (attractant or repellent) alters the probabilities that the flagella will rotate in a given direction, thus changing the frequencies and duration of runs and tumbles. E. coli respond chemotactically to a variety of attractants and repellents over a wide range of concentrations [6]. A typical response, which we define as a measurable change in bias from baseline following a transient increase in the concentration of an attractant or a decrease in that of a repellent, is as follows. After a brief latency period there is an increase in $\mathrm{P}_{C C W}$ (probability per unit time of a run) above the baseline probability of approximately 0.64 [8]. This early response, which is typically rapid, constitutes the excitation, and it is followed by a period of relatively slow adaptation to the stimulus. Adaptation eventually returns the bias to baseline, allowing the cell to respond to further changes.

The magnitude of the change in bias in response to an exponentially increasing attractant concentration increases approximately linearly with the ramp rate [9]. Assuming equilibrium binding, the fraction of receptors occupied is $\theta=S /\left(K_{D}+S\right)$, where $S$ is the concentration and $K_{D}$ is the dissociation constant. Therefore $\dot{\theta}=$ $K_{D} S /\left(K_{D}+S\right)^{2} \cdot d \ln S / d t$, and if $S \sim K_{D}$, then $4 \dot{\theta} \sim d \ln S / d t$, which is the ramp rate. Thus the magnitude of the response is an approximately linear function of the rate of change in occupancy, which provides a superficial explanation of the observed


Fig. 2.1. Signaling components and pathways for E. coli chemotaxis. Chemoreceptors (MCPs) span the cytoplasmic membrane (hatched lines), with a ligand-binding domain on the outside and a catalytic domain on the cytoplasmic side. MCP complexes have two alternative signaling states. In the attractant-bound form, the receptor inhibits CheA autokinase activity; in the unliganded form, the receptor stimulates Che $A(A)$ activity. The overall flux of phosphoryl groups $P$ to CheB (B) and Che Y (Y) reflects the proportion of signaling complexes in the inhibited and stimulated states. Changes in attractant concentration shift this distribution, triggering a flagellar response. Adaptation occurs when the ensuing changes in the CheB phosphorylation state alter its methylesterase activity, producing a net change in the MCP methylation state that cancels the stimulus signal (cf. [42] for a review; figure reproduced from [40], with permission).
adaptation. Because of adaptation, the response is not directly dependent on the absolute concentration of chemoeffector [41], but instead the sensory system functions as a derivative detector.
E. coli is also extremely sensitive to small changes in chemoeffector levels. The cells can respond to slow exponential increases in attractant levels that correspond to rates of change in the fractional occupancy of chemoreceptors as small as $0.1 \%$ per second $[9,38]$. Thus a cell can respond even when there is only a small change in the receptor occupancy over a typical sampling period. High sensitivity is also seen when cells are subjected to small impulses or step increases in attractant concentration, though the evidence is mixed. Segall, Block, and Berg [38] report that a change in receptor occupancy of $0.42 \%$ elicits a $23 \%$ change in bias-a ratio, or gain, of 55 -but Khan et al. [24] report a maximum gain of only 6 .

The main features of the $E$. coli chemotaxis excitation and adaptation pathways are as follows [10] (see Figure 2.1). Chemical stimuli are detected by transmembrane receptors, which in turn generate cytoplasmic signals that control the flagellar motors. Aspartate, the attractant chemoeffector most commonly used in experiments, binds directly to the periplasmic domain of its transducer, Tar. This initiates a complicated sequence of biochemical steps, the net effect of which is to temporarily reduce the level of the motor control protein Che $\mathrm{Y}_{P}$ following an increase in attractant, thereby temporarily increasing $P_{C C W}=1-P_{C W}$ and increasing the fraction of time spent running as opposed to tumbling. Detailed models of this network are now available [40, 2, 28], and we refer the reader to the original literature. For our purposes we wish to abstract the essential features of the signal transduction and response processes.
2.1. Cartoon internal dynamics. The essential aspects that a simplified description must reproduce in order to make it useful for studying macroscopic phenomena are (i) it must exhibit excitation, which here means a change in bias in response to a stimulus, (ii) the bias must return to baseline levels (i.e., the response must adapt) on a time scale that is slow compared to excitation, and (iii) the signal transduction network should amplify signals appropriately. Let $y=\left(y_{1}, y_{2}, \ldots, y_{m}\right) \in \mathbb{R}^{m}$
denote the internal state variables, which can include the concentrations of receptors, proteins, etc., and let $S(x, t)=\left(S_{1}, S_{2}, \ldots, S_{M}\right) \in \mathbb{R}^{M}$ denote the signals in the environment. Then all current deterministic models of bacterial signal transduction pathways can be cast in the form of a system of ordinary differential equations that describe the evolution of the intracellular state, forced by the extracellular signal. Thus

$$
\begin{equation*}
\frac{\mathrm{d} y}{\mathrm{~d} t}=f(y, S) \tag{2.1}
\end{equation*}
$$

where $f: \mathbb{R}^{m} \times \mathbb{R}^{M} \rightarrow \mathbb{R}^{m}$ describes the particular model. The question is, given an accurate microscopic model, can we derive a macroscopic description, and can we use it to predict the effect on macroscopic behavior of changes in the microscopic parameters? At present this is very difficult to do with a full description of the internal dynamics for $E$. coli, which may involve 20 or more variables, and as a first step we use a simpler cartoon description of signal transduction that was developed in [32], which incorporates the essential features described above.

We describe the internal dynamics with two internal variables, i.e., $y \in Y \subset \mathbb{R}^{2}$, and we suppose that the internal state evolves according to the system of ordinary differential equations

$$
\begin{gather*}
\frac{\mathrm{d} y_{1}}{\mathrm{~d} t}=\frac{g(S(x, t))-\left(y_{1}+y_{2}\right)}{t_{e}}  \tag{2.2}\\
\frac{\mathrm{~d} y_{2}}{\mathrm{~d} t}=\frac{g(S(x, t))-y_{2}}{t_{a}} \tag{2.3}
\end{gather*}
$$

where $t_{e}$ and $t_{a}$ are constants, $x$ is the current position of a cell, $S: \mathbb{R}^{N} \times[0, \infty) \rightarrow$ $[0, \infty)$ is the concentration of the chemoattractant, and $g:[0, \infty) \rightarrow[0, \infty)$ models the first step of signal transduction. For any constant signal $S$ these equations have the property that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} y_{1}=0 \quad \text { and } \quad \lim _{t \rightarrow \infty} y_{2}=g(S) \tag{2.4}
\end{equation*}
$$

and therefore $y_{1}$ adapts perfectly to any constant stimulus. The time constants $t_{e}$ and $t_{a}$ are labeled in anticipation of using $y_{1}$ for the internal response and $y_{2}$ as the adaptation variable, and therefore we call $t_{e}$ and $t_{a}$ the excitation and adaptation time constants, respectively. In order to obtain the desired response, one must have $t_{e}<t_{a}$. In $E$. coli the excitation is much faster than adaptation, and we have $t_{e} \ll t_{a}$.

Since $y_{1}$ adapts perfectly, any continuous function $h: \mathbb{R} \rightarrow \mathbb{R}$ of $y_{1}$ can be used to model the response to changes in the extracellular signal, and the response will adapt; i.e., the steady state response will be independent of the magnitude of the stimulus $S$. In Figure 2.2 we compare the response of the cartoon model with the response predicted by a detailed model of the entire signal transduction pathway. It is clear that the cartoon model can capture the essential changes in the bias in E. coli using a suitable definition of the response. For the simplest velocity jump process in which tumbling is ignored, we identify the response with the turning frequency $\lambda(y)$. In a more detailed description in which the tumble phase is accounted for, one can relate the internal state more directly to experimental results on the switching frequency [13]. This will be done in section 9.1; here we use $\lambda(y) \equiv$ Response $=h\left(y_{1}\right)$. Moreover,


Fig. 2.2. (left) The computed change in bias in response to a step change in attractant for a complete signal transduction model [40]. (right) The graph of the response of the internal dynamics (2.2)-(2.3), given a step change of the signal. Here the response is defined as Response $=0.5+y_{1}$; moreover, $g=$ Identity, $t_{e}=0.01$, and $t_{a}=5$. The signal function is 0 in the time interval $[0,10]$, and the signal is equal to 0.3 in the time interval $[10,50]$.
for simplicity we will assume that $h$ is a linear function of $y_{1}$ (which is always true for small responses $y_{1}$ ); i.e., we suppose that

$$
\begin{equation*}
\lambda(y) \equiv \text { Response }=\lambda_{0}-b y_{1} \tag{2.5}
\end{equation*}
$$

where $\lambda_{0}$ is the basal turning frequency for a fully adapted cell and $b$ is a positive constant. The term $b y_{1}$ describes the change in the turning frequency in response to a signal, and the negative sign accounts for the fact that an increase of $y_{1}$ should produce a decrease in the turning rate.

The function $g$ in (2.2) and (2.3) describes the transduction of the signal, and a reasonable choice for this is to suppose that it depends on the fraction of receptors occupied, in which case

$$
g(S)=G\left(\frac{S}{K_{D}+S}\right)
$$

for some other function $G$, where $K_{D}$ is the dissociation constant for the attractant [9]. We shall assume in the derivation that $g=$ Identity, and that $t_{e}=0$ in (2.2). The results for a general function $g$ and $t_{e} \neq 0$ can be derived similarly, and we state them at the end of the corresponding sections (see (6.34), (7.12), etc.).

Whatever the choice of $g$, the formal solution to (2.2) and (2.3) can be obtained explicitly. However, because $x=x(t)$ is the cell position at time $t$ in a given external concentration field, the integration must be along the cell trajectory, which is a biased random walk. Hence, $S(x, t)$ is a stochastic input to the signal transduction system.
3. Individual behavior. We suppose that the extracellular signal is specified as $S(x, t)$, and for the present we neglect the time spent tumbling; the tumble phase is incorporated in section 9.1. Let $p(x, v, y, t)$ be the density function of bacteria in a $(2 N+m)$-dimensional phase space with coordinates $(x, v, y)$, where $x \in \mathbb{R}^{N}$ is the position of a cell, $v \in V \subset \mathbb{R}^{N}$ is its velocity, and $y \in Y \subset \mathbb{R}^{m}$ is its internal state, which evolves according to (2.1). Thus $p(x, v, y, t) \mathrm{d} x \mathrm{~d} v \mathrm{~d} y$ is the number of cells with position between $x$ and $x+\mathrm{d} x$, velocity between $v$ and $v+\mathrm{d} v$, and internal state
between $y$ and $y+\mathrm{d} y$. The evolution of $p$ is governed by the following transport equation:

$$
\begin{equation*}
\frac{\partial p}{\partial t}+\nabla_{x} \cdot v p+\nabla_{v} \cdot F p+\nabla_{y} \cdot f p=\mathcal{Q} \tag{3.1}
\end{equation*}
$$

where $F$ denotes the external force acting on the individuals and $\mathcal{Q}$ is the rate of change of $p$ due to reactions, random choices of velocity, collisions, etc. Here we ignore external forces and set $F \equiv 0$. Moreover, we assume that there is only one process represented in $\mathcal{Q}$ : that which generates the random velocity change, and we assume that the changes are the result of a Poisson process of intensity $\lambda(y)$. Then

$$
\mathcal{Q}=-\lambda(y) p(x, v, y, t)+\int_{V} \lambda(y) T\left(v, v^{\prime}, y\right) p\left(x, v^{\prime}, y, t\right) \mathrm{d} v^{\prime}
$$

where the kernel $T\left(v, v^{\prime}, y\right)$ gives the probability of a change in velocity from $v^{\prime}$ to $v$, given that a reorientation occurs. The kernel $T$ is nonnegative and satisfies the normalization condition $\int_{V} T\left(v, v^{\prime}, y\right) \mathrm{d} v=1$.

Consequently, the transport equation (3.1) takes the following form:

$$
\begin{equation*}
\frac{\partial p}{\partial t}+\nabla_{x} \cdot v p+\nabla_{y} \cdot f p=-\lambda(y) p+\int_{V} \lambda(y) T\left(v, v^{\prime}, y\right) p\left(x, v^{\prime}, y, t\right) \mathrm{d} v^{\prime} \tag{3.2}
\end{equation*}
$$

The objective of this paper is to derive a macroscopic description for chemotaxis from the microscopic model, i.e., an evolution equation for the macroscopic density of individuals

$$
\begin{equation*}
n(x, t)=\int_{Y} \int_{V} p(x, v, y, t) \mathrm{d} v \mathrm{~d} y \tag{3.3}
\end{equation*}
$$

Since we are primarily concerned with how the internal dynamics (2.1) influence the macroscopic behavior, we will only consider movement in one dimension. Considering 2 D and 3 D models does not alter the process of incorporating the internal dynamics into the macroscopic equations, but it does raise technical issues that will be discussed elsewhere [15]. Moreover, we assume that the speed is constant, and therefore we analyze the following generalization of the simple telegraph process described by (1.9): let $p^{ \pm}(x, y, t)$ be the density of the particles that are at $(x, t)$ with the internal state $y$ and are moving to the right $(+)$ or left $(-)$, and suppose that the internal state evolves according to the system of equations (2.1). Then $p^{ \pm}(x, y, t)$ satisfy the equations

$$
\begin{gather*}
\frac{\partial p^{+}}{\partial t}+s \frac{\partial p^{+}}{\partial x}+\sum_{i=1}^{m} \frac{\partial}{\partial y_{i}}\left[f_{i}(y, S) p^{+}\right]=\lambda(y)\left[-p^{+}+p^{-}\right]  \tag{3.4}\\
\frac{\partial p^{-}}{\partial t}-s \frac{\partial p^{-}}{\partial x}+\sum_{i=1}^{m} \frac{\partial}{\partial y_{i}}\left[f_{i}(y, S) p^{-}\right]=\lambda(y)\left[p^{+}-p^{-}\right] \tag{3.5}
\end{gather*}
$$

Written as a system, this takes the form

$$
\begin{align*}
& \frac{\partial}{\partial t}\binom{p^{+}}{p^{-}}+s\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \frac{\partial}{\partial x}\binom{p^{+}}{p^{-}}+\nabla_{y} \cdot\left[f(y, S)\binom{p^{+}}{p^{-}}\right] \\
& \quad=\lambda(y)\left(\begin{array}{cc}
-1 & 1 \\
1 & -1
\end{array}\right)\binom{p^{+}}{p^{-}} \tag{3.6}
\end{align*}
$$

This is a hyperbolic system in diagonal form that has two independent characteristics for $s>0$, and it is therefore strictly hyperbolic for $s>0$.

To analyze the system (3.4)-(3.5), we must specify the internal dynamics (2.1) and the turning rate $\lambda(y)$. Here we shall use the internal dynamics (2.2)-(2.3) and the turning rate given by (2.5). Moreover, for simplicity we suppose that the signal $S(x)$ is a time-independent scalar function, that $t_{e}=0$, and that $g=$ Identity. (The results for a general function $g$ and $t_{e} \neq 0$ can be derived similarly, and we state them at the end of the corresponding sections; see (6.34), (7.12), etc.) Then the internal dynamics and the response are given as follows:

$$
\begin{gather*}
\frac{\mathrm{d} y_{2}}{\mathrm{~d} t}=\frac{S(x)-y_{2}}{t_{a}}  \tag{3.7}\\
\lambda(y) \equiv \text { Response }=\lambda_{0}-b\left(S(x)-y_{2}\right) . \tag{3.8}
\end{gather*}
$$

It is convenient to define the new internal state variable $z_{2}$ as

$$
\begin{equation*}
z_{2}=y_{2}-S(x) \tag{3.9}
\end{equation*}
$$

and then

$$
\begin{equation*}
\frac{\mathrm{d} z_{2}}{\mathrm{~d} t}=\frac{S(x)-y_{2}}{t_{a}}-S^{\prime}(x) \frac{\mathrm{d} x}{\mathrm{~d} t}=-\frac{z_{2}}{t_{a}} \mp S^{\prime}(x) s \tag{3.10}
\end{equation*}
$$

where the sign of the last term is determined by the sign of the velocity of the particle. Moreover,

$$
\begin{equation*}
\lambda\left(z_{2}\right) \equiv \lambda(y)=\lambda_{0}-b\left(S(x)-y_{2}\right)=\lambda_{0}+b z_{2} \tag{3.11}
\end{equation*}
$$

Later we will make use of an estimate on the internal state derived in the following lemma, and to avoid repetition, we introduce the following definition. Suppose that the cell moves in one dimension according to a velocity jump process with internal dynamics, and that the internal state $z_{2}$ of the cell evolves according to (3.10). We call this the standard process.

Lemma 3.1. Suppose that the cells execute the standard process, and suppose that

$$
\left|S^{\prime}(x)\right| \leq K \text { for } x \in \mathbb{R} \quad \text { and } \quad\left|z_{2}(0)\right| \leq s t_{a} K
$$

Then we have

$$
\left|z_{2}(t)\right| \leq s t_{a} K \text { for } t \geq 0
$$

Proof. If $z_{2}(t)=-s t_{a} K$, then the estimate $\left|S^{\prime}(x)\right| \leq K$ implies $\frac{\mathrm{d} z_{2}}{\mathrm{~d} t} \geq 0$. Similarly, if $z_{2}(t)=s t_{a} K$, then the estimate $\left|S^{\prime}(x)\right| \leq K$ implies $\frac{\mathrm{d} z_{2}}{\mathrm{~d} t} \leq 0$. As $\left|z_{2}(0)\right| \leq s t_{a} K$, we have $\left|z_{2}(t)\right| \leq s t_{a} K$ for all $t \geq 0$.

For a physically reasonable model we must ensure that the turning rate $\lambda\left(z_{2}\right)$ is always nonnegative, and for this we introduce the following standing hypothesis:

$$
\begin{equation*}
\text { Assume that } \quad\left|S^{\prime}(x)\right| \leq \bar{C}, \quad \text { where } \bar{C} \text { is given by } \quad \bar{C}=\frac{\lambda_{0}}{b s t_{a}} \tag{3.12}
\end{equation*}
$$

Given (3.12), we have the following lemma.

Lemma 3.2. Suppose that the cells execute the standard process and that (3.12) is satisfied. Suppose that initially $\lambda\left(z_{2}(0)\right) \geq 0$. Then we have

$$
\lambda\left(z_{2}(t)\right) \geq 0 \quad \text { for all } t \geq 0
$$

Proof. The linear turning rate (3.11) is nonnegative if and only if $z_{2} \geq-\frac{\lambda_{0}}{b}$. As $\lambda\left(z_{2}(0)\right) \geq 0$, we have $z_{2}(0) \geq-\frac{\lambda_{0}}{b}$. Then Lemma 3.1 implies that $z_{2}(t) \geq-\frac{\lambda_{0}}{b}$ for $t \geq 0$. Consequently, the turning rate $\lambda(y)$ is nonnegative for all $t \geq 0$.

In view of the preceding assumptions and simplifications, the evolution equations (3.4)-(3.5) for the densities $p^{ \pm}\left(x, z_{2}, t\right)$ can be written as

$$
\begin{align*}
& \frac{\partial p^{+}}{\partial t}+s \frac{\partial p^{+}}{\partial x}+\frac{\partial}{\partial z_{2}}\left[\left(-\frac{z_{2}}{t_{a}}-s S^{\prime}(x)\right) p^{+}\right]=\left(\lambda_{0}+b z_{2}\right)\left[-p^{+}+p^{-}\right]  \tag{3.13}\\
& \frac{\partial p^{-}}{\partial t}-s \frac{\partial p^{-}}{\partial x}+\frac{\partial}{\partial z_{2}}\left[\left(-\frac{z_{2}}{t_{a}}+s S^{\prime}(x)\right) p^{-}\right]=\left(\lambda_{0}+b z_{2}\right)\left[p^{+}-p^{-}\right] \tag{3.14}
\end{align*}
$$

In the following sections we use (3.13)-(3.14) to derive macroscopic equations. First, however, we address the question of existence and nonnegativity of the densities $p^{ \pm}\left(x, z_{2}, t\right)$. In the following lemma we establish these properties for the general system (3.4)-(3.5), and this implies the result for (3.13)-(3.14).

LEMMA 3.3. Suppose that $f \in C^{1}\left(\mathbb{R}^{m} \times \mathbb{R}^{M}\right)$, and let $S: \mathbb{R} \times[0, \infty) \rightarrow \mathbb{R}^{M}$ be continuous. Moreover, suppose that $\lambda(y)$ in (3.4)-(3.5) is always nonnegative, and that $p_{0}^{+}: \mathbb{R}^{m+1} \rightarrow[0, \infty)$ and $p_{0}^{-}: \mathbb{R}^{m+1} \rightarrow[0, \infty)$ are given nonnegative compactly supported $C^{1}$-functions. Then there exists a domain $Q \subset \mathbb{R}^{m+1} \times[0, \infty)$ containing the entire plane $t=0$ such that the system of equations (3.4)-(3.5) with initial conditions $p^{ \pm}(x, y, 0)=p_{0}^{ \pm}(x, y)$ has a unique $C^{1}$-solution in $Q$. Moreover, the functions $p^{ \pm}$are nonnegative wherever they are defined.

Proof. As remarked earlier, the general system (3.6) has two independent characteristics, and this applies to (3.4)-(3.5) as well. Consequently, we can apply the modified implicit function theorem to show local existence of a unique classical solution (see [3, section 2.4.4]). To prove nonnegativity, let us consider that the solution is NOT nonnegative and define

$$
t^{0}=\inf \left\{\tau: \text { there exists }(x, y) \text { such that } p^{+}(x, y, \tau)<0 \text { or } p^{-}(x, y, \tau)<0\right\}
$$

i.e., $t^{0}$ is the last time for which the nonnegativity of solutions is satisfied. In particular, we have $p^{ \pm}\left(\cdot, \cdot, t^{0}\right) \geq 0$.

Let $\chi_{x, y, t^{0}}^{+}(\tau)$ be a characteristic through the point $\left(x, y, t^{0}\right)$ for (3.4), and let $\chi_{x, y, t^{0}}^{-}(\tau)$ be a characteristic through the point $\left(x, y, t^{0}\right)$ for (3.5). Thus $\chi_{x, y, t^{0}}^{ \pm}(\tau)$ are curves in the $(m+2)$-dimensional ( $x, y, t$ )-space along which (3.4)-(3.5) read as

$$
\begin{equation*}
\frac{d}{d \tau} p^{+}\left(\chi_{x, y, t^{0}}^{+}(\tau)\right)=-c\left(\chi_{x, y, t^{0}}^{+}(\tau)\right) p^{+}\left(\chi_{x, y, t^{0}}^{+}(\tau)\right)+\lambda\left(\chi_{x, y, t^{0}}^{+}(\tau)\right) p^{-}\left(\chi_{x, y, t^{0}}^{+}(\tau)\right) \tag{3.15}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d}{d \tau} p^{-}\left(\chi_{x, y, t^{0}}^{-}(\tau)\right)=\lambda\left(\chi_{x, y, t^{0}}^{-}(\tau)\right) p^{+}\left(\chi_{x, y, t^{0}}^{-}(\tau)\right)-c\left(\chi_{x, y, t^{0}}^{-}(\tau)\right) p^{-}\left(\chi_{x, y, t^{0}}^{-}(\tau)\right) \tag{3.16}
\end{equation*}
$$

wherein

$$
c(x, y, t)=\lambda(y)+\sum_{i=1}^{m} \frac{\partial f_{i}(y, S(x, t))}{\partial y_{i}}
$$

Let us suppose that $p^{+}\left(x, y, t^{0}\right)=0$. Then (3.15) implies (using $\tau=t^{0}, \lambda(y) \geq 0$ and $\left.p^{-}\left(x, y, t^{0}\right) \geq 0\right)$

$$
\begin{equation*}
\frac{d}{d \tau} p^{+}\left(x, y, t^{0}\right) \geq 0 \tag{3.17}
\end{equation*}
$$

Similarly, if $p^{-}\left(x, y, t^{0}\right)=0$, then (3.16) gives $\frac{d}{d \tau} p^{-}\left(x, y, t^{0}\right) \geq 0$. Consequently, there exists a constant $c>0$ such that the solutions $p^{ \pm}$are nonnegative in the time interval $\left[t^{0}, t^{0}+c\right)$. This is a contradiction with the choice of $t^{0}$.
4. Moment equations. The next step is to derive evolution equations for macroscopic variables from the simplified system (3.13)-(3.14). Since there are only two velocities and one internal state variable, the density $n(x, t)$ is given by (cf. (3.3))

$$
\begin{equation*}
n(x, t)=\int_{\mathbb{R}} p^{+}\left(x, z_{2}, t\right)+p^{-}\left(x, z_{2}, t\right) \mathrm{d} z_{2} \tag{4.1}
\end{equation*}
$$

The objective is to derive an evolution equation involving only $n$, if possible. For this purpose define $\mathcal{N}=p^{+}\left(x, z_{2}, t\right)+p^{-}\left(x, z_{2}, t\right)$ and $\mathcal{J}=s\left(p^{+}\left(x, z_{2}, t\right)-p^{-}\left(x, z_{2}, t\right)\right)$; the former is the microscopic particle density, obtained by integrating $p$ over $v$, while the latter is a microscopic flux obtained similarly. In this notation, (4.1) can be written

$$
\begin{equation*}
n(x, t)=\int_{\mathbb{R}} \mathcal{N}\left(x, z_{2}, t\right) \mathrm{d} z_{2} \tag{4.2}
\end{equation*}
$$

and we define the additional moments

$$
\begin{align*}
& j(x, t)=\int_{\mathbb{R}} \mathcal{J}\left(x, z_{2}, t\right) \mathrm{d} z_{2}  \tag{4.3}\\
& n_{1}(x, t)=\int_{\mathbb{R}} z_{2} \mathcal{N}\left(x, z_{2}, t\right) \mathrm{d} z_{2}  \tag{4.4}\\
& j_{1}(x, t)=\int_{\mathbb{R}} z_{2} \mathcal{J}\left(x, z_{2}, t\right) \mathrm{d} z_{2} \tag{4.5}
\end{align*}
$$

and

$$
\begin{equation*}
j_{2}(x, t)=\int_{\mathbb{R}}\left(z_{2}\right)^{2} \mathcal{J}\left(x, z_{2}, t\right) \mathrm{d} z_{2} \tag{4.6}
\end{equation*}
$$

The quantity $j$ is the macroscopic particle flux, $n_{1}$ and $j_{1}$ are first moments with respect to the slow component of the internal state of the microscopic density and flux, respectively, and $j_{2}$ is the second moment of the microscopic flux with respect to the slow component of the internal state. All moments with respect to $z_{2}$ are well defined by virtue of Lemma 3.1 and the standing assumption (3.12), which implies that $p$ vanishes identically outside some sufficiently large interval in $\left|z_{2}\right|$.

Next, by multiplying (3.13) and (3.14) by 1 or $z_{2}$, integrating with respect to $z_{2}$, and adding or subtracting the resulting equations, we obtain the following four moment equations:

$$
\begin{align*}
\frac{\partial n}{\partial t}+\frac{\partial j}{\partial x} & =0  \tag{4.7}\\
\frac{\partial j}{\partial t}+s^{2} \frac{\partial n}{\partial x} & =-2 \lambda_{0} j-2 b j_{1}  \tag{4.8}\\
\frac{\partial n_{1}}{\partial t}+\frac{\partial j_{1}}{\partial x} & =-S^{\prime}(x) j-\frac{1}{t_{a}} n_{1}  \tag{4.9}\\
\frac{\partial j_{1}}{\partial t}+s^{2} \frac{\partial n_{1}}{\partial x} & =-s^{2} S^{\prime}(x) n-\left(2 \lambda_{0}+\frac{1}{t_{a}}\right) j_{1}-2 b j_{2} \tag{4.10}
\end{align*}
$$

We see that the moment equations for a density-flux pair introduce a higher-order flux via the change in turning rate, as measured by $b$. If $S(x)$ is constant, the effect of the signal disappears and the second pair is uncoupled from the first. In section 6 we rescale the variables and then close the system of four moment equations with the assumption that

$$
\begin{equation*}
j_{2}=0 \tag{4.11}
\end{equation*}
$$

i.e., we simply neglect the second-order flux. The moment closure (4.11) will be rigorously justified in the case of shallow gradients of the signal. The moment closures for arbitrary signal functions will be discussed in section 9.2.

Of course one can ask what a lower-order closure (i.e., the closure assumption on $j_{1}$ ) leads to, and it is easy to see that if we assume that $j_{1}=0$, we obtain the telegraph equation

$$
\begin{equation*}
\frac{1}{2 \lambda_{0}} \frac{\partial^{2} n}{\partial t^{2}}+\frac{\partial n}{\partial t}=\frac{s^{2}}{2 \lambda_{0}} \frac{\partial^{2} n}{\partial x^{2}} \tag{4.12}
\end{equation*}
$$

Since the external signal $S$ is completely absent from this equation, this approximation is not suitable for studying the dependence of $n$ on the signal. Clearly (4.12) applies if there is no effect of the signal on the turning rate, and in this case there can be no taxis.

From (4.7)-(4.10) we can derive evolution equations for various statistics of the motion that give insight into the asymptotics of solutions of the system of moment equations. These are derived in the following section.
5. Evolution of certain statistics of the motion. We denote by $n_{0}$ the total number of particles in the domain. This is a conserved quantity and is given by

$$
n_{0}=\int_{\mathbb{R}} n(x, t) \mathrm{d} x
$$

The mean position of the particles $\langle x\rangle(t)$ and the mean square displacement $\left\langle x^{2}\right\rangle(t)$ are given by

$$
\begin{equation*}
\langle x\rangle(t)=\frac{1}{n_{0}} \int_{\mathbb{R}} x n(x, t) \mathrm{d} x, \quad\left\langle x^{2}\right\rangle(t)=\frac{1}{n_{0}} \int_{\mathbb{R}}(x-\langle x\rangle)^{2} n(x, t) \mathrm{d} x . \tag{5.1}
\end{equation*}
$$

We define the spatial moments of $j, j_{1}$, and $j_{2}$ as follows:

$$
j^{0}=\int_{\mathbb{R}} j(x, t) \mathrm{d} x, \quad j^{x}=\int_{\mathbb{R}} x j(x, t) \mathrm{d} x, \quad j_{1}^{0}=\int_{\mathbb{R}} j_{1}(x, t) \mathrm{d} x, \quad j_{2}^{0}=\int_{\mathbb{R}} j_{2}(x, t) \mathrm{d} x
$$

Then, multiplying (4.7) by $x$ and by $(x-\langle x\rangle(t))^{2}$, and integrating the resulting equations with respect to $x$, we find that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\langle x\rangle=\frac{j^{0}}{n_{0}} \quad \text { and } \quad \frac{\mathrm{d}}{\mathrm{~d} t}\left\langle x^{2}\right\rangle=\frac{2 j^{x}-2\langle x\rangle j^{0}}{n_{0}} \tag{5.2}
\end{equation*}
$$

Integrating (4.8) and (4.10) with respect to $x$, we obtain the evolution equations for $j^{0}$ and $j_{1}^{0}$ :

$$
\begin{gather*}
\frac{\mathrm{d}}{\mathrm{~d} t} j^{0}=-2 \lambda_{0} j^{0}-2 b j_{1}^{0}  \tag{5.3}\\
\frac{\mathrm{~d}}{\mathrm{~d} t} j_{1}^{0}=-s^{2} \int_{\mathbb{R}} S^{\prime}(x) n(x, t) \mathrm{d} x-\left(2 \lambda_{0}+\frac{1}{t_{a}}\right) j_{1}^{0}-2 b j_{2}^{0} \tag{5.4}
\end{gather*}
$$

We can solve (5.3)-(5.4) explicitly for $j^{0}$ as a function of the quantities $\int_{\mathbb{R}} S^{\prime}(x) n(x, t) \mathrm{d} x$ and $j_{2}^{0}$. Then the evolution equation (5.2) for $\langle x\rangle$ reads

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}\langle x\rangle=\frac{e^{-2 \lambda_{0} t}}{n_{0}}\left[j^{0}(0)+\right. & \int_{0}^{t} e^{t^{\prime} / t_{a}} 2 b\left(-j_{1}^{0}(0)\right. \\
& \left.\left.+\int_{0}^{t^{\prime}} e^{2 \lambda_{0} t^{\prime \prime}+t^{\prime \prime} / t_{a}}\left\{s^{2} \int_{\mathbb{R}} S^{\prime}(x) n(x, t) \mathrm{d} x+2 b j_{2}^{0}\right\} \mathrm{d} t^{\prime \prime}\right) \mathrm{d} t^{\prime}\right]
\end{aligned}
$$

Thus the mean displacement is driven by the flux $j^{0}$, which is in turn forced by the projection of the local density onto the gradient, as given by the integral term in $S^{\prime}$, as well as by the higher-order flux $j_{2}^{0}$. From the foregoing one can conclude that if $\langle x\rangle$ tends to a constant as $t \rightarrow \infty$, then the total flux $j^{0}$ must vanish as $t \rightarrow \infty$, and this in turn requires that the term $s^{2} \int_{\mathbb{R}} S^{\prime}(x) n(x, t) \mathrm{d} x+2 b j_{2}^{0}$ must tend to zero. Thus this is a necessary, but not sufficient, condition for steady patterns. Similarly, one can derive the system of evolution equations for the mean square displacement.

In order to gain further insight into the evolution of the statistics of motion, let us suppose that

$$
S^{\prime}(x)=C=\text { constant } \quad \text { and } \quad j_{2}=0
$$

To derive equations for the mean position $\langle x\rangle$ and the mean square displacement $\left\langle x^{2}\right\rangle$ under this restriction we introduce some additional moments

$$
n_{1}^{0}=\int_{\mathbb{R}} n_{1}(x, t) \mathrm{d} x, \quad n_{1}^{x}=\int_{\mathbb{R}} x n_{1}(x, t) \mathrm{d} x, \quad \text { and } \quad j_{1}^{x}=\int_{\mathbb{R}} x j_{1}(x, t) \mathrm{d} x
$$

Then, integrating (4.8), (4.9), and (4.10) with respect to $x$, we obtain the system

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\begin{array}{c}
j^{0}  \tag{5.5}\\
n_{1}^{0} \\
j_{1}^{0}
\end{array}\right)=\left(\begin{array}{ccc}
-2 \lambda_{0} & 0 & -2 b \\
-C & -\frac{1}{t_{a}} & 0 \\
0 & 0 & -\left(2 \lambda_{0}+\frac{1}{t_{a}}\right)
\end{array}\right)\left(\begin{array}{c}
j^{0} \\
n_{1}^{0} \\
j_{1}^{0}
\end{array}\right)+\left(\begin{array}{c}
0 \\
0 \\
-s^{2} C n_{0}
\end{array}\right)
$$

Similarly, multiplying (4.8), (4.9), and (4.10) by $x$ and integrating with respect to $x$, we obtain

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\begin{array}{c}
j^{x}  \tag{5.6}\\
n_{1}^{x} \\
j_{1}^{x}
\end{array}\right)=\left(\begin{array}{ccc}
-2 \lambda_{0} & 0 & -2 b \\
-C & -\frac{1}{t_{a}} & 0 \\
0 & 0 & -\left(2 \lambda_{0}+\frac{1}{t_{a}}\right)
\end{array}\right)\left(\begin{array}{c}
j^{x} \\
n_{1}^{x} \\
j_{1}^{x}
\end{array}\right)+\left(\begin{array}{c}
s^{2} n_{0} \\
j_{1}^{0} \\
s^{2} n_{1}^{0}-s^{2} C\langle x\rangle n_{0}
\end{array}\right)
$$

Together (5.5) and (5.6) form a system of six linear nonhomogeneous equations. The eigenvalues of the matrix of this $6 \times 6$ system, which has the $3 \times 3$ blocks of the separate system along the diagonal, are in fact just the diagonal entries, and are therefore real and negative. Since $n_{0}$ is constant, it follows that the system has a unique stable steady state given by

$$
j^{0}=\frac{b s^{2} C t_{a}}{\lambda_{0}+2 \lambda_{0}^{2} t_{a}} n_{0} \quad \text { and } \quad 2 j^{x}-2\langle x\rangle j^{0}=\left(\frac{s^{2}}{\lambda_{0}}+\frac{2 b^{2} s^{4} C^{2} t_{a}^{3}}{\left(\lambda_{0}+2 \lambda_{0}^{2} t_{a}\right)^{2}}\right) n_{0}
$$

Thus, (5.2) implies that, asymptotically for $t \rightarrow \infty$, we have

$$
\begin{equation*}
\langle x\rangle(t)=\frac{b s^{2} C t_{a}}{\lambda_{0}+2 \lambda_{0}^{2} t_{a}} t \quad \text { and } \quad\left\langle x^{2}\right\rangle(t)=\left(\frac{s^{2}}{\lambda_{0}}+\frac{2 b^{2} s^{4} C^{2} t_{a}^{3}}{\left(\lambda_{0}+2 \lambda_{0}^{2} t_{a}\right)^{2}}\right) t \tag{5.7}
\end{equation*}
$$

The second of these shows that when the gradient $S^{\prime}(x)=C$, the standard process is asymptotically a diffusion process with diffusion constant

$$
\begin{equation*}
D=\frac{s^{2}}{2 \lambda_{0}}+\frac{b^{2} s^{4} C^{2} t_{a}^{3}}{\left(\lambda_{0}+2 \lambda_{0}^{2} t_{a}\right)^{2}} \tag{5.8}
\end{equation*}
$$

Later, using the scaling in (6.8), we will see that the second term in (5.8) is smaller than the first, and thus in (5.8) $D \sim s^{2} / 2 \lambda_{0}$.
6. The hyperbolic scaling and derivation of a hyperbolic chemotaxis equation. The macroscopic equations for $n$ and $j$ that can be obtained from the moment equations depend on the time and space scales of interest. In this section we use a hyperbolic scaling of space and time, which can capture the initial time evolution of the system. Using this scaling, we give a heuristic derivation of a hyperbolic version of the classical chemotaxis equation. Moreover, we also give an alternate random walk interpretation to the derived hyperbolic chemotaxis equation in section 6.1. In section 7 , we use a parabolic scaling valid for large times, which leads to the classical chemotaxis equation. This equation is also a parabolic limit of the hyperbolic chemotaxis equation derived here in cases where the signal is fixed. When the signal itself evolves in time, this need not be true.

Let $L, T$, and $s_{0}$ be scale factors for the length, time, and velocity, respectively; let $N_{0}$ be a scale factor for the particle density; and define the dimensionless variables

$$
\begin{align*}
& \hat{x}=\frac{x}{L}, \quad \hat{t}=\frac{t}{T}, \quad \hat{n}=\frac{n}{N_{0}}, \quad \hat{j}=\frac{j}{N_{0} s_{0}} \\
& \hat{n}_{1}=\frac{n_{1}}{N_{0}}, \quad \hat{j}_{1}=\frac{j_{1}}{N_{0} s_{0}}, \quad \text { and } \quad \hat{j}_{2}=\frac{j_{2}}{N_{0} s_{0}} \tag{6.1}
\end{align*}
$$

Then the moment equations (4.7)-(4.10) can be written in the dimensionless form

$$
\begin{align*}
\frac{\partial \hat{n}}{\partial \hat{t}}+\varepsilon \frac{\partial \hat{j}}{\partial \hat{x}} & =0  \tag{6.2}\\
\frac{\partial \hat{j}}{\partial \hat{t}}+\varepsilon \hat{s}^{2} \frac{\partial \hat{n}}{\partial \hat{x}} & =-2 \hat{\lambda}_{0} \hat{j}-2 \hat{b} \hat{j}_{1}  \tag{6.3}\\
\frac{\partial \hat{n}_{1}}{\partial \hat{t}}+\varepsilon \frac{\partial \hat{j}_{1}}{\partial \hat{x}} & =-\varepsilon \hat{S}^{\prime}(\hat{x}) \hat{j}-\frac{1}{\hat{t}_{a}} \hat{n}_{1}  \tag{6.4}\\
\frac{\partial \hat{j}_{1}}{\partial \hat{t}}+\varepsilon \hat{s}^{2} \frac{\partial \hat{n}_{1}}{\partial \hat{x}} & =-\varepsilon \hat{s}^{2} \hat{S}^{\prime}(\hat{x}) \hat{n}-\left(2 \hat{\lambda}_{0}+\frac{1}{\hat{t}_{a}}\right) \hat{j}_{1}-2 \hat{b} \hat{j}_{2} \tag{6.5}
\end{align*}
$$

where

$$
\begin{equation*}
\varepsilon \equiv\left(\frac{s_{0} T}{L}\right), \quad \hat{s} \equiv \frac{s}{s_{0}}, \quad \hat{\lambda}_{0} \equiv \lambda_{0} T, \quad \hat{b} \equiv b T, \quad \hat{t}_{a} \equiv \frac{t_{a}}{T}, \quad \text { and } \quad \hat{S}^{\prime}(\hat{x}) \equiv L S^{\prime}(x) \tag{6.6}
\end{equation*}
$$

In order to derive the macroscopic equations, we have to specify $L, T$, and $s_{0}$ and estimate the dimensionless parameters. The typical space scale of macroscopic experiments is several millimeters or centimeters, a typical speed of bacterium is $s=10-$ $20 \mu \mathrm{~m} / \mathrm{sec}$, and a characteristic time scale depends on our interests. Here, we choose

$$
\begin{equation*}
T=1 \mathrm{sec}, \quad L=1 \mathrm{~mm}, \quad \text { and } \quad s_{0}=10 \mu \mathrm{~m} / \mathrm{sec} \tag{6.7}
\end{equation*}
$$

i.e., we use a time scale that is of the same order as the mean time between directional changes, since this characterizes the initial evolution. Assuming that the adaptation time and the bias are also of the same order as the mean run time, we get

$$
\begin{equation*}
\varepsilon \approx 10^{-2} \quad \text { and } \quad \hat{s} \sim \hat{\lambda}_{0} \sim \hat{b} \sim \hat{t}_{a} \sim \mathcal{O}(1) \tag{6.8}
\end{equation*}
$$

Using an approximation given later, this scaling will lead to a hyperbolic chemotaxis equation. For simplicity, we drop the hats on $x, t, s, \lambda_{0}, b, t_{a}, S$ and the hats on moments, and use the same symbols for the dimensionless variables. Then the moment equations (6.2)-(6.5) read as follows:

$$
\begin{align*}
\frac{\partial n}{\partial t}+\varepsilon \frac{\partial j}{\partial x} & =0  \tag{6.9}\\
\frac{\partial j}{\partial t}+\varepsilon s^{2} \frac{\partial n}{\partial x} & =-2 \lambda_{0} j-2 b j_{1}  \tag{6.10}\\
\frac{\partial n_{1}}{\partial t}+\varepsilon \frac{\partial j_{1}}{\partial x} & =-\varepsilon S^{\prime}(x) j-\frac{1}{t_{a}} n_{1}  \tag{6.11}\\
\frac{\partial j_{1}}{\partial t}+\varepsilon s^{2} \frac{\partial n_{1}}{\partial x} & =-\varepsilon s^{2} S^{\prime}(x) n-\left(2 \lambda_{0}+\frac{1}{t_{a}}\right) j_{1}-2 b j_{2} \tag{6.12}
\end{align*}
$$

In order to close this system we have to specify

$$
\begin{equation*}
j_{2}=\mathcal{F}\left(n, j, n_{1}, j_{1}\right) \tag{6.13}
\end{equation*}
$$

where the functional $\mathcal{F}$ is to be determined. To do that, we first rewrite our standing assumption (3.12) using hyperbolic scaling (6.7)-(6.8). We denote the dimensionless constant $\bar{C}$ again as $\bar{C}$ for simplicity, and then (3.12) for the dimensionless signal gradient reads as follows:

$$
\begin{equation*}
\left|S^{\prime}(x)\right| \leq \bar{C}, \quad \text { where } \quad \bar{C} \sim \mathcal{O}\left(\frac{1}{\varepsilon}\right) \tag{6.14}
\end{equation*}
$$

Thus the maximal possible gradient that satisfies (3.12) is $\mathcal{O}(1 / \varepsilon)$ on the hyperbolic scale. In other words, the restriction on the gradients that guarantees positivity of the turning rate is very weak, and we strengthen it as follows.

Definition 6.1. We call the signal gradient shallow on the hyperbolic scale if

$$
\begin{equation*}
\left|S^{\prime}(x)\right| \leq \bar{K}, \quad \text { where } \quad \bar{K} \sim \mathcal{O}(1) \tag{6.15}
\end{equation*}
$$

In the following, we investigate the case of shallow gradients, and to do that, we have to estimate the moments in (6.9)-(6.12).

Lemma 6.2. Suppose that the signal gradient is shallow. Then the moments in (6.9)-(6.12) can be estimated as follows:

$$
\begin{equation*}
\frac{j}{n} \leq K_{1}, \quad \frac{n_{1}}{n} \leq \varepsilon K_{2}, \quad \frac{j_{1}}{n} \leq \varepsilon K_{3}, \quad \frac{j_{2}}{n} \leq \varepsilon^{2} K_{4} \tag{6.16}
\end{equation*}
$$

where the constants $K_{1}, K_{2}, K_{3}$, and $K_{4}$ are $\mathcal{O}(1)$.
Proof. We use (4.6) rescaled by (6.1), (6.6), the nonnegativity of $p^{ \pm}$, Lemma 3.1, (4.1), and (6.8) to estimate

$$
\begin{aligned}
j_{2} & =\frac{s}{N_{0}} \int_{\mathbb{R}}\left(z_{2}\right)^{2}\left[p^{+}\left(x, z_{2}, t\right)-p^{-}\left(x, z_{2}, t\right)\right] \mathrm{d} z_{2} \\
& \leq \frac{s}{N_{0}} \int_{\mathbb{R}}\left(z_{2}\right)^{2}\left[p^{+}\left(x, z_{2}, t\right)+p^{-}\left(x, z_{2}, t\right)\right] \mathrm{d} z_{2} \\
& \leq \varepsilon^{2}\left(\bar{K} s t_{a}\right)^{2} \frac{s}{N_{0}} \int_{\mathbb{R}}\left[p^{+}\left(x, z_{2}, t\right)+p^{-}\left(x, z_{2}, t\right)\right] \mathrm{d} z_{2}=\varepsilon^{2}\left(\bar{K} t_{a}\right)^{2} s^{3} n=\varepsilon^{2} K_{4} n
\end{aligned}
$$

where $K_{4} \sim \mathcal{O}(1)$. This proves the last inequality in (6.16), and the proof of the other inequalities is similar.

Therefore the term $2 b j_{2}$ in equation (6.12) is $\mathcal{O}\left(\varepsilon^{2}\right)$ when the gradient is shallow, and we can close the moment equations (6.9)-(6.12) with the moment closure assumption

$$
\begin{equation*}
j_{2}=0 \tag{6.17}
\end{equation*}
$$

This will introduce the error of order $\mathcal{O}\left(\varepsilon^{2}\right)$ into (6.12). The corresponding orders of the remaining moments are given in Lemma 6.2.

Next we show that one can obtain a hyperbolic chemotaxis equation for $n$, provided a certain assumption on the decay of modes holds. To do that, we write the system (6.9)-(6.12) in the matrix form

$$
\begin{equation*}
\frac{\partial v}{\partial t}+\varepsilon \frac{\partial}{\partial x}(A v)=B(x, \varepsilon) v+r \tag{6.18}
\end{equation*}
$$

where

$$
v=\left(\begin{array}{c}
n  \tag{6.19}\\
j \\
n_{1} \\
j_{1}
\end{array}\right), \quad A=\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
s^{2} & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & s^{2} & 0
\end{array}\right), \quad r=\left(\begin{array}{c}
0 \\
0 \\
0 \\
-2 b j_{2}
\end{array}\right)
$$

and

$$
B(x, \varepsilon)=\left(\begin{array}{cccc}
0 & 0 & 0 & 0  \tag{6.20}\\
0 & -2 \lambda_{0} & 0 & -2 b \\
0 & -\varepsilon S^{\prime}(x) & -\frac{1}{t_{a}} & 0 \\
-\varepsilon s^{2} S^{\prime}(x) & 0 & 0 & -\left(2 \lambda_{0}+\frac{1}{t_{a}}\right)
\end{array}\right)
$$

Equation (6.18) holds for any signal function satisfying the standing assumption (3.12), since it is just a different formulation of the system (6.9)-(6.12). Assuming (6.17), the system (6.18) can be written in the form

$$
\begin{equation*}
\frac{\partial v}{\partial t}+\varepsilon \frac{\partial}{\partial x}(A v)=B(x, \varepsilon) v \tag{6.21}
\end{equation*}
$$

This is a hyperbolic system of four linear PDEs with nonconstant coefficients for four unknowns: $n, j, n_{1}$, and $j_{1}$. The matrix $B(x, \varepsilon)$ has the interesting property that its eigenvalues do not depend on the signal $S(x)$, and consequently the eigenvalues of $B(x, \varepsilon)$ are independent of $\varepsilon$ and $x$. An easy calculation gives the following four (not necessarily distinct) eigenvalues of $B(x, \varepsilon)$ :

$$
\begin{equation*}
\lambda_{1}=0, \quad \lambda_{2}=-2 \lambda_{0}, \quad \lambda_{3}=-\frac{1}{t_{a}}, \quad \lambda_{4}=-\frac{1+2 \lambda_{0} t_{a}}{t_{a}} \tag{6.22}
\end{equation*}
$$

Let us note that three of the eigenvalues, $\lambda_{2}, \lambda_{3}$, and $\lambda_{4}$, are negative. Moreover, $\lambda_{4}<\lambda_{2}$ and $\lambda_{4}<\lambda_{3}$.

System (6.21) cannot be solved explicitly, so we simplify it heuristically as follows. First consider the system (6.21) with $\varepsilon=0$, in which case (6.21) reduces to the system of ordinary differential equations

$$
\frac{\partial w}{\partial t}=B(x, 0) w
$$

where the matrix $B(x, 0)$ has four eigenvalues given by (6.22). Consequently, the long time behavior is given by the eigenvectors corresponding to the largest eigenvalues. Next, let us consider the system (6.21) with $\varepsilon \neq 0$. As $\varepsilon$ is a small parameter, we use the following heuristic argument to derive a hyperbolic chemotaxis equation.

The eigenvectors of $B(x, \varepsilon)$ are
$\lambda_{1}=0: \quad \vartheta_{1}=\left(\begin{array}{c}\lambda_{0}+2 \lambda_{0}^{2} t_{a} \\ b \varepsilon s^{2} S^{\prime}(x) t_{a} \\ -b\left(\varepsilon s S^{\prime}(x) t_{a}\right)^{2} \\ -\varepsilon s^{2} S^{\prime}(x) t_{a} \lambda_{0}\end{array}\right), \quad \lambda_{2}=-2 \lambda_{0}: \quad \vartheta_{2}=\left(\begin{array}{c}0 \\ -1+2 \lambda_{0} t_{a} \\ \varepsilon S^{\prime}(x) t_{a} \\ 0\end{array}\right)$,

$$
\lambda_{3}=-\frac{1}{t_{a}}: \quad \vartheta_{3}=\left(\begin{array}{l}
0  \tag{6.24}\\
0 \\
1 \\
0
\end{array}\right), \quad \lambda_{4}=-\frac{1+2 \lambda_{0} t_{a}}{t_{a}}: \quad \vartheta_{4}=\left(\begin{array}{c}
0 \\
2 b \lambda_{0} t_{a} \\
\varepsilon S^{\prime}(x) b t_{a} \\
\lambda_{0}
\end{array}\right)
$$

Let us suppose that $2 \lambda_{0} \neq \frac{1}{t_{a}}$. Then we can write the unknown vector function $v(x, t)$ as a linear combination of the eigenvectors $\vartheta_{i}, i=1, \ldots, 4$, i.e.,

$$
\begin{equation*}
v(x, t)=c_{1}(x, t) \vartheta_{1}+c_{2}(x, t) \vartheta_{2}+c_{3}(x, t) \vartheta_{3}+c_{4}(x, t) \vartheta_{4} . \tag{6.25}
\end{equation*}
$$

We are interested in the evolution of the first component of $v$, which is $n$. The first component is nonzero only for the vector $\vartheta_{1}$, and consequently we have

$$
n(x, t)=\left(\lambda_{0}+2 \lambda_{0}^{2} t_{a}\right) c_{1}(x, t)
$$

Then (6.25) reads as follows:

$$
\begin{equation*}
v(x, t)=\frac{n(x, t)}{\left(\lambda_{0}+2 \lambda_{0}^{2} t_{a}\right)} \vartheta_{1}+c_{2}(x, t) \vartheta_{2}+c_{3}(x, t) \vartheta_{3}+c_{4}(x, t) \vartheta_{4} . \tag{6.26}
\end{equation*}
$$

The parameter $\varepsilon$ is small compared with $2 \lambda_{0}+\frac{1}{t_{a}}$ (see (6.8)). Consequently, the major dynamical features will be given by the eigenvectors corresponding to the zero eigenvalue and the eigenvalues with lower absolute value. We have the inequalities

$$
\begin{equation*}
\lambda_{4}<\lambda_{2}<\lambda_{1}=0 \quad \text { and } \quad \lambda_{4}<\lambda_{3}<\lambda_{1}=0 \tag{6.27}
\end{equation*}
$$

and therefore we consider the projection

$$
v(x, t)=\frac{n(x, t)}{\left(\lambda_{0}+2 \lambda_{0}^{2} t_{a}\right)} \vartheta_{1}+c_{2}(x, t) \vartheta_{2}+c_{3}(x, t) \vartheta_{3}
$$

to obtain (from the fourth component of the vector $v$ )

$$
\begin{equation*}
j_{1}(x, t)=-\frac{\varepsilon s^{2} S^{\prime}(x) t_{a}}{1+2 \lambda_{0} t_{a}} n(x, t) \tag{6.28}
\end{equation*}
$$

This can be used to reduce the system (6.21) to the following system of two equations:

$$
\begin{gather*}
\frac{\partial n}{\partial t}+\varepsilon \frac{\partial j}{\partial x}=0  \tag{6.29}\\
\frac{\partial j}{\partial t}+\varepsilon s^{2} \frac{\partial n}{\partial x}=-2 \lambda_{0} j+2 b \frac{\varepsilon s^{2} S^{\prime}(x) t_{a}}{1+2 \lambda_{0} t_{a}} n . \tag{6.30}
\end{gather*}
$$

The last step is to reduce these two equations to one equation for $n$. To this end, we differentiate (6.29) with respect to $t$ and (6.30) with respect to $x$ to obtain

$$
\begin{equation*}
\frac{\partial^{2} n}{\partial t^{2}}+\varepsilon \frac{\partial^{2} j}{\partial t \partial x}=0, \quad \frac{\partial^{2} j}{\partial x \partial t}+\varepsilon s^{2} \frac{\partial^{2} n}{\partial x^{2}}=-2 \lambda_{0} \frac{\partial j}{\partial x}+2 b \frac{\partial}{\partial x} \frac{\varepsilon s^{2} S^{\prime}(x) t_{a}}{1+2 \lambda_{0} t_{a}} n \tag{6.31}
\end{equation*}
$$

Then, solving (6.31) for $n$, we obtain the hyperbolic version of the classical chemotaxis equation (compare with (1.5)):

$$
\begin{equation*}
\frac{\partial^{2} n}{\partial t^{2}}+2 \lambda_{0} \frac{\partial n}{\partial t}=\frac{\partial}{\partial x}\left(\varepsilon^{2} s^{2} \frac{\partial n}{\partial x}-\frac{2 b \varepsilon^{2} s^{2} t_{a}}{1+2 \lambda_{0} t_{a}} S^{\prime}(x) n\right) \tag{6.32}
\end{equation*}
$$

Finally, let us note that $s$ (or $\hat{s}$ ) given by (6.6) is the value of the speed of bacteria in units of $s_{0}$. On the other hand, if we give the values for characteristic time $T$ and length $L$ by (6.7), then the characteristic speed can be also considered as $L / T=1$
$\mathrm{mm} / \mathrm{sec}$. In these units, the value of bacterial speed is simply given by $\bar{s}=\varepsilon s$. Using $\bar{s}$ instead of $s$, we can rewrite (6.32) in the following form:

$$
\begin{equation*}
\frac{\partial^{2} n}{\partial t^{2}}+2 \lambda_{0} \frac{\partial n}{\partial t}=\frac{\partial}{\partial x}\left(\bar{s}^{2} \frac{\partial n}{\partial x}-\frac{2 b \bar{s}^{2} t_{a}}{1+2 \lambda_{0} t_{a}} S^{\prime}(x) n\right) \tag{6.33}
\end{equation*}
$$

Here, the chemotactic sensitivity is given as a function of bacterial speed $\bar{s}$, adaptation time $t_{a}$, and turning parameters $\lambda_{0}$ and $b$, namely,

$$
\chi=\frac{b \bar{s}^{2} t_{a}}{\lambda_{0}+2 \lambda_{0}^{2} t_{a}}
$$

which we have already derived for the case in which the signal gradient is constant (see (5.7)). Equation (6.33) was derived for the simplified cartoon model (3.7), but a similar analysis can be done for the full model (2.2)-(2.3) with $t_{e} \neq 0$ and a general function $g$. This leads to the following hyperbolic chemotaxis equation (cf. (6.33)),

$$
\begin{equation*}
\frac{\partial^{2} n}{\partial t^{2}}+2 \lambda_{0} \frac{\partial n}{\partial t}=\frac{\partial}{\partial x}\left(\bar{s}^{2} \frac{\partial n}{\partial x}-g^{\prime}(S(x)) \frac{2 b \bar{s}^{2} t_{a}}{\left(1+2 \lambda_{0} t_{a}\right)\left(1+2 \lambda_{0} t_{e}\right)} S^{\prime}(x) n\right) \tag{6.34}
\end{equation*}
$$

and the chemotactic sensitivity is now given by

$$
\begin{equation*}
\chi=g^{\prime}(S(x)) \frac{b \bar{s}^{2} t_{a}}{\lambda_{0}\left(1+2 \lambda_{0} t_{a}\right)\left(1+2 \lambda_{0} t_{e}\right)} . \tag{6.35}
\end{equation*}
$$

Note that we can derive (6.33) as the limit $t_{e} \rightarrow 0$ of (6.34) for $g=$ Identity. It should also be noted that in either case (and those that follow) the chemotactic sensitivity vanishes as $t_{a} \rightarrow 0$, which is to be expected since the system adapts instantaneously in this case. In this limit one sees, via (3.12) and Lemma 6.2, the interplay between the adaptation time and the allowable magnitude of the gradient: as $t_{a} \rightarrow 0$ we can allow the bound $\bar{K}$ on $\left|S^{\prime}(x)\right|$ in Definition 6.1 to grow as long as $\left|\bar{K} t_{a}\right| \sim \mathcal{O}(1)$, and we obtain the same conclusions as in Lemma 6.2.

In contrast, one cannot extract from (6.35) the effect of letting $t_{a} \rightarrow \infty$, because the derivation of (6.34) or its simplified version (6.33) make use of the inequalities (6.27) to conclude that the projection of the solution onto the eigenvector $\vartheta_{4}$ dies out faster than other modes. The spectral gap in (6.27) between $\lambda_{4}$ and other eigenvalues does not persist in the limit $t_{a} \rightarrow \infty$, and in addition the constant $\bar{C}$ tends to zero in the standing assumption (3.12). Consequently, we need a model for large $t_{a}$ in which the turning rate is given by some nonlinear nonnegative function of the signal. Let us also note for later reference that the hyperbolic chemotaxis equation (6.34) gives the same parabolic limit as we will derive in section 7 from the full system (6.21).
6.1. A different random walk interpretation of the hyperbolic chemotaxis equation. As we observed in the discussion in the introduction and in [15], biasing the turning rates depending on the direction of travel will lead to a nonzero chemotactic velocity, and in this section we show that one can explicitly extract that bias from the chemotactic sensitivity derived from the cartoon internal dynamics. This leads back to a system of equations for left- and right-moving particles, but now without internal dynamics. One could obtain this by inverting the procedure that leads from the hyperbolic system without internal dynamics to the second-order scalar equation for the total density, but we proceed directly. The advantage of this system is that it provides a direct step to a microscopic model that bypasses the internal dynamics, and hence may be better suited for stochastic simulations. It also
suggests a model for chemotaxis in eukaryotic cells, which can measure gradients over their length.

Consider a random walk in which a particle moves along the $x$-axis at a constant speed $\bar{s}$ but at random instants of time reverses its direction according to a Poisson process with the turning frequency

$$
\begin{equation*}
\lambda=\lambda_{0} \pm \frac{b \bar{s} t_{a} g^{\prime}(S(x))}{\left(1+2 \lambda_{0} t_{a}\right)\left(1+2 \lambda_{0} t_{e}\right)} S^{\prime}(x) \tag{6.36}
\end{equation*}
$$

Here the sign depends on the direction of the particles: plus for particles moving to the left and minus for particles moving to the right. Let $u^{ \pm}(x, t)$ be the density of particles at $(x, t)$ that are moving to the right (plus) or left (minus) (note that here, and only in this section, there are no internal variables). Then $u^{ \pm}(x, t)$ satisfy the equations

$$
\begin{align*}
\frac{\partial u^{+}}{\partial t}+\bar{s} \frac{\partial u^{+}}{\partial x}= & -\left(\lambda_{0}-\frac{b \bar{s} t_{a} g^{\prime}(S(x))}{\left(1+2 \lambda_{0} t_{a}\right)\left(1+2 \lambda_{0} t_{e}\right)} S^{\prime}(x)\right) u^{+} \\
& +\left(\lambda_{0}+\frac{b \bar{s} t_{a} g^{\prime}(S(x))}{\left(1+2 \lambda_{0} t_{a}\right)\left(1+2 \lambda_{0} t_{e}\right)} S^{\prime}(x)\right) u^{-}  \tag{6.37}\\
\frac{\partial u^{-}}{\partial t}-\bar{s} \frac{\partial u^{-}}{\partial x}= & \left(\lambda_{0}-\frac{b \bar{s} t_{a} g^{\prime}(S(x))}{\left(1+2 \lambda_{0} t_{a}\right)\left(1+2 \lambda_{0} t_{e}\right)} S^{\prime}(x)\right) u^{+} \\
& -\left(\lambda_{0}+\frac{b \bar{s} t_{a} g^{\prime}(S(x))}{\left(1+2 \lambda_{0} t_{a}\right)\left(1+2 \lambda_{0} t_{e}\right)} S^{\prime}(x)\right) u^{-}
\end{align*}
$$

The density of particles at $(x, t)$ is given by the sum $n(x, t)=u^{+}(x, t)+u^{-}(x, t)$. Then, adding and subtracting (6.37) and (6.38), one can rewrite them as a system of two equations of the form (6.29)-(6.30) for the variables $n=u^{+}+u^{-}$and $j=u^{+}-u^{-}$. Then one can follow the same procedure as before to show that the density $n$ of these direction-sensing random walkers is described by (6.34). In this case, (6.34) is valid for all times for all biologically reasonable parameter regimes.
7. The parabolic scaling and derivation of the classical chemotaxis equation. The previous analysis used the scaling (6.7)-(6.8) and led to the hyperbolic chemotaxis equation (6.33), but the arguments are formal in several places. This equation formally reduces for large times to the classical chemotaxis equation (1.5), but to derive the latter rigorously we introduce a parabolic scaling that leads directly from the moment equations (4.7)-(4.10) to the classical chemotaxis equation. For this purpose we define a long time scale, as was done in [19], by setting

$$
\begin{equation*}
\hat{t}=\frac{t}{T_{p}}, \quad \text { where } \quad T_{p}=\frac{1}{\varepsilon^{2}} T \tag{7.1}
\end{equation*}
$$

where $T=1 \mathrm{sec}$ is the time scale used in the hyperbolic scaling. All other parameters remain the same as in $(6.1),(6.6),(6.7)$, and (6.8), and therefore the dimensionless
equations (6.2)-(6.5) take the form

$$
\begin{align*}
\varepsilon^{2} \frac{\partial \hat{n}}{\partial \hat{t}}+\varepsilon \frac{\partial \hat{j}}{\partial \hat{x}} & =0  \tag{7.2}\\
\varepsilon^{2} \frac{\partial \hat{j}}{\partial \hat{t}}+\varepsilon \hat{s}^{2} \frac{\partial \hat{n}}{\partial \hat{x}} & =-2 \hat{\lambda}_{0} \hat{j}-2 \hat{b} \hat{j}_{1}  \tag{7.3}\\
\varepsilon^{2} \frac{\partial \hat{n}_{1}}{\partial \hat{t}}+\varepsilon \frac{\partial \hat{j}_{1}}{\partial \hat{x}} & =-\varepsilon \hat{S}^{\prime}(\hat{x}) \hat{j}-\frac{1}{\hat{t}_{a}} \hat{n}_{1}  \tag{7.4}\\
\varepsilon^{2} \frac{\partial \hat{j}_{1}}{\partial \hat{t}}+\varepsilon \hat{s}^{2} \frac{\partial \hat{n}_{1}}{\partial \hat{x}} & =-\varepsilon \hat{s}^{2} \hat{S}^{\prime}(\hat{x}) \hat{n}-\left(2 \hat{\lambda}_{0}+\frac{1}{\hat{t}_{a}}\right) \hat{j}_{1}-2 \hat{b} \hat{j}_{2} \tag{7.5}
\end{align*}
$$

For simplicity, we drop the hats in (7.2)-(7.5), and we consider the case of shallow gradients $S^{\prime}(x) \sim \mathcal{O}(1)$ as before (see Definition 6.1). Therefore we can use the moment closure $j_{2}=0$ as before, and (7.2)-(7.5) can be written in the following matrix form

$$
\begin{equation*}
\varepsilon^{2} \frac{\partial v}{\partial t}+\varepsilon \frac{\partial}{\partial x}(A v)=\varepsilon Q(x) v+R v \tag{7.6}
\end{equation*}
$$

where $v$ and $A$ are given by (6.19) and

$$
\begin{gathered}
Q(x)=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & -S^{\prime}(x) & 0 & 0 \\
-s^{2} S^{\prime}(x) & 0 & 0 & 0
\end{array}\right) \\
\text { and } R=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & -2 \lambda_{0} & 0 & -2 b \\
0 & 0 & -\frac{1}{t_{a}} & 0 \\
0 & 0 & 0 & -\left(2 \lambda_{0}+\frac{1}{t_{a}}\right)
\end{array}\right)
\end{gathered}
$$

Here all the entries of the matrices $A, Q(x)$, and $R$ are $\mathcal{O}(1)$. Assuming the regular perturbation expansion

$$
v=v^{0}+\varepsilon v^{1}+\varepsilon^{2} v^{2}+\cdots, \quad \text { where } \quad v^{0}=\left(\begin{array}{c}
n^{0} \\
j^{0} \\
n_{1}^{0} \\
j_{1}^{0}
\end{array}\right) \quad \text { and } \quad v^{1}=\left(\begin{array}{c}
n^{1} \\
j^{1} \\
n_{1}^{1} \\
j_{1}
\end{array}\right)
$$

substituting this into (7.6); and comparing terms of equal order in $\varepsilon$, we obtain

$$
\begin{array}{ll}
\varepsilon^{0}: & R v^{0}=0 \\
\varepsilon^{1}: & \frac{\partial}{\partial x}\left(A v^{0}\right)-Q(x) v^{0}=R v^{1} \\
\varepsilon^{2}: & \frac{\partial v^{0}}{\partial t}+\frac{\partial}{\partial x}\left(A v^{1}\right)-Q(x) v^{1}=R v^{2} \tag{7.9}
\end{array}
$$

The first equation, (7.7), implies that

$$
v_{0}=\left(n^{0}, 0,0,0\right)^{T} ;
$$

consequently, the second equation, (7.8), implies

$$
\begin{equation*}
j^{1}=-\frac{s^{2}}{2 \lambda_{0}} \frac{\partial n^{0}}{\partial x}+\frac{b s^{2} t_{a}}{\lambda_{0}+2 \lambda_{0}^{2} t_{a}} S^{\prime}(x) n^{0} \tag{7.10}
\end{equation*}
$$

Finally, (7.9) implies that the left-hand side

$$
\frac{\partial v^{0}}{\partial t}+\frac{\partial}{\partial x}\left(A v^{1}\right)-Q(x) v^{1}
$$

is in the range of the operator $\mathcal{R}: w \rightarrow R w$. Consequently, using a Fredholm alternative, the left-hand side must be orthogonal to the vector $(1,0,0,0)^{T}$. Hence,

$$
\frac{\partial n^{0}}{\partial t}+\frac{\partial j^{1}}{\partial x}=0
$$

Finally, using (7.10), we derive the classical chemotaxis equation in the following form:

$$
\begin{equation*}
\frac{\partial n^{0}}{\partial t}=\frac{\partial}{\partial x}\left(\frac{s^{2}}{2 \lambda_{0}} \frac{\partial n^{0}}{\partial x}-\frac{b s^{2} t_{a}}{\lambda_{0}+2 \lambda_{0}^{2} t_{a}} S^{\prime}(x) n^{0}\right) \tag{7.11}
\end{equation*}
$$

Equation (7.11) was derived for the simplified cartoon model (3.7), but a similar analysis can be done for the full cartoon model (2.2)-(2.3). This leads to the classical chemotaxis equation

$$
\begin{equation*}
\frac{\partial n}{\partial t}=\frac{\partial}{\partial x}\left(\frac{s^{2}}{2 \lambda_{0}} \frac{\partial n}{\partial x}-g^{\prime}(S(x)) \frac{b s^{2} t_{a}}{\lambda_{0}\left(1+2 \lambda_{0} t_{a}\right)\left(1+2 \lambda_{0} t_{e}\right)} S^{\prime}(x) n\right) \tag{7.12}
\end{equation*}
$$

This is the parabolic counterpart of the hyperbolic equation (6.34) and leads once again to the formula (6.35) for the chemotactic sensitivity. Rigorous estimates on how well the solution of the parabolic equation approximates the solution of the moment equations can be obtained using arguments analogous to those in [19].
8. Numerical examples. The macroscopic descriptions of chemotaxis embodied in either the modified classical chemotaxis equation (6.33) or the classical chemotaxis equation (7.11) are approximations of the original transport equation and the stochastic process describing movement that underlies it. In this section we present two numerical examples that illustrate how well the macroscopic descriptions approximate the solution of the microscopic process. We start by describing our numerical methods.
8.1. Numerical methods. The parameters in our computations are assumed to be dimensionless, and we choose $b=1, t_{a}=1, \lambda_{0}=1$, and $s=0.1$; i.e., $s$ is small compared to other parameters (compare with scaling (6.7)-(6.8)).

To solve the system (6.9)-(6.12), closed by (6.17), numerically, we first transform this system to the diagonal form

$$
\frac{\partial v}{\partial t}+D_{1} \frac{\partial}{\partial x} v=C_{1}(x) v
$$

Here $D_{1}$ is a diagonal $4 \times 4$ matrix. Then we use an explicit finite difference method with upwinding. To solve the hyperbolic modified chemotaxis equation (6.33) numerically, we first transform it to the system of two first-order equations in the diagonal form

$$
\frac{\partial w}{\partial t}+D_{2} \frac{\partial}{\partial x} w=C(x) w
$$

where $D_{2}$ is a diagonal $2 \times 2$ matrix. Again, we use an explicit finite difference method with upwinding.

To solve the classical chemotaxis equation (7.11) numerically, we use an implicit finite difference method (backward difference approximation in time and centered difference approximation for spatial derivatives).

Finally, to simulate the random walk of individuals, we consider an ensemble of 2000 or 8000 particles. Each particle is described by three variables-position $x$, velocity $\pm s$, and the internal state $y$. We use a small time step $d t=0.01$ (i.e., the unbiased turning frequency divided by 100). During each time step the particle moves with speed $s$ in the chosen direction, and we integrate the internal dynamics to find the change of $y$. At the end of each time step, a random number from $[0,1]$ is generated and compared with the probability of the turn $\lambda(y) \mathrm{d} t$. If the turn occurs, the bacterium will move during the next time step in the opposite direction. ${ }^{1}$
8.2. Traveling bands. In this example we analyze the motion of the individuals in the interval $[0,20]$ with the signal $S(x)$ given by

$$
\begin{equation*}
S(x)=28-2|x-14| \tag{8.1}
\end{equation*}
$$

The signal has a global maximum at the point 14 , and its derivative is $S^{\prime}(x)=$ $-2 \operatorname{sign}(x-14)$ for $x \neq 14$. We assume the same initial condition for all computations, namely,

$$
n(x, 0)= \begin{cases}1 & \text { for } x \in[5,6]  \tag{8.2}\\ 0 & \text { for } x \notin[5,6]\end{cases}
$$

we assume that all individuals are perfectly adapted at $t=0$; and we use no-flux boundary conditions.

In Figure 8.1 we compare the results of the stochastic simulation of the random walk with the solutions of the macroscopic system (6.9)-(6.12) closed by (6.17). It happens that the solution of the modified chemotaxis equation (6.33) and the solution of the classical chemotaxis equation (7.11) are indistinguishable on the plots from the solution of (6.9)-(6.12). Thus the macroscopic results presented can be viewed as plots of the solution of any of these macroscopic equations.

In Figure 8.1 we see that the band travels to the right (i.e., toward the maximum of the signal), as expected, and then the individuals who arrive at the maximum first aggregate there. Eventually all individuals aggregate around the maximum of the signal. From the plots we also see that numerically the macroscopic equations give very good results in comparison with the Monte Carlo simulations. Finally, if we use the results for the time interval [0,600], i.e., under the influence of the constant gradient, we can compute the average speed of the bacteria in this interval and find that

$$
V \doteq \frac{1}{150}=\frac{|b| s^{2} S^{\prime}(x) t_{a}}{\lambda_{0}+2 \lambda_{0}^{2} t_{a}}
$$

which agrees with the result in (5.7).

[^23]

FIG. 8.1. The graphs show the solutions of the macroscopic system (6.9)-(6.12) closed by (6.17) (thick smooth line) and the results of stochastic simulations of the velocity jump process with internal state variables (thin line). Moreover, the thick line can also be viewed as a solution of the modified chemotaxis equations (6.33) and the solution of the classical chemotaxis equation (7.11), since the solutions of (6.33), (7.11), and (6.9)-(6.12) closed by (6.17) are indistinguishable on this scale. We used 2000 particles for the Monte Carlo simulations, and the parameters $b=1, t_{a}=1, \lambda_{0}=1$, and $s=0.1$.


Fig. 8.2. The graphs of the density of bacteria under the influence of the exponential signal function (8.3) with $x_{0}=14$ and $C=1$. Initially the bacteria were uniformly distributed at a density equal to 1. The figure shows the density of bacteria at time $T=300$ (left) and $T=600$ (right). The bacteria aggregate around the point $x=14$, as expected. In this figure we use the internal dynamics (2.2)-(2.5) with $g(S)=2 \ln (S), t_{a}=b=\lambda_{0}=1, t_{e}=0$, and $s=0.1$. The solution of the classical chemotaxis equation (7.11) (thick line) and the Monte Carlo simulation (thin line) are shown.
8.3. Exponential signal ramp. Various chemotaxis experiments have been done with exponential signal functions $[14,43]$. The standard setup is that initially there is a uniform concentration of bacteria in the medium with an exponential signal ramp of the form

$$
S(x)= \begin{cases}C e^{x} & x \leq x_{0}  \tag{8.3}\\ C e^{x_{0}} & x \geq x_{0}\end{cases}
$$

After several minutes, bacteria aggregate at the top of the exponential ramp, i.e., around the point $x_{0}$.

As a second numerical example and test of the macroscopic equations, we reproduce these experiments with the exponential signal ramp. We again use here the internal dynamics $(2.2)-(2.5)$ with a suitable choice of $g$. The exponential signal ramp was used experimentally because a cell swimming in one direction sees a constant rate of increase of the signal, and therefore the bias should remain approximately constant. To take this into account, we could choose

$$
\begin{equation*}
g(S)=C \frac{S(x)}{K_{D}+S(x)} \tag{8.4}
\end{equation*}
$$

However, as we only want to reproduce the experimental results qualitatively, we can approximate (8.4) by the logarithmic function. The numerical results for this are shown in Figure 8.2. We plot the solution of the classical chemotaxis equation (7.11), but the solutions of (6.9)-(6.12) and (6.33) again give the same results. Moreover, we also qualitatively reproduce the behavior observed in experiments (cf. [14, 43]).
9. Extensions of the analysis. In this section, we discuss two extensions of our analysis - the inclusion of a finite-duration tumbling state and the moment closure for arbitrary signal gradients.
9.1. Inclusion of a finite-duration tumbling state. As we mentioned earlier, the movement of E.coli consists of "running" smoothly with a speed $s$ and "tumbling"
randomly. Tumbles cause the bacterium to reorient and swim in a new random direction. The duration of both runs and tumbles are exponentially distributed with means of 1 sec and $10^{-1} \mathrm{sec}$, respectively, in the absence of an extracellular signal. Thus cells spend 10 percent of the total time in the tumbling state. Earlier we neglected this time by assuming an instantaneous reversal of direction, but we now include it. We again restrict the analysis to one space dimension, since the generalization to higher dimensions only introduces some technical issues. We denote by

- $p^{0}(x, y, t)$ the number density of tumbling bacteria at time $t$ and at point $x$ with internal state $y$;
- $p^{ \pm}(x, y, t)$ the number density of bacteria running to the right (resp., left) at time $t$ and at point $x$ with internal state $y$.
Suppose that a cell with internal state $y$ moves along the $x$-axis at a constant speed $s$ and at random instants of time stops with stopping time governed by a Poisson process of intensity $\alpha(y)$, and that a cell with internal state $y$ tumbling at the point $x$ to move at random instants of time starts according to a Poisson process with the intensity $\beta(y)$. Further, suppose that the direction of movement is unbiased, i.e., that the tumbling particle will go with probability 0.5 to the right and with probability 0.5 to the left, given that movement starts.

For simplicity we consider the simplified cartoon internal dynamics (3.7)-(3.8). Using the change of internal variables $y_{2}=S(x)+z_{2}$, the movement of bacteria can be described by the following equations:

$$
\begin{gather*}
\frac{\partial p^{+}}{\partial t}+s \frac{\partial p^{+}}{\partial x}+\frac{\partial}{\partial z_{2}}\left[\left(-\frac{z_{2}}{t_{a}}-s S^{\prime}(x)\right) p^{+}\right]=-\alpha(y) p^{+}+\frac{1}{2} \beta(y) p^{0},  \tag{9.1}\\
\frac{\partial p^{0}}{\partial t}+\frac{\partial}{\partial z_{2}}\left[\left(-\frac{z_{2}}{t_{a}}\right) p^{0}\right]=\alpha(y)\left(p^{+}+p^{-}\right)-\beta(y) p^{0},  \tag{9.2}\\
\frac{\partial p^{-}}{\partial t}-s \frac{\partial p^{-}}{\partial x}+\frac{\partial}{\partial z_{2}}\left[\left(-\frac{z_{2}}{t_{a}}+s S^{\prime}(x)\right) p^{-}\right]=-\alpha(y) p^{-}+\frac{1}{2} \beta(y) p^{0} . \tag{9.3}
\end{gather*}
$$

In order to compare this model with the previous one, we will specify $\alpha(y)$ and $\beta(y)$ as follows:

$$
\begin{equation*}
\alpha(y)=2 \lambda_{0}+2 b z_{2}, \quad \beta(y)=\beta_{0}-\beta_{1} z_{2} \tag{9.4}
\end{equation*}
$$

where

$$
\lambda_{0}>0, \quad b>0, \quad \beta_{0}>0, \quad \beta_{1} \geq 0
$$

Then this model is equivalent to the model in section 4 in the limit $\beta_{0} \rightarrow \infty$. One can show, using techniques similar to those used before, that the average position of the particles under the influence of a constant gradient $S^{\prime}(x)=C$ is given by (cf. (5.7))

$$
\begin{equation*}
\langle x\rangle(t)=\frac{b s^{2} C t_{a}}{\lambda_{0}+2 \lambda_{0}^{2} t_{a}}\left(\frac{\beta_{0}}{2 \lambda_{0}+\beta_{0}}\right) t \tag{9.5}
\end{equation*}
$$

Thus the tumbling state slows down the movement by the factor $\beta_{0} /\left(2 \lambda_{0}+\beta_{0}\right)$, and we recover (5.7) as $\beta_{0} \rightarrow \infty$. Moreover, one can derive the following modified classical chemotaxis equation (cf. (6.33)):

$$
\frac{\partial^{2} n}{\partial t^{2}}+2 \lambda_{0} \frac{\partial n}{\partial t}=\frac{\partial}{\partial x}\left(s^{2} \frac{\partial n}{\partial x}-\frac{2 s^{2} b t_{a}}{1+2 \lambda_{0} t_{a}}\left(\frac{\beta_{0}}{2 \lambda_{0}+\beta_{0}}\right) S^{\prime}(x) n\right)
$$

9.2. Moment closure for arbitrary signal gradients. Heretofore we have used the approximation (6.17), which is appropriate for shallow signal gradients. The question arises as to what can be done for large signal gradients, i.e., for signals that satisfy the standing assumption (3.12). Can we also find a moment closure of the form (6.13)?

To do that, we have to approximate the neglected term

$$
\begin{equation*}
2 b j_{2}=2 b s \int_{\mathbb{R}}\left(z_{2}\right)^{2}\left[p^{+}\left(x, z_{2}, t\right)-p^{-}\left(x, z_{2}, t\right)\right] \mathrm{d} z_{2}=2 b \int_{\mathbb{R}}\left(z_{2}\right)^{2} \mathcal{J}\left(x, z_{2}, t\right) \mathrm{d} z_{2} \tag{9.6}
\end{equation*}
$$

Recall that the internal variable $z_{2} \in \mathbb{R}$ evolves according to (3.10), i.e., according to the differential equation

$$
\begin{equation*}
\frac{\mathrm{d} z_{2}}{\mathrm{~d} t}=-\frac{z_{2}}{t_{a}} \mp S^{\prime}(x) s \tag{9.7}
\end{equation*}
$$

where the sign of the last term is determined by the sign of the velocity of the particle. Equation (9.7) suggests that we can assume $z_{2} \approx \mp S^{\prime}(x) s t_{a}$. This is simply an assumption, but it leads to the following two naive moment closures:

$$
\begin{aligned}
2 b j_{2} & =2 b s \int_{\mathbb{R}}\left(z_{2}\right)^{2}\left[p^{+}\left(x, z_{2}, t\right)-p^{-}\left(x, z_{2}, t\right)\right] \mathrm{d} z_{2} \\
& =2 b s \int_{\mathbb{R}}\left(z_{2}\right)\left(z_{2}\right) p^{+}\left(x, z_{2}, t\right) \mathrm{d} z_{2}-2 b s \int_{\mathbb{R}}\left(z_{2}\right)\left(z_{2}\right) p^{-}\left(x, z_{2}, t\right) \mathrm{d} z_{2} \\
& \doteq 2 b s \int_{\mathbb{R}}\left(-S^{\prime}(x) s t_{a}\right)\left(z_{2}\right) p^{+}\left(x, z_{2}, t\right) \mathrm{d} z_{2}-2 b s \int_{\mathbb{R}}\left(S^{\prime}(x) s t_{a}\right)\left(z_{2}\right) p^{-}\left(x, z_{2}, t\right) \mathrm{d} z_{2} \\
9.8) & =-2 b S^{\prime}(x) t_{a} s^{2} \int_{\mathbb{R}} z_{2}\left[p^{+}\left(x, z_{2}, t\right)+p^{-}\left(x, z_{2}, t\right)\right] \mathrm{d} z_{2}=-2 b S^{\prime}(x) t_{a} s^{2} n_{1},
\end{aligned}
$$

$2 b j_{2}=2 b \int_{\mathbb{R}}\left(z_{2}\right)^{2} \mathcal{J}\left(x, z_{2}, t\right) \mathrm{d} z_{2} \doteq 2 b \int_{\mathbb{R}}\left(\mp S^{\prime}(x) s t_{a}\right)^{2} \mathcal{J}\left(x, z_{2}, t\right) \mathrm{d} z_{2}=2 b\left(S^{\prime}(x)\right)^{2} t_{a}^{2} s^{2} j$.
These are both consistent with the moment closure (6.17) for shallow gradients of the signal, and consequently they lead to the same equations (6.33) and (7.11) in that case. On the other hand, they are much better than (6.17) for arbitrary signal gradients, which we illustrate here numerically.

To this end, suppose that the derivative of the signal function $S(x)$ is constant, i.e., $S^{\prime}(x)=C$ and, as in section 5 , we derive the corresponding average velocity of the individuals $V$ (i.e., the average velocity which is approached asymptotically; cf. (5.7)). Surprisingly, the result is the same for both moment closures (9.8) and (9.9), namely,

$$
V=\frac{b t_{a} s^{2} S^{\prime}(x)}{\lambda_{0}+2 \lambda_{0}^{2} t_{a}-2 b^{2} t_{a}^{3} s^{2}\left(S^{\prime}(x)\right)^{2}}
$$

As in section 8 , we set $b=\lambda_{0}=t_{a}=1$ and $s=0.1$, and then have $\bar{C}=10$ and

$$
\begin{equation*}
V=\frac{S^{\prime}(x)}{300-2\left(S^{\prime}(x)\right)^{2}} \tag{9.10}
\end{equation*}
$$



FIG. 9.1. The dashed line shows the average velocity $V$ given by the formula (9.10) as a function of the gradient of the signal. The solid line presents the average velocities of the bacteria obtained by the stochastic simulation.
for $S^{\prime}(x) \in[-10,10]$. To verify this formula numerically, we make several stochastic simulations of the velocity jump process with internal variables, with the same parameters $b=\lambda_{0}=t_{a}=1$ and $s=0.1$ for the constant gradients of the signal from the interval $[0,10]$.

Figure 9.1 shows the graph of $V$ (dashed line) as a function of gradient $S^{\prime}(x)$. The solid line presents the velocities obtained by the stochastic simulation of the velocity jump process with internal variables. We see that, for the maximum possible signal function $S^{\prime}(x)=10$, all individuals move to the right with the speed $s=0.1$, as expected. Moreover, we also see that the macroscopic equations obtained by the moment closure (9.8) or by moment closure (9.9) can give good macroscopic moment equations when used in (6.9)-(6.12).
10. Discussion and conclusions. We have shown how information about microscopic intracellular processes such as signal transduction and response can be translated into the macroscopic chemotactic sensitivity that appears in the macroscopic description of chemotaxis. This was done for a highly simplified description of intracellular dynamics, one which is based on linear dynamics for the response to an extracellular signal, but which nonetheless incorporates the two most important characteristics of any detailed signal transduction network, namely, excitation and adaptation. Linear dynamics and linear response may well be adequate for describing the type of signal changes a swimming bacterium normally sees, but that remains to be established. In addition, a great deal of further work is needed to identify the essential response modes in a general signal transduction network, even if a near-equilibrium assumption is used. A difficult part of that will be to determine how the extracellular signal feeds into the linearized response of the cell.

The moment approach used here leads firstly to a system of hyperbolic equations, and then via a hyperbolic (resp., parabolic) scaling of space and time to a single
hyperbolic (6.34) (resp., parabolic (7.12)) equation for the density of individuals. One can also use other scalings of space and time. For example, the parabolic scaling uses $T \sim \mathcal{O}\left(1 / \varepsilon^{2}\right)$, but if one uses $T \sim \mathcal{O}\left(1 / \varepsilon^{3}\right)$, the result is the elliptic equation for the steady states of (6.34).

The first systematic derivation of a chemotaxis equation from a velocity jump process is due to Patlak [36], who considers both internal and external biases in detail, but these biases are imposed. A basic assumption in [36] is that the run length is chosen and fixed whenever the particle turns, which is quite different from the stochastic process treated here. As was observed elsewhere [30], the particle motion between turns is deterministic, and thus, were the speed and run length constant, the process would be formally equivalent to a space jump process [29]. In general one can show that this process leads to a renewal equation that generalizes the renewal equation (15) derived in [29], from which a diffusion equation is obtained by suitable choice of the waiting time and jump distributions. Others have treated a process similar to the one treated here without the internal dynamics since Patlak's work, and the reader is referred to [30] for a review of the literature.
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#### Abstract

Oscillatory behavior has been found in different specialized genetic networks. Previous work has demonstrated nonsynchronous, erratic single-cell oscillations in a genetic network composed of nonspecialized regulatory components and based entirely on negative feedback. Here, we present the construction of a more robust, hysteresis-based genetic relaxation oscillator and provide a theoretical analysis of the conditions necessary for single-cell and population synchronized oscillations. The oscillator is constructed by coupling two subsystems that have previously been implemented experimentally. The first subsystem is the toggle switch, which consists of two mutually repressive genes and can display robust switching between bistable expression states and hysteresis. The second subsystem is an intercell communication system involved in quorum-sensing. This subsystem drives the toggle switch through a hysteresis loop in single cells and acts as a coupling between individual cellular oscillators in a cell population. We demonstrate the possibility of both population synchronization and suppression of oscillations (cluster formation), depending on diffusion strength and other parameters of the system. We also propose the optimal choice of the parameters and small variations in the architecture of the gene regulatory network that substantially expand the oscillatory region and improve the likelihood of observing oscillations experimentally.
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1. Introduction. The variation in gene expression in response to internal or external signals is one of the most important means of cellular regulation. The rate at which a gene is transcribed into messenger RNA and subsequently translated into protein is influenced by many factors but is primarily controlled by how well the RNA polymerase complex can bind to and initiate transcription from a regulatory region of the DNA called the promoter. Signals that modulate transcription are often mediated through transcription factor proteins that bind to target sites within or near the promoter where they increase (activation) or decrease (repression) the probability of RNA polymerase complex binding and/or initiation of transcription. The manipulation of DNA sequence to create novel promoters containing customized transcription factor target sites and to mix and match such promoters with genes that encode the corresponding transcription factor proteins has allowed the construction of artificial gene regulatory networks with customizable functionality $[1,2,3,4,5]$. Such networks can be used to achieve complex and multifaceted control of cellular function and have promising scientific, medicinal, and biotechnological applications $[6,7,8]$.
[^24]Mathematical modeling and analysis is becoming increasingly important as a tool to organize and to interpret vast amounts of experimental data and as a predictive tool in the construction of artificial gene networks $[1,2,9]$. The first step in the construction of an artificial gene network is to investigate if the proposed network architecture supports the desired functionality. In this paper, we use mathematical techniques to model and analyze an artificial gene network that is currently being implemented experimentally in the bacterium Escherichia coli [10]. The network is intended to regulate a population synchronous periodic oscillation in the levels of cellular protein in a constant density, well-stirred bio-reactor. The goals of the mathematical analysis are (1) to investigate if the network architecture supports single-cell and population synchronous oscillations, (2) to identify the parameter values and the experimental conditions where this behavior is supported, and (3) to suggest modifications to the network that optimize the robustness of single-cell and population oscillations.

The oscillator is to be constructed by combining two engineered gene networks that have previously been implemented experimentally in $E$. coli: the toggle switch [1] and an intercell communication system [11, 12, 13]. The engineered gene networks are carried on multicopy, self-replicating plasmids that interfere minimally with the host cell. As a result, the dynamics of the engineered networks may be considered independently of the dynamics of the cell's natural regulatory circuitry. The toggle switch is composed of two transcription factor proteins: the lac repressor, encoded by the gene lacI, and a temperature-sensitive variant of the $\lambda c I$ repressor, encoded by the gene $c I 85 \%$. The synthesis of the two repressor proteins is regulated in such a way that expression of the $c I 857$ and lacI genes are mutually exclusive: The promoter $P_{t r c}$ that controls the expression of cI 857 is attenuated by the lac repressor while the promoter $P_{L *}$ that controls the expression of lacI is attenuated by the $\lambda$ repressor. Thus, a cell can be either in a state where $\lambda$ repressor is abundant and lac repressor scarce (the $c I$ on state) or in a state where lac repressor is abundant and $\lambda$ repressor scarce (the lacI on state).

It has been demonstrated experimentally [1] that the state of cells harboring the toggle switch network can be changed permanently by transient inactivation of the dominant repressor protein. The $\lambda$ repressor is inactivated at elevated temperature and the state can be changed from the $c I$ ON to the lacI ON state by a transient increase in temperature. Conversely, the transition from the lacI ON to $c I$ ON state ensues when the lac repressor protein is inactivated by the addition of sufficient amounts of the chemical isopropyl- $\beta$-D-thiogalactopyranoside (IPTG). At subcritical levels of IPTG, both states exist and are stable. Variation in IPTG has demonstrated hysteresis of these two steady states [1]. We exploit the presence of hysteresis in the toggle switch to construct an oscillator network by linking the toggle switch to a second network that autonomously drives cells through the hysteresis loop (Figure 1.1(A)).

The gene network intended to drive the oscillation involves components of the quorum-sensing system from Vibrio fischeri [14]. Quorum-sensing enables cells to sense population density through a transcription factor protein LuxR, which acts as a transcriptional activator of genes expressed from the $P_{l u x}$ promoter when a small organic molecular, the autoinducer (AI), binds to it. The AI is synthesized by the protein encoded by the gene luxI, and the AI can diffuse across the cell membrane causing the extracellular concentration of AI, as well as the AI concentration in individual cells, to depend on the density of AI-producing cells. These properties of the quorum-sensing system has been exploited experimentally to construct biosensors (see, e.g., $[15,16,17]$ ) to transfer information from one cell to another [11] and can,


Fig. 1.1. Schematic diagrams of the genetic oscillator network in isolated cells. (A) Full network composed of the toggle switch genes cI 857 and lacI and their respective promoters $P_{\text {trc }}$ (lac repressed) and $P_{L *}$ ( $\lambda$ repressed) and the quorum-sensing genes luxI and luxR. Autoinducer (AI) is synthesized by the LuxI protein and activates expression of lacI from the $P_{l u x}$ promoter through binding to the LuxR transcription factor. (B) Minimal model. It is assumed that the activation of expression of the repressor gene $u$ (lacI) occurs in a single step binding of $W$ (AI) to the promoter $P_{3}\left(P_{l u x}\right)$.
in theory, be used to achieve synchronization across a cell population [18]. It was recently shown experimentally [10] that a variant of the network in Figure 1.1 lacking the luxI gene can respond to AI and be driven through a saddle-node bifurcation by increasing AI concentration.

This paper is organized as follows. In section 2, we discuss the structure of the genetic network and derive the equations that govern the dynamics of a minimal description of the network. In section 3, we investigate the dynamics of isolated cells and establish the condition for the organization of single-cell oscillations. In section 5, we consider the dynamics of an ensemble of cells and demonstrate the possibility of both population synchronization and suppression of oscillations, depending on diffusion strength and other parameters of the system. In section 4, we investigate the effect on the ability of isolated cells to oscillate when molecular details left out of the minimal model are taken into consideration. In particular, production of the autoinducer in two steps, rather than just one as assumed in the minimal model, improves the likelihood of observing oscillations experimentally. We also show that oscillatory behavior can be made much more robust by adding an additional connectivity to the network.
2. Minimal model. The molecular details of the genetic oscillator network that we wish to construct is illustrated schematically in Figure 1.1(A). It is a slight variant of a network constructed by Kobayashi et al. [10], where luxI is inserted downstream of $\mathrm{cI857}$ rather than downstream of $l u x R$. The expression of the $c I 857$ is controlled by the promoter $P_{t r c}$, and the expression of the lacI gene is controlled by the $P_{L *}$ promoter. As a result, the AI is synthesized when the cell is in the $c I$ ON/lacI OFF state. The AI binds to the LuxR protein, whose gene is expressed at a constant rate from the $P_{\text {con }}$ promoter, and the LuxR-AI complex increases the rate of expression of the lacI gene by activation of the $P_{l u x}$ promoter. Hence, when cells are in the lacI OFF state, the AI will gradually accumulate and activate the production of $\lambda$ repressor protein. The $\lambda$ repressor eventually shuts down expression of $c I$ and luxI from the $P_{t r c}$ promoter, causing a transition from the $c I$ ON to the lacI ON state and a down-regulation of AI production. To complete the cycle, it is required that a cell returns to the $c I$ ON state once AI production ceases in the lacI ON state. Therefore, oscillations require that the toggle switch component of the network is bistable at intermediate levels of AI and monostable when the level of AI is either high (lacI ON) or low ( $c I$ ON).

To ease the mathematical analysis, we initially employ a simplified model of the full system, illustrated in Figure 1.1(B). In this model, the promoters are renamed $P_{1}\left(P_{L *}\right), P_{2}\left(P_{t r c}\right)$, and $P_{3}\left(P_{l u x}\right)$ and the transcription factors renamed $U$ (lac repressor), $V$ ( $\lambda$ repressor), and $W$ (the LuxR-AI activator). The difference between the full (Figure 1.1(A)) and the simplified system (Figure 1.1(B)) lies in the regulation of the $P_{3}$ promoter. We assume for simplicity that the activator of $P_{3}$ is encoded by a single gene $w$ rather than being the complex between LuxR and the AI. This assumption ignores a potential time delay introduced by the two-step synthesis of the LuxR-AI complex (i.e., LuxI $\rightarrow \mathrm{AI} \rightarrow$ LuxR-AI) and the titration and saturation of free LuxR by the AI. The effects of these assumptions on oscillations in single cells are investigated further in section 4.
2.1. Regulation of gene expression. The simplest model of gene expression involves only two steps: the transcription of a gene into mRNA and the translation of the mRNA into protein [19]. Consider the expression of a gene $x$ that encodes the protein $X$ and is regulated by the promoter $P$. When each cell harbors $n_{A}$ active promoters from which the mRNA of gene $x$ is transcribed at an average rate $k$, the approximation of the rate of mRNA change gives us the following differential equation:

$$
\begin{equation*}
\frac{d n_{m}}{d t}=n_{A} k-d_{m} n_{m} \tag{2.1}
\end{equation*}
$$

where $d_{m}$ is the effective first-order rate constant associated with degradation of the mRNA within cells. This equation is, of course, only an approximation since it assumes that the number of mRNA molecules is continuous rather than discrete and since many additional steps are involved in both transcription and degradation of mRNA [21]. Messenger RNA molecules are usually degraded rapidly compared to other cellular processes, and it is often assumed that the concentration of mRNA rapidly reaches a pseudo-steady state where $n_{m}=n_{A} k / d_{m}$ such that $d n_{m} / d t$ is zero. In some cases, the delay introduced by mRNA synthesis is important for oscillatory dynamics [2]. However, mRNA half-lives are difficult to manipulate experimentally, which makes it difficult to exploit these control parameters in vivo.

The mRNA is translated into a protein by ribosomes, and it is assumed that each $x$ mRNA molecule gives rise to $b_{x}=k_{t l, x} / d_{m}$ copies of the protein X , where
$k_{t l, x}$ is the averaged translation rate. The parameter $b_{x}$ is referred to as the burst parameter of the protein and depends on the efficiency of translation and the mRNA half-life [19]. The value of the translational efficiency depends, among several factors, on the nucleotide sequence of the ribosome binding sites (RBS) located within the upstream, noncoding part of the mRNA. The RBS is encoded by the DNA sequence immediately upstream of the start codon of the gene and is an independent regulatory element that can be manipulated experimentally. The sequence of the DNA encoding the RBS is one of the principal tools by which the parameters of an engineered gene network can be adjusted (see, e.g., [1]).

The equation that governs the evolution of the number of proteins, $n_{X}$, produced from $n_{m}$ mRNA molecules is in the continuous approximation given by

$$
\begin{equation*}
\frac{d n_{X}}{d t}=k_{t l, x} n_{m}-k_{X} n_{X} \tag{2.2}
\end{equation*}
$$

where $k_{t l, x}$ is the averaged translation rate, introduced above and $k_{X}$ is the effective first-order rate constant associated with the degradation of the protein within cells. When a pseudo-steady state approximation is invoked for mRNA ( $n_{m}=n_{A} k / d_{m}$ ), it is obtained that $k_{t l, x} n_{m}=k_{t l, x} n_{A} k / d_{m}=b_{x} n_{A} k$. The equation for the number of proteins takes the form

$$
\begin{equation*}
\frac{d n_{X}}{d t}=b_{x} n_{A} k-k_{X} n_{X} \tag{2.3}
\end{equation*}
$$

The rate of protein decay, $k_{X}$, is a second experimental control parameter that can be altered by augmenting, or tagging, the protein with additional amino acids, which makes the protein a target of proteases that break down the protein into amino acids [2].

It is convenient to convert the equation for the evolution of the total number of proteins per cell into an equation for the evolution of cellular protein concentration, $[X](t)=n_{X}(t) / v(t)$, where $v(t)$ is the cell volume. Cells divide at regular time intervals $T$, and the cell volume is assumed to increase exponentially in accordance with the growth law $v(t)=v_{0} \exp \left(k_{g} t\right)$, where $v_{0}$ is the cell volume immediately after division and $k_{g}=\ln (2) / T$. Cell division occurs when $v(t=T)=2 v_{0}$. The evolution equation for protein concentration is then obtained as

$$
\begin{equation*}
\frac{d[X]}{d t}=\frac{1}{v(t)}\left(\frac{d n_{X}}{d t}-[X] \frac{d v(t)}{d t}\right)=b_{x} k[A](t)-\left(k_{X}+k_{g}\right)[X] \tag{2.4}
\end{equation*}
$$

where $[A](t)$ is the concentration of active promoters, $[A](t)=n_{A}(t) / v(t)$. It is noted that an exponential increase in cell volume is only an approximation of the quite complicated process of cell growth and division.

The concentration of active promoters, $[A](t)$, depends on the concentration of transcription factors that are bound to the promoter region at a given time. Consider the formation of a complex $P E$ between the promoter, $P$, and a transcriptional effector $E$ of that promoter through the cooperative binding of $\beta$ effector molecules to the unoccupied promoter. This scheme can be represented by the reversible chemical reaction of the Hill type with the equilibrium constant $K$ :

$$
\begin{equation*}
\beta E+P \leftrightarrows P E, \quad K=\frac{[P E]}{[E]^{\beta}[P]} \tag{2.5}
\end{equation*}
$$

where $[P],[P E]$, and $[E]$ are the concentrations of unoccupied promoters, occupied promoters, and effector molecules, respectively. The parameter $\beta$ is the Hill coefficient associated with the binding of the effector to the promoter.

The total concentration of promoters is proportional to the concentration $\left[P_{t o t}\right]$ of the plasmid that carries the promoter. Plasmids are self-replicating, and the total number of plasmids (and, hence, of promoters) change as a cell progresses through the division cycle. The control of the plasmid copy number is quite elaborate [20] and must be balanced with the cell's growth and division. As a first approximation, it is assumed that the number of plasmids per cell scales proportionally with the cell volume such that the plasmid concentration remains fairly constant throughout the cell division cycle, i.e., that $\left[P_{t o t}\right]=[P](t)+[P E](t)$ is constant. Combined with the equilibrium relation in (2.5), the conservation of plasmid concentration can be used to derive the concentration of active promoters $[A]$ used in (2.4). The effector can be either a transcriptional repressor or a transcriptional activator. In the case when the effector is the repressor, the unoccupied promoters are supposed to be active, and $[A]^{R} \equiv[P]$, where the superscript $R$ stands for the repression case. Deriving concentration of the repressed promoters, $[P E]$, from (2.5) as a function of $[P]$, we have $\left[P_{t o t}\right]=[P]+K[E]^{\beta}[P]$, or, taking into account the equivalence of $[P]$ and $[A]^{R},\left[P_{t o t}\right]=[A]^{R}+K[E]^{\beta}[A]^{R}$. Then, in the case of transcriptional repression, the concentration of active promoters is given by

$$
\begin{equation*}
[A]^{R}=\frac{\left[P_{t o t}\right]}{1+K[E]^{\beta}} \tag{2.6}
\end{equation*}
$$

In the case when the effector is the activator, the unoccupied promoters are assumed to be passive, and $[A]^{A} \equiv[P E]$, where the superscript $A$ stands for the activation case. We derive concentration of unoccupied promoters from (2.5) as $[P]=[A]^{A} / K[E]^{\beta}$, then $\left[P_{t o t}\right]=[A]^{A} / K[E]^{\beta}+[A]^{A}$. From this equation, the concentrations of active promoters is given by

$$
\begin{equation*}
[A]^{A}=\frac{\left[P_{t o t}\right] K[E]^{\beta}}{1+K[E]^{\beta}} \tag{2.7}
\end{equation*}
$$

Introducing the exponent $a$, we can write down the common formula for these two cases:

$$
\begin{equation*}
[A]=\frac{\left[P_{t o t}\right]\left\{K[E]^{\beta}\right\}^{a}}{1+K[E]^{\beta}} \tag{2.8}
\end{equation*}
$$

where the case of repression $(R)$ corresponds to $a=0$ and the case of activation $(A)$ corresponds to $a=1$.

Equation (2.4) can be generalized for the case of multiple promoters, controlling the production of the same protein. Suppose we have several protein effectors $E_{j}$, each of which influences production of the protein X , binding the corresponding promoter $P_{j}(j=1, \ldots, M)$. By summation of the contribution from each promoter $P_{j}$ in the network, the evolution of the protein concentration $[X]$ can be written as

$$
\begin{equation*}
\frac{d[X]}{d t}=\sum_{j=1}^{M} \frac{b_{j x} k_{j}\left[P_{t o t, j}\right]\left[K_{j}\left[E_{j}\right](t)^{\beta_{j}}\right]^{a_{j}}}{1+K_{j}\left[E_{j}\right](t)^{\beta_{j}}}-\left(k_{X}+k_{g}\right)[X] . \tag{2.9}
\end{equation*}
$$

We also need to take into account that $X$ may be able to penetrate the cell membrane by passive or active transport. An additional term for (2.9), which corresponds
to the passive transport, is $D_{X}\left([X]-\left[X_{e x t}\right]\right)$. Here, $\left[X_{e x t}\right]$ is the extracellular concentration of $X$ and $D_{X}$ is an effective diffusion coefficient. The parameter $D_{X}$, in its simplest form, is defined by $D_{X}=S(t) p_{X} / v(t)$, where $S(t)$ is the cell surface area and $p_{X}$ is the membrane permeability of $X$ [22]. While $D_{X}$ depends slightly on the stage of the cell division cycle, we will assume for simplicity that $D_{X}$ is a constant. The resulting equation for a protein, which is synthesized from multiple promoters and can penetrate the cell membrane, is given by

$$
\begin{equation*}
\frac{d[X]}{d t}=\sum_{j=1}^{M} \frac{b_{j x} k_{j}\left[P_{t o t, j}\right]\left[K_{j}\left[E_{j}\right](t)^{\beta_{j}}\right]^{a_{j}}}{1+K_{j}\left[E_{j}\right](t)^{\beta_{j}}}-\left(k_{X}+k_{g}\right)[X]-D_{X}\left([X]-\left[X_{e x t}\right]\right) \tag{2.10}
\end{equation*}
$$

Most proteins within the cell are unable to penetrate the cell membrane, and the diffusive term is in the present case only relevant for the AI.
2.2. The genetic oscillator model. The network diagram in Figure 1.1(B) can be converted into a system of evolution equations by using (2.10) for each of the three proteins $U, V$, and $W$ synthesized from the three promoters. We use $[U]_{i},[V]_{i}$, and $[W]_{i}$ to denote the concentrations of $U, V$, and $W$ in cell $i$ and $\left[W_{e x t}\right]$ to denote the extracellular concentration of the AI :

$$
\begin{align*}
\frac{d[U]_{i}}{d t} & =\frac{b_{1 u} k_{1}\left[P_{t o t, 1}\right]}{1+K_{1}[V]_{i}^{\beta}}+\frac{b_{3 u} k_{3}\left[P_{t o t, 3}\right] K_{3}[W]_{i}^{\eta}}{1+K_{3}[W]_{i}^{\eta}}-\left(k_{U}+k_{g}\right)[U]_{i} \\
\frac{d[V]_{i}}{d t} & =\frac{b_{2 v} k_{2}\left[P_{t o t, 2}\right]}{1+K_{2}[U]_{i}^{\gamma}}-\left(k_{V}+k_{g}\right)[V]_{i}  \tag{2.11}\\
\frac{d[W]_{i}}{d t} & =\frac{b_{2 w} k_{2}\left[P_{t o t, 2}\right]}{1+K_{2}[U]_{i}^{\gamma}}-\left(k_{W}+k_{g}\right)[W]_{i}-D_{W}\left([W]_{i}-\left[W_{e x t}\right]\right)
\end{align*}
$$

where $\beta, \gamma$, and $\eta$ denote the Hill coefficients of the $P_{1}, P_{2}$, and $P_{3}$ promoter, respectively.

Since the AI is able to penetrate the cell membrane, it is necessary to consider how the production of AI in an ensemble of $N$ cells changes the extracellular AI concentration. The flux $\phi_{i}$ (in number/time unit) of $W$ across the membrane of an individual cell is $\phi_{i}=S(t) p_{W}\left([W]_{i}-\left[W_{\text {ext }}\right]\right)$ [22], and the evolution of the extracellular autoinducer concentration is given by

$$
\begin{equation*}
\frac{d\left[W_{e x t}\right]}{d t}=\frac{v_{c} D_{W}}{v_{e x t}} \frac{1}{N} \sum_{i=1}^{N}\left([W]_{i}-\left[W_{e x t}\right]\right)-k_{0}\left[W_{e x t}\right] \tag{2.12}
\end{equation*}
$$

where $v_{\text {ext }}$ is the volume of the extracellular space, $v_{c}$ is the total volume of $N$ cells, and $k_{0}$ is the effective first-order constant of removal of AI from the extracellular medium. We assume that the experiments are carried out in a continuously stirred, constant volume flow reactor where the extracellular medium is homogeneous and the number of cells is kept constant by continuous dilution of the cell culture by a steady inflow of fresh growth medium and outflow of extracellular medium and cells. It is the rate of this dilution that determines the value of the parameter $k_{0}$.

To reduce the number of parameters in the system, we assume that $U$ and $V$ have identical half-lives, $k_{d}=k_{U}=k_{V}$. This assumption is based on the fact that the protein decay rate can be controlled in experiments. The identical half-lives are determined by identical protease tags added to these proteins. However, this assumption is not a constraint for design of the network but just a simplification for
our analysis. To normalize the equations, we introduce the following dimensionless variables:

$$
\begin{gather*}
u_{i}=\sqrt[\gamma]{K_{2}}[U]_{i}, \quad v_{i}=\sqrt[\beta]{K_{1}}[V]_{i}, \quad w_{i}=\sqrt[\eta]{K_{3}}[W]_{i} \\
w_{e}=\sqrt[\eta]{K_{3}}\left[W_{e x t}\right], \quad \tau=\left(k_{d}+k_{g}\right) t \tag{2.13}
\end{gather*}
$$

With these assumptions, the system is governed by the dimensionless system:

$$
\begin{align*}
\frac{d u_{i}}{d \tau} & =\alpha_{1} f\left(v_{i}\right)+\alpha_{3} h\left(w_{i}\right)-u_{i} \\
\frac{d v_{i}}{d \tau} & =\alpha_{2} g\left(u_{i}\right)-v_{i} \\
\frac{d w_{i}}{d \tau} & =\bar{\alpha}_{2} g\left(u_{i}\right)-\delta w_{i}-D\left(w_{i}-w_{e}\right)  \tag{2.14}\\
\frac{d w_{e}}{d \tau} & =\frac{D_{e}}{N} \sum_{i=1}^{N}\left(w_{i}-w_{e}\right)-\delta_{e} w_{e}
\end{align*}
$$

where the functions are defined by

$$
\begin{equation*}
f(v)=\frac{1}{1+v^{\beta}}, \quad g(u)=\frac{1}{1+u^{\gamma}}, \quad h(w)=\frac{w^{\eta}}{1+w^{\eta}} \tag{2.15}
\end{equation*}
$$

and the dimensionless parameters are defined by

$$
\begin{gather*}
\alpha_{1}=\frac{\sqrt[\gamma]{K_{2}} b_{1 u} k_{1}\left[P_{t o t, 1}\right]}{k_{d}+k_{g}}, \quad \alpha_{2}=\frac{\sqrt[\beta]{K_{1}} b_{2 v} k_{2}\left[P_{t o t, 2}\right]}{k_{d}+k_{g}} \\
\bar{\alpha}_{2}=\frac{\sqrt[\eta]{K_{3}} b_{2 w} k_{2}\left[P_{t o t, 2}\right]}{k_{d}+k_{g}}, \quad \alpha_{3}=\frac{\sqrt{K_{2}} b_{3 u} k_{3}\left[P_{t o t, 3}\right]}{k_{d}+k_{g}}  \tag{2.16}\\
\delta=\frac{k_{W}+k_{g}}{k_{d}+k_{g}}, \quad \delta_{e}=\frac{k_{0}}{k_{d}+k_{g}}, \quad D=\frac{D_{W}}{\left(k_{d}+k_{g}\right)}, \quad D_{e}=\frac{v_{c} D_{W}}{v_{e x t}\left(k_{d}+k_{g}\right)} .
\end{gather*}
$$

3. Isolated element. We first establish the conditions for oscillations in isolated cells. Cells can be considered as isolated elements in the limit $D_{e} \ll \delta_{e}$, corresponding to a vanishing cell density, where the contribution from cellular autoinducer production to the extracellular autoinducer concentration is vanishing and $w_{e} \rightarrow 0$. The evolution of protein content in an isolated cell is thus determined by

$$
\begin{gather*}
\frac{d u}{d \tau}=\alpha_{1} f(v)+\alpha_{3} h(w)-u, \quad \frac{d v}{d \tau}=\alpha_{2} g(u)-v \\
\frac{d w}{d \tau}=\bar{\alpha}_{2} g(u)-(D+\delta) w=\varepsilon\left(\alpha_{4} g(u)-w\right) \tag{3.1}
\end{gather*}
$$

where $\varepsilon=D+\delta=\left(D_{W}+k_{g}\right) /\left(k_{d}+D_{W}\right)$ and $\alpha_{4}=\bar{\alpha}_{2}\left(k_{d}+D_{W}\right) /\left(D_{W}+k_{g}\right)$. We suppose also that $\bar{\alpha}_{2}$ is of the same order as $(D+\delta)$, i.e., $\alpha_{4}=O(1)$ because otherwise dynamics becomes trivial (the only stationary state).

When the parameter $\varepsilon$ is small $(\varepsilon \ll 1)$, the evolution of the system splits into two well-separated time-scales. In the fast time-scale, changes of the coordinates per unit of time $\tau$ are of order 1. Here, we can assume $w$ to be stationary, since $d w / d \tau \sim \varepsilon \ll 1$. The fast motion ceases in the vicinity of the curve, where $d u / d \tau=0$ and $d v / d \tau=0$, which is called the manifold of slow motion. On the manifold, changes of the coordinates per unit of time $\tau$ are of order $\varepsilon$, and we can introduce the slow time $\tau_{1}=\varepsilon \tau$, where the changes are of order 1 .


Fig. 3.1. Geometrical investigation of equilibrium states in the fast subsystem with $\alpha_{w}=0$. Equilibrium states are located where $F(u)=0$. (A) Increasing the value of $\alpha_{1}$ causes a transition from one to three equilibrium states, with a new equilibrium with high $u$ being created through a saddle-node bifurcation. Parameter values are $\alpha_{2}=4, \beta=\gamma=3$. (B) Creation of an equilibrium state with low $u$ through a saddle-node bifurcation by an increase in $\alpha_{2}$. Parameter values are $\alpha_{1}=2, \beta=\gamma=3$.
3.1. The fast subsystem. The first step in our analysis is to establish the conditions where the fast subsystem can be driven through a bistability region by varying the autoinducer concentration. Two conditions must be satisfied by the fast subsystem. (1) Two saddle-node bifurcations that define a region of bistability must exist and (2) the bifurcations must occur as the autoinducer concentration is varied. To establish the analytical conditions, we look for equilibria on the fast time-scale for $\varepsilon \rightarrow 0$, where the full system reduces to the toggle switch equations [1] augmented with a constant production term $\alpha_{w}$ arising from a constant concentration of autoinducer:

$$
\begin{array}{r}
\frac{d u}{d \tau}=\alpha_{1} f(v)+\alpha_{w}-u=P(u, v)  \tag{3.2}\\
\frac{d v}{d \tau}=\alpha_{2} g(u)-v=Q(u, v)
\end{array}
$$

where $\alpha_{w}=\alpha_{3} h(w)$. These equations correspond to those used by Kobayashi et al. to guide the construction of a toggle-based AI biosensor [10]. By Bendixson's criterion [23], the system in (3.2) has no closed orbit since the divergence of the vector field $P_{u}^{\prime}+Q_{v}^{\prime}=-2$ does not change sign.
3.1.1. Absence of autoinducer. In the absence of the autoinducer $\left(\alpha_{w}=0\right)$, the equilibrium states $\left(u_{0}, v_{0}\right)$ of the system in (3.2) can be found by setting $v=$ $\alpha_{2} g(u)$ as the zeros of the function $F(u)$ given by

$$
\begin{equation*}
F(u)=u-\alpha_{1} f\left(\alpha_{2} g(u)\right)=u-\frac{\alpha_{1}\left(1+u^{\gamma}\right)^{\beta}}{\alpha_{2}^{\beta}+\left(1+u^{\gamma}\right)^{\beta}} . \tag{3.3}
\end{equation*}
$$

Since $F(u) \rightarrow-\alpha_{1} /\left(\alpha_{2}^{\beta}+1\right)<0$ for $u \rightarrow 0$ and $F(u) \rightarrow u-\alpha_{1}>0$ for $u \rightarrow \infty$, the existence of at least one steady state is guaranteed.

A necessary, but not sufficient, condition for the existence of multiple equilibrium states is that $F(u)$ be an N -shaped function such that there exist local extrema (where $F^{\prime}(u)=0$ ). Figure 3.1 illustrates the transition from monostability when $\alpha_{1}$ is varied for $\alpha_{2}=4, \beta=\gamma=3$. At very low values of $\alpha_{1}$, the function $F(u)$ is monotonically increasing and there exists a single equilibrium state where $u_{0}$ is low and $v_{0}$ is high.

When $\alpha_{1}$ increases, a local maximum and a local minimum emerge, but there is still only a single equilibrium state. As $\alpha_{1}$ increases further, the local minimum of $F(u)$ is shifted downward, and it coincides with $F(u)=0$ when $\alpha_{1}$ reaches a critical value $\alpha_{1}^{c}$ (at approximately $\alpha_{1}=2.14925$ in Figure 3.1). This critical point corresponds to a saddle-node bifurcation where the two conditions $F(u)=0$ and $F^{\prime}(u)=0$ are simultaneously fulfilled and a new equilibrium state is created. For $\alpha_{1}$ higher than the critical value, the function $F(u)$ has three zeros corresponding to three equilibrium states. Two of these states are destroyed when $\alpha_{1}$ is very high (greater than approximately 22.9767 for $\alpha_{2}=4, \beta=\gamma=3$ ) where the local maximum is shifted to negative values of $F(u)$ (not shown). The system is again monostable, this time with an equilibrium state where $u_{0}$ is high and $v_{0}$ is low. As illustrated in Figure $3.1(\mathrm{~B})$, a similar bifurcation scenario is observed when $\alpha_{2}$ is varied.

The characteristic polynomial that determines stability of the equilibrium states of the fast subsystem is given by

$$
\begin{gather*}
\lambda^{2}+2 \lambda+F^{\prime}(r)=0, \\
F^{\prime}(r)=1-\alpha_{1} \alpha_{2} f_{v}^{\prime}\left(v_{0}(r)\right) g_{u}^{\prime}(r), \tag{3.4}
\end{gather*}
$$

where we have introduced the parameter $r$ to represent the equilibrium state $\left(u_{0}, v_{0}\right)$. This parameter is obtained from (3.1) by setting $d u / d \tau=0$ and $d v / d \tau=0$ :

$$
\begin{equation*}
r=u_{0}, \quad v_{0}=\alpha_{2} g(r) \tag{3.5}
\end{equation*}
$$

It can be shown that when a single equilibrium state exists, it is always stable (monostability), and when three equilibrium states exist, one of them is unstable and the remaining two are stable (bistability).

As described above, the transition from monostability to bistability occurs through saddle-node bifurcations. Their location can be predicted from (3.4) by finding solutions where $\lambda=0$, i.e., from $F^{\prime}(r)=0$. This equation can be written in a parametric form (Appendix A) to obtain sets of critical parameter values $\left(\alpha_{1}^{c}(r), \alpha_{2}^{c}(r)\right)$ that determine the location of the saddle-node bifurcations in the $\alpha_{1}, \alpha_{2}$ phase plane:

$$
\begin{align*}
& \alpha_{1}^{c}(r)=\frac{\beta \gamma r^{\gamma+1}}{1+r^{\gamma}} /\left(\frac{\beta \gamma r^{\gamma}}{1+r^{\gamma}}-1\right), \\
& \alpha_{2}^{c}(r)=\left(1+r^{\gamma}\right)\left(\frac{\beta \gamma r^{\gamma}}{1+r^{\gamma}} /\left(\frac{\beta \gamma r^{\gamma}}{1+r^{\gamma}}-1\right)-1\right)^{1 / \beta} . \tag{3.6}
\end{align*}
$$

In these equations, $r$ is in the range $\left(r_{l}: \infty\right)$ with $r_{l}$ defined by $r_{l}^{\gamma}=(\beta \gamma-1)^{-1}$ (implying that $\beta \gamma>1$ since $r_{l}$ must be positive). Note that $\alpha_{1}^{c}(r)<0$ when $r<r_{l}$, which violates the condition that all the parameters must be positive reals.
3.1.2. Presence of autoinducer. In the presence of autoinducer $\left(\alpha_{w}>0\right)$, the equilibrium states are obtained as the solution of $F(u)=\alpha_{w}$ rather than $F(u)=0$. In order to use variation in $\alpha_{w}$ to drive the fast subsystem through a bistability region, it is essential that an increase (or decrease) in $\alpha_{w}$ causes the fast subsystem to pass through the two saddle-node bifurcations. Therefore, the system must be monostable when $\alpha_{w}$ is lower than a critical value $\alpha_{w}^{+}>0$, having the only equilibrium with low $u$ (denoted $r^{-}$), monostable when $\alpha_{w}$ is greater than the second critical value $\alpha_{w}^{-}>\alpha_{w}^{+}$, having the only equilibrium with high $u\left(\right.$ denoted $\left.r^{+}\right)$, and bistable when $\alpha_{w}^{-}>\alpha_{w}>\alpha_{w}^{+}$. This scenario is depicted in Figure 3.2(A), where one, two, or three equilibrium states arises as $\alpha_{w}$ is varied. The critical values in $\alpha_{w}$, where the fast
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Fig. 3.2. (A) Changes in the number of equilibrium states by variation in $\alpha_{w}$. At $\alpha_{w}=0.05$ there is a single equilibrium state at low $u$. There are three equilibrium states at $\alpha_{w}=0.5$ and a single equilibrium state for $\alpha_{w}=0.9$. The points labeled $\left(r_{c}^{-}, \alpha_{w}^{-}\right)$and $\left(r_{c}^{+}, \alpha_{w}^{+}\right)$correspond to the values of $\alpha_{w}$ at the saddle-node bifurcations. Parameter values are $\alpha_{1}=2, \alpha_{2}=4, \beta=\gamma=3$. (B) Different regions of the $\alpha_{1}, \alpha_{2}$ phase plane showing different behavior for $\beta=\gamma=3$. The solid curve encloses a region where the system is bistable in the absence of autoinducer. The solid and the dashed curve enclose a region where bistability can occur in the presence of autoinducer, i.e., a hysteresis loop for $\alpha_{w}>0$.
subsystem has two equilibrium states (a stable node and a saddle-node), satisfy the conditions

$$
\begin{equation*}
\alpha_{w}^{-}=F\left(r_{c}^{-}\right), \quad \alpha_{w}^{+}=F\left(r_{c}^{+}\right), \quad F^{\prime}\left(r_{c}^{ \pm}\right)=0 \tag{3.7}
\end{equation*}
$$

where $r_{c}^{ \pm}$are the values of $u$ corresponding to the extrema of $F(u)$.
To achieve hysteresis when $\alpha_{w}$ is varied, $F(u)$ must have two extrema and they must be located in the positive quadrant, i.e., $F\left(r_{c}^{ \pm}\right)>0$. The section of parameter plane where the fast subsystem satisfies the required conditions are thus bounded by two curves: one where bistability ceases to exist, corresponding to the merger of extrema of $F(u)$, and one where the minimum of $F(u)$ crosses into negative values. As derived in Appendix B, the merging extrema of the function $F(u)$ defines a curve $\left(\alpha_{1}^{m}(r), \alpha_{2}^{m}(r)\right)$ in the $\alpha_{1}, \alpha_{2}$ phase plane given by

$$
\begin{equation*}
\alpha_{1}^{m}(r)=\frac{\left(1+r^{\gamma}\right)\left[1+R_{1}(r)\right]^{2}}{\gamma \beta R_{1}(r) r^{\gamma-1}}, \quad \alpha_{2}^{m}(r)=\left(1+r^{\gamma}\right) R_{1}(r)^{1 / \beta} \tag{3.8}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{1}(r)=-\frac{(\gamma-1)-r^{\gamma}(1+\beta \gamma)}{(\gamma-1)-r^{\gamma}(1-\beta \gamma)} \tag{3.9}
\end{equation*}
$$

The curve $\left(\alpha_{1}^{m}(r), \alpha_{2}^{m}(r)\right)$ is in addition subject to the condition that the system is monostable in the absence of autoinducer. In other words, $F(u)=\alpha_{w}$ must have a single solution for $\alpha_{w}=0$ and the saddle-node bifurcations must therefore occur at values of $\alpha_{w}=F(u)>0$. The boundary of this condition coincides with that of emergence of bistability in the unperturbed toggle switch, which is determined by the curves of saddle-node bifurcations in (3.6). Figure 3.2(B) illustrates the regions of different dynamics in the $\alpha_{1}, \alpha_{2}$ parameter space. The solid curve is obtained
from (3.6), and the dashed curve shows the merging of extrema (3.8). The area enclosed by the solid curves corresponds to the region in parameter space where the fast subsystem shows bistability in the absence of autoinducer, and the shaded area corresponds to the region of parameter space where there exists a bistable region for $0<\alpha_{w}^{+}<\alpha_{w}<\alpha_{w}^{-}$, where $\alpha_{w}^{+}$and $\alpha_{w}^{-}$, as previously defined in this section, are the critical values of autoinducer at the saddle-node bifurcations (see Figure 3.2(A)).
3.2. The slow subsystem. Given sufficient time-scale separation, the fast subsystem reaches a point on the manifold of slow motion, where the dynamics is governed by

$$
\begin{equation*}
\frac{d w}{d \tau}=\varepsilon\left(\alpha_{4} g(u)-w\right) \tag{3.10}
\end{equation*}
$$

Here $u$ satisfies the condition $F(u)=\alpha_{3} h(w)$ obtained from (3.2). When the parameters of the fast subsystem are such that there exist two extrema of $F(u)$ at $u=r_{c}^{-}$ (the local maximum) and $u=r_{c}^{+}$(the local minimum), the slow subsystem can drive the fast subsystem through a bistability region if $\alpha_{w}=\alpha_{3} h(w)$ can assume values on either side of the interval $\left[\alpha_{w}^{-}, \alpha_{w}^{+}\right]$where $\alpha_{w}^{ \pm}=F\left(r_{c}^{ \pm}\right)$, as was illustrated in Figure $3.2(\mathrm{~A})$.

The equilibrium states of the whole system are given by the intersection in $u, \alpha_{w}$ space between $F(u)$ and the curve

$$
\begin{equation*}
\alpha_{w}(w(u)) \equiv \alpha_{3} h(w), \quad w(u)=\alpha_{4} g(u) \tag{3.11}
\end{equation*}
$$

The curve $\alpha_{w}(w(u))$ is a monotonically decreasing function of $u$ since $w(u)$ is a monotonically decreasing function of $u$ and $h$ is monotonic. In order for the slow subsystem to meet the above conditions, it is required that

$$
\begin{equation*}
\alpha_{w}\left(w\left(r_{c}^{-}\right)\right)>F\left(r_{c}^{-}\right), \quad \alpha_{w}\left(w\left(r_{c}^{+}\right)\right)<F\left(r_{c}^{+}\right) \tag{3.12}
\end{equation*}
$$

This condition implies that $\alpha_{w}(w(u))$ and $F(u)$ must intersect for values of $u$ where $F^{\prime}(u)<0$. Figure 3.3(A) illustrates the different scenarios that are possible for different values of the parameters of the slow subsystem. When the parameters are appropriately adjusted, the curves $\alpha_{w}(w(u))$ and $F(u)$ intersect once in the region where $F^{\prime}(u)<0$ and the conditions in (3.12) are satisfied. For other parameter values, there may be one, two, or three intersections of the curves, which violates one of the conditions in (3.12).

The limits of the inequalities in (3.12) can be used to obtain the regions in the parameter space, where the slow subsystem satisfies the required conditions. In particular, equation $\alpha_{w}\left(w\left(r_{c}^{-}\right)\right)=F\left(r_{c}^{-}\right)$requires that $\alpha_{w}(w(u))$ and $F(u)$ intersect in the point where $F^{\prime}(u)=0$, i.e., in the maximum of the function $F(u)$. Hence, the critical values of the parameters where $\alpha_{w}(w(u))$ intersects an extremum of $F(u)$ satisfies the following condition:

$$
\begin{equation*}
\alpha_{w}\left(w\left(r_{c}^{ \pm}\right)\right)=F\left(r_{c}^{ \pm}\right), \quad F^{\prime}\left(r_{c}^{ \pm}\right)=0 \tag{3.13}
\end{equation*}
$$

We apply this condition to obtain the region in the $\left(\alpha_{3}, \alpha_{4}\right)$ parameter plane for different values of $\eta$ where the slow subsystem satisfies the requirements for relaxation oscillations. These curves are plotted in Figure 3.3(B) and show an increase of the oscillatory region (filled) with increasing $\eta$.
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Fig. 3.3. Geometrical analysis of equilibrium states as the parameters of the slow subsystem are varied. (A) Oscillations are possible (3.12) when the curves $F(u)$ and $\alpha_{w}(w(u)$ ) intersect only in the region where $F^{\prime}(u)<0$ (curve $\alpha_{w}^{1}, \eta=4, \alpha_{3}=1, \alpha_{4}=3.8$ ). The curves $\alpha_{w}^{2}, \alpha_{w}^{3}$, and $\alpha_{w}^{4}$ are obtained for $\eta=1, \alpha_{4}=1$, and $\alpha_{3}=0.5,2,4$, respectively. They illustrate monostability ( $\alpha_{w}^{2}$ and $\alpha_{w}^{4}$ ) and multistability $\left(\alpha_{w}^{3}\right)$ in the system. Other parameters are $\alpha_{1}=2, \alpha_{2}=4, \beta=\gamma=3$. (B) Regions in the $\alpha_{3}, \alpha_{4}$ parameter space where the conditions (3.12) are satisfied for different values of $\eta$ : (1) $\eta=2$; (2) $\eta=6$.

The condition in (3.13) is solved with respect to $\alpha_{1}$ and $\alpha_{2}$ (Appendix C) to give a set of bifurcation points $\left(\alpha_{1}^{H}, \alpha_{2}^{H}\right)$ in the limit $\varepsilon=0$ :

$$
\begin{equation*}
\alpha_{1}^{H}(r)=\frac{1+R_{2}(r)}{r-R_{3}(r)}, \quad \alpha_{2}^{H}(r)=\left(1+r^{\gamma}\right)\left(R_{2}(r)\right)^{1 / \beta}, \tag{3.14}
\end{equation*}
$$

where

$$
\begin{align*}
R_{2}(r) & =\frac{\beta \gamma r^{\gamma-1}\left(r-R_{3}(r)\right)}{\left(\beta \gamma r^{\gamma}-r^{\gamma}-\beta \gamma r^{\gamma-1} R_{3}(r)-1\right)}-1 \\
R_{3}(r) & =\alpha_{3}\left(\frac{\alpha_{4}}{1+r^{\gamma}}\right)^{\eta} /\left(1+\left(\frac{\alpha_{4}}{1+r^{\gamma}}\right)^{\eta}\right) \tag{3.15}
\end{align*}
$$

As illustrated in Figure 3.4(A), the bifurcation curve has a loop structure and defines two distinct regions of parameter space. The region $R$ is the set of $\alpha_{1}, \alpha_{2}$ values where system (3.1) can display oscillations for sufficiently low values of $\varepsilon$. The region labeled M defines a set of $\alpha_{1}, \alpha_{2}$ values where system (3.1) displays multistability.
3.3. Bifurcation analysis. The positions of equilibrium states $S=\left(u_{0}, v_{0}, w_{0}\right)$ in the full system in (3.1) are determined by the equations

$$
\begin{equation*}
\alpha_{1} f\left(v_{0}\right)-u_{0}+\alpha_{3} h\left(w_{0}\right)=0, \quad \alpha_{2} g\left(u_{0}\right)-v_{0}=0, \quad \alpha_{4} g\left(u_{0}\right)-w_{0}=0 \tag{3.16}
\end{equation*}
$$

The stability of the equilibrium states are obtained from the Jacobian matrix,

$$
J=\left(\begin{array}{ccc}
-1 & \alpha_{1} f_{v}^{\prime}\left(v_{0}\right) & \alpha_{3} h_{w}^{\prime}\left(w_{0}\right)  \tag{3.17}\\
\alpha_{2} g_{u}^{\prime}\left(u_{0}\right) & -1 & 0 \\
\varepsilon \alpha_{4} g_{u}^{\prime}\left(u_{0}\right) & 0 & -\varepsilon
\end{array}\right)
$$



Fig. 3.4. Bifurcation analysis of the full system. (A) Regions of different dynamic behavior in the $\alpha_{1}, \alpha_{2}$ parameter plane for $\alpha_{3}=1, \alpha_{4}=3, \beta=\gamma=\eta=3$. Oscillations can occur in the region labeled $R$ for sufficiently low $\varepsilon$. The system is bistable in the region labeled $M$ and monostable everywhere else. (B) An example of bifurcation diagram obtained by variation in $\alpha_{1}$ for a fixed value of $\alpha_{2} \quad\left(\alpha_{2}=3\right)$.
by evaluation of the characteristic equation given by

$$
\begin{align*}
\lambda^{3}+\lambda^{2}(2+\varepsilon)+\lambda & \left(1-\alpha_{1} \alpha_{2} f_{v}^{\prime}\left(v_{0}\right) g_{u}^{\prime}\left(u_{0}\right)+2 \varepsilon-\varepsilon \alpha_{3} \alpha_{4} h_{w}^{\prime}\left(w_{0}\right) g_{u}^{\prime}\left(u_{0}\right)\right)  \tag{3.18}\\
& +\varepsilon-\varepsilon \alpha_{1} \alpha_{2} f_{v}^{\prime}\left(v_{0}\right) g_{u}^{\prime}\left(u_{0}\right)-\varepsilon \alpha_{3} \alpha_{4} h_{w}^{\prime}\left(w_{0}\right) g_{u}^{\prime}\left(u_{0}\right)=0
\end{align*}
$$

The Andronov-Hopf bifurcation, which gives birth to a limit cycle, occurs when a pair of complex conjugate eigenvalues crosses the imaginary axis. If we write down the characteristic equation in the form $\lambda^{3}+a \lambda^{2}+b \lambda+c=0$, then the condition for the Andronov-Hopf bifurcation takes the form $a b-c=0$. From (3.18), this implies that the bifurcation occurs when the following condition is fulfilled:

$$
\begin{array}{r}
1-\alpha_{1} \alpha_{2} f_{v}^{\prime}\left(v_{0}\right) g_{u}^{\prime}\left(u_{0}\right)+\varepsilon\left(2-\frac{\alpha_{3} \alpha_{4}}{2} g_{u}^{\prime}\left(u_{0}\right) h_{w}^{\prime}\left(w_{0}\right)\right)  \tag{3.19}\\
+\varepsilon^{2}\left(1-\frac{\alpha_{3} \alpha_{4}}{2} g_{u}^{\prime}\left(u_{0}\right) h_{w}^{\prime}\left(w_{0}\right)\right)=0
\end{array}
$$

In the limit $\varepsilon \rightarrow 0$, we recover condition (3.13) for $\alpha_{w}(w(u))$ intersecting an extremum of $F(u)$. This is because a solution of the system (3.16), $u_{0}$, fits the equation $\alpha_{w}\left(w\left(u_{0}\right)\right)=F\left(u_{0}\right)$, and (3.19) for $\varepsilon=0$ takes the form $1-\alpha_{1} \alpha_{2} f_{v}^{\prime}\left(v_{0}\right) g_{u}^{\prime}\left(u_{0}\right)=0$, which is equivalent to $F^{\prime}\left(u_{0}\right)=0$. In other words, oscillations are constrained to be in the region where the conditions imposed by the slow subsystem (3.13) are satisfied, which, in turn, lies inside the region of hysteresis of the fast subsystem (Figure 3.2(B)).

Figure $3.4(\mathrm{~B})$ illustrates in more detail the bifurcation structure of the full system when $\alpha_{1}$ is varied at constant values of $\alpha_{2}$. Here, Andronov-Hopf bifurcations, which correspond to entering and exiting from the oscillatory region, are labeled as $H B_{1}$ and $H B_{2}$. These bifurcations are subcritical and accompanied by saddle-node bifurcations of limit cycles $L P_{1}$ and $L P_{2}$. The points of Andronov-Hopf bifurcations agree well with the points of intersection of curve 3 of Figure $3.4(\mathrm{~A})$ with the line that corresponds to the given value of $\alpha_{2}$. This agreement shows that the region $R$ in Figure 3.4(A) gives a good approximation for the oscillatory region of the full system if $\varepsilon$ is small.


Fig. 3.5. Increasing the oscillatory region in the $\alpha_{1}, \alpha_{2}$ parameter plane. All plots show the bifurcation curve $\left(\alpha_{1}^{H}(r), \alpha_{2}^{H}(r)\right)$ for the reference parameters $\alpha_{3}=1, \alpha_{4}=3, \beta=\gamma=2, \eta=3$, $\varepsilon=0$ in full. The six plots show the effect of variation in $(\mathrm{A}) \alpha_{3},(\mathrm{~B}) \alpha_{4},(\mathrm{C}) \beta$, (D) $\gamma,(\mathrm{E}) \eta$, and $(\mathrm{F}) \varepsilon$ relative to the reference parameters.
3.4. Parameter dependence. In this section we are optimizing conditions for oscillations by variation of all of the model parameters. In Figure 3.5(A)-(E), we plot the bifurcation curve $\left(\alpha_{1}^{H}(r), \alpha_{2}^{H}(r)\right)$ defined in (3.14), i.e., for $\varepsilon=0$. Increasing $\varepsilon$ decreases the region in the $\alpha_{1}, \alpha_{2}$ parameter plane where oscillations are observed (Figure 3.5(F)). Comparing different curves in Figure 3.5(A), the range of both $\alpha_{1}$ and $\alpha_{2}$ values where oscillation can occur is seen to expand as $\alpha_{3}$ is increased, indicating that larger values of $\alpha_{3}$ increase the likelihood of oscillations. In Figure 3.5(B), it is seen that the region of oscillations is maximized at intermediate values of $\alpha_{4}$. Therefore, the rate of AI synthesis must be carefully chosen to observe oscillations.

This can be done experimentally by manipulating the luxI RBS. Interestingly, Figure $3.5(\mathrm{C})$ shows a counterintuitive result, namely that the region of oscillations expands as $\beta$ is decreased, i.e., when the degree of nonlinearity is decreased. Figure $3.5(\mathrm{D})$ and (E) shows the opposite effect for different nonlinearity exponents, namely that the oscillatory region shrinks when $\gamma$ and $\eta$ are decreased.

The exponents $\beta$ and $\eta$ have opposite influence because these two parameters change slopes of the function $F(u)$ and $a_{w}(u)$ independently. In the case where $a_{w}(u)$ coincides with the middle (decreasing) branch of $F(u)$, the system is very sensitive to changing other parameters. This is because very small variations of a parameter may cause an intersection outside the middle branch of $F(u)$, which corresponds to a stable equilibrium state. When the slope of $a_{w}(u)$ is less than of the middle branch of $F(u)$, relaxation oscillations cannot occur (see Figure 3.3, curve $a_{w}^{3}$ ). Thus, the larger the $\eta$, the larger the slope of $a_{w}(u)$, and the larger the tolerance of other parameters for oscillatory dynamics. By contrast, the larger the $\beta$, the larger the slope of $F(u)$, and the smaller the region of relaxation oscillations for given $\eta$. Parameter $\gamma$ changes both $F(u)$ and $a_{w}(u)$, which results in an increase of the oscillatory region with increase of this parameter.
4. Oscillations in more detailed models. In this section, we consider how details left out during the derivation of the minimal model affect the ability of the single cells to display oscillatory behavior. We consider three important assumptions: (1) titration and saturation of the LuxR transcription factor by the AI, (2) two-step synthesis of the AI, and (3) the effect of "leaky" promoters. We also consider how oscillatory behavior can be made more robust by adding an additional connectivity to the network.
4.1. Taking LuxI synthesis into account increases the oscillatory region. As mentioned in the Introduction, the AI is not a gene product, but a small molecule synthesized by the protein encoded by the luxI gene (see Figure 1.1A). A more realistic description of the network would therefore involve production of AI in two steps, synthesis of the LuxI protein by the transcription and the translation of luxI and subsequent synthesis of the AI by the LuxI protein. This can be accounted for by introducing a new dimensionless variable, $x$, for the concentration of the LuxI protein and a rate of AI production that is proportional to $x$. The minimal model (3.1) is recovered when $x$ is assumed to be in a quasi-steady state, $d x / d \tau=0$. This assumption, however, is not justified since LuxI is a stable protein whose evolution occurs on the same time-scale as the slow variable $w$. Assuming the time-scales are the same, we take degradation rates of LuxI and AI to be equal and denote both of them as $\delta$. When $\delta$ is small, the location of the oscillatory region is slightly shifted in the parameter space (data not shown), indicating that the model where LuxI synthesis is ignored, i.e., (3.1), is a reasonable approximation for this case. On the other hand, when $\delta$ is not small, the effect of time lag introduced by the two-step synthesis of the AI is significant. In the minimal model (3.1), oscillations are suppressed when the value of $\delta$ exceeds roughly 0.08 for all value of $\alpha_{4}$. In the model that incorporates LuxI, oscillations cease when $\delta$ exceeds 0.3 . This a major improvement for the likelihood of observing oscillations experimentally since smallness of the parameter $\delta$ is a major experimental challenge. It requires that the protein half-life, which typically is roughly 30 min or longer, is roughly 20 times shorter than the cell division time. Fortunately, the production of AI in two steps allows for a significant increase in the value of $\delta$ where oscillations can be observed. If other parameters are adjusted appropriately, it is possible to get oscillations for $\delta$ as high as 0.3 .


FIG. 4.1. Increasing robustness of oscillations. The boundary of the oscillatory region in the $\alpha_{1}, \alpha_{2}$ parameter plane for different values of $\alpha_{5}$. Parameter values: $\alpha_{3}=1, \alpha_{4}=0.03$, $\beta=\gamma=\eta=\zeta=3, \delta=0.01, D=0$.
4.2. Adding connectivity to the network increases the oscillatory region. The previous sections have demonstrated that the organization of oscillations in isolated cells requires that most of the parameters are precisely adjusted to a fairly narrow region of parameter space. We investigated if small changes to the system may enhance the region of parameter space where oscillations can be observed. One change that has a dramatic effect on the system is to express the gene coding for the $V$ repressor from a promoter, denoted $P_{W 2}$, that is repressed by AI.

$$
\begin{align*}
\frac{d u}{d \tau} & =\alpha_{1} f(v)+\alpha_{3} h(w)-u \\
\frac{d v}{d \tau} & =\alpha_{2} g(u)+\alpha_{5} j(w)-v  \tag{4.1}\\
\frac{d w}{d \tau} & =\bar{\alpha}_{2} g(u)-(\delta+D) w
\end{align*}
$$

where $\alpha_{5} j(w)=\alpha_{5} /\left(1+w^{\zeta}\right)$ represents expression of the protein $V$ via the promoter $P_{W 2}$. The model in (3.1) is recovered in the limit $\alpha_{5}=0$.

The addition of an AI-repressed promoter synthesizing the $V$ repressor has a significant impact on the ability of isolated cells to oscillate since it favors the $V$ high state in the absence of autoinducer without making the $U$ high state harder to achieve in the presence of autoinducer. As a result, as $\alpha_{5}$ increases, there is an increase in the region of parameter space where the fast subsystem has no stable equilibrium states and, thus, is able to oscillate. In Figure 4.1, we compare the region in the $\alpha_{1}, \alpha_{2}$ parameter plane where oscillations are observed for different values of $\alpha_{5}$. It is evident that increased $\alpha_{5}$ causes the region of oscillations to expand considerably, thus making oscillatory behavior in isolated cells more robust.
4.3. LuxR synthesis. As mentioned in the Introduction, the transcription factor that activates expression from the $P_{l u x}$ promoter is not the AI, as was assumed in the minimal model, but a complex comprised of LuxR and AI (Figure 1.1(A)). This complex is formed in a bimolecular reaction:

$$
\begin{equation*}
L u x R+A I \leftrightarrows L u x R-A I, \quad K_{4}=\frac{k_{4 f}}{k_{4 b}} \tag{4.2}
\end{equation*}
$$

where $K_{4}$ is the equilibrium constant and $k_{4 b}$ and $k_{4 f}$ are the rate constants for the dissociation and association reaction, respectively. The $l u x R$ gene is assumed to be expressed at a constant rate from a plasmid-borne, constitutive promoter $P_{\text {con }}$, such that the LuxR protein is synthesized at a constant rate $v_{R}$. To obtain the minimal model (3.1), we need to assume here that the concentration of free autoinducer [AI] is negligible. That is, we assume that LuxR synthesis rate is large ( $v_{R} \gg 1$ ) to provide LuxR for binding with AI, and the association reaction (4.2) is fast $\left(k_{4 f} \gg k_{4 b}\right.$ and $k_{4 f} \gg 1$ ). Our simulations reveal (data not shown) that, for smaller $v_{R}$, the oscillatory region shrinks and shifts to smaller $\alpha_{1}$ and $\alpha_{2}$. Violation of the other inequalities (e.g., $k_{4 f} \ll k_{4 b}$ ) makes the changes more significant. Hence, the details of formation of this effector complex may make oscillations more difficult to obtain.
4.4. Promoter leakage. In all of the models investigated, we have assumed that the promoters are fully repressible or fully silenced meaning that there is no expression from the promoter when repressor concentration is high or when activator is absent. In reality, many bacterial promoters are "leaky," and expression occurs at a basal level even under conditions where repressor is present in excess or activator is completely absent from the system.

To evaluate the effect of promoter leakage on the ability of isolated cells to oscillate, we introduced a constant synthesis term in each of the variables $u$ and $v$ that is proportional to maximal synthesis rate $\alpha_{j}$. For simplicity, we use the same proportionality factor $\mu$, corresponding to identical relative basal synthesis rates for all promoters. For large Hill coefficients $\eta=\zeta=3$, the oscillations were observed at a fairly high value of leakage $\mu=0.1$, i.e., $10 \%$ of the maximal synthesis rate for all promoters (data not shown). Decreasing the values of $\eta$ and $\zeta$ causes the oscillatory region to be confined to lower values of $\mu$. This indicates that organization of oscillations in isolated elements does not require the very tightly regulated promoters.
5. Ensemble of cells. We now study collective dynamics of the cell population. Introduction of coupling between elements of an ensemble can lead to qualitative changes of their dynamics. We are interested in providing synchronous oscillations, which would correspond to macroscopic oscillations of a protein concentration over the whole population. We demonstrate the possibility of both population synchronization and suppression of oscillations, depending on coupling strength and other parameters of the system.

First we make a transformation of the coordinates and parameters to combine intra- and extracellular degradation of the autoinducer into single term, thereby decreasing the number of parameters in the system. Then the system (2.14), describing the population of $i=1, \ldots, N$ cells, takes the form

$$
\begin{align*}
\frac{d u_{i}}{d t} & =\alpha_{1} f\left(v_{i}\right)-u_{i}+\alpha_{3} h\left(w_{i}\right) \\
\frac{d v_{i}}{d t} & =\alpha_{2} g\left(u_{i}\right)-v_{i}  \tag{5.1}\\
\frac{d w_{i}}{d t} & =\bar{\varepsilon}\left(\bar{\alpha}_{4} g\left(u_{i}\right)-w_{i}\right)+2 d\left(\bar{w}_{e}-w_{i}\right) \\
\frac{d \bar{w}_{e}}{d t} & =\frac{d_{e}}{N} \sum_{i=1}^{N}\left(w_{i}-\bar{w}_{e}\right)
\end{align*}
$$

Here, $\bar{w}_{e}=w_{e}\left(1+\delta_{e} / D_{e}\right), \bar{\varepsilon}=D+\delta-\frac{D}{\left(1+\delta_{e} / D_{e}\right)}, d=\frac{D}{2\left(1+\delta_{e} / D_{e}\right)}, d_{e}=D_{e}+\delta_{e}$, and $\bar{\alpha}_{4}=\bar{\alpha}_{2} / \bar{\varepsilon}$.

Let us consider the simplest synchronous solution, i.e., identical synchronization of all elements of the ensemble: $u_{i}=u(t), v_{i}=v(t), w_{i}=w(t), i=\overline{1, N}$. These equalities give the manifold of identity of corresponding coordinates: $M\left\{u_{i}, v_{i}, w_{i}: u_{i}=u_{j}, v_{i}=\right.$ $\left.v_{j} w_{i}=w_{j} \forall i=\overline{1, N}, j=\overline{1, N}\right\}$. Now we study two matters: (1) dynamics on this manifold and (2) its stability. We show that if the isolated element displays relaxation oscillations, then the ensemble has the solution of identical synchronization for both small and large coupling strength. However, for the latter, the synchronous state may not be stable.
5.1. Identical synchronization. Dynamics on the manifold of identity of corresponding coordinates, $M$, is given by the following system:

$$
\begin{align*}
\frac{d u}{d t} & =\alpha_{1} f(v)-u+\alpha_{3} h(w), \\
\frac{d v}{d t} & =\alpha_{2} g(u)-v,  \tag{5.2}\\
\frac{d w}{d t} & =\bar{\varepsilon}\left(\bar{\alpha}_{4} g(u)-w\right)+2 d\left(\bar{w}_{e}-w\right), \\
\frac{d \bar{w}_{e}}{d t} & =d_{e}\left(w-\bar{w}_{e}\right) .
\end{align*}
$$

Suppose that we have relaxation oscillations in each isolated element (for which $D_{e} \ll$ $\delta_{e}$ ), i.e., we have the oscillations in this system with $d \rightarrow 0$ and $\bar{\varepsilon} \rightarrow \varepsilon=D+\delta$. We also assumed $\varepsilon \ll 1$ to obtain the oscillations.

We show first that the oscillations persist for small nonzero coupling strength $0<d \ll 1$. We suppose also that the extracellular coupling coefficient is not small: $d_{e} \sim 1$. Then the system can be divided into fast and slow parts. The fast subsystem

$$
\begin{align*}
\frac{d u}{d t} & =\alpha_{1} f(v)-u+\alpha_{3} h(w),  \tag{5.3}\\
\frac{d v}{d t} & =\alpha_{2} g(u)-v,  \tag{5.4}\\
\frac{d \bar{w}_{e}}{d t} & =d_{e}\left(w-\bar{w}_{e}\right) \tag{5.5}
\end{align*}
$$

gives dynamics of three variables in the fast time-scale, where $w$ is a constant. The $u$, $v$ equations and the $\bar{w}_{e}$ equation do not depend on one another, so the fast subsystem splits into two independent parts. The $u, v$ part is identical to the fast subsystem of the isolated element, in which all trajectories on the $(u, v)$ plane converge to one of the equilibria. Trajectories of the $\bar{w}_{e}$ equation converge to the equilibrium state $\bar{w}_{e}=w$.

The slow subsystem is determined on the manifold of slow motion, i.e., in the intersection of all nullclines of the fast subsystem. This implies that we need to consider the equation for $w$ on the manifold $\left\{\bar{w}_{e}=w, F(u)=\alpha_{3} h(w)\right\}$. Substitution of the first constraint in the third equation of the system (5.2) gives

$$
\begin{equation*}
\frac{d w}{d t}=\bar{\varepsilon}\left(\bar{\alpha}_{4} g(u)-w\right), \tag{5.6}
\end{equation*}
$$

where $u$ is a function of $w$, taken from the second constraint $\left(u=F^{-1}\left(\alpha_{3} h(w)\right)\right)$. This equation has the same form as the slow equation obtained for the isolated element
(3.10), with parameters $\bar{\varepsilon}$ and $\bar{\alpha}_{4}$ representing other combinations of the initial parameters. Thus, for a given set of initial parameters $D, \delta, D_{e}$, and $\delta_{e}$, the slow dynamics of the system (5.2) with weak coupling strength $d$ differs from the slow dynamics of the isolated element, but the parametric portrait of the isolated element with respect to parameters $\varepsilon, \alpha_{4}$ coincides with the portrait for the system (5.2) with respect to parameters $\bar{\varepsilon}$ and $\bar{\alpha}_{4}$. If we have a solution for an isolated element with some values of $\varepsilon$ and $\alpha_{4}$, we can obtain the same solution in the system (5.2) with weak coupling strength $d$ by tuning the parameters $D, \delta, D_{e}$, and $\delta_{e}$ so that $\bar{\varepsilon}$ and $\bar{\alpha}_{4}$ take values $\varepsilon$ and $\alpha_{4}$. Thus, if a solution exists for the isolated element, then the same solution exists for the ensemble on the manifold of identical synchronization. Thus, we have shown, in particular, that there exists a regime of relaxation oscillations for a nonzero but weak coupling strength $(0<d \ll 1)$.

Next we consider the existence of a relaxation oscillation solution for large coupling strength $d \gg 1$. A shift in the frequency of the oscillation is obtained below for this case. The analysis can be performed analogously to that in [24]. There, the authors have proved that, for large coupling strength, the coupling term remains $O(1)$. Analogously, in our case, the coupling term $d\left(\bar{w}_{e}-w\right)$ is $O(\bar{\varepsilon})$ for large $d$, because the remaining part of the equation for $w_{i}$ in system (5.2) is of that order (this follows from our analysis below). As $d \rightarrow \infty, w \rightarrow \bar{w}_{e}$, so $d\left(\bar{w}_{e}-w\right)$ is essentially a function of either one of the coordinates which enter the term. (This was proved rigorously in [24] for a related set of equations.) Using this, as in [24], we introduce $c(w)=d\left(\bar{w}_{e}-w\right)$.

We derive $\bar{w}_{e}$ from the definition of $c(w)$ :

$$
\begin{equation*}
\bar{w}_{e}=w+\frac{1}{d} c(w) . \tag{5.7}
\end{equation*}
$$

Taking the derivative of this equation, we get

$$
\begin{equation*}
\frac{d \bar{w}_{e}}{d t}=\frac{d w}{d t}\left(1+\frac{1}{d} \frac{d c(w)}{d w}\right) \tag{5.8}
\end{equation*}
$$

Substituting this derivative and $c(w)$ into the third and fourth equation of system (5.2), we can rewrite them in the form

$$
\begin{gather*}
\frac{d w}{d t}=\bar{\varepsilon}\left(\bar{\alpha}_{4} g(u)-w\right)+2 c(w)  \tag{5.9}\\
\frac{d w}{d t}\left(1+\frac{1}{d} \frac{d c(w)}{d w}\right)=-\frac{d_{e}}{d} c(w) \tag{5.10}
\end{gather*}
$$

Excluding $d w / d t$ from these equations, we get

$$
\begin{equation*}
\left[\bar{\varepsilon}\left(\bar{\alpha}_{4} g(u)-w\right)+2 c(w)\right]\left(1+\frac{1}{d} \frac{d c(w)}{d w}\right)=-\frac{d_{e}}{d} c(w) \tag{5.11}
\end{equation*}
$$

The left-hand side of this equation is $O(\bar{\varepsilon})$. For a nonzero result in the leading order, $O(\bar{\varepsilon})$, we suppose that $\frac{d_{e}}{d} \sim 1$ and obtain

$$
\begin{equation*}
c_{0}(w)=-\frac{\bar{\varepsilon}\left(\bar{\alpha}_{4} g(u)-w\right)}{2+d_{e} / d} \tag{5.12}
\end{equation*}
$$

Note that we have not assumed $\bar{\varepsilon}$ small. The above result is valid for $\bar{\varepsilon} \sim 1$ whenever $d \gg \bar{\varepsilon}$.

Substituting $c_{0}(w)$ for $d\left(\bar{w}_{e}-w\right)$ in (5.2), we have the following three-dimensional system for synchronous oscillations in the limit of large coupling:

$$
\begin{align*}
\frac{d u}{d t} & =\alpha_{1} f(v)-u+\alpha_{3} h(w), \\
\frac{d v}{d t} & =\alpha_{2} g(u)-v,  \tag{5.13}\\
\frac{d w}{d t} & =\bar{\varepsilon} \frac{d_{e}}{2 d+d_{e}}\left(\bar{\alpha}_{4} g(u)-w\right) .
\end{align*}
$$

Hence, increasing the coupling strength $d$ perturbs the parameter in front of the slow equation, changing the rate of change of the autoinducer, i.e., the slow timescale of the system. It follows from (5.11) that this perturbation is negligible if $d_{e} \gg d$ (to leading order $c(w)=0$ ). But in the intermediate case $d_{e} \sim d$, the perturbation slows down the oscillations. In the limiting case $d_{e} \ll d$, (5.11) gives $c_{0}(w)=-\bar{\varepsilon}\left(\bar{\alpha}_{4} g(u)-w\right) / 2$, and, substituting $d\left(\bar{w}_{e}-w\right)$ in (5.2) by this formula, we obtain $d w / d t=o(\bar{\varepsilon})$. Thus, in the case $d_{e} \ll d$, the rate of change of the slow variable, $w$, is decreased by an order of magnitude, and so is the frequency of oscillations.
5.2. Stability of the synchronous solution. Now we examine stability of the solution obtained above with respect to small perturbations of the equalities of corresponding coordinates of the elements. We show that the synchrony may become unstable for large coupling strength. Let us define the perturbations in the following way: $u_{i}=u+\xi, u_{j}=u-\xi, v_{i}=v+\nu, v_{j}=v-\nu, w_{i}=w+\zeta, w_{j}=w-\zeta$, where $i$ and $j$ are any two numbers from 1 to $N$. Thus, we are perturbing any two elements of the ensemble in such a way that the perturbation does not affect the remaining elements. These perturbations are called transversal (or evaporational [25]) and test stability of the manifold of identical coordinates of the elements. The linearized equations for these perturbations are

$$
\begin{align*}
& \frac{d \xi}{d t}=\alpha_{1} f^{\prime}(v) \nu-\xi+\alpha_{3} h^{\prime}(w) \zeta, \\
& \frac{d \nu}{d t}=\alpha_{2} g^{\prime}(u) \xi-\nu,  \tag{5.14}\\
& \frac{d \zeta}{d t}=\bar{\varepsilon}\left(\bar{\alpha}_{4} g^{\prime}(u) \xi-\zeta\right)-2 d \zeta,
\end{align*}
$$

where $u, v$, and $w$ are taken in identity manifold with dynamics, governed by system (5.2). We solve this system numerically, calculating its Lyapunov exponents. They reveal stability of the synchronous solution with respect to the transversal perturbations and are therefore called transversal Lyapunov exponents. Figure 5.1 presents curves of the maximal transversal Lyapunov exponent vs. the coupling strength $d$ for several sets of the other parameters. A negative value of the exponent implies transversal stability. The first curve corresponds to a set of parameters for which synchrony remains stable for any coupling strength. The second curve shows the maximal transversal Lyapunov exponent when only the parameter $\bar{\varepsilon}$ is changed. For this case, a fivefold increase in $\bar{\varepsilon}$ causes loss of stability with increasing coupling strength. The third curve illustrates the influence of another parameter on stability: changing $\alpha_{1}$ shifts the manifold of slow motion so that the intersection with the nulcline of slow motion is shifted far apart from the extrema of the manifold. This shift makes the limit cycle more symmetric (see Figure 5.2) and leads to stability of this solution for any coupling strength even with a higher value of $\bar{\varepsilon}$, for which the oscillations are not


Fig. 5.1. The largest transversal Lyapunov exponent vs. coupling strength for different sets of the parameters. Curve (1) corresponds to $\bar{\varepsilon}=0.01, \alpha_{1}=3$. Curve (2) corresponds to $\bar{\varepsilon}=0.05, \alpha_{1}=$ 3, so the nullclines are the same (see Figure 5.2(A)), and shows instability for large coupling strength. Curve (3) shows that oscillations can be stable even for such a high value of $\bar{\varepsilon}(\bar{\varepsilon}=0.05)$ if the limit cycle is more symmetric ( $\alpha_{1}=3.2$ as in Figure 5.2(B)).



Fig. 5.2. Position of the nullclines and form of limit cycles for (A) unstable and (B) stable synchrony. The only different parameter for these two cases is $\alpha_{1}$, which is equal to 3 in the case (A) and 3.2 in the case (B). The other parameters are $\alpha_{2}=5, \alpha_{3}=1, \bar{\alpha}_{4}=4, \beta=\gamma=\eta=2$.
of relaxation type $(\bar{\varepsilon}=0.05)$. The illustrations of time series for the ensemble of 20 elements in the cases of stable and unstable identical synchronization solutions are presented in Figure 5.3. Thus, depending on the parameters of the element, we can keep the synchronous solution stable for any positive coupling strength or destabilize it for a large coupling strength.

The dependence of stability of a synchronous solution on parameters of the element can be explained qualitatively. The manifold of identical synchronization, $M$, has stable and unstable regions. Stability of a trajectory on this manifold is determined by the Lyapunov exponents, which measure whether perturbations decay or grow. As can be seen from computer simulations of this system, the perturbations grow during the fast motion, i.e., in the region, where $u$ corresponds to the negative slope of the manifold of slow motion, $F^{\prime}(u)<0$ (see, e.g., Figure 5.2). By contrast, the perturbations decrease during the slow motion. If the time-scales are well separated, then the interval of time on the slow motion is much longer and contraction wins. Increasing $\bar{\varepsilon}$ leads to faster dynamics of the autoinducer (see (5.2)) and decreases intervals of time with slow motion. Thus, a synchronous solution may lose stability with


Fig. 5.3. Examples of time series for the ensemble of 20 elements in the cases of (A) stable and (B) unstable synchronous solution. $\alpha_{1}=3, \alpha_{2}=5, \alpha_{3}=1, \bar{\alpha}_{4}=4, \beta=\gamma=\eta=2$; (A) $\bar{\varepsilon}=0.01, d=0.005 ;(\mathrm{B}) \bar{\varepsilon}=0.05, d=0.3$.
respect to the transversal perturbations when dynamics of the autoinducer becomes faster.

The same argument can be applied to explain dependence of stability on the form of the limit cycle. Given the same time separation $(\bar{\varepsilon})$ for both trajectories in Figure 5.2 , in the case (A), the major part of the trajectory lies in the middle region of $u$, where $F^{\prime}(u)<0$. Here, the transversal perturbations grow, giving divergence of the close trajectories from the limit cycle. In the case (B), the limit cycle has much larger parts outside the middle region, which contributes to the decrease of the perturbations and causes convergence in average along the limit cycle.
5.3. Stable equilibria for large coupling strength. In this section we show that large diffusion may cause emerging steady states of the protein concentrations and ceasing of the oscillations in the population. We are going to show existence and stability of new equilibria in the phase space of the ensemble (5.1) for large coupling strength. Taking into account our result on synchronization of this population, the new equilibria may coexist with the stable synchronous periodic solution, dividing the phase space into basins of attraction.

We conduct the analysis analogous to [26] and [27]. Consider for simplicity a pair of the elements

$$
\begin{align*}
\frac{d u_{1}}{d t} & =\alpha_{1} f\left(v_{1}\right)-u_{1}+\alpha_{3} h\left(w_{1}\right) \\
\frac{d v_{1}}{d t} & =\alpha_{2} g\left(u_{1}\right)-v_{1} \\
\frac{d w_{1}}{d t} & =\bar{\varepsilon}\left(\bar{\alpha}_{4} g\left(u_{1}\right)-w_{1}\right)+2 d\left(\bar{w}_{e}-w_{1}\right) \\
\frac{d u_{2}}{d t} & =\alpha_{1} f\left(v_{2}\right)-u_{2}+\alpha_{3} h\left(w_{2}\right) \\
\frac{d v_{2}}{d t} & =\alpha_{2} g\left(u_{2}\right)-v_{2}  \tag{5.15}\\
\frac{d w_{2}}{d t} & =\bar{\varepsilon}\left(\bar{\alpha}_{4} g\left(u_{2}\right)-w_{2}\right)+2 d\left(\bar{w}_{e}-w_{2}\right) \\
\frac{d \bar{w}_{e}}{d t} & =\frac{d_{e}}{2}\left(w_{1}+w_{2}-2 \bar{w}_{e}\right)
\end{align*}
$$

Equilibrium states of the system are given by

$$
\begin{align*}
\alpha_{1} f\left(v_{1}\right)-u_{1}+\alpha_{3} h\left(w_{1}\right) & =0 \\
\alpha_{2} g\left(u_{1}\right)-v_{1} & =0 \\
\bar{\varepsilon}\left(\bar{\alpha}_{4} g\left(u_{1}\right)-w_{1}\right)+2 d\left(\bar{w}_{e}-w_{1}\right) & =0 \\
\alpha_{1} f\left(v_{2}\right)-u_{2}+\alpha_{3} h\left(w_{2}\right) & =0 \\
\alpha_{2} g\left(u_{2}\right)-v_{2} & =0  \tag{5.16}\\
\bar{\varepsilon}\left(\bar{\alpha}_{4} g\left(u_{2}\right)-w_{2}\right)+2 d\left(\bar{w}_{e}-w_{2}\right) & =0 \\
w_{1}+w_{2}-2 \bar{w}_{e} & =0
\end{align*}
$$

Again, we derive $v_{i}$ from these equations as $v_{i}=\alpha_{2} g\left(u_{i}\right)$, and substituting them into the remaining equations, we can write $u_{i}$ as a function of $w_{i}: u_{i}=F^{-1}\left(\alpha_{3} h\left(w_{i}\right)\right)$, where, as before, $F(u)=u-\alpha_{1} f\left(\alpha_{2} g(u)\right)$. The extracellular autoinducer concentration can also be presented as a function of $w_{i}$ : $\bar{w}_{e}=\left(w_{1}+w_{2}\right) / 2$. Since $u_{i}$, $v_{i}$, and $\bar{w}_{e}$ are determined by $w_{i}$, the equilibria of the system can be found from a two-dimensional system presented in the following form:

$$
\begin{align*}
& w_{2}=w_{1}-\frac{\bar{\varepsilon}}{d} R\left(w_{1}\right), \\
& w_{1}=w_{2}-\frac{\bar{\varepsilon}}{d} R\left(w_{2}\right) \tag{5.17}
\end{align*}
$$

where

$$
\begin{equation*}
R(w)=\bar{\alpha}_{4} g\left(F^{-1}\left(\alpha_{3} h(w)\right)\right)-w \tag{5.18}
\end{equation*}
$$

This system gives two curves in the $\left(w_{1}, w_{2}\right)$ plane, intersections of which correspond to equilibria of the pair of elements.

Consider the case where each isolated element displays relaxation oscillations. In particular, let us take the same parameters of the element as in Figure 5.2(A). The curves given by system (5.17) are shown in Figure 5.4 for two different values of the coupling parameter $d$. Here, with increasing coupling strength, two new intersections of these curves emerge. The intersections correspond to equilibria, the stability of which is shown below.

To explain the emergence of the new equilibria, we divide the dynamics of the system into fast and slow motion, taking $\bar{\varepsilon} \sim d \ll 1$. Consider first the fast subsystem of system (5.15):

$$
\begin{align*}
\frac{d u_{1}}{d t} & =\alpha_{1} f\left(v_{1}\right)-u_{1}+\alpha_{3} h\left(w_{1}\right) \\
\frac{d v_{1}}{d t} & =\alpha_{2} g\left(u_{1}\right)-v_{1} \\
\frac{d u_{2}}{d t} & =\alpha_{1} f\left(v_{2}\right)-u_{2}+\alpha_{3} h\left(w_{2}\right) \\
\frac{d v_{2}}{d t} & =\alpha_{2} g\left(u_{2}\right)-v_{2}  \tag{5.19}\\
\frac{d \bar{w}_{e}}{d t} & =\frac{d_{e}}{2}\left(w_{1}+w_{2}-2 \bar{w}_{e}\right)
\end{align*}
$$

where $w_{1}$ and $w_{2}$ can be taken to be constant $\left(\dot{w}_{1}=\dot{w}_{2}=0\right)$ and equal to their initial values. This system has three independent parts: for $\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right)$, and for $\bar{w}_{e}$


Fig. 5.4. Equilibrium states of the pair of elements are in the points of intersection of the two curves given by system (5.17), which are plotted for (A) $\bar{\varepsilon} / d=2$; ( B$) \bar{\varepsilon} / d=0.5$. Curves 1 and 2 correspond to the first and the second equations in (5.17). The dashed diagonal line is the manifold of identity of the $w$ coordinates. In case (B) we have two intersections of the nullclines outside the diagonal, which are stable equilibria.
(each part does not include variables from other parts). The equation for $\bar{w}_{e}$ has the equilibrium $\bar{w}_{e}=\left(w_{1}+w_{2}\right) / 2$, which is stable. The remaining two systems for $\left(u_{i}, v_{i}\right)$ coincide with the fast subsystems for the isolated element (3.2), i.e., the elements are effectively uncoupled with respect to fast motion. Hence, these systems cannot have closed orbits. The only trajectories which attract or repel all others nearby are equilibrium states, defined, as before, by

$$
\begin{equation*}
-F\left(u_{i}\right)+\alpha_{3} h\left(w_{i}\right)=0, \quad v_{i}=\alpha_{2} g\left(u_{i}\right), \quad i=1,2 \tag{5.20}
\end{equation*}
$$

The position of the equilibria, depending on $w_{i}$, constitutes the manifold of slow motion for the whole system (5.15), where the fast equations do not contribute to the motion, and the motion is governed entirely by the slow subsystem. The manifold for each of the elements of the coupled system (5.15) is given by the same curve (Figure 5.5 ), which is identical to the one obtained for the isolated element (3.2). Figure 5.5 shows trajectories for the two elements from their initial conditions ( $u_{1}, \alpha_{w, 1}$ ) and $\left(u_{2}, \alpha_{w, 2}\right)$, where $\alpha_{w, i}=\alpha_{3} h\left(w_{i}\right)$. Once the elements come to their manifolds of slow motion, fast motion ceases and the trajectory moves along the manifold, governed by the slow subsystem

$$
\begin{align*}
\frac{d w_{1}}{d t} & =\bar{\varepsilon}\left(\bar{\alpha}_{4} g\left(u_{1}\right)-w_{1}\right)+d\left(w_{2}-w_{1}\right) \\
\frac{d w_{2}}{d t} & =\bar{\varepsilon}\left(\bar{\alpha}_{4} g\left(u_{2}\right)-w_{2}\right)+d\left(w_{1}-w_{2}\right) \tag{5.21}
\end{align*}
$$

where $u_{i}=F^{-1}\left(\bar{\alpha}_{4} h\left(w_{i}\right)\right), i=1,2$. For $d=0, w_{i}$ increases along the left-hand branch of $F(u)$ and decreases on the right-hand branch. In the case plotted in Figure 5.5, by providing attraction of the $w_{i}$ coordinates to each other, the coupling term speeds up motion along the manifold until $w_{1}=w_{2}$. After that, the coupling slows down the motion. If the coupling strength is high enough, it can stop the motion along the manifold, compensating for the slow dynamics of the individual elements, as plotted in Figure 5.5.


Fig. 5.5. Fast motion in the pair of elements. The manifolds of slow motion for these two elements coincide with each other. The fast motion attracts the trajectory to one of the outer branches of the manifold. The middle branch is unstable with respect to fast motion.


Fig. 5.6. Phase diagram of slow system (5.22) near equilibria $P_{1}$ and $P_{2}$.
5.4. Stability of the new equilibria. We are going to show that the equilibrium states are stable with respect to both fast and slow motion. Consider first the slow subsystem (5.21), which, using the function $R(w)$ defined in (5.18), can be presented as

$$
\begin{align*}
\frac{d w_{1}}{d t} & =\bar{\varepsilon} R\left(w_{1}\right)+d\left(w_{2}-w_{1}\right) \\
\frac{d w_{2}}{d t} & =\bar{\varepsilon} R\left(w_{2}\right)+d\left(w_{1}-w_{2}\right) \tag{5.22}
\end{align*}
$$

The curves (5.17), plotted in Figure 5.4, are nullclines of this system. Determining the sign of $\dot{w}_{1}$ and $\dot{w}_{2}$ from (5.22) in different regions of the ( $w_{1}, w_{2}$ ) plane, we can qualitatively plot directions of trajectories for the slow subsystem. This gives us the picture in Figure 5.6 , which shows stability with respect to slow motion of the equilibrium states $P_{1}$ and $P_{2}$.

Next consider stability with respect to the fast motion. We know that, in the singular limit $\bar{\varepsilon} \rightarrow 0$, the middle branch of the manifold of slow motion for the isolated element is unstable (Figure 5.5). Even in the case when there is an equilibrium in the middle branch and the slow motion converges to it, the fast motion provides divergence (see Figure $3.2(\mathrm{~A})$ curve $\alpha_{w 3}$ ). Thus, we can determine stability of an equilibrium state with respect to the fast motion based only upon its position on the manifold of slow motion. In particular, if the equilibrium state is situated in the middle branch of the manifold, then it is unstable.

This rule helps us to determine stability of the equilibria in the intersections of the curves in the $\left(w_{1}, w_{2}\right)$ plane (Figure 5.4). The curves have three monotonic branches, which correspond to the branches of the manifold of slow motion, given by $F(u)$. The middle branch of the manifold, which is unstable with respect to fast motion, corresponds to the middle branch of the curves $w_{1}\left(w_{2}\right)$ and $w_{2}\left(w_{1}\right)$. Hence, the equilibrium state in the diagonal in Figure 5.4(A) and (B) is unstable, but the pair of new equilibria in Figure $5.4(\mathrm{~B})$ is stable with respect to fast motion. This suggests the new equilibrium states are stable for large coupling strength.

Stability of the equilibria can be shown rigorously by the standard characteristic equation method. The characteristic equation for the pair of interacting elements (5.15) can be written in the following form:

$$
\begin{equation*}
\Omega_{1} \Omega_{2}\left(-d_{e}-\lambda\right)-\Omega_{1} \Delta_{2} d_{e} d-\Omega_{2} \Delta_{1} d_{e} d=0 \tag{5.23}
\end{equation*}
$$

Here, $\Delta_{i}=(1+\lambda)^{2}-\alpha_{2} g^{\prime}\left(u_{i}\right) \alpha_{1} f^{\prime}\left(v_{i}\right), \Omega_{i}=\Delta_{i}(-\bar{\varepsilon}-2 d-\lambda)+(1+\lambda) \alpha_{3} h^{\prime}\left(w_{i}\right) \bar{\varepsilon} \alpha_{4} g^{\prime}\left(u_{i}\right)$. This is a seventh order equation with respect to $\lambda$.

To carry out stability analysis for the case considered above in a more rigorous way, we suppose $d \sim \bar{\varepsilon} \ll 1$. We are looking first for eigenvalues of the order one, $\lambda \sim 1$. To leading order of magnitude, (5.23) gives

$$
\Delta_{1} \Delta_{2} \lambda^{2}\left(-d_{e}-\lambda\right)=0
$$

The first root of this equation is $\lambda_{1}=-d_{e}$; the other four roots, $\lambda_{2,3}$ and $\lambda_{4,5}$, come from the quadratic equations $\Delta_{1}=0$ and $\Delta_{2}=0$, respectively. All of them are negative if $1-\alpha_{2} g^{\prime}\left(u_{i}\right) \alpha_{1} f^{\prime}\left(v_{i}\right)>0$, which is equivalent to $F^{\prime}\left(u_{i}\right)>0$ (see section 3.3). The remaining two eigenvalues, $\lambda_{6,7}$, obtained from this equation are zero. We need to consider a lower order of magnitude of equation (5.23) to determine their signs. Thus next we suppose $\lambda \sim \bar{\varepsilon}$. Then the leading order of (5.23) is $O\left(\bar{\varepsilon}^{2}\right)$ :

$$
\begin{align*}
& {\left[F^{\prime}\left(u_{1}\right)(-\bar{\varepsilon}-2 d-\lambda)+\bar{\varepsilon} \alpha_{3} h^{\prime}\left(w_{1}\right) \alpha_{4} g^{\prime}\left(u_{1}\right)\right]} \\
& \quad \times\left[F^{\prime}\left(u_{2}\right)(-\bar{\varepsilon}-2 d-\lambda)+\bar{\varepsilon} \alpha_{3} h^{\prime}\left(w_{2}\right) \alpha_{4} g^{\prime}\left(u_{2}\right)\right]\left(-d_{e}\right) \\
& \quad-\left[F^{\prime}\left(u_{1}\right)(-\bar{\varepsilon}-2 d-\lambda)+\bar{\varepsilon} \alpha_{3} h^{\prime}\left(w_{1}\right) \alpha_{4} g^{\prime}\left(u_{1}\right)\right] F^{\prime}\left(u_{2}\right) d_{e} d \\
& \quad-\left[F^{\prime}\left(u_{2}\right)(-\bar{\varepsilon}-2 d-\lambda)+\bar{\varepsilon} \alpha_{3} h^{\prime}\left(w_{2}\right) \alpha_{4} g^{\prime}\left(u_{2}\right)\right] F^{\prime}\left(u_{1}\right) d_{e} d=0, \tag{5.24}
\end{align*}
$$

where we take only $O(1)$ terms in $\Delta_{i}$ and $O(\bar{\varepsilon})$ terms in $\Omega_{i}$. This is a quadratic equation, which can be written in the form $a \lambda^{2}+b \lambda+c=0$ with the coefficients $a=-F^{\prime}\left(u_{1}\right) F^{\prime}\left(u_{2}\right), b=-2(\bar{\varepsilon}+d) F^{\prime}\left(u_{1}\right) F^{\prime}\left(u_{2}\right)+\bar{\varepsilon} \alpha_{3} \alpha_{4}\left[F^{\prime}\left(u_{1}\right) h^{\prime}\left(w_{2}\right) g^{\prime}\left(u_{2}\right)+F^{\prime}\left(u_{2}\right) \times\right.$ $\left.h^{\prime}\left(w_{1}\right) g^{\prime}\left(u_{1}\right)\right], c=-(\bar{\varepsilon}+2 d) \bar{\varepsilon} F^{\prime}\left(u_{1}\right) F^{\prime}\left(u_{2}\right)+(\bar{\varepsilon}+d) \bar{\varepsilon} \alpha_{3} \alpha_{4}\left[F^{\prime}\left(u_{1}\right) h^{\prime}\left(w_{2}\right) g^{\prime}\left(u_{2}\right)+\right.$ $\left.F^{\prime}\left(u_{2}\right) h^{\prime}\left(w_{1}\right) g^{\prime}\left(u_{1}\right)\right]-\bar{\varepsilon}^{2} \alpha_{3}^{2} \alpha_{4}^{2} h^{\prime}\left(w_{1}\right) h^{\prime}\left(w_{2}\right) g^{\prime}\left(u_{1}\right) g^{\prime}\left(u_{2}\right)$. We need to show that $\lambda_{6,7}=$ $\left(-b \pm \sqrt{b^{2}-4 a c}\right) / 2 a$ are negative or, equivalently, that $-b \pm \sqrt{b^{2}-4 a c}>0$. Consider the region where all the eigenvalues of the leading order, $O(1)$, are negative, i.e.,
$F^{\prime}\left(u_{i}\right)>0$. Then it is obvious that the first coefficient, $a$, is negative. All three terms of $c$ coefficient are negative because $h^{\prime}\left(w_{i}\right) \geq 0$ and $g^{\prime}\left(u_{i}\right) \leq 0$ everywhere. Thus, $a c>0, b^{2}-4 a c<b^{2}$, or $\sqrt{b^{2}-4 a c}<|b|$. The coefficient $b$ is also negative; hence the latter inequality gives $\sqrt{b^{2}-4 a c}<-b$, or $-b-\sqrt{b^{2}-4 a c}>0$. Thus, all eigenvalues are negative under conditions $F^{\prime}\left(u_{i}\right)>0$, showing stability of the equilibria in the outer branches of the function $F(u)$.

Analogously, one can show stability of the equilibria for the case of large or moderate coupling strength $d$.
5.5. Impact of the collective dynamics. We now discuss how requirements for obtaining oscillations are changed in the case of a population of interacting cells. One of the key experimental problems is to achieve a sufficiently slow dynamics of the autoinducer. The time-scale of autoinducer dynamics is determined by the coefficient in front of the right part of the equation for autoinducer concentration - a rate constant. For the isolated element (3.1), this coefficient is $\varepsilon$; for the system on the manifold of identical synchronization (5.2), it is $\bar{\varepsilon}$. We have shown that the lower the rate constant (the slower dynamics of autoinducer) the larger the oscillatory region (see Figure 3.5(F)). For population dynamics, the rate constant depends on the coupling strength (see, e.g., (5.13)). It follows from (5.11) that the autoinducer dynamics is much slower than in isolated element if $d_{e} \ll d$ and $d \gg \bar{\varepsilon}$. Hence, we can slow down dynamics of the autoinducer using properties of the collective dynamics. The assumption that $d_{e} \ll d\left(d=\frac{D}{2\left(1+\delta_{e} / D_{e}\right)}, d_{e}=D_{e}+\delta_{e}\right)$ is quite plausible for the experiment because $D_{e}$ is presented usually as $D_{e}=\frac{D \rho}{1-\rho}$, where $\rho$ is cell density, and $\rho \ll 1$. Then $D_{e} \ll D$, and if we suppose that $\delta_{e} \sim D_{e}$, we come to the inequality $d_{e} \ll d$. The other assumption $(d \gg \bar{\varepsilon})$ is also plausible because the permeability of the cell membrane to the autoinducer molecules is expected to be relatively high ( $D \gg 1$ ).

Stability of the synchronous solution also depends on the time-scale of the autoinducer dynamics. We have shown that synchrony may be stable for a small rate constant $\bar{\varepsilon}$ and unstable for larger $\bar{\varepsilon}$ (see Figure 5.1). Those computations were made for $d_{e} \gg d$ so that the period of oscillations was not changed significantly with increasing coupling strength. Now, if $d_{e} \ll d$, increasing coupling strength also slows down the oscillations (5.13), causing stabilization of the synchronous solution (data not shown).

On the other hand, increasing coupling strength also causes emergence of the new equilibria. The higher the coupling strength, the larger the domains of attraction of the new equilibria and the larger the probability of obtaining a steady state instead of synchronous oscillations in the experiment. The effect is very strong because the coupling strength sufficient for the formation of the equilibria is of the same order of magnitude as $\bar{\varepsilon}$. To avoid formation of the equilibria, we need to keep $\bar{\varepsilon}$ larger than $d$, which contradicts the conditions used above. Thus, our theoretical study of the simplified model (5.1) predicts a potential problem for the experimental implementation of the synchronous oscillatory dynamics.
6. Solving experimental problems (discussion). In this section we summarize the results of our investigations and discuss the conditions required for population synchronous oscillations in the light of constraints imposed by experimental considerations. Our study of a simplified model shows that population synchronous oscillations are theoretically possible. However, there may be some difficulties in achieving population synchronous oscillations experimentally. First of all, a strong
interaction between cells (e.g., high permeability of the membrane to the autoinducer) may result in the suppression of synchronous oscillations and a transition to a stable heterogeneous population state where individual cells are locked in different stable equilibrium states. On the other hand, if the cell-to-cell interactions are too weak, individual cells may oscillate but will be unable to achieve synchrony. Therefore, the parameters that determine the coupling strength between cells must be finely adjusted. Cell-to-cell variations in parameter values and initial conditions increase the likelihood that the population synchronous oscillation will be suppressed. As our study has shown, mere difference in initial conditions for different cells may be sufficient to obtain a stationary population state and suppression of individual cellular oscillators, even though the synchronous solution is asymptotically stable.

Fortunately, the system provides a possibility for attracting a very broad distribution of initial conditions to the synchronous solution. This requires the dynamics of the extracellular autoinducer to be much slower than the intracellular ones, which corresponds to the condition $d_{e} \ll d$ discussed in the end of the previous section. In this case (and for large coupling strength $d$ ), the motion from the initial conditions starts with relaxation of the concentrations of the intracellular autoinducer in different cells toward the state where the concentrations are equal to the extracellular concentration. If the extracellular autoinducer is washed out at the onset of the experiment, then the initial state will have the extracellular concentration that is close to zero. Thus, the concentrations inside the cells approach a low value. Once the low concentration has been achieved, the concentrations of the repressor proteins inside all cells approach the same state: low $u$ and high $v$. This state is in the domain of attraction of the synchronous solution, and synchrony can be achieved even when other attractors exist.

Moreover, if the parameters of individual cells are different, the identical synchronization solution does not exist at all. Our computational study of the model of the population shows that the introduction of inhomogeneity in parameters increases the probability of obtaining a stationary state starting from random initial conditions. Generally speaking, a larger variation in the parameter values of individual elements (e.g., a larger difference in the individual cellular oscillators and high cell-to-cell variability) will decrease the likelihood of observing a population synchronized oscillatory state. This is particularly important since many engineered gene regulatory networks, including the toggle switch and the Lux-based cell-to-cell communication system, are carried on self-replicating plasmids. The number of plasmids per cell (and hence the number of genes and promoters they carry) is know to vary quite dramatically [20], and it will probably be necessary to minimize this source of cell-cell variability in order to achieve population synchronous oscillations. This could be achieved by using plasmids with more elaborate mechanisms of copy-number and partitioning control or by integrating the engineered network into the bacterial chromosome.

In addition to parameter differences caused by fluctuations in the number of genes per cell, there are other sources of cell-to-cell variability that cannot easily be minimized. These include variation in growth rates, differences in the concentration of polymerases and of ribosomes, and others. Moreover, genetic manipulations usually introduce rather coarse changes, and it is generally difficult to fine-tune the parameter values that govern the dynamics of individual cells. Therefore, to increase the likelihood of population synchronous oscillations, it is important to have a rather large parameter region where oscillatory dynamics for the isolated element is observed.

We have shown that this can be achieved by increasing the maximal rate $\left(\alpha_{3}\right)$
of synthesis of one of the repressors $(u)$ from the promoter that is regulated by the autoinducer. The expansion of the oscillatory region also requires an increase of the maximal rate $\left(\alpha_{2}\right)$ of synthesis of the second repressor $(v)$. Our investigation indicates that an increased nonlinearity, i.e., the parameters for promoter cooperativity $\beta, \gamma$, and $\eta$, does not significantly expand the region of parameter space where oscillations in isolated elements can be observed. Increasing the value of $\beta$ (cooperativity for promoter that synthesizes $u$ repressor) actually causes a contraction of the oscillatory region. In addition, to achieve the largest oscillatory region possible, the rate of decay of the autoinducer $\varepsilon$ must be as small as possible (of a smaller order of magnitude, $\varepsilon \ll 1$ ). This may pose an experimental challenge because it implies that the rates of autoinducer synthesis $\left(\varepsilon \times \alpha_{4}\right)$ and decay $(\varepsilon)$ are at least an order of magnitude lower than the rates of the repressors synthesis ( $\alpha_{1}$ and $\alpha_{2}$ ) and decay (which is equal to 1 ). While the maximal rate of autoinducer synthesis could be made low by genetic manipulations, the rate of decay is primarily determined by dilution due to the cell growth. This dilution of course affects all cellular components identically. Moreover, the autoinducer is able to penetrate the cell membrane, and the value of the rate parameter $\varepsilon$ depends linearly on the diffusion coefficient $D$ of the autoinducer, which may be large.

For mathematical tractability, our simplified model ignores the fact that the synthesis of the autoinducer is a two-step process that requires the synthesis of the protein LuxI. Taking this step into consideration partially solves the problem with the smallness of $\varepsilon$. First, the additional step introduces a delay in production of the autoinducer. Second, the degradation rate of LuxI is the same as that of the repressors since the LuxI protein is unable to penetrate the cell membrane. As shown by numerical simulations, it is possible to achieve oscillations when the decay rate of the autoinducer is only three times smaller than the decay rates of the repressor proteins. This is in contrast to the simplified model, where an order of magnitude difference was required. In other words, the simplified model may actually underestimate the likelihood of achieving oscillatory dynamics. Further improvement of the gene network toward the ability to oscillate was achieved by the introduction of a promoter that is repressible by the autoinducer and synthesizes protein $v$, i.e., a negative feedback from the autoinducer to one of the repressors (see section 4.2). Such a promoter has previously been described in the literature [28]. Our simulations demonstrate that the oscillatory region can be substantially increased when this negative feedback is added. It is our belief that this slight variation in the architecture of gene regulatory network would be very useful experimentally as it increases the robustness of single-cell oscillations quite dramatically.

The problem of new equilibria also can be overcome in the experiment if we take into account the LuxI synthesis step and/or introduce the additional network connectivity. In the simplified model, the degradation rate constant of the autoinducer $\bar{\varepsilon}$ must be larger than the coupling coefficient $d$ to avoid the presence of equilibria. On the other hand, $\bar{\varepsilon}$ must be small to provide relaxation type of oscillations, and $d$ must be large enough to synchronize the ensemble. This contradiction is resolved if the second slow process, LuxI synthesis, is taken into account. This introduces an additional delay in production of the autoinducer and allows the rate constants of the autoinducer to take higher values without losing the oscillations. Moreover, these rate constants are expected to take much higher values than the rate constants of the LuxI synthesis because the effective rate of degradation for the autoinducer includes the diffusion coefficient $D\left(\bar{\varepsilon}_{w}=D+\delta-\frac{D}{\left(1+\delta_{e} / D_{e}\right)}\right)$, but the rate of degradation
for LuxI does not $\left(\bar{\varepsilon}_{x}=\delta\right)$. Hence, the LuxI dynamics has the function of slowing down the oscillations; its rate constant must be several times smaller than those of the other proteins. The rate constants of the autoinducer can be chosen large enough so that the degradation rate constant is larger than the coupling coefficient: $\bar{\varepsilon}_{w}>d$. Thus, it is theoretically possible to simultaneously achieve absence of the equilibria and strongly enough attracting synchronous oscillations.

## Appendix. Derivation of parametric formula for approximations of

 bifurcation boundaries.Appendix A. The saddle-node bifurcation for the toggle switch. We are solving the system which gives the curve of the saddle-node bifurcation for the fast subsystem in the absence of the autoinducer:

$$
F(u)=0, \quad F^{\prime}(u)=0
$$

Substituting the function $F(u)$, defined as (3.3), we can rewrite it in the form

$$
\begin{equation*}
\frac{\alpha_{1}}{1+\left(\frac{\alpha_{2}}{1+u^{\gamma}}\right)^{\beta}}=u, \quad\left(1+\left(\frac{\alpha_{2}}{1+u^{\gamma}}\right)^{\beta}\right)^{2}=\left(\frac{\alpha_{2}}{1+u^{\gamma}}\right)^{\beta} \frac{\alpha_{1} \beta \gamma u^{\gamma-1}}{1+u^{\gamma}} \tag{A.1}
\end{equation*}
$$

We define $R=\left(\frac{\alpha_{2}}{1+u^{\gamma}}\right)^{\beta}$. From the first equation of the latter system, we have $R=$ $\frac{\alpha_{1}}{u}-1$. Using this combination in the second equation of system (A.1), we obtain

$$
\begin{equation*}
\left(\frac{\alpha_{1}}{u}\right)^{2}=\left(\frac{\alpha_{1}}{u}-1\right) \frac{\alpha_{1} \beta \gamma u^{\gamma-1}}{1+u^{\gamma}} \tag{A.2}
\end{equation*}
$$

or

$$
\begin{equation*}
\alpha_{1}=\frac{\beta \gamma u^{\gamma+1}}{\beta \gamma u^{\gamma}-\left(1+u^{\gamma}\right)} . \tag{A.3}
\end{equation*}
$$

$R$ has appeared to be a function of $u$ and depends on $\gamma$ and $\beta$, but it does not depend on $\alpha_{1}$ and $\alpha_{2}$ :

$$
\begin{equation*}
R(u)=\frac{\beta \gamma u^{\gamma}}{\beta \gamma u^{\gamma}-\left(1+u^{\gamma}\right)}-1 \tag{A.4}
\end{equation*}
$$

Then, from the definition of $R$, we have

$$
\begin{equation*}
\alpha_{2}=(R(u))^{1 / \beta}\left(1+u^{\gamma}\right) \tag{A.5}
\end{equation*}
$$

We introduce a parameter $r>0$, replacing $u$ in the obtained formulas, to show that we have obtained a bifurcation boundary in the space ( $\alpha_{1}, \alpha_{2}$ ) parametrized by an independent parameter. The resulting formulas of the saddle-node bifurcation curve for the fast subsystem in absence of the autoinducer are

$$
\begin{align*}
& \alpha_{1}^{c}=\frac{\beta \gamma r^{\gamma+1}}{1+r^{\gamma}} /\left(\frac{\beta \gamma r^{\gamma}}{1+r^{\gamma}}-1\right), \\
& \alpha_{2}^{c}=\left(1+r^{\gamma}\right)\left(\frac{\beta \gamma r^{\gamma}}{1+r^{\gamma}} /\left(\frac{\beta \gamma r^{\gamma}}{1+r^{\gamma}}-1\right)-1\right)^{1 / \beta} . \tag{A.6}
\end{align*}
$$

Appendix B. Merging extrema of the function $\boldsymbol{F}(\boldsymbol{u})$. We have the following condition for merging extrema of a function:

$$
F^{\prime}(u)=0, \quad F^{\prime \prime}(u)=0
$$

which, in our case, takes the form

$$
\begin{align*}
\left(1+\left(\frac{\alpha_{2}}{1+u^{\gamma}}\right)^{\beta}\right) & =\left(\frac{\alpha_{2}}{1+u^{\gamma}}\right)^{\beta} \frac{\alpha_{1} \beta \gamma u^{\gamma-1}}{1+u^{\gamma}} \\
\left(\frac{\alpha_{2}}{1+u^{\gamma}}\right)^{\beta} & =-\frac{(\gamma-1)-u^{\gamma}(1+\beta \gamma)}{(\gamma-1)+u^{\gamma}(\beta \gamma-1)} \tag{B.1}
\end{align*}
$$

We define $R=\left(\frac{\alpha_{2}}{1+u^{\gamma}}\right)^{\beta}$. From the second equation of the latter system, we have

$$
\begin{equation*}
R=-\frac{(\gamma-1)-u^{\gamma}(1+\beta \gamma)}{(\gamma-1)+u^{\gamma}(\beta \gamma-1)} \tag{B.2}
\end{equation*}
$$

This formula shows again that $R$ has appeared to be a function of $u$, which depends on $\gamma$ and $\beta$, but does not depend on $\alpha_{1}$ and $\alpha_{2}$. Performing analogous calculations as in the previous case and introducing an independent parameter $r$ instead of $u$, we obtain the following parametric representation of the boundary:

$$
\begin{align*}
& \alpha_{1}^{m}=\left(1+R_{1}(r)\right)^{2}\left(1+r^{\gamma}\right) /\left(R_{1}(r) \gamma \beta r^{\gamma-1}\right) \\
& \alpha_{2}^{m}=\left(R_{1}(r)\right)^{1 / \beta}\left(1+r^{\gamma}\right) \tag{B.3}
\end{align*}
$$

where $r$ is the parameter and

$$
\begin{equation*}
R_{1}(r)=-\frac{(\gamma-1)-r^{\gamma}(1+\beta \gamma)}{(\gamma-1)-r^{\gamma}(1-\beta \gamma)} \tag{B.4}
\end{equation*}
$$

Appendix C. The approximation for the Andronov-Hopf bifurcation. The Andronov-Hopf bifurcation curve for vanishing $\varepsilon$ is approximated by the curve in the parameter space that corresponds to the intersection of the nullcline of slow motion with the manifold of slow motion in an extremum of the latter:

$$
-F(u)+\alpha_{3} h\left(\alpha_{4} g(u)\right)=0, \quad F^{\prime}(u)=0
$$

Let us solve this condition with respect to the parameters $\alpha_{1}$ and $\alpha_{2}$. This case is very similar to the condition of the boundary for the saddle-node bifurcation for the fast subsystem in the absence of the autoinducer (see Appendix A) because the only difference is the additive term $\alpha_{3} h\left(\alpha_{4} g(u)\right)$. This term depends only on $u$ and parameters $\alpha_{3}$ and $\alpha_{4}$, which gives us a possibility to apply the same steps as in the previous case, defining $R_{3}(u)=\alpha_{3} h\left(\alpha_{4} g(u)\right)$. These calculations give the following curve in $\left(\alpha_{1}, \alpha_{2}\right)$ parameter plane:

$$
\begin{equation*}
\alpha_{1}^{H}=\left(1+R_{2}(r)\right) /\left(r-R_{3}(r)\right), \quad \alpha_{2}^{H}=\left(R_{2}(r)\right)^{1 / \beta}\left(1+r^{\gamma}\right) \tag{C.1}
\end{equation*}
$$

where $r$ is an independent parameter and

$$
\begin{align*}
R_{2}(r) & =\frac{\beta \gamma r^{\gamma-1}\left(r-R_{3}(r)\right)}{\left(\beta \gamma r^{\gamma}-r^{\gamma}-\beta \gamma r^{\gamma-1} R_{3}(r)-1\right)}-1 \\
R_{3}(r) & =\alpha_{3}\left(\frac{\alpha_{4}}{1+r^{\gamma}}\right)^{\eta} /\left(1+\left(\frac{\alpha_{4}}{1+r^{\gamma}}\right)^{\eta}\right) \tag{C.2}
\end{align*}
$$
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#### Abstract

A hyperbolic model for dynamic phase transitions is studied. The model involves three phases: liquid, vapor, and a mixture of them. Metastable regions are present both in the liquid and in the vapor phase.

Results on the behavior of traveling wave profiles of the model, involving viscosity, species diffusion and relaxation, are obtained. These behaviors are consistent with physical intuitions. Admissibility criteria (kinetic relations) that mimic the behavior of traveling wave profiles are then proposed. Admissible basic waves of the model are liquefaction, evaporation, and isobaric waves, in addition to Lax shock and rarefaction waves. Based on these waves, solutions of the Riemann problem for the model are constructed for general Riemann initial data. Most of the physical phenomena are embodied in the solver. For some Riemann initial data solutions are expected to be nonunique. Which solutions actually appear depends on whether nucleation already occurred or not. The model admits both solutions, as it should.

The model also has two other types of waves, collapsing and explosion waves. More complicated solutions involving these two waves are also proposed and discussed
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1. Introduction. In the study of liquid-vapor phase transitions in fluids, one often encounters an intermediate regime where the pure phases are mixed together. The pure phase regions contain metastable subregions. The aim of this paper is to study a simple hyperbolic model of phase transitions that involves all three configurations above as well as metastability. The model in one space dimension for isothermal flow in Lagrangian coordinates is

$$
\left\{\begin{array}{l}
v_{t}-u_{x}=0,  \tag{1.1}\\
u_{t}+p(v, \lambda)_{x}=\epsilon u_{x x}, \\
\lambda_{t}=\frac{a}{\epsilon}\left(p-p_{e}\right) \lambda(\lambda-1)+b \epsilon \lambda_{x x} .
\end{array}\right.
$$

Here $v$ denotes the specific volume, $u$ the velocity, $p=p(v, \lambda)$ the pressure, and $p_{e}$ a fixed equilibrium pressure. The number $\epsilon$ denotes a positive viscosity coefficient, and $a$ and $b$ denote two real positive parameters; the ratio $\epsilon / a$ is the typical reaction time. The quantity $\lambda \in[0,1]$ is the mass density fraction of vapor in the fluid; therefore $\lambda=0$ identifies a liquid regime, $\lambda=1$ a vapor regime, and $\lambda \in(0,1)$ a mixture of two pure phases. The system (1.1) is shown, in $[9,10]$, to exhibit all major wave patterns observed in shock tube experiments on retrograde fluids [5, 15].

We assume that the pressure $p$ is defined in $(0,+\infty) \times[0,1]$ and satisfies the following essential assumptions:

$$
\begin{equation*}
p_{v}<0, \quad p_{v v}>0, \tag{1.2}
\end{equation*}
$$
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Fig. 1. Pressure curves.

$$
\begin{equation*}
p_{\lambda}>0 \tag{1.3}
\end{equation*}
$$

However, in order to simplify the analysis below, we also require

$$
\begin{align*}
p>0, \quad \lim _{v \rightarrow 0+} p(v, \lambda) & =+\infty  \tag{1.4}\\
\int^{+\infty} \sqrt{-p_{v}(v, \lambda)} d v & =+\infty \tag{1.5}
\end{align*}
$$

Both assumptions (1.4) and (1.5) could be dropped by modifying slightly the following. In particular (1.5) prevents the formation of vacuum. An example of pressure satisfying (1.2)-(1.5) is

$$
\begin{equation*}
p(v, \lambda)=\frac{1+\lambda}{v} \tag{1.6}
\end{equation*}
$$

We define on the $v$ axis the points $v_{m}$, respectively, $v_{M}$, as the abscissas of the intersections of the curves $p=p(v, 0), p=p_{e}$ and $p=p(v, 1), p=p_{e}$; see Figure 1. The part of the graph of the function $p=p(v, 0)$ lying below the line $p=p_{e}$ is called the metastable liquid region, while that of function $p=p(v, 1)$ lying above the line $p=p_{e}$ is called the metastable vapor region. For example, the liquid in metastable liquid region tends to vaporize. But the evaporation will not start until seeds for evaporation, typically tiny vapor bubbles or particles of impurities, are present. The remaining parts of the curves are the stable liquid and stable vapor region.

Consider then the following initial value problem for system (1.1):

$$
\left\{\begin{array}{l}
v_{t}-u_{x}=0  \tag{1.7}\\
u_{t}+p(v, \lambda)_{x}=\epsilon u_{x x} \\
\lambda_{t}=\frac{a}{\epsilon}\left(p-p_{e}\right) \lambda(\lambda-1)+b \epsilon \lambda_{x x} \\
(u, v, \lambda)(x, 0)=\left(u_{0}, v_{0}, \lambda_{0}\right)(x)= \begin{cases}\left(u_{-}, v_{-}, \lambda_{-}\right) & \text {if } x<0 \\
\left(u_{+}, v_{+}, \lambda_{+}\right) & \text {if } x>0\end{cases}
\end{array}\right.
$$

Assume that the problem (1.7) has a solution $\left(u^{\epsilon}, v^{\epsilon}, \lambda^{\epsilon}\right)(x, t)$; assume moreover that there is a sequence $\epsilon_{n}, n=1,2, \ldots$, with $\epsilon_{n} \rightarrow 0+$ as $n \rightarrow \infty$, such that the limit

$$
(u, v, \lambda)(x, t):=\lim _{n \rightarrow \infty}\left(u^{\epsilon_{n}}, v^{\epsilon_{n}}, \lambda^{\epsilon_{n}}\right)(x, t)
$$

exists in some strong sense, such as pointwise. Then the limit satisfies the Riemann problem

$$
\left\{\begin{array}{l}
v_{t}-u_{x}=0  \tag{1.8}\\
u_{t}+p(v, \lambda)_{x}=0 \\
\left(p(v, \lambda)-p_{e}\right) \lambda(\lambda-1)=0 \\
(u, v, \lambda)(x, 0)=\left(u_{0}, v_{0}, \lambda_{0}\right)(x)
\end{array}\right.
$$

Remark that under assumption (1.2), the first two equations of (1.8) form a strictly hyperbolic system of conservation laws with eigenvalues $-\sqrt{-p_{v}(v, \lambda)}, \sqrt{-p_{v}(v, \lambda)}$. The third equation imposes some constraints on the states under consideration. The Riemann problem (1.8) is the object of our investigations. Remark that analogously to $[2,3]$ the first three equations in (1.8) can be understood by eliminating $\lambda$ as

$$
\left\{\begin{array}{l}
v_{t}-u_{x}=0,  \tag{1.9}\\
u_{t}+p(v, 0)_{x} \\
(v, u) \in \Omega_{0},
\end{array}=0, \quad\left\{\begin{array} { l } 
{ v _ { t } - u _ { x } = 0 , } \\
{ u _ { t } = 0 , } \\
{ ( v , u ) \in \Omega _ { * } , }
\end{array} \quad \left\{\begin{array}{l}
v_{t}-u_{x}=0 \\
u_{t}+p(v, 1)_{x}=0 \\
(v, u) \in \Omega_{1}
\end{array}\right.\right.\right.
$$

where $\Omega_{0}=\Omega_{1}=(0,+\infty) \times(-\infty,+\infty), \Omega_{*}=\left[v_{m}, v_{M}\right] \times(-\infty,+\infty)$.
The structure of solutions of (1.8) is easier to obtain than that of (1.7). Nevertheless, we want to keep track as much as possible of the derivation of the latter from the former system, and we shall focus on solutions of (1.8) that are some type of strong limits of solutions of (1.7) as $\epsilon_{n} \rightarrow 0$ for some sequence $\left\{\epsilon_{n}\right\}$.

From the third equation in (1.8) it is clear that piecewise smooth solutions of (1.8) consist of smooth pieces satisfying either

$$
\begin{equation*}
\lambda=0 \quad \text { or } \lambda=1 \tag{1.10}
\end{equation*}
$$

or

$$
\begin{equation*}
p=p_{e} \tag{1.11}
\end{equation*}
$$

In order to have solutions to the Riemann problem (1.8) which mimic as far as possible solutions of (1.7), we choose waves of (1.8) which have traveling wave profiles of (1.7). This choice is a way to impose kinetic relations [1, 12], which imposes admissibility restrictions on waves of conservation laws. However, the results about traveling waves at our disposal (see $[7,9]$ ) are not sufficient to guarantee the existence of a solution for every set of initial data. Nevertheless, the behavior of traveling waves, carrying physical meanings, can serve as a guide for kinetic relations for (1.8). To guarantee the existence of solutions for general Riemann initial data, we shall supplement (1.8) with kinetic relations whose behaviors are consistent with the relevant behavior of traveling waves of (1.7).

One should not expect one kinetic relation that is independent of time to be valid for all time $t>0$. Consider Shearer's type of nonunique solutions [13]: The Riemann initial data represents a tube of metastable vapor, i.e., $\lambda=1, p>p_{e}$, flowing at a given speed towards the center. For this type of data, the system (1.8) has two Riemann solutions, one without phase boundary and the other with two phase boundaries moving apart from the center. The center is occupied by liquid. There are studies utilizing different kinetic relations that favor one of them over the other. We want to say that both solutions are good, but good at different time periods: As time $t$ starts to increase from 0 , there is no seed, such as a liquid drop, to start
the condensation; the vapor will stay as vapor for a sizable period of time. Thus, at the early stage, the solution without phase boundary is appropriate. As $t \rightarrow \infty$, liquid drops will form through nucleation and the condensation will eventually happen, resulting in phase boundaries, and the fluid will eventually settle down in the stable phase. This clearly shows that the solution without phase boundary is valid only up to a certain finite time, so is the kinetic relation that picks this solution. The process as $t$ increases from 0 is as follows: After some time, a liquid drop is formed though a random fluctuation (or nucleation) process. This liquid drop serves as a seed for condensation. Since the surrounding vapor is in the metastable region, further condensation will occur around this liquid drop, resulting in the growth of the liquid or liquid/vapor mixture region. For this time period, the solution with two phase boundaries moving out, with the liquid drop in the center and metastable vapor on outer sides, is appropriate. This example illustrates that for a different time period, different Riemann solvers should be employed. Thus, any admissibility criterion that favors one of the solutions over the other is applicable only for one of time intervals:

$$
\begin{gathered}
{\left[0, T_{\text {initiation of the } 1 \text { st drop }}\right)} \\
{\left[T_{\text {initiation of the } 1 \text { st drop }}, T_{\text {initiation of the } 2 \text { nd drop }}\right), \ldots}
\end{gathered}
$$

The nucleation is a random process, and hence $T_{\text {initiation of the } 1 \text { st drop }}$ is a random variable. Since the model does not include the nucleation mechanism directly in the equations, the model should allow both solutions, with additional admissibility criterion stating when and which one of them is admissible.

In this paper, we proposed the admissibility criterion applicable in the first time interval. Under this kinetic condition, we can finally prove the existence of a global Riemann solver which singles out solutions uniquely.

Riemann solutions involve many kinds of elementary waves. First of all, liquefaction and evaporation waves may arise in the connection of two different pure phases; they can be either subsonic or sonic. In the latter case, our solver admits rarefaction waves attached to them. This pattern appears also in solution of systems where genuinely nonlinearity fails [12] as well as in combustion theory [11, 2]. A selection criterion is imposed to both liquefaction and evaporation waves in order to find a unique solution to the Riemann problem; if profiles exist, the criterion amounts to choosing the wave traveling with the slowest speed (in absolute value). Moreover it is required that, if we fix a state in back of the phase transition, then the speed of the phase boundary increases if $\left|p\left(v_{-}, \lambda_{-}\right)-p_{e}\right|$ increases; here $\left(v_{-}, \lambda_{-}\right)$is the state in the back. This requirement has a physical ground and is satisfied by the traveling wave profile having the slowest speed. We refer to [3] for a Riemann solver that applies to deflagration waves having both rarefaction waves attached to a sonic phase boundary and a superimposed kinetic condition. Liquefaction and evaporation waves may arise also in the connection of a pure phase with a mixture phase; also in this case they can be either subsonic or sonic. No selection condition is needed for this case.

Another kind of waves are the isobaric waves, along which the pressure equals the equilibrium pressure $p_{e}$; they are stationary and require no kinetic condition. Lax shocks and rarefaction waves in the pure phases complete the set of elementary waves.

This paper is organized as follows. In section 2 we list all possible elementary waves of (1.8). They are reacting or nonreacting shock waves, nonreacting rarefaction waves, and isobaric waves. The existence of traveling wave profiles to some reacting shocks, namely liquefaction and evaporation waves, was established in [7, 9]; in
section 3 we continue the analysis started with those papers. We show first that liquefaction (and evaporation) profiles are monotone; moreover, if the state $v_{-}$in the back is fixed, then among these profiles there is a slowest one. Our main result in this section is that the speed of the slowest profile is a decreasing (respectively, increasing) function of $v_{-}$. Kinetic conditions are given in section 4. In section 5 , using the elementary waves and the related kinetic conditions, we construct solutions to the Riemann problem (1.8) for arbitrary Riemann data; comments about our Riemann solver are gathered at the end of this section. Numerical works in [10] indicated the existence of another two kinds of reacting shocks. They are explosion waves and collapsing waves. In section 6 we show through some examples how these waves may be used to obtain a different Riemann solver.
2. Basic admissible waves. In this section we introduce the elementary waves to be used in the following. We state as well some results proved elsewhere about the existence of traveling wave profiles. If a wave has such a profile, we call it admissible.

We review now some simple facts about solutions to (1.8), (1.7). Recall that we consider only states $(v, u, \lambda)$ satisfying either (1.10) or (1.11).

Let us fix two states $\left(v_{-}, u_{-}, \lambda_{-}\right)$and $\left(v_{+}, u_{+}, \lambda_{+}\right)$. If they are connected by a wave having a jump discontinuity with speed $c$, then the Rankine-Hugoniot conditions must hold:

$$
\left\{\begin{array}{l}
-c[v]-[u]=0  \tag{2.1}\\
-c[u]+[p]=0
\end{array}\right.
$$

From these equations it follows that

$$
\begin{equation*}
c^{2}=-\frac{p\left(v_{+}, \lambda_{+}\right)-p\left(v_{-}, \lambda_{-}\right)}{v_{+}-v_{-}} \tag{2.2}
\end{equation*}
$$

Remark then that a necessary condition for a jump to take place is that in the plane $(v, p)$ the line joining $\left(v_{-}, p\left(v_{-}\right)\right)$and $\left(v_{+}, p\left(v_{+}\right)\right)$has negative slope.

Traveling waves of (1.7) are solutions of

$$
\left\{\begin{array}{l}
-c v^{\prime}-u^{\prime}=0  \tag{2.3}\\
-c u^{\prime}+p(v, \lambda)^{\prime}=u^{\prime \prime} \\
-c \lambda^{\prime}=a w(v, \lambda)+b \lambda^{\prime \prime} \\
(v, u, \lambda)( \pm \infty)=\left(v_{ \pm}, u_{ \pm}, \lambda_{ \pm}\right), \quad\left(v^{\prime}, u^{\prime}, \lambda^{\prime}\right)( \pm \infty)=(0,0,0)
\end{array}\right.
$$

where $w(v, \lambda)=\left(p-p_{e}\right) \lambda(\lambda-1)$ and prime $\left({ }^{\prime}\right)$ denotes $d / d \xi$ with $\xi=(x-c t) / \epsilon$. Here the data $\left(v_{ \pm}, u_{ \pm}, \lambda_{ \pm}\right)$satisfy the Rankine-Hugoniot conditions (2.1). Remark that (2.3) implies

$$
\left\{\begin{array}{l}
-c v^{\prime}=c^{2}\left(v-v_{-}\right)+p-p_{-}  \tag{2.4}\\
-c \lambda^{\prime}=a\left(p-p_{e}\right) \lambda(\lambda-1)+b \lambda^{\prime \prime}
\end{array}\right.
$$

For simplicity in the rest of this section we refer only to the case of phase boundaries with nonnegative wave speeds. Then the speed of a phase boundary joining $\left(v_{-}, u_{-}, \lambda_{-}\right)$and $\left(v_{+}, u_{+}, \lambda_{+}\right)$is

$$
\begin{equation*}
c=\sqrt{-\frac{p\left(v_{+}, \lambda_{+}\right)-p\left(v_{-}, \lambda_{-}\right)}{v_{+}-v_{-}}} \tag{2.5}
\end{equation*}
$$

Phase boundaries with negative speeds can be obtained by interchanging the left and right side of phase boundaries with positive speeds.
(i) Liquefaction waves. After a liquefaction wave passes, the state of fluid changes from vapor or vapor/liquid mixture $\left(v_{+}, \lambda_{+} \neq 0\right)$ to liquid $\left(v_{-}, \lambda_{-}=0\right)$; see Figure 2(a)-(b). Further requirements on the data are
(a) either

$$
\begin{equation*}
\lambda_{-}=0, \lambda_{+}=1, \quad v_{-}<v_{+}, \quad p\left(v_{-}, \lambda_{-}\right)>p\left(v_{+}, \lambda_{+}\right) \geq p_{e} \tag{2.6}
\end{equation*}
$$

(b) or
$(2.7) \lambda_{-}=0,0<\lambda_{+}<1, \quad v_{-}<v_{+}, \quad p\left(v_{-}, \lambda_{-}\right)>p\left(v_{+}, \lambda_{+}\right)=p_{e}$.
Under either (2.6) or (2.7), it is shown in [7] and [9] that admissible waves exist if

$$
\begin{align*}
c & \geq 2 \sqrt{a b\left|p\left(v_{-}, \lambda_{-}\right)-p_{e}\right|}  \tag{2.8}\\
c^{2}+p_{v}\left(v_{ \pm}, \lambda_{ \pm}\right) & <0 \tag{2.9}
\end{align*}
$$

and there is no other equilibrium point of (2.3), with $v$ value between $v_{-}$and $v_{+}$. On the other hand, if the speeds satisfy

$$
\begin{equation*}
c<2 \sqrt{a b\left|p\left(v_{+}, \lambda_{+}\right)-p_{e}\right|} \tag{2.10}
\end{equation*}
$$

then there are no admissible liquefaction waves.
Condition (2.9) means that a liquefaction wave is subsonic or sonic with respect to both side states. The absolute value in (2.8) and (2.10) is not necessary in this case, but it has been put in order to have a unique condition valid also for the next case. Note that in case (i)(b), the condition (2.10) does not impose any restriction.
We further observe through numerical computation that for case (i)(b), there is always a traveling wave as long as $\lambda_{+} \in(0,1)$, even if (2.8) is not satisfied.
(ii) Evaporation waves. The state in front of an evaporation wave is metastable liquid: $\left(v_{+}, \lambda_{+}=0\right)$ with $p_{+}<p_{e}$. In the back of the evaporation shock is vapor: $\left(v_{-}, \lambda_{-}=1\right)$ with $v_{-}>v_{+}$and $p_{-}<p_{+}<p_{e}$; see Figure 2(c)-(d). We require moreover that
(a) either

$$
\begin{equation*}
\lambda_{-}=1, \lambda_{+}=0, v_{-}>v_{+}, p\left(v_{-}, \lambda_{-}\right)<p\left(v_{+}, \lambda_{+}\right) \leq p_{e} \tag{2.11}
\end{equation*}
$$

(b) or

$$
\lambda_{-}=1,0<\lambda_{+}<1, v_{-}>v_{+}, p\left(v_{-}, \lambda_{-}\right)<p\left(v_{+}, \lambda_{+}\right)=p_{e}
$$

Results about the admissibility of evaporation waves are given in [7], [9]: if conditions (2.8), (2.9) hold and there is no other equilibrium point of (2.3) with $v$ value between $v_{-}$and $v_{+}$, then the evaporation wave is admissible. Similarly, under the condition (2.10), there is no admissible evaporation wave. Our numerical tests show that there is a traveling wave for case (ii)(b) as long as $\lambda_{+} \in(0,1)$, even if (2.8) is not satisfied.
(iii) Isobaric waves. Smooth isobaric waves are solutions of (1.8) with

$$
\begin{equation*}
p(v(x, t), \lambda(x, t))=p_{e} \tag{2.12}
\end{equation*}
$$



Fig. 2. Admissible waves. (a) and (b), liquefaction shocks; (c) and (d), evaporation shocks.
for $(x, t)$ in some region $D$ called isobaric region. For convenience, suppose $D$ contains a rectangle $[a, b] \times\left[t_{0}, t_{1}\right]$. Then in this rectangle we have

$$
\left\{\begin{array}{l}
u=u\left(x, t_{0}\right)  \tag{2.13}\\
v=u_{x}\left(x, t_{0}\right)\left(t-t_{0}\right)+v\left(x, t_{0}\right) \\
\lambda=\lambda_{e}(v(x, t))
\end{array}\right.
$$

where the last equation is the explicit form of (2.12), which exists due to $p_{\lambda}>0$. Two constant states $\left(v_{-}, u_{-}, \lambda_{-}\right),\left(v_{+}, u_{+}, \lambda_{+}\right)$are connected by an isobaric wave only if $p\left(v_{-}, \lambda_{-}\right)=p\left(v_{+}, \lambda_{+}\right)=p_{e}$; as a consequence the wave is stationary and $u_{+}=u_{-}$.
(iv) Nonreacting compressive shock waves. Under the assumption (1.2) the nonreacting shocks must satisfy $\lambda_{-}=\lambda_{+}=0$ or 1 and the Lax admissibility conditions
(a) either (1-shocks)

$$
-\sqrt{-p_{v}\left(v_{-}, \lambda_{-}\right)}>c>-\sqrt{-p_{v}\left(v_{+}, \lambda_{+}\right)}
$$

(b) or (2 shocks)

$$
\sqrt{-p_{v}\left(v_{-}, \lambda_{-}\right)}>c>\sqrt{-p_{v}\left(v_{+}, \lambda_{+}\right)}
$$

where $c$ is the speed of the wave determined by the Rankine-Hugoniot conditions. Due to the assumption $p_{v v}>0$, we have $\operatorname{sign} \partial_{v_{ \pm}} c=-\operatorname{sign} c$ for both Lax shocks. We shall use these inequalities when solving Riemann problems.
(v) Nonreacting rarefaction waves. These are continuous solutions of (1.8) of the form $(u, v, \lambda)(x, t)=(u, v, \lambda)(x / t)$ with $\lambda=$ constant. By the third equation in (1.8), we have $\lambda(x, t) \equiv \lambda_{ \pm}=0$ or 1 , and the system (1.8) is reduced to the nonreacting $p$-system for gas dynamics. Thus, the nonreacting rarefaction waves are the same as the classical rarefaction waves in gas dynamics:
(a) first family of rarefaction waves,

$$
\begin{equation*}
u_{+}-u_{-}=\int_{v_{-}}^{v_{+}} \sqrt{-p_{v}\left(v, \lambda_{-}\right)} d v, \quad v_{-}<v_{+} \tag{2.14}
\end{equation*}
$$

(b) second family of rarefaction waves,

$$
\begin{equation*}
u_{+}-u_{-}=-\int_{v_{-}}^{v_{+}} \sqrt{-p_{v}\left(v, \lambda_{-}\right)} d v, \quad v_{-}>v_{+} \tag{2.15}
\end{equation*}
$$

Remark 2.1. We consider again the case of a right-moving liquefaction wave; see (i) above. For a fixed $v_{-}$we denote the speed of the liquefaction wave connecting $v_{-}$with $v_{+}$by $c\left(v_{+}\right)$. It is easy to check that the function $c\left(v_{+}\right)$is increasing when (2.9) holds. We define $v^{*}$ by the relation $c\left(v^{*}\right)=2 \sqrt{a b\left(p\left(v_{-}, 0\right)-p_{e}\right)}$. Moreover, consider the line joining $\left(v_{-}, p\left(v_{-}, 0\right)\right)$ with $\left(v_{+}, p\left(v_{+}, 1\right)\right)$ and let $\left(v^{T}, p\left(v^{T}, 1\right)\right)$ be the point in which this line is tangent to the curve $p(v, 1)$. As a consequence of the conditions (2.8) and (2.9), we see that the existence of liquefaction waves connecting $v_{-}$with $v_{+}$is ensured if $v_{+} \in\left[v^{*}, \min \left\{v^{T}, v_{M}\right\}\right]$. In the case that the pressure has the form (1.6) then a simple calculation shows that the interval $\left[v^{*}, \min \left\{v^{T}, v_{M}\right\}\right]$ is never empty for any $v_{-} \leq v_{m}$ if $a b$ is sufficiently small. In other words, for these values of $a b$ for every $v_{-}$we have, in the state space, a whole curve of admissible liquefaction waves.

For the evaporation shocks, the situation is somewhat different: For any fixed $a b>0$ and as $v_{-} \rightarrow \infty$, the $c\left(v^{*}\right)=2 \sqrt{a b\left(p\left(v_{-}, 1\right)-p_{e}\right)}$ will become bigger than the slope of the tangent of $p(v, 1)$, destroying the possibility of a direct traveling wave link from $\left(v_{-}, \lambda_{-}\right)$to $\left(v_{+}, \lambda_{+}\right)$. Thus, for any fixed $a b>0$, there is an upper bound for $v_{-}$so that there is no evaporation wave with $v_{-}$above this bound.

The class of admissible waves could be enlarged by admitting the collapsing and explosion waves introduced below. One side of these waves is an equilibrium mixture of liquid and vapor, while the other side is metastable liquid or vapor. Such waves are numerically verified to exist by computing some initial value problems of (1.7) for $t$ not small. The numerical results revealed the following: For these kinds of waves to appear, the pressure of the metastable side must differ from equilibrium by a certain amount. Such waves cannot appear in a Riemann solver when the Riemann initial data consist of a piece of liquid and a piece of vapor unless the initial data is set such that the pressure of the metastable side differs sufficiently from equilibrium. The reason for this phenomenon is left for future investigation. It is clear that if these waves appear in Riemann solvers for such Riemann data, a severe loss of uniqueness will occur. For these reasons we consider the following waves separately.


Fig. 3. Other waves. (a) collapsing shock; (b) explosion shock.
(vi) Collapsing waves. As a collapsing wave passes through the metastable vapor, $\lambda_{+}=1, p_{+}>p_{e}$, the fluid changes to a liquid/vapor mixture at equilibrium pressure, $p_{-}=p_{e}, \lambda_{-} \in(0,1)$; see Figure 3(a). Although this is also a kind of liquefaction shock, we single it out to emphasize that it is supersonic relative to its front and that the pressure drops after the shock passes.
(vii) Explosion waves. In the front of an explosion wave there is metastable liquid, $\lambda_{+}=0, p_{+}<p_{e}$. Behind the wave is a liquid/vapor mixture at equilibrium pressure, $p_{-}=p_{e}, \lambda_{-} \in(0,1)$. The Rankine-Hugoniot condition then requires $v_{+}>v_{-}$. See Figure 3(b). Also these waves are supersonic with respect to the state in front.
3. Properties of admissible waves. In this section we study some properties of the admissible waves listed in section 2; these properties provide motivations for the kinetic conditions that are given in section 4.

Throughout this section we denote $\left(v_{-}, \lambda_{-}\right)$the state behind a shock, $\left(v_{+}, \lambda_{+}\right)$ the state in front, while $c=c\left(v_{-}, v_{+}\right)$is given by (2.5). For simplicity we deal only with the case $c>0$.

Lemma 3.1. If $c^{2}+p_{v}\left(v_{ \pm}, \lambda_{ \pm}\right)<0$, with $\lambda_{-}=0, \lambda_{+}=1$, then the equation

$$
\begin{equation*}
R(v, \lambda ; c):=c^{2}\left(v-v_{-}\right)+p(v, \lambda)-p\left(v_{-}, 0\right)=0 \tag{3.1}
\end{equation*}
$$

has a unique solution $v:=v(\lambda)$. This solution satisfies

$$
\begin{equation*}
R_{v}(v(\lambda), \lambda ; c)<0 \tag{3.2}
\end{equation*}
$$

Proof. Existence of a solution $v(\lambda)$ of $R(v, \lambda ; c)=0$ follows from $R_{\lambda}=p_{\lambda}>0$ and then, for $\lambda \in(0,1)$,

$$
R\left(v_{-}, \lambda ; c\right)>R\left(v_{-}, 0 ; c\right)=0=R\left(v_{+}, 1 ; c\right)>R\left(v_{+}, \lambda ; c\right)
$$

To prove the uniqueness of the solution $v(\lambda)$, assume its contrary, i.e., that there are two solutions of the equation $R\left(v, \lambda_{0} ; c\right)=0$ for some $\lambda_{0} \in(0,1), v_{1}\left(\lambda_{0}\right)$, and $v_{2}\left(\lambda_{0}\right)$. Without loss of generality, let $v_{1}\left(\lambda_{0}\right)<v_{2}\left(\lambda_{0}\right)$ denote the smallest two such solutions.

Thus, there are no other zeros between $v_{1}\left(\lambda_{0}\right)$ and $v_{2}\left(\lambda_{0}\right)$. Note that $R_{v v}=p_{v v}>0$ and $R_{v}\left(v_{-}, 0 ; c\right)=c^{2}+p_{v}\left(v_{-}, 0\right)<0$. Then

$$
\begin{equation*}
R_{v}\left(v_{1}, \lambda_{0} ; c\right)<0<R_{v}\left(v_{2}, \lambda_{0} ; c\right) \tag{3.3}
\end{equation*}
$$

and hence

$$
\begin{equation*}
R_{v}\left(v, \lambda_{0} ; c\right)>0 \quad \text { for } v \in\left(v_{2}, v_{+}\right) \tag{3.4}
\end{equation*}
$$

holds. It leads to a contradiction:

$$
\begin{equation*}
0=R\left(v_{+}, 1 ; c\right)>R\left(v_{+}, \lambda_{0} ; c\right)>R\left(v_{2}, \lambda_{0} ; c\right)=0 \tag{3.5}
\end{equation*}
$$

which establishes the uniqueness of $v(\lambda)$.
If there was a point $\lambda_{0} \in(0,1)$ such that $R_{v}\left(v\left(\lambda_{0}\right), \lambda_{0} ; c\right) \geq 0$ holds, then the argument from (3.3) to (3.5) would apply to yield a contradiction. This shows that $R_{v}(v(\lambda), \lambda ; c)<0$ for $\lambda \in[0,1]$, as desired.

Lemma 3.2. Under the assumptions of the previous lemma, every liquefaction (evaporation) traveling wave connecting $\left(v_{-}, \lambda_{-}\right)$with $\left(v_{+}, \lambda_{+}\right)$is monotone.

Proof. We deal with the case of a liquefaction wave. In the $(\lambda, v)$-plane, consider the strip $S=\{(\lambda, v): 0 \leq \lambda \leq 1, v>0\}$. Denote $\mathcal{R}_{0}=\{(\lambda, v) ; R(v, \lambda)=0\}$ and

$$
\begin{aligned}
& \mathcal{R}_{-}=\{(\lambda, v) \in S ; R(v, \lambda)<0\} \\
& \mathcal{R}_{+}=\{(\lambda, v) \in S ; R(v, \lambda)>0\}
\end{aligned}
$$

For contradiction, assume that there exists a profile $(v(\xi), \lambda(\xi))$ with $v^{\prime}\left(\xi_{0}\right)=0$ for some $\xi_{0}$. When $(v(\xi), \lambda(\xi))$ starts from $\left(v_{-}, 0\right)$ it must enter the region $\mathcal{R}_{-}$; otherwise $v^{\prime}(\xi)<0$ for every $\xi$ and then it could not reach the point $\left(v_{+}, 1\right)$. From (2.4), when $\xi=\xi_{0}$ the trajectory $(v(\xi), \lambda(\xi))$ meets the curve $\mathcal{R}_{0}$. The curve $\mathcal{R}_{0}$, parameterized as $v(\lambda)$, is increasing as $\lambda$ increases, as shown by

$$
\frac{d v}{d \lambda}=-\frac{R_{\lambda}}{R_{v}}=-\frac{p_{\lambda}}{R_{v}}>0
$$

in view of Lemma 3.1. Thus, $v^{\prime}(\xi)<0$ for every $\xi>\xi_{0}$ and so the point $\left(v_{+}, 1\right)$ cannot be reached, a contradiction.

If $\lambda$ is not monotone, then there exists the smallest critical point $\xi_{0}$, which must be a local maximum, and then a critical point $\xi_{1}$, adjacent to $\xi_{0}$, which must be a local minimum point. From the second equation of (2.4) we have $p\left(v\left(\xi_{0}\right), \lambda\left(\xi_{0}\right)\right) \leq p_{e}$. If $\xi \in\left(\xi_{0}, \xi_{1}\right)$, then $\lambda(\xi)$ is decreasing while $v(\xi)$ is increasing; then $p\left(v\left(\xi_{1}\right), \lambda\left(\xi_{1}\right)\right)<p_{e}$ from the first equation of (2.4). But then at $\xi_{1}$ we should have $0=a\left(p-p_{e}\right) \lambda(\lambda-$ 1) $+b \lambda^{\prime \prime}>0$, a contradiction.

Remark that in the plane $(\lambda, v)$ the curve $\left\{(\lambda, v) ; p(v, \lambda)=p_{e}\right\}$ lies all above the curve $\mathcal{R}_{0}$; see Figure 4. In fact, if $v(\lambda)$ is as in Lemma 3.1, then $v^{\prime}(\lambda)>0$. By differentiating (3.1) with respect to $\lambda$ we obtain $c^{2} v^{\prime}(\lambda)+d / d \lambda[p(v(\lambda), \lambda)]=0$, and thus $p$ is decreasing along the curve $\mathcal{R}_{0}$. Since $v_{-}<v_{m}$ and $v_{+}<v_{M}$, the claim is proved.

LEMMA 3.3. Fix a state $\left(v_{-}, \lambda_{-}\right), \lambda_{-}=0$ (or 1). If there are liquefaction (evaporation) waves having $\left(v_{-}, \lambda_{-}\right)$as the back state, then there is one with the least speed.

Proof. We now consider the case for liquefaction waves. The proof for evaporation waves is the same.


Fig. 4. Profile in the plane $(\lambda, v)$. The curves $\mathcal{R}_{0}$ and $p=p_{e}$ are represented by thickness, the profile with a thin line.

Fix a state $\left(v_{-}, 0\right)$ and consider the set $\mathcal{P}\left(v_{-}\right)$of all states $\left(v_{+}, 1\right)$ that can be connected to $\left(v_{-}, 0\right)$ with a liquefaction wave. These traveling waves satisfy (2.4), and from Lemma 3.2 they are monotone. Let

$$
\omega=\inf _{v_{+} \in \mathcal{P}\left(v_{-}\right)} c\left(v_{-}, v_{+}\right) .
$$

Take a sequence $v_{n} \in \mathcal{P}\left(v_{-}\right)$such that $c\left(v_{-}, v_{n}\right) \rightarrow \omega$ as $n \rightarrow+\infty$, and let

$$
\left(v\left(\xi ; v_{-}, v_{n}\right), \lambda\left(\xi ; v_{-}, v_{n}\right)\right)
$$

be the related traveling waves. Note that a shift of a traveling wave solution of (2.3) is still a traveling wave with the same speed. By shifting we can assume that for every $n$

$$
\lambda\left(0 ; v_{-}, v_{n}\right)=1 / 2 .
$$

Due to (1.3), $v_{n} \leq v_{1}$ for large $n$ to make possible $c\left(v_{-}, v_{n}\right) \rightarrow \omega$, as $n \rightarrow \infty$. We have that for large $n, \operatorname{TV}\left(v\left(\cdot ; v_{-}, v_{n}\right)\right) \leq\left|v_{+}-v_{1}\right|, \operatorname{TV}\left(\lambda\left(\cdot ; v_{-}, v_{n}\right)\right)=1$ since they are monotone. Then there exists a subsequence converging a.e. to some functions $\left(v_{*}(\xi), \lambda_{*}(\xi)\right)$.

The functions $v_{*}(\xi), \lambda_{*}(\xi)$ still satisfy (2.4) and are monotone. They are not constant because $\lambda_{*}(0)=1 / 2$ is not an equilibrium point of (2.4). Then they satisfy the conditions $v_{*}( \pm \infty)=v_{ \pm}, \lambda_{*}(-\infty)=0, \lambda_{*}(+\infty)=1$. Thus, $\left(v_{*}(\xi), \lambda_{*}(\xi)\right)$ is a traveling wave with the minimum speed.

We denote the lowest speed of a liquefaction (evaporation) wave by $\omega\left(v_{-}, \lambda_{-}\right)$.
Theorem 3.1. The function $v_{-} \rightarrow \omega\left(v_{-}, \lambda_{-}\right)$introduced above is decreasing in the case of a liquefaction wave, increasing in the case of an evaporation wave.

Proof. For definiteness, we prove the statement for a liquefaction wave. For an evaporation wave the proof is analogous.

In the case of a liquefaction wave, the state $\lambda$ behind the wave is $\lambda_{-}=0$. Consider $v_{-}$in the domain of definition of the function $\omega\left(v_{-}, 0\right)$. By the definition of $\omega\left(v_{-}, 0\right)$, there is a solution of (2.4) starting at $v(-\infty)=v_{-}$, and the slowest nonnegative speed of such traveling waves is $\omega\left(v_{-}, 0\right)$, which connects $\left(v_{ \pm}, \lambda_{ \pm}\right)$as depicted in Figure 2(a). We denote this slowest traveling wave by $\left(v_{1}, \lambda_{1}\right)\left(\xi ; v_{-}\right)$.

We want to prove that

$$
\begin{equation*}
\omega:=\omega\left(v_{-}, 0\right) \geq \omega\left(v_{-}^{*}, 0\right) \tag{3.6}
\end{equation*}
$$

if $v_{-}<v_{-}^{*}<v_{m}$ with $v_{-}^{*}$ sufficiently close to $v_{-}$. It suffices to prove that for such $v_{-}^{*}$, there is a solution of $(2.4)$ with speed $c=\omega$ starting from $v(-\infty)=v_{-}^{*}$. The other side of the traveling wave $v(\infty)=v_{+}^{*}$ must satisfy the Rankine-Hugoniot condition

$$
\begin{equation*}
\omega^{2}\left(v_{+}^{*}-v_{-}^{*}\right)+p\left(v_{+}^{*}, 1\right)-p\left(v_{-}^{*}, 0\right)=0 \tag{3.7}
\end{equation*}
$$

Due to the subsonicity at $\left(v_{ \pm}, p\left(v_{ \pm}, \lambda_{ \pm}\right)\right)$, the smallness of $\left|v_{-}-v_{-}^{*}\right|$, and the shape of $p(v, \lambda)$ given by (1.2) and (1.3), there must be the smallest solution of (3.7) satisfying $v_{+}^{*}>v_{+}$. We rewrite and modify the system (2.4) of traveling waves connecting $v_{ \pm}^{*}$ as

$$
\left\{\begin{array}{l}
-\omega v^{\prime}=\omega^{2}\left(v-v_{-}^{*}\right)+p-p_{-}^{*}+\eta v^{\prime \prime}  \tag{3.8}\\
-\omega \lambda^{\prime}=a w(v, \lambda)+b \lambda^{\prime \prime}, \\
(v, \lambda)( \pm \infty)=\left(v_{ \pm}^{*}, \lambda_{ \pm}\right), \quad\left(v^{\prime}, \lambda^{\prime}\right)( \pm \infty)=(0,0)
\end{array}\right.
$$

We shall take the limit $\eta \rightarrow 0+$ later. By Theorems 3.1 and $3.1^{\prime}$ in $[9]$ and the analysis therein, a necessary and sufficient condition for (3.8) with data given in (i) and (ii) of section 2 to have a solution is

$$
\begin{equation*}
\omega \geq \inf _{U \in K} \sup _{x, j} \frac{a_{j} U_{j}^{\prime \prime}+F_{j}(U, \omega)}{-U_{j}^{\prime}} \tag{3.9}
\end{equation*}
$$

where

$$
\begin{aligned}
U & =(v, \lambda) \\
F(U, \omega) & =\left(\omega^{2}\left(v-v_{-}^{*}\right)+p-p_{-}^{*} a\left(p-p_{e}\right) \lambda(\lambda-1)\right)
\end{aligned}
$$

with $a_{1}=\eta, a_{2}=b$, and

$$
\begin{equation*}
K:=\left\{U \in C^{2}: U \text { is monotone and } U( \pm \infty)=\left(v_{ \pm}^{*}, \lambda_{ \pm}\right)\right\} \tag{3.10}
\end{equation*}
$$

We now apply Lemma 3.1 ; then denote by $v_{2}:=v(\lambda)$ the unique solution of the equation

$$
\begin{equation*}
R(v, \lambda ; \omega):=\omega^{2}\left(v-v_{-}^{*}\right)+p(v, \lambda)-p\left(v_{-}^{*}, 0\right)=0 \tag{3.11}
\end{equation*}
$$

We consider the function

$$
v_{2}^{*}(\xi):=v_{2}\left(\lambda_{1}(\xi)\right)
$$

It is clear that $v_{2}^{*}( \pm \infty)=v_{ \pm}^{*}$. Let $\delta>0$ be a sufficiently small constant. The intervals $\left(-\infty, \xi_{-}\right)$over which $v_{2}^{*}(\xi)>v_{1}(\xi)+\delta$ are nonempty since $v_{2}^{*}(-\infty)=v_{-}^{*}>v_{-}=$ $v_{1}(-\infty)$. Let $\left(-\infty, \xi_{-}\right)$denote the largest such interval, and hence either $\xi_{-}=\infty$ or $v_{1}\left(\xi_{-}\right)+\delta=v_{2}^{*}\left(\xi_{-}\right)$holds. If it is the later case, then there is an interval $\left(\xi_{+}, \infty\right)$ over which $v_{1}(\xi)+\delta<v_{2}^{*}(\xi)$ and $v_{1}\left(\xi_{+}\right)+\delta=v_{2}^{*}\left(\xi_{+}\right)$hold. Due to (3.2), the function $v_{2}^{*}(\xi)$ is strictly increasing since $\lambda_{1}^{\prime}>0$. We can construct a function $v_{3}^{*} \in C^{2}$ satisfying

$$
v_{3}^{*}(\xi)= \begin{cases}v_{2}^{*}(\xi) & \text { if } \xi<\xi_{-}-1  \tag{3.12}\\ \text { joining the left and right branches in } C^{2} & \text { if } \xi_{-}-1<\xi<\xi_{-} \\ v_{1}(\xi)+\delta & \text { if } \xi_{-}<\xi<\xi_{+} \\ \text {joining the left and right branches in } C^{2} & \text { if } \xi_{+}<\xi<\xi_{+}+1 \\ v_{2}^{*}(\xi) & \text { if } \xi>\xi_{+}+1\end{cases}
$$

The joining pieces in (3.12) can be made to satisfy $v_{3}^{*^{\prime}}>0$ and $v_{1}+\delta<v_{3}^{*}<v_{2}^{*}$ for $\xi \in\left(\xi_{-}-1, \xi_{-}\right) \cup\left(\xi_{+}, \xi_{+}+1\right)$.

It is clear that $\left(v_{3}^{*}, \lambda_{1}\right) \in K$ as defined in (3.10). Also, the function $v_{3}^{*}$ is independent of $\eta$. Since $\left(v_{1}, \lambda_{1}\right)\left(\xi, v_{-}\right)$is a traveling wave of speed $\omega$ joining $\left(v_{ \pm}, \lambda_{ \pm}\right)$, it follows that

$$
\begin{align*}
\omega & =\frac{-b \lambda_{1}^{\prime \prime}-a\left(p\left(v_{1}, \lambda_{1}\right)-p_{e}\right) \lambda_{1}\left(\lambda_{1}-1\right)}{\lambda_{1}^{\prime}} \\
& >\frac{-b \lambda_{1}^{\prime \prime}-a\left(p\left(v_{1}+\delta, \lambda_{1}\right)-p_{e}\right) \lambda_{1}\left(\lambda_{1}-1\right)}{\lambda_{1}^{\prime}} \\
& \geq \frac{-b \lambda_{1}^{\prime \prime}-a\left(p\left(v_{3}^{*}, \lambda_{1}\right)-p_{e}\right) \lambda_{1}\left(\lambda_{1}-1\right)}{\lambda_{1}^{\prime}} \tag{3.13}
\end{align*}
$$

since $v_{3}^{*} \geq v_{1}+\delta$. To estimate the other component of (3.9), we consider

$$
\begin{equation*}
\frac{\eta v_{3}^{*^{\prime \prime}}+\omega^{2}\left(v_{3}^{*}-v_{-}^{*}\right)+p\left(v_{3}^{*}, \lambda_{1}\right)-p_{-}^{*}}{-v_{3}^{*^{\prime}}} \tag{3.14}
\end{equation*}
$$

Over the range $\left(-\infty, \xi_{-}\right) \cup\left(\xi_{+}, \infty\right)$, we use $v_{3}^{*} \leq v_{2}^{*}$ and (3.11) to derive

$$
\begin{aligned}
\omega^{2}\left(v_{3}^{*}-v_{-}^{*}\right)+p\left(v_{3}^{*}, \lambda_{1}\right)-p_{-}^{*} & =\omega^{2}\left(v_{3}^{*}-v_{2}^{*}\right)+p\left(v_{3}^{*}, \lambda_{1}\right)-p\left(v_{2}^{*}, \lambda_{1}\right) \\
& =R_{v}\left(\theta, \lambda_{1} ; \omega\right)\left(v_{3}^{*}-v_{2}^{*}\right) \geq 0
\end{aligned}
$$

Here, we used the smallness of $\left|v_{2}^{*}-v_{3}^{*}\right|$ and Lemma 3.1. Then the inequality $v_{3}^{* \prime}>0$ yields

$$
\begin{equation*}
\frac{\eta v_{3}^{*^{\prime \prime}}+\omega^{2}\left(v_{3}^{*}-v_{-}^{*}\right)+p\left(v_{3}^{*}, \lambda_{1}\right)-p_{-}^{*}}{-v_{3}^{*^{\prime}}} \leq-\eta \frac{v_{3}^{*^{\prime \prime}}}{v_{3}^{*^{\prime}}} \tag{3.15}
\end{equation*}
$$

On intervals $\left(-\infty, \xi_{-}-1\right)$ and $\left(\xi_{+}+1, \infty\right)$, the definition of $v_{3}^{*}$ implies that

$$
\frac{v_{3}^{*^{\prime \prime}}}{v_{3}^{*^{\prime}}}=O(1)+O(1) \frac{\lambda_{1}{ }^{\prime \prime}}{\lambda_{1}^{\prime}}
$$

For the traveling wave $\left(v_{1}, \lambda_{1}\right)(\xi)$, we can prove that

$$
\frac{\lambda_{1}{ }^{\prime \prime}}{\lambda_{1}{ }^{\prime}}=O(1)
$$

by investigating the decay rate of $\lambda_{1}(\xi)$ at $\xi= \pm \infty$ and by $v_{1}^{\prime}>0$ proved in the proof of Lemma 3.2. Over the intervals $\left[\xi_{-}-1, \xi_{-}\right)$and $\left(\xi_{+}, \xi_{+}+1\right], v_{3}^{*^{\prime \prime}} / v_{3}^{*^{\prime}}$ changes smoothly by $O(1)$ from $v_{2}^{*^{\prime \prime}}\left(\xi_{ \pm} \pm 1\right) / v_{2}^{*^{\prime}}\left(\xi_{ \pm} \pm 1\right)=O(1)$ to $v_{1}^{*^{\prime \prime}}\left(\xi_{ \pm}\right) / v_{1}^{*^{\prime}}\left(\xi_{ \pm}\right)=O(1)$. Hence $v_{3}^{*^{\prime \prime}} / v_{3}^{*^{\prime}}$ is also bounded on the intervals $\left[\xi_{-}-1, \xi_{-}\right)$and $\left(\xi_{+}, \xi_{+}+1\right]$. Therefore we have

$$
\begin{equation*}
\frac{\eta v_{3}^{*^{\prime \prime}}+\omega^{2}\left(v_{3}^{*}-v_{-}^{*}\right)+p\left(v_{3}^{*}, \lambda_{1}\right)-p_{-}^{*}}{-v_{3}^{*^{\prime}}}=O(1) \eta \tag{3.16}
\end{equation*}
$$

for $\xi \in\left(-\infty, \xi_{-}\right) \cup\left(\xi_{+}, \infty\right)$.

On the interval $\left[\xi_{-}, \xi_{+}\right]$, we have $v_{3}^{*}=v_{1}+\delta$ and

$$
\begin{align*}
& \frac{\eta v_{3}^{*^{\prime \prime}}+\omega^{2}\left(v_{3}^{*}-v_{-}^{*}\right)+p\left(v_{3}^{*}, \lambda_{1}\right)-p_{-}^{*}}{-v_{3}^{*^{\prime}}} \\
& =\frac{\eta v_{1}^{\prime \prime}+\omega^{2}\left(v_{1}+\delta-v_{-}^{*}\right)+p\left(v_{1}+\delta, \lambda_{1}\right)-p_{-}^{*}}{-v_{1}^{\prime}} \\
& =\frac{\omega^{2}\left(v_{1}-v_{-}\right)+p\left(v_{1}, \lambda_{1}\right)-p_{-}}{-v_{1}^{\prime}} \\
& \quad+\frac{\eta v_{1}^{\prime \prime}+\omega^{2} \delta+p\left(v_{1}+\delta, \lambda_{1}\right)-p\left(v_{1}, \lambda_{1}\right)+\omega^{2}\left(v_{-}-v_{-}^{*}\right)+p_{-}-p_{-}^{*}}{-v_{1}^{\prime}} \\
& =\omega+\frac{\eta v_{1}^{\prime \prime}+\omega^{2} \delta+p\left(v_{1}+\delta, \lambda_{1}\right)-p\left(v_{1}, \lambda_{1}\right)+\omega^{2}\left(v_{-}-v_{-}^{*}\right)+p_{-}-p_{-}^{*}}{-v_{1}^{\prime}} \tag{3.17}
\end{align*}
$$

The part

$$
F\left(v_{1}, \lambda_{1}, \delta\right):=\eta v_{1}^{\prime \prime}+\omega^{2} \delta+p\left(v_{1}+\delta, \lambda_{1}\right)-p\left(v_{1}, \lambda_{1}\right)+\omega^{2}\left(v_{-}-v_{-}^{*}\right)+p_{-}-p_{-}^{*}
$$

in (3.17) satisfies

$$
F\left(v_{1}, \lambda_{1}, 0\right)=\eta v_{1}^{\prime \prime}+\omega^{2}\left(v_{-}-v_{-}^{*}\right)+p_{-}-p_{-}^{*}>0
$$

when $\eta>0$ is sufficiently small, due to $\omega^{2}+p_{v}\left(v_{-}, \lambda_{-}\right)<0$ and the smallness of $v_{-}^{*}-v_{-}>0$. Then, by the continuity of $F, F\left(v_{1}, \lambda_{1}, \delta\right)>0$ for any $\left(v_{1}, \lambda_{1}\right)$ in the bounded closed set $\left[v_{-}, v_{+}\right] \times[0,1]$ if $\delta>0$ is sufficiently small. This, together with (3.17) and $v_{1}^{\prime}>0$, implies that, for $\xi \in\left[\xi_{-}, \xi_{+}\right]$,

$$
\begin{equation*}
\frac{\eta v_{3}^{*^{\prime \prime}}+\omega^{2}\left(v_{3}^{*}-v_{-}^{*}\right)+p\left(v_{3}^{*}, \lambda_{1}\right)-p_{-}^{*}}{-v_{3}^{*^{\prime}}}<\omega \tag{3.18}
\end{equation*}
$$

Combining estimates (3.13)-(3.18), we see that the condition (3.9) is satisfied when $\eta>0$ is sufficiently small. Thus, the system (3.8) has a solution with speed $\omega$ when $\eta>0$ is sufficiently small.

Let $(v, \lambda)\left(\xi, v_{ \pm}^{*} ; \eta\right)$ be solutions of (3.8) with the speed $\omega$. They are monotone in $\xi$. Since (3.8) is invariant under shifting, $\xi \mapsto \xi+\xi_{0}$, we can assume $v\left(0, v_{ \pm}^{*} ; \eta\right)=$ $\left(v_{+}^{*}+v_{-}^{*}\right) / 2$. By the monotoneness of these solutions, there is a sequence $\left\{\eta_{n}\right\}_{1}^{\infty}$ such that

$$
(v, \lambda)\left(\xi, v_{ \pm}^{*} ; 0\right):=\lim _{n \rightarrow \infty}(v, \lambda)\left(\xi, v_{ \pm}^{*} ; \eta_{n}\right)
$$

exist for a.e. $\xi \in(-\infty, \infty)$. The limit $(v, \lambda)\left(\xi, v_{ \pm}^{*} ; 0\right)$ satisfies the differential equations in (2.4) with speed $\omega$ in the sense of distribution, and hence in the strong sense. It also satisfies the boundary conditions in (2.4) since there is no other equilibrium point between $(v, \lambda)=\left(v_{-}^{*}, 0\right)$ and $\left(v_{+}^{*}, 1\right)$. In other words, the system (2.4) has a traveling wave with speed $\omega=\omega\left(v_{-}, 0\right)$, starting at $v(-\infty)=v_{-}^{*}$. Therefore, the minimum speed $\omega\left(v_{-}^{*}, 0\right)$ of all traveling waves starting at $v_{-}^{*}$ is no greater than $\omega\left(v_{-}, 0\right)$. The proof is complete.

Remark 3.1. The above proof can be further improved to yield strict monotonicity of $\omega\left(v_{-}, \lambda_{-}\right)$.
4. Kinetic relations. At this stage, the existence results on traveling wave profiles listed in section 2 are not strong enough to guarantee the solvability of the Riemann problem for (1.8). On the other hand, for each given $v_{-}$, there are too many liquefaction and vaporization traveling waves listed in section 2 , cases (i) and (ii). If we admit all these waves, then many solutions can exist for the same initial data. Admitting collapsing and explosion waves introduce more solution configurations for Riemann solvers; see section 6 . When to use which waves remains to be investigated more thoroughly in future studies. For this reason, instead of strictly using traveling wave admissibility criterion, we shall impose the following selection criteria for admissible waves that mimics the properties of traveling wave profiles. The selection criteria are also called kinetic relations in most mathematical literature.

In the solution of the Riemann problem for (1.8) we admit every liquefaction or evaporation wave connecting a pure phase with a mixture phase, isobaric waves, and Lax-shock and rarefaction waves, as defined in section 2, disregarding the existence results of their traveling waves profiles. Of course each of these waves must satisfy the Rankine-Hugoniot conditions (2.1) when a discontinuity occurs.

Moreover we admit both liquefaction and evaporation waves connecting two pure phases. The selection criterion for these liquefaction and evaporation waves are as follows: Let $\left(v_{-}, u_{-}, \lambda_{-}\right)$be the state in the back of a shock, $\left(v_{+}, u_{+}, \lambda_{+}\right)$the state in the front. For simplicity we consider only the case of waves with positive speeds.
(i) For each liquid state $\left(v_{-}, u_{-}, 0\right)$ with $p\left(v_{-}, 0\right)>p_{e}$ there is only one vapor state $\left(v_{+}, u_{+}, 1\right)$, satisfying (2.6), that can be connected to $\left(v_{-}, u_{-}, 0\right)$ with a liquefaction wave. The speed $s=s\left(v_{-}\right)$of the liquefaction wave is a decreas$\operatorname{ing} C^{1}$ function satisfying $s^{2}\left(v_{-}\right)+p_{v}\left(v_{ \pm}, \lambda_{ \pm}\right) \leq 0$.
(ii) For each vapor state $\left(v_{-}, u_{-}, 1\right)$ with $p\left(v_{-}, 1\right)<p_{e}$ there is only one liquid state $\left(v_{+}, u_{+} 0\right)$, satisfying (2.11), that can be connected to $\left(v_{-}, u_{-}, 1\right)$ with an evaporation wave. The speed $s=s\left(v_{-}\right)$of the evaporation wave is an increasing $C^{1}$ function; it satisfies $s^{2}\left(v_{-}\right)+p_{v}\left(v_{ \pm}, \lambda_{ \pm}\right) \leq 0$.
There are physical reasons for imposing conditions (i) and (ii): for example, let us consider the case of liquefaction waves. The speeds of liquefaction waves depend on the density of liquid drops in front of the waves, which is determined by the nucleation effects [8]. The larger the density of liquid drops in front of the waves is, the faster the liquefaction wave moves. The nucleation term is typically very small and takes a long time to have some effect in a metastable vapor. Thus, when $t$ is not large, the liquefaction shock travels at the lowest possible speed. The first part of condition (i) then can be justified furthermore because the nucleation effect is not included in (1.8). The approximation of the hyperbolic regime to the parabolic one is then to be understood for $O(1)$-order time intervals, in which the nucleation changes little the value of $\lambda$ in the front of the liquefaction and evaporation traveling waves. Furthermore, if every liquefaction shock is allowed, then the Riemann solvers are not unique.

The second part of condition (i) is quite intuitive, since if $v_{-}$decreases then the difference $p\left(v_{-}, 0\right)-p_{e}>0$ increases, speeding up the phase changes. Hence it is natural to assume that the liquefaction waves proceed faster. Moreover, in terms of traveling waves, we showed in Theorem 3.1 that the liquefaction shock moving with the slowest speed satisfies this assumption. At last, the condition $s^{2}\left(v_{-}\right)+p_{v}\left(v_{ \pm}, \lambda_{ \pm}\right) \leq 0$ means simply that the wave can be either subsonic or sonic.

Condition (ii) is motivated on the same basis. But, there is a difference from the case of a liquefaction wave: The assumption $s^{2}\left(v_{-}\right)+p_{v}\left(v_{-}, 1\right) \leq 0$ implies that the
connection exists only if $v_{-} \leq v_{-}^{T}$, where $v_{-}^{T}$ is the abscissa of the point where the line joining $\left(v_{-}, p\left(v_{-}, 1\right)\right)$ with $\left(v_{+}, p\left(v_{+}, 0\right)\right)$ is tangent to the curve $p(v, 1)$. Such a point $v_{-}^{T}$ exists and is unique because of the assumption $s^{\prime}\left(v_{-}\right)>0$.
5. Solutions of the Riemann problem. In this section we show how to solve the Riemann problem (1.8) for any data $\left(v_{-}, u_{-}, \lambda_{-}\right),\left(v_{+}, u_{+}, \lambda_{+}\right)$with $v_{ \pm}>0$, $u_{ \pm} \in(-\infty,+\infty), \lambda_{ \pm} \in[0,1]$. This is done by considering several different sets of initial data; cases are classified according to the difference in speeds $u_{-}-u_{+}$. The waves considered in the Riemann problems below are always listed from the left to the right.

We define $v_{+}^{T}>v_{M}, v_{-}^{T}>v_{M}$ as the points that satisfy, respectively, the equations

$$
\begin{align*}
& p_{v}\left(v_{+}^{T}, 1\right)=\frac{p\left(v_{+}, \lambda_{+}\right)-p\left(v_{+}^{T}, 1\right)}{v_{+}-v_{+}^{T}},  \tag{5.1}\\
& p_{v}\left(v_{-}^{T}, 1\right)=\frac{p\left(v_{-}^{T}, 1\right)-p\left(v_{-}, \lambda_{-}\right)}{v_{-}^{T}-v_{-}} . \tag{5.2}
\end{align*}
$$

The point $v_{+}^{T}$ (respectively, $v_{-}^{T}$ ) is the abscissa of the tangency point of the line passing through $\left(v_{+}, p\left(v_{+}, \lambda_{+}\right)\right)$(respectively, $\left(v_{-}, p\left(v_{-}, \lambda_{-}\right)\right)$) with the curve $p(v, 1)$.
5.1. Data in two mixture phases. We assume about data $\lambda_{-} \in(0,1), \lambda_{+} \in$ $(0,1), p\left(v_{-}, \lambda_{-}\right)=p\left(v_{+}, \lambda_{+}\right)=p_{e}$.
5.1.1. $\boldsymbol{u}_{+}-\boldsymbol{u}_{-}<\mathbf{0}$. In this case the solution has a transition

$$
\text { mixture } \rightarrow \text { liquid } \rightarrow \text { mixture. }
$$

See Figure 5 (a) in the case $v_{-}<v_{+}$. We claim that there exists a unique $v_{1}<v_{m}$ such that the Riemann problem has a solution made of a left-moving liquefaction shock (from $v_{-}$to $v_{1}$ ) followed by a right-moving liquefaction shock (from $v_{1}$ to $v_{+}$).

In fact the jump conditions require

$$
\left\{\begin{align*}
-s_{1}\left(v_{1}-v_{-}\right) & =u_{1}-u_{-},  \tag{5.3}\\
-s_{2}\left(v_{+}-v_{1}\right) & =u_{+}-u_{1} .
\end{align*}\right.
$$

As both $s_{1}$ and $s_{2}$ are functions of $v_{1}$, summing up the previous equations we find $F\left(v_{1}\right):=-s_{1}\left(v_{1}-v_{-}\right)-s_{2}\left(v_{+}-v_{1}\right)=u_{+}-u_{-}$. We remark first that

$$
\inf _{v \leq v_{m}} F\left(v_{1}\right)=-\infty, \quad \max _{v \leq v_{m}} F\left(v_{1}\right)=F\left(v_{m}\right)=0 .
$$

Moreover,

$$
\begin{equation*}
\frac{d F}{d v_{1}}\left(v_{1}\right)=-s_{1}+s_{2}-\frac{d s_{1}}{d v_{1}}\left(v_{1}-v_{-}\right)-\frac{d s_{2}}{d v_{1}}\left(v_{+}-v_{1}\right) . \tag{5.4}
\end{equation*}
$$

From (2.2) we see that $d s_{1} / d v_{1}>0, d s_{2} / d v_{1}<0$; then $d F / d v_{1}>0$. Therefore for every $u_{+}-u_{-}<0$ there exists a unique $v_{1}$ such that $F\left(v_{1}\right)=u_{+}-u_{-}$.
5.1.2. $u_{+}-u_{-}=\mathbf{0}$. In this case the solution is simply given by an isobaric wave from $v_{-}$to $v_{+}$. Velocity and pressure are constant through the wave.

Following the pattern of case 5.1.1, for $v_{1} \rightarrow v_{m}$ one could argue that the solution consists of two jumps: $v_{-}$to $v_{m}, v_{m}$ to $v_{+}$. However, both waves are stationary, so they coincide, and the jump is directly from $v_{-}$to $v_{+}$.


Fig. 5. Two mixture phases data. (a) $u_{+}-u_{-}<0$; (b) $0<u_{+}-u_{-}<u_{*}$; (c) $u_{*}<u_{+}-u_{-}<$ $u^{*}$; (d) $u_{+}-u_{-}>u^{*}$. In case (c) the small wave is a 2 -rarefaction wave attached to the evaporation shock; in case (d) the small waves are first a 1-rarefaction then a 2-rarefaction wave.
5.1.3. $\boldsymbol{u}_{+}-\boldsymbol{u}_{-}>\boldsymbol{0}$. In this case the solution has a transition (see Figures 5(b)-(d))

$$
\text { mixture } \rightarrow \text { vapor } \rightarrow \text { mixture. }
$$

Define

$$
\begin{aligned}
& u_{*}=\sqrt{-\frac{p\left(v_{+}^{T}, 1\right)-p\left(v_{-}, \lambda_{-}\right)}{v_{+}^{T}-v_{-}}}\left(v_{+}^{T}-v_{-}\right)-\sqrt{-p_{v}\left(v_{+}^{T}, 1\right)}\left(v_{+}-v_{+}^{T}\right), \\
& u^{*}=\sqrt{-p_{v}\left(v_{-}^{T}, 1\right)}\left(v_{-}^{T}-v_{-}\right)-\int_{v_{-}^{T}}^{v_{+}^{T}} \sqrt{-p_{v}(v, 1)} d v-\sqrt{-p_{v}\left(v_{+}^{T}, 1\right)}\left(v_{+}-v_{+}^{T}\right) .
\end{aligned}
$$

It is easy to check that $0<u_{*}<u^{*}$.
Consider first the case $v_{-}<v_{+}$. Three patterns arise.
(i) $0<u_{+}-u_{-} \leq u_{*}$ : The solution consists of a left-moving evaporation shock (from $v_{-}$to $v_{1}$ ) followed by a right-moving evaporation shock (from $v_{1}$ to $v_{+}$); see Figure 5(b). As in case 5.1.1 the equations (5.3) must be satisfied. Now, however, $d s_{1} / d v_{1}<0, d s_{2} / d v_{1}>0$ and from (5.4) we again have $d F / d v_{1}>0$. As $F\left(v_{M}\right)=0$, this means that we can solve uniquely the equation $F\left(v_{1}\right)=u_{+}-u_{-}$until the line joining $\left(v_{1}, p\left(v_{1}, 1\right)\right)$ and $\left(v_{+}, p\left(v_{+}, \lambda_{+}\right)\right)$ becomes tangent to the graph of $p(v, 1)$, i.e., for $v_{1} \in\left(v_{M}, v_{+}^{T}\right]$. This concludes this case, because $F\left(v_{+}^{T}\right)=u_{*}$.
(ii) $u_{*} \leq u_{+}-u_{-} \leq u^{*}$ : The solution consists of a left-moving evaporation shock (from $v_{-}$to $v_{1}$ ), followed by a 2 -rarefaction wave (from $v_{1}$ to $v_{+}^{T}$ ) ending on a right-moving evaporation shock (from $v_{+}^{T}$ to $v_{+}$). We call $s_{2}^{T}$ the speed of this last shock; see Figure 5(c). Then

$$
\left\{\begin{aligned}
-s_{1}\left(v_{1}-v_{-}\right) & =u_{1}-u_{-}, \\
-\int_{v_{1}}^{v_{+}^{T}} \sqrt{-p_{v}(v, 1)} d v & =u_{+}^{T}-u_{-} \\
-s_{2}^{T}\left(v_{+}-v_{+}^{T}\right) & =u_{+}-u_{+}^{T}
\end{aligned}\right.
$$

Summing up we define the function

$$
G\left(v_{1}\right)=-s_{1}\left(v_{1}-v_{-}\right)-\int_{v_{1}}^{v_{+}^{T}} \sqrt{-p_{v}(v, 1)} d v-s_{2}^{T}\left(v_{+}-v_{+}^{T}\right) .
$$

We already proved that $d s_{1} / d v_{1}<0$, moreover $d s_{2}^{T} / d v_{1}=0$; then $d G / d v_{1}>$ 0 . Therefore we can solve uniquely the equation $G\left(v_{1}\right)=u_{+}-u_{-}$until the line joining $\left(v_{-}, p\left(v_{-}, \lambda_{-}\right)\right)$and $\left(v_{1}, p\left(v_{1}, 1\right)\right)$ becomes tangent to the graph of $p(v, 1)$, that is, for $v_{1} \in\left[v_{+}^{T}, v_{-}^{T}\right]$. This concludes this case, since $G\left(v_{-}^{T}\right)=u^{*}$ and $G\left(v_{+}^{T}\right)=F\left(v_{+}^{T}\right)$.
(iii) $u^{*} \leq u_{+}-u_{-}<+\infty$ : The solution consists of a left-moving evaporation shock (from $v_{-}$to $v_{-}^{T}$, whose speed we call $s_{1}^{T}$ ) followed by a 1 -rarefaction wave (from $v_{-}^{T}$ to $v_{1}$ ), coinciding at the left with the evaporation shock; then it follows a 2 -rarefaction wave (from $v_{1}$ to $v_{+}^{T}$ ) ending on a right-moving evaporation shock (from $v_{+}^{T}$ to $v_{+}$). See Figure $5(\mathrm{~d})$. Then

$$
\left\{\begin{aligned}
-s_{1}^{T}\left(v_{-}^{T}-v_{-}\right) & =u_{-}^{T}-u_{-} \\
\int_{v_{-}^{T}}^{v_{1}} \sqrt{-p_{v}(v, 1)} d v & =u_{-}^{T}-u_{1} \\
-\int_{v_{1}}^{v_{+}^{T}} \sqrt{-p_{v}(v, 1)} d v & =u_{+}^{T}-u_{-} \\
-s_{2}^{T}\left(v_{+}-v_{+}^{T}\right) & =u_{+}-u_{+}^{T}
\end{aligned}\right.
$$

Summing up we define the function

$$
\begin{aligned}
H\left(v_{1}\right)= & -s_{1}^{T}\left(v_{-}^{T}-v_{-}\right)+\int_{v_{-}^{T}}^{v_{1}} \sqrt{-p_{v}(v, 1)} d v \\
& -\int_{v_{1}}^{v_{+}^{T}} \sqrt{-p_{v}(v, 1)} d v-s_{2}^{T}\left(v_{+}-v_{+}^{T}\right) .
\end{aligned}
$$

We see that $d H\left(v_{1}\right) / d v_{1}=2 \sqrt{-p_{v}\left(v_{1}, 1\right)}>0$; moreover $H\left(v_{-}^{T}\right)=G\left(v_{-}^{T}\right)$ and $\sup _{v \geq v_{-}^{T}} H(v)=+\infty$ because of (1.5). Then we can solve uniquely the equation $H\left(v_{1}\right)=u_{+}-u_{-}$for $u_{+}-u_{-} \in\left[u^{*},+\infty\right)$.

This concludes the discussion of case 5.1.3 if $v_{-}<v_{+}$. The case $v_{-}>v_{+}$is analogous and goes as follows. If $u_{+}-u_{-}$is positive and sufficiently small, we find a solution consisting of a left-moving evaporation shock followed by a right-moving evaporation shock, as in case (i); for larger values of $u_{+}-u_{-}$the solution consists of an evaporation shock moving toward the left with fixed speed, and it is sonic on the right. Then it follows a 1-rarefaction wave coinciding on the left with the shock and then a right-moving evaporation shock. For still larger values of $u_{+}-u_{-}$the pattern is as in case (iii). Details are left to the reader.
5.2. Data in one mixture, one pure phase. In this section we solve the Riemann problem in the case that one data is in a pure phase and the other in a mixture phase. More precisely we treat in detail the case of data $\left(v_{-}, u_{-}, \lambda_{-}\right)$, $\left(v_{+}, u_{+}, \lambda_{+}\right)$with $\lambda_{-}=0,1$ and $\lambda_{+} \in(0,1)$. The mirror case $\lambda_{-} \in(0,1), \lambda_{+}=0,1$ is easily deduced by the transformation $x \mapsto-x$.
5.2.1. $\boldsymbol{\lambda}_{-}=\mathbf{0}, \boldsymbol{\lambda}_{+} \in(0,1),-\infty<\boldsymbol{u}_{+}-\boldsymbol{u}_{-} \leq \boldsymbol{u}_{*}$. The threshold $u_{*}$ is defined by

$$
u_{*}= \begin{cases}\int_{v_{-}}^{v_{m}} \sqrt{-p_{v}(v, 0)} d v & \text { if } v_{-} \leq v_{m} \\ \sqrt{-\frac{p\left(v_{m}, 0\right)-p\left(v_{-}, 0\right)}{v_{m}-v_{-}}}\left(v_{m}-v_{-}\right) & \text {if } v_{-}>v_{m}\end{cases}
$$

The solution has a transition

$$
\text { liquid } \rightarrow \text { mixture. }
$$

The solution consists of a 1 -wave from $v_{-}$to $v_{1}$, then a right-moving liquefaction shock from $v_{1}$ to $v_{+}$(an isobaric wave if $u_{+}-u_{-}=u_{*}$ ); see Figure 6(a). This construction can be made if $v_{1} \leq v_{m}$, and for $v_{1}=v_{m}$ we have an isobaric wave; if $v_{1}>v_{m}$, the liquefaction shock is no more admissible. Then

$$
\left\{\begin{array}{l}
-\chi_{\left(-\infty, v_{-}\right)}\left(v_{1}\right) \cdot s_{1}\left(v_{1}-v_{-}\right)+\chi_{\left[v_{-},+\infty\right)}\left(v_{1}\right) \cdot \int_{v_{-}}^{v_{1}} \sqrt{-p_{v}(v, 0)} d v=u_{1}-u_{-} \\
-s\left(v_{+}-v_{1}\right)=u_{+}-u_{1}
\end{array}\right.
$$

The function

$$
\begin{aligned}
F\left(v_{1}\right)= & -\chi_{\left(-\infty, v_{-}\right)}\left(v_{1}\right) \cdot s_{1}\left(v_{1}-v_{-}\right)+\chi_{\left[v_{-},+\infty\right)}\left(v_{1}\right) \cdot \int_{v_{-}}^{v_{1}} \sqrt{-p_{v}(v, 0)} d v \\
& -s\left(v_{+}-v_{1}\right)
\end{aligned}
$$

satisfies $d F / d v_{1}>0$ because $d s_{1} / d v_{1}>0, d s / d v_{1}<0$. Since $v_{1} \leq v_{m}$ we have a solution if $u_{+}-u_{-} \in\left(-\infty, F\left(v_{m}\right)\right]$. It is then sufficient to remark that $F\left(v_{m}\right)=u_{*}$ to complete the proof.
5.2.2. $\boldsymbol{\lambda}_{-}=\mathbf{0}, \boldsymbol{\lambda}_{+} \in(\mathbf{0}, \mathbf{1}), \boldsymbol{u}_{*}<\boldsymbol{u}_{+}-\boldsymbol{u}_{-} \leq \boldsymbol{u}^{*}$. The value $u^{*}$ is defined in (5.11). In this case the solution has a transition

$$
\text { liquid } \rightarrow \text { vapor } \rightarrow \text { mixture. }
$$



Fig. 6. One pure phase, one mixture phase data. Liquid-mixture cases: (a) $-\infty<u_{+}-$ $u_{-}<u_{*}$; (b) $u_{*}<u_{+}-u_{-}<u^{*}$. In case (a) both a 1-rarefaction and a 1-shock are drawn; if $u_{+}-u_{-}>u^{*}$ the pattern is analogous to that in Figure 5(d) (two rarefactions in the vapor phase) and is not shown. Vapor-mixture cases: (c) $-\infty<u_{+}-u_{-}<u_{\sharp}$; (d) $u_{\sharp}<u_{+}-u_{-}<u^{\sharp}$. In case (c) a 1-Lax wave followed by a left-moving liquefaction shock, then a right-moving liquefaction shock; in case (d) a 1-Lax wave followed by an evaporation shock. Also in this case if $u_{+} u_{-} u_{-} u^{\sharp}$ the pattern is analogous to that in Figure 5(d) (two rarefactions in the vapor phase) and is not shown.

It consists of a 1-Lax wave from $v_{-}$to $v_{1}$, then a left-moving evaporation shock from $v_{1}$ to $v_{2}$, at last a right-moving evaporation shock from $v_{2}$ to $v_{+}$; see Figure 6(b). Here $v_{1}>v_{m}$, different from the previous case. We have

$$
\left\{\begin{array}{l}
-\chi_{\left(-\infty, v_{-}\right)}\left(v_{1}\right) \cdot s_{1}\left(v_{1}-v_{-}\right)+\chi_{\left[v_{-},+\infty\right)}\left(v_{1}\right) \cdot \int_{v_{-}}^{v_{1}} \sqrt{-p_{v}(v, 0)} d v=u_{1}-u_{-}  \tag{5.5}\\
-s\left(v_{2}-v_{1}\right)=u_{2}-u_{1} \\
-s_{2}\left(v_{+}-v_{2}\right)=u_{+}-u_{2}
\end{array}\right.
$$

Remark 5.1. If every evaporation and liquefaction wave connecting two pure phases were admissible then it is clear that uniqueness of solutions to the Riemann problem would fail: we should have two free parameters in system (5.5). This is why we imposed the kinetic condition (ii), section 4 ; then $s=s\left(v_{2}\right)$ and $v_{1}=v_{1}\left(v_{2}\right)$. More
precisely, let us call $\left(v_{2-}^{T}, p\left(v_{2-}^{T}, 1\right)\right)$ the point where the line joining $\left(v_{1}, p\left(v_{1}, 0\right)\right)$ and $\left(v_{2}, p\left(v_{2}, 1\right)\right)$ becomes tangent to the curve $p(v, 1)$. Then for any $v_{2} \in\left[v_{M}, v_{2-}^{T}\right]$ there exist unique $v_{1}>v_{m}$ and $s$ such that $v_{1}$ and $v_{2}$ are connected by an evaporation shock of speed $s$.

Consider, however, for the moment $v_{2}, s$ as independent variables in (5.5) and define the function

$$
\begin{align*}
F\left(v_{2}, s\right)= & -\chi_{\left(-\infty, v_{-}\right)}\left(v_{1}\right) \cdot s_{1}\left(v_{1}-v_{-}\right)+\chi_{\left[v_{-},+\infty\right)}\left(v_{1}\right) \cdot \int_{v_{-}}^{v_{1}} \sqrt{-p_{v}(v, 0)} d v \\
& -s\left(v_{2}-v_{1}\right)-s_{2}\left(v_{+}-v_{2}\right) \tag{5.6}
\end{align*}
$$

see [6] for a similar procedure. Then $v_{1}=v_{1}\left(v_{2}, s\right), s_{1}=s_{1}\left(v_{1}\left(v_{2}, s\right)\right), s_{2}=s_{2}\left(v_{2}\right)$; for simplicity we omit the dependence on $v_{2}, s$ in the following calculations.

LEmma 5.1. For the function $F\left(v_{2}, s\right)$ defined in (5.6), with $v_{1}=v_{1}\left(v_{2}, s\right)$, $s_{1}=s_{1}\left(v_{1}\left(v_{2}, s\right)\right), s_{2}=s_{2}\left(v_{2}\right)$, we have

$$
\begin{equation*}
\frac{\partial F}{\partial v_{2}}\left(v_{2}, s\right)>0, \quad \frac{\partial F}{\partial s}\left(v_{2}, s\right)<0 \tag{5.7}
\end{equation*}
$$

Proof. We begin with some preliminary calculations. By differentiating with respect to $v_{2}$ and to $s$ the formula

$$
s^{2}=-\frac{p\left(v_{2}, 1\right)-p\left(v_{1}, 0\right)}{v_{2}-v_{1}}
$$

we find

$$
\begin{equation*}
\frac{\partial v_{1}}{\partial v_{2}}=\frac{p_{v}\left(v_{2}, 1\right)+s^{2}}{p_{v}\left(v_{1}, 0\right)+s^{2}}, \quad \frac{\partial v_{1}}{\partial s}=\frac{2 s\left(v_{2}-v_{1}\right)}{p_{v}\left(v_{1}, 0\right)+s^{2}} \tag{5.8}
\end{equation*}
$$

Then $\partial v_{1} / \partial v_{2}>0, \partial v_{1} / \partial s>0$ because of the subsonic condition (ii) in section 4. On the other hand, by differentiating with respect to $v_{2}$ the formula

$$
s_{2}^{2}=-\frac{p\left(v_{+}, \lambda_{+}\right)-p\left(v_{2}, 1\right)}{v_{+}-v_{2}},
$$

we obtain

$$
\begin{equation*}
\frac{\partial s_{2}}{\partial v_{2}}=\frac{p_{v}\left(v_{2}, 1\right)+s_{2}^{2}}{2 s_{2}\left(v_{+}-v_{2}\right)} \tag{5.9}
\end{equation*}
$$

that is positive again because of (ii). At last

$$
\begin{equation*}
\frac{d s_{1}}{d v_{1}}=-\frac{1}{2 s_{1}\left(v_{1}-v_{-}\right)}\left(p_{v}\left(v_{1}, 0\right)+s_{1}^{2}\right) . \tag{5.10}
\end{equation*}
$$

Next we compute

$$
\begin{aligned}
& \frac{\partial F}{\partial v_{2}}\left(v_{2}, s\right) \\
& \quad= \begin{cases}-\left(\frac{\partial s_{1}}{\partial v_{1}} \frac{\partial v_{1}}{\partial v_{2}} \cdot\left(v_{1}-v_{-}\right)+s_{1} \frac{\partial v_{1}}{\partial v_{2}}\right)+\left(s_{2}-s\right)-\frac{\partial s_{2}}{\partial v_{2}}\left(v_{+}-v_{2}\right) & \text { if } v_{1}<v_{-} \\
\left(\sqrt{-p_{v}\left(v_{1}, 0\right)}+s\right) \frac{\partial v_{1}}{\partial v_{2}}+\left(s_{2}-s\right)-\frac{\partial s_{2}}{\partial v_{2}}\left(v_{+}-v_{2}\right) & \text { if } v_{1} \geq v_{-}\end{cases}
\end{aligned}
$$

We note that $d s_{1} / d v_{1}>0, d s_{2} / d v_{2}>0, s-s_{1}>0, s_{2}-s>0$, and $\sqrt{-p_{v}\left(v_{1}, 0\right)}+s>0$. The first inequality in (5.7) then follows from (5.8), (5.9).

We now compute

$$
\begin{aligned}
\frac{\partial F}{\partial s}\left(v_{2}, s\right)= & -\chi_{\left(-\infty, v_{-}\right)}\left(v_{1}\right) \cdot\left(\frac{\partial s_{1}}{\partial s}\left(v_{1}-v_{-}\right)+s_{1} \frac{\partial v_{1}}{\partial s}\right) \\
& +\chi_{\left[v_{-},+\infty\right)}\left(v_{1}\right) \cdot \sqrt{-p_{v}\left(v_{1}, 0\right)} \frac{\partial v_{1}}{\partial s}-\left(v_{2}-v_{1}\right)+s \frac{\partial v_{1}}{\partial s}
\end{aligned}
$$

Since $\partial s_{1} / \partial s=\left(d s_{1} / d v_{1}\right)\left(\partial v_{1} / \partial s\right)$, from (5.8), (5.10) we have

$$
\frac{\partial F}{\partial s}\left(v_{2}, s\right)= \begin{cases}\frac{v_{2}-v_{1}}{s_{1}\left(p_{v}\left(v_{1}, 0\right)+s^{2}\right)}\left(s-s_{1}\right)\left(p_{v}\left(v_{1}, 0\right)+s s_{1}\right) & \text { if } v_{1}<v_{-} \\ \frac{v_{2}-v_{1}}{p_{v}\left(v_{1}, 0\right)+s^{2}}\left(\sqrt{-p_{v}\left(v_{1}, 0\right)}+s\right)^{2} & \text { if } v_{1} \geq v_{-}\end{cases}
$$

Both expressions are negative. This proves the second inequality in (5.7).
Recall now that we have only one free parameter in the resolution (5.5), i.e., $v_{2}$. Therefore

$$
\frac{d}{d v_{2}}\left[F\left(v_{2}, s\left(v_{2}\right)\right)\right]=\frac{\partial F}{\partial v_{2}}\left(v_{2}, s\left(v_{2}\right)\right)+\frac{\partial F}{\partial s}\left(v_{2}, s\left(v_{2}\right)\right) \cdot \frac{d s}{d v_{2}}\left(v_{2}\right) .
$$

Because of assumption (ii) in section 4, we have $\partial s / \partial v_{2}<0$, and from Lemma 5.1 we deduce

$$
\frac{d}{d v_{2}}\left[F\left(v_{2}, s\left(v_{2}\right)\right)\right]>0
$$

Then define $G\left(v_{2}\right)=F\left(v_{2}, s\left(v_{2}\right)\right)$. The function $G$ is increasing and

$$
\min _{v \geq v_{M}} G\left(v_{2}\right)=G\left(v_{M}\right)=u_{*}
$$

This case then matches with the previous one. This wave structure is valid until $v_{2}$ reaches the point $v_{2+}^{T}$, when the line joining $\left(v_{2}, p\left(v_{2}, 1\right)\right)$ with $\left(v_{+}, p\left(v_{+}, \lambda_{+}\right)\right)$becomes tangent to the curve $p(v, 1)$ at $\left(v_{2}, p\left(v_{2}, 1\right)\right)$. The situation is entirely analogous to case 5.1.3. Therefore the upper limit of $u_{+}-u_{-}$for this case is

$$
\begin{equation*}
u^{*}=G\left(v_{+}^{T}\right) \tag{5.11}
\end{equation*}
$$

5.2.3. $\boldsymbol{\lambda}_{-}=0, \boldsymbol{\lambda}_{+} \in(0,1), \boldsymbol{u}^{*} \leq \boldsymbol{u}_{+}-\boldsymbol{u}_{-}<+\infty$. This case is the continuation of the previous one; the solution has again a transition

$$
\text { liquid } \rightarrow \text { vapor } \rightarrow \text { mixture. }
$$

The patterns of the solutions are analogous to case 5.1.3. Let $v_{2-}^{T}$ be the abscissa of the tangency point of the line joining $\left(v_{1}, p\left(v_{1}, 0\right)\right)$ and $\left(v_{2}, p\left(v_{2}, 1\right)\right)$ with the curve $p(v, 1)$. When $v_{2} \in\left[v_{+}^{T}, v_{2-}^{T}\right]$ we need to introduce in the solution a 2 -rarefaction wave ending with the right-moving evaporation shock; this happens for $u^{*} \leq u_{+}-u_{-} \leq u^{* *}$, for some $u^{* *}$. When finally $v_{2} \in\left[v_{2-}^{T},+\infty\right.$ ) (that is, $u_{+}-u_{-} \geq u^{* *}$ ), we add also a 1-rarefaction wave beginning with the left-moving evaporation shock. Details are left to the reader.
5.2.4. $\boldsymbol{\lambda}_{-}=1, \lambda_{+} \in(0,1),-\infty<\boldsymbol{u}_{+}-\boldsymbol{u}_{-} \leq \boldsymbol{u}_{\sharp}$. The threshold $u_{\sharp}$ is defined by

$$
u_{\sharp}= \begin{cases}\int_{v_{-}}^{v_{M}} \sqrt{-p_{v}(v, 1)} d v & \text { if } v_{-} \leq v_{M}  \tag{5.12}\\ \sqrt{-\frac{p\left(v_{M}, 1\right)-p\left(v_{-}, 1\right)}{v_{M}-v_{-}}}\left(v_{M}-v_{-}\right) & \text {if } v_{-} \geq v_{M}\end{cases}
$$

In this case we have a transition

$$
\text { vapor } \rightarrow \text { liquid } \rightarrow \text { mixture. }
$$

The solution consists of a left-moving Lax wave from $v_{-}$to $v_{1}$, a left-moving liquefaction wave (uniquely determined by the kinetic condition (i)) from $v_{1}$ to $v_{2}$, and a right-moving liquefaction wave from $v_{2}$ to $v_{+}$; see Figure 6(c). This requires $v_{1} \leq v_{M}$; otherwise the left-moving liquefaction wave is not admissible. If $v_{1}=v_{M}$ (i.e., $u_{+}-u_{-}=u_{\sharp}$ ), the two liquefaction waves are replaced by a single isobaric wave from $v_{M}$ to $v_{+}$. Therefore

$$
\left\{\begin{array}{l}
\chi_{\left(-\infty, v_{-}\right)}\left(v_{1}\right) \cdot s_{1}\left(v_{1}-v_{-}\right)+\chi_{\left[v_{-},+\infty\right)}\left(v_{1}\right) \cdot \int_{v_{-}}^{v_{1}} \sqrt{-p_{v}(v, 1)} d v=u_{1}-u_{-} \\
-s\left(v_{2}-v_{1}\right)=u_{2}-u_{1} \\
-s_{2}\left(v_{+}-v_{2}\right)=u_{+}-u_{2}
\end{array}\right.
$$

We proceed as in case 5.2 .2 , the only differences being that 0 and 1 are interchanged for the Lax curves and we have liquefaction instead of evaporation waves. In order to prove estimates analogous to (5.7) we use $v_{2}$ and $s$ as independent variables, set $v_{1}=v_{1}\left(v_{2}, s\right), s_{1}=s\left(v_{1}\left(v_{2}, s\right)\right), s_{2}=s_{2}\left(v_{2}\right)$ and define

$$
\begin{aligned}
F\left(v_{2}, s\right)= & \chi_{\left(-\infty, v_{-}\right)}\left(v_{1}\right) s_{1}\left(v_{1}-v_{-}\right)+\chi_{\left[v_{-},+\infty\right)}\left(v_{1}\right) \int_{v_{-}}^{v_{1}} \sqrt{-p_{v}(v, 1)} d v \\
& -s\left(v_{2}-v_{1}\right)-s_{2}\left(v_{+}-v_{2}\right)
\end{aligned}
$$

Now, however, $v_{2}-v_{1}<0$ and

$$
\frac{\partial v_{1}}{\partial v_{2}}\left(v_{2}, s\right)=\frac{p_{v}\left(v_{2}, 0\right)+s^{2}}{p_{v}\left(v_{1}, 1\right)+s^{2}}>0, \quad \frac{\partial v_{1}}{\partial s}\left(v_{2}, s\right)=\frac{2 s\left(v_{2}-v_{1}\right)}{p_{v}\left(v_{1}, 1\right)+s^{2}}<0
$$

Then

$$
\frac{\partial F}{\partial v_{2}}\left(v_{2}, s\right)>0, \quad \frac{\partial F}{\partial s}\left(v_{2}, s\right)<0
$$

hold and since $s=s\left(v_{2}\right)$ we have $d / d v_{2}\left[F\left(v_{2}, s\left(v_{2}\right)\right)\right]>0$. Notice that if $v_{2}=v_{m}$, then $v_{1}=v_{M}$. The function $F$ satisfies $\inf _{v_{2} \leq v_{m}} F\left(v_{2}, s\left(v_{2}\right)\right)=-\infty$ and reaches its maximum at point $v_{m}$. If $v_{-} \leq v_{M}$, the maximum is reached when the 1-wave is a shock; if $v_{-} \geq v_{M}$, it is reached when it is a 1-rarefaction wave. Therefore $\max _{v_{2} \leq v_{M}} F\left(v_{2}\right)=u_{\sharp}$, where $u_{\sharp}$ is defined in (5.12).
5.2.5. $\boldsymbol{\lambda}_{-}=\mathbf{1}, \boldsymbol{\lambda}_{+} \in(\mathbf{0}, \mathbf{1}), \boldsymbol{u}_{\sharp}<\boldsymbol{u}_{+}-\boldsymbol{u}_{-} \leq \boldsymbol{u}^{\sharp}$. Here $u^{\sharp}$ is defined by

$$
u^{\sharp}=\int_{v_{-}}^{v_{+}^{T}} \sqrt{-p_{v}(v, 1)} d v-\sqrt{-p_{v}\left(v_{+}^{T}, 1\right)}\left(v_{+}-v_{+}^{T}\right)
$$

for $v_{+}^{T}$ defined in (5.1). In this case the solution has a transition

$$
\text { vapor } \rightarrow \text { mixture. }
$$

The solution consists of a 1-Lax wave from $v_{-}$to $v_{1}$ followed by a right-moving evaporation shock from $v_{1}$ to $v_{+}$; see Figure 6(d). This construction holds under the following two conditions on $v_{1}$. First, the line joining $\left(v_{1}, p\left(v_{1}, 1\right)\right)$ and $\left(v_{+}, p\left(v_{+}, \lambda_{+}\right)\right)$ cannot go beyond the tangent to the curve $p(v, 1)$ at point $\left(v_{1}, p\left(v_{1}, 1\right)\right)$, i.e., $v_{1}<v_{+}^{T}$; this position can be reached only if the 1 -wave is a rarefaction wave. Second, $v_{1}>v_{M}$; this may happen either if the 1-wave is a shock or a 1-rarefaction wave.

The proof is analogous to case 5.2.1, using the function

$$
\begin{aligned}
F\left(v_{1}\right)= & -\chi_{\left(-\infty, v_{-}\right)}\left(v_{1}\right) \cdot s_{1}\left(v_{1}-v_{-}\right)+\chi_{\left[v_{-},+\infty\right)}\left(v_{1}\right) \cdot \int_{v_{-}}^{v_{1}} \sqrt{-p_{v}(v, 1)} d v \\
& -s\left(v_{+}-v_{1}\right)
\end{aligned}
$$

The function $F$ is increasing and $F\left(v_{M}\right)=u_{\sharp}, F\left(v_{+}^{T}\right)=u^{\sharp}$. This case is therefore proved.
5.2.6. $\lambda_{-}=1, \lambda_{+} \in(0,1), u^{\sharp} \leq u_{+}-u_{-}<+\infty$. Again the solution has a transition

$$
\text { vapor } \rightarrow \text { mixture. }
$$

With respect to the previous case, the solution refers to $v_{1}>v_{+}^{T}$. It consists of a 1 -rarefaction wave from $v_{-}$to $v_{1}$; a 2 -rarefaction wave from $v_{1}$ to $v_{+}^{T}$; and a right-moving evaporation shock from $v_{+}^{T}$ to $v_{+}$. The proof of this case is similar to the proof of case 5.1 .3 (iii), the only difference being that the 1-rarefaction starts from a generic point $v_{-}$and not just from $v_{-}^{T}$. The proof is omitted.
5.3. Data in two pure different phases. In this section we consider the case of initial data $\left(v_{-}, u_{-}, \lambda_{-}\right),\left(v_{+}, u_{+}, \lambda_{+}\right)$in two different pure phases, that is, either $\lambda_{-}=0$ and $\lambda_{+}=1$ or $\lambda_{-}=1$ and $\lambda_{+}=0$. For simplicity we treat only the first case; the second case is dealt analogously.
5.3.1. $\boldsymbol{\lambda}_{-}=\mathbf{0}, \boldsymbol{\lambda}_{+}=\mathbf{1},-\infty<\boldsymbol{u}_{+}-\boldsymbol{u}_{-} \leq \boldsymbol{u}_{\star}$. Here $u_{\star}$ is defined in (5.13). The solution consists of a 1-Lax wave from $v_{-}$to $v_{1}$, a right-moving liquefaction wave from $v_{1}$ to $v_{2}$, and a 2 -Lax wave from $v_{2}$ to $v_{+}$; see Figure $7(\mathrm{a})$. The liquefaction wave is replaced by an isobaric wave in the case $u_{+}-u_{-}=u_{\star}$. This means that

$$
\left\{\begin{array}{l}
-\chi_{\left(-\infty, v_{-}\right)}\left(v_{1}\right) \cdot s_{1}\left(v_{1}-v_{-}\right)+\chi_{\left[v_{-},+\infty\right)}\left(v_{1}\right) \cdot \int_{v_{-}}^{v_{1}} \sqrt{-p_{v}(v, 0)} d v=u_{1}-u_{-} \\
-s\left(v_{2}-v_{1}\right)=u_{2}-u_{1} \\
-\chi_{\left(-\infty, v_{+}\right)}\left(v_{2}\right) \cdot s_{2}\left(v_{+}-v_{2}\right)-\chi_{\left[v_{+},+\infty\right)}\left(v_{2}\right) \cdot \int_{v_{2}}^{v_{+}} \sqrt{-p_{v}(v, 1)} d v=u_{+}-u_{2}
\end{array}\right.
$$

Arguing as we did in case 5.2 .2 we take for the moment, however, $v_{1}$ and $s$ as independent variables, so that $v_{2}=v_{2}\left(v_{1}, s\right), s_{1}=s_{1}\left(v_{1}\right), s_{2}=s_{2}\left(v_{2}\left(v_{1}, s\right)\right)$. Denote

$$
\begin{aligned}
& F\left(v_{1}, s\right)=-\chi_{\left(-\infty, v_{-}\right)}\left(v_{1}\right) \cdot s_{1}\left(v_{1}-v_{-}\right)+\chi_{\left[v_{-},+\infty\right)}\left(v_{1}\right) \cdot \int_{v_{-}}^{v_{1}} \sqrt{-p_{v}(v, 0)} d v \\
& -s\left(v_{2}-v_{1}\right)-\chi_{\left(-\infty, v_{+}\right)}\left(v_{2}\right) \cdot s_{2}\left(v_{+}-v_{2}\right)-\chi_{\left[v_{+},+\infty\right)}\left(v_{2}\right) \cdot \int_{v_{2}}^{v_{+}} \sqrt{-p_{v}(v, 1)} d v
\end{aligned}
$$



Fig. 7. Two pure different phases data. (a) $-\infty<u_{+}-u_{-}<u_{\star}$; (b) $u_{\star}<u_{+}-u_{-} \leq$ $u^{\star}$. In case (a) the phase boundary is a right-moving evaporation wave, in case (b) a left-moving liquefaction wave.

Then

$$
\begin{aligned}
& \frac{\partial F}{\partial v_{1}}\left(v_{1}, s\right)=\chi_{\left(-\infty, v_{-}\right)}\left(v_{1}\right)\left(-\frac{\partial s_{1}}{\partial v_{1}}\left(v_{1}-v_{-}\right)-s_{1}\right)+\chi_{\left[v_{-},+\infty\right)}\left(v_{1}\right) \sqrt{-p_{v}\left(v_{1}, 0\right)} \\
& -s \cdot\left(\frac{\partial v_{2}}{\partial v_{1}}-1\right) \\
& +\chi_{\left(-\infty, v_{+}\right)}\left(v_{2}\right)\left(-\frac{\partial s_{2}}{\partial v_{1}}\left(v_{+}-v_{2}\right)+s_{2} \frac{\partial v_{2}}{\partial v_{1}}\right)+\chi_{\left[v_{+},+\infty\right)}\left(v_{2}\right) \sqrt{-p_{v}\left(v_{2}, 1\right)} \frac{\partial v_{2}}{\partial v_{1}} .
\end{aligned}
$$

We remark now that because of the kinetic condition (i)

$$
\frac{\partial v_{2}}{\partial v_{1}}=\frac{p_{v}\left(v_{1}, 0\right)+s^{2}}{p_{v}\left(v_{2}, 0\right)+s^{2}}>0, \quad \frac{\partial s_{1}}{\partial v_{1}}>0, \quad \frac{\partial s_{2}}{\partial v_{1}}=\frac{\partial s_{2}}{\partial v_{2}} \frac{\partial v_{2}}{\partial v_{1}}<0
$$

We need only to control the term $-s \cdot \partial v_{2} / \partial v_{1}$. But if $v_{2}<v_{+}$, then $s<s_{2}$, while if $v_{2} \geq v_{+}$, then $s<\sqrt{-p_{v}\left(v_{2}, 1\right) \text {. All that proves that }}$

$$
\frac{\partial F}{\partial v_{1}}\left(v_{1}, s\right)>0
$$

Next compute

$$
\begin{aligned}
\frac{\partial F}{\partial s}\left(v_{1}, s\right)= & -\left(v_{2}-v_{1}\right)-s \cdot \frac{\partial v_{2}}{\partial s}-\chi_{\left(-\infty, v_{+}\right)}\left(v_{2}\right) \cdot\left(\frac{\partial s_{2}}{\partial v_{2}} \frac{\partial v_{2}}{\partial s}\left(v_{+}-v_{2}\right)-s_{2} \cdot \frac{\partial v_{2}}{\partial s}\right) \\
& +\chi_{\left[v_{+},+\infty\right)}\left(v_{2}\right) \cdot \sqrt{-p_{v}\left(v_{2}, 1\right)} \frac{\partial v_{2}}{\partial s}
\end{aligned}
$$

Moreover

$$
\frac{\partial v_{2}}{\partial s}=-\frac{2 s\left(v_{2}-v_{1}\right)}{p_{v}\left(v_{2}, 1\right)+s^{2}}>0
$$

If $v_{2}<v_{+}$, then

$$
\frac{\partial F}{\partial s}\left(v_{1}, s\right)=\frac{\left(v_{2}-v_{1}\right)}{s_{2}\left(p_{v}\left(v_{2}, 1\right)+s^{2}\right)}\left(s_{2}-s\right)\left(s_{2} s-p_{v}\left(v_{2}, 1\right)\right)<0
$$

while if $v_{2} \geq v_{+}$, then

$$
\frac{\partial F}{\partial s}\left(v_{1}, s\right)=\left(v_{2}-v_{1}\right) \frac{s-\sqrt{-p_{v}\left(v_{2}, 1\right)}}{s+\sqrt{-p_{v}\left(v_{2}, 1\right)}}<0
$$

Recalling the kinetic condition (i) for $s=s\left(v_{1}\right)$, we have $d / d v_{1}\left[F\left(v_{1}, s\left(v_{1}\right)\right)\right]>0$. So $F\left(v_{1}, s\left(v_{1}\right)\right)$ is an increasing function and in the current case has

$$
\begin{equation*}
u_{\star}=F\left(v_{m}, 0\right) \tag{5.13}
\end{equation*}
$$

as maximum. This value can be explicitly computed from above, as in the previous cases, and depends on the four possible configurations of $\left(v_{-}, v_{+}\right): v_{-}<v_{m}, v_{-}>v_{m}$ or $v_{+}<v_{M}, v_{+}>v_{M}$. This concludes the case.
5.3.2. $\boldsymbol{\lambda}_{-}=0, \boldsymbol{\lambda}_{+}=1, u_{\star}<u_{+}-u_{-} \leq \boldsymbol{u}^{\star}$. This case is analogous to the previous one, but now a left-moving evaporation wave replaces the liquefaction wave. More precisely the solution consists of a 1-Lax wave, the evaporation shock, and a 2-Lax wave. Now $v_{1}>v_{m}$ (and then $v_{2}>v_{M}$ ); see Figure 7(b). This pattern is, however, possible for $v_{2} \in\left[v_{M}, v_{+}^{T}\right]$; the state $v_{+}^{T}$ was defined in (5.1).

We define the function

$$
\begin{aligned}
& F\left(v_{2}, s\right)=-\chi_{\left(-\infty, v_{-}\right)}\left(v_{1}\right) \cdot s_{1}\left(v_{1}-v_{-}\right)+\chi_{\left[v_{-},+\infty\right)}\left(v_{1}\right) \cdot \int_{v_{-}}^{v_{1}} \sqrt{-p_{v}(v, 0)} d v \\
& -s\left(v_{2}-v_{1}\right)-\chi_{\left(-\infty, v_{+}\right)}\left(v_{2}\right) \cdot s_{2}\left(v_{+}-v_{2}\right)-\chi_{\left[v_{+},+\infty\right)}\left(v_{2}\right) \cdot \int_{v_{2}}^{v_{+}} \sqrt{-p_{v}(v, 1)} d v
\end{aligned}
$$

where the independent variables are now $v_{2}$ and $s$. Then $v_{1}=v_{1}\left(v_{2}, s\right), s_{1}=$ $s_{1}\left(v_{1}\left(v_{2}, s\right)\right), s_{2}=s_{2}\left(v_{2}\right)$. The function $F\left(v_{2}, s\left(v_{2}\right)\right)$ is easily proved to be increasing. The critical speed $u^{\star}$ is then defined as

$$
u^{\star}=F\left(v_{+}^{T}, s\left(v_{+}^{T}\right)\right)
$$

Call $\left(v_{*}, p\left(v_{*}, 0\right)\right)$ the intersection of the tangent line to the curve $p(v, 1)$ at point $\left(v_{+}^{T}, p\left(v_{+}^{T}, 1\right)\right)$ with the curve $p(v, 0)$.
5.3.3. $\boldsymbol{\lambda}_{-}=\mathbf{0}, \boldsymbol{\lambda}_{+}=\mathbf{1}, \boldsymbol{u}^{\star} \leq \boldsymbol{u}_{+}-\boldsymbol{u}_{-}<+\infty$. Now $v_{2} \in\left[v_{+}^{T},+\infty\right)$ and the solution consists of a 1-Lax wave from $v_{-}$to $v_{*}$, an evaporation wave from $v_{*}$ to $v_{+}^{T}$, a 1-rarefaction wave from $v_{+}^{T}$ to $v_{2}$ (attached to the evaporation wave on the left), and a 2 -rarefaction wave from $v_{2}$ to $v_{+}$.

The proof of this case is lengthy and is a combination of the cases 5.3.2 and 5.1.3(iii). The details are left to the reader.
5.4. Data in two same pure phases. In this case data $\left(v_{-}, u_{-}, \lambda_{-}\right)$and $\left(v_{+}, u_{+}, \lambda_{+}\right)$satisfy either $\lambda_{-}=\lambda_{+}=0$ or $\lambda_{-}=\lambda_{+}=1$. We solve the Riemann problem simply using two Lax waves, without phase changes; see [14].
5.5. Comments on the Riemann solver. The Riemann solver defined in the previous sections has many interesting features that we emphasize now.

First, many nonclassical waves arise [2, 3, 12]—for instance, rarefaction waves attached to phase boundaries as in case 5.1 .3 (Figures $5(\mathrm{c})-(\mathrm{d})$ ). Also, the case of two phase boundaries with two attached rarefaction waves is present.

Second, the structure of the solution may change abruptly under small changes of the Riemann data. Consider, for instance, case 5.1 .2 (Figure $5(\mathrm{~b})$ ) and the two near cases 5.1.1 and 5.1.3 (Figures $5(\mathrm{a})$, (c)). If $u_{+}-u_{-}=0$, then the solution is an isobaric wave from $v_{-}$to $v_{+}$. However, if $u_{+}-u_{-}$is small but nonvanishing, then the solution suffers two phase transitions. In this case the solution has a total variation of order $\left|v_{-}-v_{m}\right|+\left|v_{+}-v_{m}\right|$ (or $\left|v_{-}-v_{M}\right|+\left|v_{+}-v_{M}\right|$ ) that may be much larger than $\left|v_{+}-v_{-}\right|$. The reason for this abrupt change of structure is that when $u_{+}-u_{-}$go across 0 , the phase transition in the solution changes from condensation to evaporization.

A Riemann solver is said to be consistent [4] if the following holds. Take any three state $U_{-}, U_{0}, U_{+}$, and solve the Riemann problems of initial data $\left(U_{-}, U_{0}\right)$ and $\left(U_{0}, U_{+}\right)$; if it is possible to paste horizontally the two solutions (there are no interactions of waves), then the result of the pasting is the solution for the Riemann problem of data $\left(U_{-}, U_{+}\right)$. Our solutions are easily proved to be consistent if, under the previous notations, $\lambda_{-}=\lambda_{0}=\lambda_{+}$. In general, however, they are not consistent: For instance, take $\lambda_{-}=1, \lambda_{0}=0, \lambda_{+}=1$. Fix $U_{-}$, connect it to $U_{0}$ with a left-moving liquefaction wave, and then connect $U_{0}$ to some $U_{+}$with a right-moving liquefaction wave. The pasting gives a solution to the Riemann problem of data $\left(U_{-}, U_{+}\right)$with two phase boundaries, while our Riemann solver prescribes the Lax solution. This gives two solutions for the same Riemann problem. Intuitively, both solutions are good, but they are good at different times. At first, there are no liquid drops in the initial data, and it takes time for such liquid drops to form through nucleation process. Without seeds for condensation, i.e., liquid drops, the vapor will stay as vapor, and hence the good solution at the early stage is the one without phase changes. After some time, a liquid drop appears in the vapor due to nucleation. Then condensation will occur around the drop, and we will see the second solution with two phase boundaries. Since we are interested in Riemann solvers in the early stages, we picked the one without phase changes as our Riemann solver.
6. Collapsing and explosion waves in the Riemann problem. In section 5 we uniquely solved the Riemann problem by using the waves introduced in section 4. We emphasized, however, in section 2 that other kinds of waves can be considered, namely collapsing and explosion waves. Here we introduce first a selection criterion in order to consider collapsing and explosion waves for system (1.8). Second, we show how collapsing and explosion waves can be used to construct a Riemann solver different from the one defined above. How to deal with the loss of uniqueness introduced by these new waves is left for future investigations. Here we limit ourselves to consider some examples.

The following selection criteria for collapsing and explosion waves are analogous to (i), (ii) in section 4. For simplicity we state the criteria only for waves with positive speed.
(iii) There exists a critical threshold $p_{c o}$ such that for each metastable state $\left(v_{+}, \lambda_{+}\right)$with $\lambda_{+}=0$ and $\left|p\left(v_{+}, \lambda_{+}\right)-p_{e}\right| \geq p_{c o}$ there is only one mixture state $\left(v_{-}, \lambda_{-}\right), 0<\lambda<1$, that can be connected to $\left(v_{+}, \lambda_{+}\right)$with a collapsing wave.


Fig. 8. Collapsing and explosion waves in the solution of the Riemann problem.
(iv) There is a critical threshold $p_{e x}$ such that for each metastable state $\left(v_{+}, \lambda_{+}\right)$ with $\lambda_{+}=1$ and $\left|p\left(v_{+}, \lambda_{+}\right)-p_{e}\right| \geq p_{e x}$ there is only one mixture state $\left(v_{-}, \lambda_{-}\right), 0<\lambda<1$, that can be connected to $\left(v_{+}, \lambda_{+}\right)$with an explosion wave. ${ }^{1}$
We consider now some cases that can be solved collapsing or explosion waves.
Example 6.1. This example concerns the case of data $\left(v_{-}, u_{-}, \lambda_{-}\right),\left(v_{+}, u_{+}, \lambda_{+}\right)$ one in a pure phase and one in a mixture. More precisely we assume

$$
\lambda_{-}=0, \quad \lambda_{+} \in(0,1), \quad p_{e}-p\left(v_{-}, 0\right) \geq p_{e x}, \quad u_{\circ} \leq u_{+}-u_{-} \leq u^{\circ}
$$

for $u_{\circ}, u^{\circ}$ defined below. This case overlaps with case 5.2.1. The solution has a transition

$$
\begin{equation*}
\text { liquid } \rightarrow \text { mixture } \rightarrow \text { liquid } \rightarrow \text { mixture. } \tag{6.1}
\end{equation*}
$$

It consists of a left-moving explosion wave from $v_{-}$to $v_{0}$, then a left-moving liquefaction wave from $v_{0}$ to $v_{1}$, and finally a right-moving liquefaction wave from $v_{1}$ to $v_{+}$; see Figure 8(a). When $u_{+}-u_{-}=u^{\circ}$ the liquefaction waves are replaced by a single

[^26]isobaric wave. Because of condition (iv) we have $v_{0}=v_{0}\left(v_{-}\right)$; let $\lambda_{0}=\lambda_{0}\left(v_{-}\right)$be the related mass density fraction and $s_{0}=s_{0}\left(v_{-}\right)$be the speed of the collapsing wave. Therefore
\[

\left\{$$
\begin{array}{l}
-s_{0}\left(v_{0}-v_{-}\right)=u_{0}-u_{-} \\
-s_{1}\left(v_{1}-v_{0}\right)=u_{1}-u_{0} \\
-s_{2}\left(v_{+}-v_{1}\right)=u_{+}-u_{1}
\end{array}
$$\right.
\]

If we define $F\left(v_{1}\right)=-s_{0}\left(v_{0}-v_{-}\right)-s_{1}\left(v_{1}-v_{0}\right)-s_{2}\left(v_{+}-v_{1}\right)$, then $d F / d v_{1}>0$ (the first summand is constant; for the sum of the other two see case 5.1.1). Now notice that this construction holds until the lines joining $\left(v_{-}, p\left(v_{-}, 0\right)\right)$ with $\left(v_{0}, p\left(v_{0}, \lambda_{0}\right)\right)$ and $\left(v_{0}, p\left(v_{0}, \lambda_{0}\right)\right)$ with $\left(v_{1}, p\left(v_{1}, 0\right)\right)$ are parallel, that is, until the liquefaction overtakes the explosion wave, so $s_{0}=s_{1}$. Let us define $v_{0}^{T}$ as the intersection point of the curve $p=p(v, 0)$ and the line joining $\left(v_{-}, p\left(v_{-}, 0\right)\right)$ with $\left(v_{0}, p\left(v_{0}, \lambda_{0}\right)\right)$ :

$$
\sqrt{-\frac{p\left(v_{0}, \lambda_{0}\right)-p\left(v_{-}, 0\right)}{v_{0}-v_{-}}}=\sqrt{-\frac{p\left(v_{-}^{T}, 0\right)-p\left(v_{0}, \lambda_{0}\right)}{v_{0}^{T}-v_{0}}}
$$

From that point on the order of the liquefaction and explosion waves is no more respected. It suffices then to define

$$
u_{\circ}=F\left(v_{0}^{T}\right), \quad u^{\circ}=F\left(v_{m}\right)
$$

Remark that when $u_{+}-u_{-}=u_{\diamond}$ the solution with the explosion and the liquefaction shock traveling with equal speed matches with the solution having a single 1-Lax shock, traveling with the same speed. We stress, however, the different behavior of this solution and the one provided by the previous Riemann solver when $v_{1}$ is close to $v_{0}^{T}$.

The solution given in Example 6.1 has three phase boundaries. On the other hand, for the same initial data, Figure 6(a) gives a solution of the form

$$
\begin{equation*}
\text { liquid } \rightarrow \text { liquid with higher pressure } \rightarrow \text { mixture } \tag{6.2}
\end{equation*}
$$

with only one phase boundary. One point of Example 6.1 is that a physically relevant solution need not be the one with least number of phase boundaries. For example, when the liquid side of the initial data of Example 6.1 is at or beyond the spinodal limit, the liquid will very quickly evaporate into vapor or liquid/vapor mixture when in contact with the vapor drops of the other side of the initial data. This process is much faster than the sound speed as indicated by the explosion wave. In contrast, the liquid-to-liquid Lax shock in (6.2) is about the sound speed. When solution (6.1) and (6.2) compete, the process that proceeds faster will occur, eliminating the base for the slower process to occur, leading to (6.1). Thus, we choose solution (6.1), which has three phase boundaries, rather than the solution (6.2) with only one phase boundary.

Example 6.2. This example concerns again the case of data one in a pure phase and one in a mixture. We assume, however,

$$
\lambda_{-}=1, \quad \lambda_{+} \in(0,1), \quad p\left(v_{+}, 1\right)-p_{e} \geq p_{c o}, \quad \tilde{u} \leq u_{+}-u_{-}<+\infty
$$

for $\tilde{u}$ defined below. This case overlaps with cases 5.2.4 and 5.2.5.
By using a collapsing wave we define now a solution which has transitions

$$
\text { vapor } \rightarrow \text { mixture } \rightarrow \text { vapor } \rightarrow \text { mixture. }
$$

The solution consists of a left-moving collapsing wave from $v_{-}$to $v_{0}$, a left-moving evaporation shock from $v_{0}$ to $v_{1}$, and a right-moving evaporation shock from $v_{1}$ to $v_{+}$; see Figure $8(\mathrm{~b})$. If $u_{+}-u_{-}=\tilde{u}$, then the two evaporation waves are replaced by a single isobaric wave from $v_{1}$ to $v_{+}$. Then

$$
\left\{\begin{aligned}
-s_{0}\left(v_{0}-v_{-}\right) & =u_{0}-u_{-} \\
-s_{1}\left(v_{1}-v_{0}\right) & =u_{1}-u_{0} \\
-s_{2}\left(v_{+}-v_{1}\right) & =u_{+}-u_{1}
\end{aligned}\right.
$$

The function $F\left(v_{1}\right)=-s_{0}\left(v_{0}-v_{-}\right)-s_{1}\left(v_{1}-v_{0}\right)-s_{2}\left(v_{+}-v_{1}\right)$ is easily proved to be increasing and reaches its minimum for $v_{1}=v_{M}$; in that case $s_{1}=s_{2}=0$ and

$$
F\left(v_{M}\right)=\tilde{u}=-s_{0}\left(v_{-}\right) \cdot\left(v_{0}\left(v_{-}\right)-v_{-}\right) .
$$

This pattern changes when the line joining $\left(v_{0}, p\left(v_{0}, \lambda_{0}\right)\right)$ and $\left(v_{1}, p\left(v_{1}, 1\right)\right)$ becomes tangent to the curve $p(v, 1)$ at point $\left(v_{1}, p\left(v_{1}, 1\right)\right)$, that is, for $v_{1}=v_{0}^{T}$. From that point on the pattern is as follows: a left-moving collapsing wave from $v_{-}$to $v_{0}$, a left-moving evaporation shock from $v_{0}$ to $v_{0}^{T}$, a 1-rarefaction wave from $v_{0}^{T}$ to $v_{1}$, and a right-moving evaporation shock from $v_{1}$ to $v_{+}$. The pattern changes once more when $v_{1}=v_{+}^{T}($ defined in (5.1)). From that point on the pattern is as follows: a left-moving collapsing wave from $v_{-}$to $v_{0}$, a left-moving evaporation shock from $v_{0}$ to $v_{0}^{T}$, a 1 -rarefaction wave from $v_{0}^{T}$ to $v_{1}$, a 2-rarefaction wave from $v_{1}$ to $v_{+}^{T}$, and a right-moving evaporation shock from $v_{+}^{T}$ to $v_{+}$.

The proof of these three last cases is analogous to that of case 5.1.3. The details are left to the reader.

Example 6.3. The following example refers to the case of two states both in a same pure phase; see subsection 5.4. We assume

$$
\lambda_{-}=\lambda_{+}=0, \quad p_{e}-p\left(v_{-}, 0\right) \geq p_{e x}, \quad u_{\diamond} \leq u_{+}-u_{-} \leq u^{\diamond}
$$

for $u_{\diamond}$ and $u^{\diamond}$ defined below. The solution involves a transition

$$
\text { liquid } \rightarrow \text { mixture } \rightarrow \text { liquid. }
$$

It consists of a left-moving explosion wave connecting $v_{-}$to $v_{0}$, a left-moving liquefaction wave from $v_{0}$ to $v_{1}$, and a 2 -Lax wave from $v_{1}$ to $v_{+}$; see Figure 8(c). The liquefaction wave becomes an isobaric wave if $u_{+}-u_{-}=u^{\diamond}$. Therefore

$$
\left\{\begin{array}{l}
-s_{0}\left(v_{0}-v_{-}\right)=u_{0}-u_{-} \\
-s\left(v_{1}-v_{0}\right)=u_{1}-u_{0} \\
-\chi_{\left(-\infty, v_{+}\right)}\left(v_{1}\right) \cdot s_{2}\left(v_{+}-v_{1}\right)-\chi_{\left[v_{+},+\infty\right)}\left(v_{1}\right) \int_{v_{1}}^{v_{+}} \sqrt{-p_{v}(v, 0)} d v=u_{+}-u_{1}
\end{array}\right.
$$

Define then

$$
\begin{aligned}
& F\left(v_{1}\right)=-s_{0}\left(v_{0}-v_{-}\right)-s\left(v_{1}-v_{0}\right) \\
& -\chi_{\left(-\infty, v_{+}\right)}\left(v_{1}\right) \cdot s_{2}\left(v_{+}-v_{1}\right)-\chi_{\left[v_{+},+\infty\right)}\left(v_{1}\right) \int_{v_{1}}^{v_{+}} \sqrt{-p_{v}(v, 0)} d v
\end{aligned}
$$

We have that $d s / d v_{1}>0, d s_{2} / d v_{1}<0$ and so $d F / d v_{1}>0$. As in Example 6.1, this construction fails when the liquefaction overtakes the explosion shock, i.e., when
the lines joining, respectively, $\left(v_{-}, p\left(v_{-}, 0\right)\right)$ with $\left(v_{0}, p\left(v_{0}, 0\right)\right)$ and $\left(v_{0}, p\left(v_{0}, 0\right)\right)$ with $\left(v_{1}, p\left(v_{1}, 0\right)\right)$ become parallel, that is, $s_{0}=s$. Define $v_{0}^{T}<v_{m}$ by

$$
\sqrt{-\frac{p\left(v_{0}\left(v_{-}\right), \lambda_{0}\left(v_{-}\right)\right)-p\left(v_{-}, 0\right)}{v_{0}\left(v_{-}\right)-v_{-}}}=\sqrt{-\frac{p\left(v_{0}^{T}, 0\right)-p\left(v_{0}\left(v_{-}\right), \lambda_{0}\left(v_{-}\right)\right)}{v_{0}^{T}-v_{0}\left(v_{-}\right)}}
$$

We then define

$$
u_{\diamond}=F\left(v_{0}^{T}\right), \quad u^{\diamond}=F\left(v_{m}\right)
$$

For $u_{+}-u_{-} \leq u_{\diamond}$ the construction of solutions to the Riemann problem can be continued proceeding as in subsection 5.4.

Example 6.4. Consider again the case of two pure states, same phase. Assume $\lambda_{-}=\lambda_{+}=1, p\left(v_{-}, 1\right)-p_{e} \geq p_{c o}$; for simplicity we omit the bounds for $u_{+}-u_{-}$. The solution has a transition

$$
\text { vapor } \rightarrow \text { mixture } \rightarrow \text { vapor. }
$$

It connects $v_{-}$to $v_{0}$ with a left-moving collapsing wave, $v_{0}$ to $v_{1}$ with a left-moving evaporation wave, and, finally, $v_{1}$ to $v_{+}$with a 2 -Lax wave. This construction, however, can be done until the line joining $\left(v_{0}, p\left(v_{0}, 1\right)\right)$ and $\left(v_{1}, p\left(v_{1}, 1\right)\right)$ becomes tangent to the graph of the function $p(v, 1)$. From that point on a construction similar to the one of Example 6.2 can be done. We omit the details.

Acknowledgment. This work was partly accomplished while A. Corli and H. Fan visited the Isaac Newton Institute for Mathematical Sciences, Cambridge, UK, during the programme Nonlinear Hyperbolic Waves in Phase Dynamics and Astrophysics.

## REFERENCES

[1] R. Abeyaratne and J. K. Knowles, Kinetic relations and the propagation of phase boundaries in solids, Arch. Rational Mech. Anal., 114 (1991), pp. 119-154.
[2] R. M. Colombo and A. Corli, Sonic hyperbolic phase transitions and Chapman-Jouguet detonations, J. Differential Equations, 184 (2002), pp. 321-347.
[3] R. M. Colombo and A. Corli, Sonic and kinetic phase transitions with applications to Chapman-Jouguet deflagrations, Math. Methods Appl. Sci., 27 (2004), pp. 843-864.
[4] R. M. Colombo and F. Priuli, Characterization of Riemann solvers for the two phase psystem, Comm. Partial Differential Equations, 28 (2003), pp. 1371-1389.
[5] G. Dettleff, P. A. Thompson, G. E. A. Meier, and H.-D. Speckmann, An experimental study of liquefaction shock waves, J. Fluid Mech., 95 (1979), pp. 279-304.
[6] H. Fan, The uniqueness and stability of the solution of the Riemann problem of a system of conservation laws of mixed type, Trans. Amer. Math. Soc., 333 (1992), pp. 913-938.
[7] H. FAN, Traveling waves, Riemann problems and computations of a model of the dynamics of liquid/vapor phase transitions, J. Differential Equations, 150 (1998), pp. 385-437.
[8] H. FAN, Convergence to traveling waves in two model systems related to the dynamics of liquidvapor phase changes, J. Differential Equations, 168 (2000), pp. 102-128.
[9] H. FAN, On a model of the dynamics of liquid/vapor phase transitions, SIAM J. Appl. Math., 60 (2000), pp. 1270-1301.
[10] H. FAN, Symmetry breaking, ring formation and other phase boundary structures in shock tube experiments on retrograde fluids, J. Fluid Mech., 513 (2004), pp. 47-75.
[11] E. Godlewski and P.-A. Raviart, Numerical Approximation of Hyperbolic Systems of Conservation Laws, Appl. Math. Sci. 118, Springer-Verlag, New York, 1996.
[12] P. G. LeFloch, Hyperbolic Systems of Conservation Laws. The Theory of Classical and Nonclassical Shock Waves, Lectures Math. ETH Zürich, Birkhäuser, Basel, 2002.
[13] M. Shearer, Nonuniqueness of admissible solutions of Riemann initial value problems for a system of conservation laws of mixed type, Arch. Rational Mech. Anal., 93 (1986), pp. 45-59.
[14] J. Smoller, Shock Waves and Reaction-Diffusion Equations, Grundlehren Math. Wiss. 258, Springer-Verlag, New York, 1983.
[15] P. A. Thompson, H. Chaves, G. E. A. Meier, Y.-G. Kim, and H.-D. Speckmann, Wave splitting in a fluid of large heat capacity, J. Fluid Mech., 185 (1987), pp. 385-414.

# SPATIAL DECAY BOUNDS IN TIME DEPENDENT PIPE FLOW OF AN INCOMPRESSIBLE VISCOUS FLUID* 

CHANGHAO LIN ${ }^{\dagger}$ AND LAWRENCE E. PAYNE ${ }^{\ddagger}$


#### Abstract

In this paper, the authors investigate the flow of an incompressible viscous fluid in a semi-infinite cylindrical pipe. If the net entrance flow is nonzero, then the fluid velocity will not tend to zero as the distance from the entrance end tends to infinity when the fluid adheres at the cylinder wall and the fluid is initially at rest. Assuming that the entrance velocity data are small enough and that the fluid flow converges to a laminar flow as the distance down the pipe tends to infinity, it is shown that the convergence in energy measure is at least exponential.
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1. Introduction. A number of papers in the literature have dealt with the transient flow of an incompressible viscous fluid in a semi-infinite pipe or channel. If the net flow into the finite end of the pipe or channel at any time is not zero, then the flow velocity cannot go to zero as the distance from the finite end tends to infinity. If the flow is governed by the linear Stokes equations, then the case in which the net entry flow is zero has been considered in $\mathbb{R}^{2}$ by Lin [14] and in $\mathbb{R}^{3}$ by Ames, Payne, and Schaefer [2]. The case of nonzero channel entry flow has been investigated by Song [22]. When the flow is governed by the Navier-Stokes equation, the general entry flow problem in $\mathbb{R}^{2}$ has been treated by Lin and Payne [15]. In this paper, we study the analogous problem in $\mathbb{R}^{3}$.

It is well known that unless there is some restriction on data, coefficients, and geometry, a global solution may not exist. Also if the net entry flow in the pipe is nonzero, we expect the velocity profile to converge to that of transient laminar flow as the distance from the finite end of the cylinder tends to infinity. The object of this paper is to derive explicit conditions on the data, coefficients, and geometry that will imply exponential decay of the transient flow to transient laminar flow in some appropriate weighted measure. We should point out, however, that there are various ways of handling boundary terms that appear in the computations as well as various ways of combining the inequalities. We have not attempted to derive optimal results, since that would excessively lengthen the already involved computations.

For related work on steady solutions of the Navier-Stokes equations for flows in channels and pipes, see, for instance, $[1,2,3,4,7,12]$. These pipe and channel flow results may be regarded as Saint-Venant type decay results. In fact, the first paper to point out this connection was that of Horgan and Wheeler [12]. For other results of Saint-Venant type, see $[8,9,10]$. Of interest also are the papers $[16,17]$.

[^27]In section 2 we give a formulation of the problem. In section 3 we present some auxiliary inequalities used throughout the paper. In section 4 we derive the energy decay bounds in terms of total weighted energies and properties of the limiting solution. The laminar flow bounds are obtained in section 5 and the required total energies are obtained in section 6 .
2. Formulation of the problem. In this section we introduce the boundary value problem that provides the basis for our investigation of the pipe flow of an incompressible viscous fluid.

Let $R$ denote the interior of a semi-infinite three-dimensional cylindrical pipe and let $\partial R$ denote its boundary. The uniform cross section is denoted by $D$. We assume the generators of the cylinder are parallel to the $x_{3}$ axis and that the entry section of the cylinder lies in the plane $x_{3}=0$. The symbol $R_{z}$ designates the subdomain of $R$ for which $x_{3}>z \geq 0$, i.e.,

$$
R_{z}=\left\{\left(x_{1}, x_{2}, x_{3}\right) \mid\left(x_{1}, x_{2}\right) \in D, x_{3} \geq z \geq 0\right\}
$$

Clearly $R \equiv R_{0}$. Furthermore, we denote the cross section $D$ with $x_{3}=z$ by the symbol $D_{z}$, i.e.,

$$
D_{z}=\left\{\left(x_{1}, x_{2}, x_{2}\right) \mid\left(x_{1}, x_{2}\right) \in D, x_{3}=z\right\}
$$

The velocity field $u_{i}\left(x_{1}, x_{2}, x_{3}, t\right),(i=1,2,3)$ and the pressure $p\left(x_{1}, x_{2}, x_{3}, t\right)$ for the transient Navier-Stokes flow of an incompressible viscous fluid in the pipe are assumed to be classical solutions of the following initial-boundary value problem:

$$
\begin{align*}
u_{i, t}-\nu \Delta u_{i}+u_{j} u_{i, j}=p_{, i} & \text { in } R \times\{t>0\}  \tag{2.1}\\
u_{i, i}=0 & \text { in } R \times\{t>0\} \tag{2.2}
\end{align*}
$$

with

$$
\begin{array}{ll}
u_{i}=0 & \text { on } \partial D \times\{t \geq 0\} \\
u_{i}=f_{i}\left(x_{1}, x_{2}, t\right) & \text { on } D_{0} \times\{t>0\} \\
u_{i}=0 & \text { in } R \times\{t=0\} \tag{2.5}
\end{array}
$$

where $\Delta$ denotes the Laplace operator and $\nu$ is the constant kinematic viscosity. We have used the comma to denote partial differentiation and have adopted the summation convention of summing over a repeated Latin subscript from 1 to 3 and over a repeated Greek index (unless otherwise specified) from 1 to 2. By rescaling the space and time variables, we may take the constant $\nu$ to be 1 . In general we shall assume that time lies in some finite interval $[0, T]$.

It is well known that a global bounded solution for $t \in[0, T]$ may not exist. However, if the data $f_{i}$ are sufficiently small in $L_{2}$, a bounded solution will exist. In fact, if the mean value of $f_{3}$ over $D$ is zero, we expect the solution in some appropriate measure to vanish exponentially. However, if $f_{3}$ does not have mean value zero, we expect that for sufficiently small data, the velocity field $\left(u_{1}, u_{2}, u_{3}\right)$ will tend exponentially to $(0,0, V)$ as $x_{3} \rightarrow \infty$, where $V\left(x_{1}, x_{2}, t\right)$ satisfies

$$
\begin{align*}
V_{, t}-V_{, \alpha \alpha}=P(t) & \text { in } D \times\{t>0\}  \tag{2.6}\\
V=0 & \text { on } \partial D \times\{t>0\}  \tag{2.7}\\
V=0 & \text { in } D \times\{t=0\} \tag{2.8}
\end{align*}
$$

The function $P(t)$ is not prescribed but is determined by the condition

$$
\begin{equation*}
\int_{D} V\left(x_{1}, x_{2}, t\right) d A=\int_{D} f_{3}\left(x_{1}, x_{2}, t\right) d A=Q(t) \tag{2.9}
\end{equation*}
$$

The problem (2.6)-(2.8) may be viewed as an inverse problem for determining $P(t)$ and $V$.

We now set

$$
\begin{equation*}
w_{i}=u_{i}-v_{i}, \quad q_{, i}=p_{, i}-P(t) \delta_{i 3} \tag{2.10}
\end{equation*}
$$

where

$$
\left(v_{1}, v_{2}, v_{3}\right)=(0,0, V)
$$

Then $\left(w_{i}, q\right)$ will satisfy the following initial-boundary value problem:

$$
\begin{align*}
w_{i, t}-\Delta w_{i}+\left(w_{j}+v_{j}\right)\left(w_{i, j}+v_{i, j}\right) & =q,_{i} & & \text { in } R \times\{t>0\}  \tag{2.11}\\
w_{i, i} & =0 & & \text { in } R \times\{t>0\}  \tag{2.12}\\
w_{i} & =0 & & \text { on } \partial D \times\{t \geq 0\}  \tag{2.13}\\
w_{i} & =f_{i}-V \delta_{i 3} & & \text { in } D_{0} \times\{t \geq 0\}  \tag{2.14}\\
w_{i} & =0 & & \text { in } R \times\{t=0\} \tag{2.15}
\end{align*}
$$

We suppose further that for any finite positive constant $K$, the energy expression

$$
\begin{equation*}
E(0, t)=\int_{0}^{t} \int_{R_{0}} x_{3}^{2} w_{i, j} w_{i, j} d x d \eta+K \int_{0}^{t} \int_{R_{0}} x_{3}^{2} w_{i, \eta} w_{i, \eta} d x d \eta \tag{2.16}
\end{equation*}
$$

is bounded. Here $\eta$ is a running time variable, and there is no summation over $\eta$.
We note that

$$
\begin{equation*}
\int_{D_{z}} w_{3} d A=\int_{D_{0}} w_{3} d A+\int_{0}^{z} \int_{D_{\xi}} w_{i, i} d A d \xi=0 \tag{2.17}
\end{equation*}
$$

3. Auxiliary results. We list in this section a number of standard inequalities used throughout this paper.

Let $w$ be a Dirichlet integrable function defined on a bounded plane domain $D$ and vanishing on the boundary $\partial D$; then

$$
\begin{equation*}
\int_{D} w_{, \alpha} w_{, \alpha} d A \geq \lambda_{1} \int_{D} w^{2} d A \tag{3.1}
\end{equation*}
$$

where $\lambda_{1}$ is the smallest eigenvalue of the problem

$$
\begin{aligned}
\Delta \varphi+\lambda \varphi=0 & \text { in } D \\
\varphi=0 & \text { on } \partial D .
\end{aligned}
$$

Lower bounds for $\lambda_{1}$ are well known; see, e.g., $[6,18,19]$.

We also make use of the following representation theorem attributed to Babuška and Aziz [5].

Theorem A. Let $D$ be a plane Lipschitz domain and let $w$ be a differentiable function in $D$ which satisfies $\int_{D} w d A=0$. Then there exists a vector function $\varphi_{\alpha}$ such that

$$
\begin{aligned}
\varphi_{\alpha, \alpha}=w & \text { in } D \\
\varphi_{\alpha}=0 & \text { on } \partial D
\end{aligned}
$$

and a positive constant $C$ depending only on the geometry of $D$ such that

$$
\begin{equation*}
\int_{D} \varphi_{\alpha, \beta} \varphi_{\alpha, \beta} d A \leq C \int_{D} \varphi_{\alpha, \alpha}^{2} d A \tag{3.2}
\end{equation*}
$$

This theorem was first applied to viscous flow problems by Horgan and Wheeler [12]. In fact, an explicit upper bound for the optimal value of $C$ was found by Horgan and Payne [11] if $D$ is star-shaped. The analogue of Theorem A also holds in $\mathbb{R}^{3}$ (see [23]). This inequality will allow us to eliminate the pressure function difference term $q$, since $w_{3}$ satisfies the hypothesis of this theorem.

In addition to inequalities $(3.1),(3.2)$, we also make use of the following Sobolev inequalities which hold for $w \in C_{0}^{1}(D)$ and $w \in C_{0}^{1}(R)$, respectively:

$$
\begin{gather*}
\int_{D} w^{4} d A \leq \frac{1}{2}\left[\int_{D} w^{2} d A\right]\left[\int_{D} w_{, \alpha} w_{, \alpha} d A\right]  \tag{3.3}\\
\int_{R_{z}} w^{6} d x \leq \Omega\left[\int_{R_{z}} w_{, i} w_{, i} d x\right]^{3} \tag{3.4}
\end{gather*}
$$

For (3.4), we assume that $w$ vanishes appropriately as $x_{3} \rightarrow \infty$. A derivation of (3.3) is given by Serrin [20] and Payne [17], while (3.4) follows as a special case of results of $[13,21]$, where the optimal value of $\Omega$ was determined to be

$$
\Omega=\frac{1}{27}\left(\frac{3}{4}\right)^{4}
$$

In what follows, we also make frequent use of the fact that if $w \in C^{1}\left(R_{z}\right)$ and $w_{i}$ vanishes on $\partial D$ for $x_{3} \geq z$, then, if $w_{i}$ vanishes as $x_{3} \rightarrow \infty$,

$$
\begin{align*}
\int_{D_{z}}\left(w_{i} w_{i}\right)^{2} d A & =-4 \int_{R_{z}} w_{i} w_{i, 3} w_{j} w_{j} d x \\
& \leq 4\left[\int_{R_{z}} w_{i, 3} w_{i, 3} d x\right]^{1 / 2}\left[\int_{R_{z}}\left(w_{j} w_{j}\right)^{3} d x\right]^{1 / 2} \\
& \leq 4 \sqrt{\Omega}\left[\int_{R_{z}} w_{i, j} w_{i, j} d x\right]^{2} \tag{3.5}
\end{align*}
$$

4. Energy decay bounds. In this section we derive the main exponential decay result for problems (2.1)-(2.15).

First, for arbitrary $z>0$ and $t>0$, we define a weighted energy integral

$$
\begin{align*}
E(z, t) & =\int_{0}^{t} \int_{R_{z}}(\xi-z)^{2} w_{i, j} w_{i, j} d x d \eta+K \int_{0}^{t} \int_{R_{z}}(\xi-z)^{2} w_{i, \eta} w_{i, \eta} d x d \eta \\
& =E_{1}(z, t)+K E_{2}(z, t) \tag{4.1}
\end{align*}
$$

We also define

$$
\begin{equation*}
E_{3}(z, t)=\int_{0}^{t} \int_{R_{z}}(\xi-z)^{2} w_{i, j \eta} w_{i, j \eta} d x d \eta \tag{4.2}
\end{equation*}
$$

where there is no summation on the $\eta$ subscript and $K$ is a positive parameter. Note that (2.16) has been assumed, but now we further require that $E_{3}(0, t)$ be bounded. Clearly then

$$
\begin{aligned}
\frac{\partial E}{\partial z} & =-2 \int_{0}^{t} \int_{R_{z}}(\xi-z) w_{i, j} w_{i, j} d x d \eta-2 K \int_{0}^{t} \int_{R_{z}}(\xi-z) w_{i, \eta} w_{i, \eta} d x d \eta \\
\frac{\partial^{2} E}{\partial z^{2}} & =2 \int_{0}^{t} \int_{R_{z}} w_{i, j} w_{i, j} d x d \eta+2 K \int_{0}^{t} \int_{R_{z}} w_{i, \eta} w_{i, \eta} d x d \eta
\end{aligned}
$$

Upon integrating by parts in (4.1) and using equations (2.11) and (2.12), we obtain

$$
\begin{align*}
& E(z, t)+\left.\frac{1}{2} \int_{R_{z}}(\xi-z)^{2} w_{i} w_{i} d x\right|_{\eta=t}+\left.\frac{K}{2} \int_{R_{z}}(\xi-z)^{2} w_{i, j} w_{i, j} d x\right|_{\eta=t} \\
& \quad=-2 \int_{0}^{t} \int_{R_{z}}(\xi-z) w_{i} w_{i, 3} d x d \eta-\int_{0}^{t} \int_{R_{z}}(\xi-z)^{2} w_{i}\left[w_{j} w_{i, j}+v_{j} w_{i, j}+w_{j} v_{i, j}\right] d x d \eta \\
& \quad-2 \int_{0}^{t} \int_{R_{z}}(\xi-z) w_{3} q d x d \eta-2 K \int_{0}^{t} \int_{R_{z}}(\xi-z) w_{i, \eta} w_{i, 3} d x d \eta \\
& \quad-2 K \int_{0}^{t} \int_{R_{z}}(\xi-z) w_{3, \eta} q d x d \eta \\
& \quad-K \int_{0}^{t} \int_{R_{z}}(\xi-z)^{2} w_{i, \eta}\left[w_{j} w_{i, j}+v_{j} w_{i, j}+w_{j} v_{i, j}\right] d x d \eta \\
& \quad=\sum_{i=1}^{6} I_{i} \tag{4.3}
\end{align*}
$$

We now proceed to bound each integral $I_{i}$. Using Schwarz's inequality and (3.1), we obtain

$$
\begin{align*}
I_{1} & \leq 2\left(\int_{0}^{t} \int_{R_{z}}(\xi-z) w_{i} w_{i} d x d \eta\right)^{1 / 2}\left(\int_{0}^{t} \int_{R_{z}}(\xi-z) w_{i, 3} w_{i, 3} d x d \eta\right)^{1 / 2} \\
& \leq \lambda_{1}^{-1 / 2}\left(-\frac{\partial E}{\partial z}\right) \tag{4.4}
\end{align*}
$$

We next look at

$$
\begin{align*}
I_{2}= & \int_{0}^{t} \int_{R_{z}}(\xi-z) w_{i} w_{i} w_{3} d x d \eta-\int_{0}^{t} \int_{R_{z}}(\xi-z)^{2} w_{i} w_{i, 3} V d x d \eta \\
& \quad-\int_{0}^{t} \int_{R_{z}}(\xi-z)^{2} w_{3} w_{\alpha} V_{, \alpha} d x d \eta \\
= & I_{21}+I_{22}+I_{23} \tag{4.5}
\end{align*}
$$

By using Schwarz's inequality and (3.3), (3.5), we obtain

$$
\begin{align*}
I_{21} \leq & \int_{0}^{t} \int_{z}^{\infty}(\xi-z)\left(\int_{D_{\xi}}\left(w_{i} w_{i}\right)^{2} d A\right)^{1 / 2}\left(\int_{D_{\xi}} w_{3}^{2} d A\right)^{1 / 2} d \xi d \eta \\
\leq & \frac{2^{1 / 4} \Omega^{1 / 8}}{\lambda_{1}^{3 / 4}} \int_{0}^{t}\left(\int_{R_{z}} w_{i, j} w_{i, j} d x\right)^{1 / 2}\left(\int_{R_{z}}(\xi-z)^{2} w_{i, j} w_{i, j} d x\right)^{1 / 2} \\
& \cdot\left(\int_{R_{z}} w_{i, j} w_{i, j} d x\right)^{1 / 2} d \eta \\
\leq & \frac{2^{1 / 4} \Omega^{1 / 8}}{\lambda_{1}^{3 / 4}} \max _{t}\left(\int_{R_{z}}(\xi-z)^{2} w_{i, j} w_{i, j} d x\right)^{1 / 2}\left[\frac{\partial^{2} E_{1}}{\partial z^{2}}(0, t)\right]^{1 / 2}\left[\frac{\partial^{2} E}{\partial z^{2}}\right]^{1 / 2} \\
\leq & \frac{\varepsilon_{1}}{2} \max _{t}\left(\int_{R_{z}}(\xi-z)^{2} w_{i, j} w_{i, j} d x\right)^{1 / 2}+\frac{\Omega^{1 / 4}}{2^{1 / 2} \lambda_{1}^{3 / 2} \varepsilon_{1}}\left[\frac{\partial^{2} E_{1}}{\partial z^{2}}(0, t)\right]\left[\frac{\partial^{2} E}{\partial z^{2}}\right] \tag{4.6}
\end{align*}
$$

for arbitrary positive constant $\varepsilon_{1}$.
For $I_{22}$, we have

$$
\begin{align*}
I_{22} & =-\int_{0}^{t} \int_{R_{z}}(\xi-z)^{2} w_{i} w_{i, 3} V d x d \eta \\
& =\int_{0}^{t} \int_{R_{z}}(\xi-z) w_{i} w_{i} V d x d \eta \\
& \leq \frac{1}{\lambda_{1}}|V|_{\max }\left[-\frac{\partial E}{\partial z}\right] \tag{4.7}
\end{align*}
$$

Similarly, we have

$$
\begin{align*}
I_{23} & =-\int_{0}^{t} \int_{R_{z}}(\xi-z)^{2} w_{3} w_{\alpha} V_{, \alpha} d x d \eta \\
& =\int_{0}^{t} \int_{R_{z}}(\xi-z)^{2} w_{3, \alpha} w_{\alpha} V d x d \eta-\int_{0}^{t} \int_{R_{z}}(\xi-z)^{2} w_{3} w_{3,3} V d x d \eta \\
& \leq \frac{1}{2} \lambda_{1}^{-1 / 2}|V|_{\max } E(z, t)+\frac{1}{\lambda_{1}}|V|_{\max }\left[-\frac{\partial E}{\partial z}\right] \tag{4.8}
\end{align*}
$$

To seek a bound for $I_{3}$, we note that, for any $z>0$,

$$
\begin{equation*}
\int_{D_{z}} w_{3} d A=0 \tag{4.9}
\end{equation*}
$$

Accordingly by Theorem A, there exists a vector function $\left(\varphi_{1}, \varphi_{2}\right)$ such that

$$
\begin{cases}\varphi_{\alpha, \alpha}=w_{3} & \text { in } D_{z} \\ \varphi_{\alpha}=0 & \text { on } \partial D_{z}\end{cases}
$$

and for $\varphi_{\alpha}$ inequality (3.2) holds. Introducing $\varphi_{\alpha}$ into $I_{3}$, we obtain

$$
\begin{align*}
I_{3} & =-2 \int_{0}^{t} \int_{R_{z}}(\xi-z) \varphi_{\alpha, \alpha} q d x d \eta \\
& =2 \int_{0}^{t} \int_{R_{z}}(\xi-z) \varphi_{\alpha}\left[w_{\alpha, \eta}+w_{j} w_{\alpha, j}+v_{j} w_{\alpha, j}-\Delta w_{\alpha}\right] d x d \eta \\
& =I_{31}+I_{32}+I_{33}+I_{34} \tag{4.10}
\end{align*}
$$

Obviously, by using Schwarz's inequality and (3.2), we have

$$
\begin{aligned}
I_{31} & \leq \frac{2}{\sqrt{K}}\left(\int_{0}^{t} \int_{R_{z}}(\xi-z) \varphi_{\alpha} \varphi_{\alpha} d x d \eta\right)^{1 / 2}\left(K \int_{0}^{t} \int_{R_{z}}(\xi-z) w_{\alpha, \eta} w_{\alpha, \eta} d x d \eta\right)^{1 / 2} \\
(4.11) & \leq \frac{1}{\lambda_{1}}(C / K)^{1 / 2}\left[-\frac{\partial E}{\partial z}\right]
\end{aligned}
$$

For $I_{32}$, with a derivation similar to (4.6), we obtain

$$
\begin{align*}
& I_{32} \leq 2 \int_{0}^{t} \int_{z}^{\infty}(\xi-z)\left(\int_{D_{\xi}}\left(\varphi_{\alpha} \varphi_{\alpha}\right)^{2} d A\right)^{1 / 4}\left(\int_{D_{\xi}}\left(w_{i} w_{i}\right)^{2} d A\right)^{1 / 4} \\
& \cdot\left(\int_{D_{\xi}} w_{\alpha, j} w_{\alpha, j} d A\right)^{1 / 2} d \xi d \eta \\
& \leq \frac{2(2 C)^{1 / 2} \Omega^{1 / 8}}{2^{1 / 4} \lambda_{1}^{1 / 2}} \int_{0}^{t}\left(\int_{R_{z}} w_{i, j} w_{i, j} d x\right)^{1 / 2}\left(\int_{R_{z}}(\xi-z)^{2} w_{i, j} w_{i, j} d x\right)^{1 / 2} \\
& \cdot\left(\int_{R_{z}} w_{i, j} w_{i, j} d x\right)^{1 / 2} d \eta \\
& \leq \frac{2(2 C)^{1 / 2} \Omega^{1 / 8}}{2^{1 / 4} \sqrt{\lambda_{1}}} \max _{t}\left(\int_{R_{z}}(\xi-z)^{2} w_{i, j} w_{i, j} d x\right)^{1 / 2}\left[\frac{\partial^{2} E_{1}}{\partial z^{2}}(0, t)\right]^{1 / 2}\left[\frac{\partial^{2} E}{\partial z^{2}}\right]^{1 / 2} \\
&.12)  \tag{4.12}\\
& \leq \frac{\varepsilon_{2}}{2} \max _{t}\left(\int_{R_{z}}(\xi-z)^{2} w_{i, j} w_{i, j} d x\right)+\frac{2^{3 / 2} \Omega^{1 / 4}}{\lambda_{1} \varepsilon_{2}}\left[\frac{\partial^{2} E}{\partial z^{2}}(0, t)\right]\left[\frac{\partial^{2} E}{\partial z^{2}}\right] .
\end{align*}
$$

Using (3.2), we find

$$
\begin{aligned}
I_{33} & \leq 2 \int_{0}^{t} \int_{R_{z}}(\xi-z) \varphi_{\alpha} w_{\alpha, 3} V d x d \eta \\
& \leq 2|V|_{\max }\left(\int_{0}^{t} \int_{R_{z}}(\xi-z) \varphi_{\alpha} \varphi_{\alpha} d x d \eta\right)^{1 / 2}\left(\int_{0}^{t} \int_{R_{z}}(\xi-z) w_{\alpha, 3} w_{\alpha, 3} d x d \eta\right) \\
& \leq \frac{C^{1 / 2}}{\lambda_{1}}|V|_{\max }\left[-\frac{\partial E}{\partial z}\right]
\end{aligned}
$$

and

$$
\begin{align*}
I_{34} & =-2 \int_{0}^{t} \int_{R_{z}}(\xi-z) \varphi_{\alpha} w_{\alpha, j j} d x d \eta \\
& =2 \int_{0}^{t} \int_{R_{z}} \varphi_{\alpha} w_{\alpha, 3} d x d \eta+2 \int_{0}^{t} \int_{R_{z}}(\xi-z) \varphi_{\alpha, j} w_{\alpha, j} d x d \eta \\
& \leq \frac{C^{1 / 2}}{\lambda_{1}}\left[\frac{\partial^{2} E}{\partial z^{2}}\right]+\left(C / \lambda_{1}\right)^{1 / 2}\left[-\frac{\partial E}{\partial z}\right] \tag{4.14}
\end{align*}
$$

By using Schwarz's inequality, we obtain

$$
\begin{equation*}
I_{4}=-2 K \int_{0}^{t} \int_{R_{z}}(\xi-z) w_{i, \eta} w_{i, 3} d x d \eta \leq K^{1 / 2}\left[-\frac{\partial E}{\partial z}\right] \tag{4.15}
\end{equation*}
$$

For $I_{5}$, since

$$
\int_{D_{z}} w_{3, t} d A=0
$$

by Theorem A, there exists a vector function $\left(\psi_{1}, \psi_{2}\right)$ that satisfies the boundary value problem

$$
\begin{cases}\psi_{\alpha, \alpha}=w_{3, t} & \text { in } D_{z} \\ \psi_{\alpha}=0 & \text { on } \partial D_{z}\end{cases}
$$

Introducing $\psi_{\alpha}$, we can write

$$
\begin{align*}
I_{5} & =-2 K \int_{0}^{t} \int_{R_{z}}(\xi-z) \psi_{\alpha, \alpha} q d x d \eta \\
& =2 K \int_{0}^{t} \int_{R_{z}}(\xi-z) \psi_{\alpha}\left[w_{\alpha, \eta}+w_{j} w_{\alpha, j}+v_{j} w_{\alpha, j}-\Delta w_{\alpha}\right] d x d \eta \\
& =I_{51}+I_{52}+I_{53}+I_{54} \tag{4.16}
\end{align*}
$$

It is easy to see that

$$
\begin{align*}
I_{51} & \leq 2 K\left(\int_{0}^{t} \int_{R_{z}}(\xi-z) \psi_{\alpha} \psi_{\alpha} d x d \eta\right)^{1 / 2}\left(\int_{0}^{t} \int_{R_{z}}(\xi-z) w_{\alpha, \eta} w_{\alpha, \eta} d x d \eta\right)^{1 / 2} \\
& \leq\left(C / \lambda_{1}\right)^{1 / 2}\left[-\frac{\partial E}{\partial z}\right] \tag{4.17}
\end{align*}
$$

In a manner similar to $(4.6),(4.11)$, we find

$$
\begin{align*}
& I_{52}= 2 K \int_{0}^{t} \int_{R_{z}}(\xi-z) \psi_{\alpha} w_{\alpha} w_{\alpha, j} d x d \eta \\
& \leq 2 K \int_{0}^{t} \int_{z}^{+\infty}(\xi-z)\left(\int_{D_{\xi}}\left(\psi_{\alpha} \psi_{\alpha}\right)^{2} d A\right)^{1 / 4}\left(\int_{D_{\xi}}\left(w_{\alpha} w_{\alpha}\right)^{2} d A\right)^{1 / 4} \\
& \cdot\left(\int_{D_{\xi}} w_{\alpha, j} w_{\alpha, j} d A\right)^{1 / 2} d \xi d \eta \\
& \leq \frac{2(2 C K)^{1 / 2} \Omega^{1 / 8}}{\left(2 \lambda_{1}\right)^{1 / 4}} \max _{t}\left(\int_{R_{z}}(\xi-z)^{2} w_{i, j} w_{i, j} d x\right)^{1 / 2}\left[\frac{\partial^{2} E_{1}}{\partial z^{2}}(0, t)\right]^{1 / 2}\left[\frac{\partial^{2} E}{\partial z^{2}}\right]^{1 / 2} \\
&(4.18)  \tag{4.18}\\
& \leq \frac{\varepsilon_{3}}{2} \max _{t}\left(\int_{R_{z}}(\xi-z)^{2} w_{i, j} w_{i, j} d x\right)^{1 / 2}+\frac{2^{3 / 2} C K \Omega^{1 / 4}}{\lambda_{1}^{1 / 2} \varepsilon_{3}}\left[\frac{\partial^{2} E_{1}}{\partial z^{2}}(0, t)\right]\left[\frac{\partial^{2} E}{\partial z^{2}}\right]
\end{align*}
$$

Similarly, we have

$$
\begin{gather*}
I_{53}=2 K \int_{0}^{t} \int_{R_{z}}(\xi-z) \psi_{\alpha} w_{\alpha, 3} V d x d \eta \\
=\left(K C / \lambda_{1}\right)^{1 / 2}|V|_{\max }\left[-\frac{\partial E}{\partial z}\right]  \tag{4.19}\\
I_{54}=2 K \int_{0}^{t} \int_{R_{z}} \psi_{\alpha} w_{\alpha, 3} d x d \eta+2 K \int_{0}^{t} \int_{R_{z}}(\xi-z) \psi_{\alpha, j} w_{\alpha, j} d x d \eta \\
\leq\left(K C / \lambda_{1}\right)^{1 / 2}\left[\frac{\partial^{2} E}{\partial z^{2}}\right]+(C K)^{1 / 2}\left[-\frac{\partial E}{\partial z}\right] \tag{4.20}
\end{gather*}
$$

Finally, we derive a bound for $I_{6}$ :

$$
\begin{aligned}
I_{6}= & -K \int_{0}^{t} \int_{R_{z}}(\xi-z)^{2} w_{i, \eta}\left[w_{j} w_{i, j}+v_{j} w_{i, j}+w_{j} v_{i, j}\right] d x d \eta \\
= & -K \int_{0}^{t} \int_{R_{z}}(\xi-z)^{2} w_{i, \eta} w_{j} w_{i, j} d x d \eta-K \int_{0}^{t} \int_{R_{z}}(\xi-z)^{2} w_{i, \eta} w_{i, 3} V d x d \eta \\
& -K \int_{0}^{t} \int_{R_{z}}(\xi-z)^{2} w_{3, \eta} w_{\alpha} V_{, \alpha} d x d \eta \\
= & I_{61}+I_{62}+I_{63}
\end{aligned}
$$

With a derivation similar to (4.11), we have

$$
\begin{aligned}
I_{61} \leq & K \int_{0}^{t} \int_{z}^{\infty}(\xi-z)^{2}\left(\int_{D_{\xi}}\left(w_{i} w_{i}\right)^{2} d A\right)^{1 / 4}\left(\int_{D_{\xi}}\left(w_{, i \eta} w_{i, \eta}\right)^{2} d A\right)^{1 / 4} \\
& \cdot\left(\int_{D_{\xi}} w_{i, j} w_{i, j} d A\right)^{1 / 2} d \xi d \eta \\
\leq & \left(2 / \lambda_{1}\right)^{1 / 4} \Omega^{1 / 8} K \int_{0}^{t}\left(\int_{R_{z}} w_{, i j \eta} w_{, i j \eta} d x\right)^{1 / 2}\left(\int_{R_{z}}(\xi-z)^{2} w_{i, j} w_{i, j} d x\right) d \eta \\
\leq & \left(2 / \lambda_{1}\right)^{1 / 4} \Omega^{1 / 8} K \max _{t}\left[\int_{R_{z}}(\xi-z)^{2} w_{i, j} w_{i, j} d x\right]^{1 / 2}\left[\frac{\partial^{2} E_{3}(0, t)}{\partial z^{2}}\right]^{1 / 2}[E(z, t)]^{1 / 2}
\end{aligned}
$$

$$
\begin{equation*}
\leq \frac{\varepsilon_{4}}{2} \max _{t} \int_{R_{z}}(\xi-z)^{2} w_{i, j} w_{i, j} d x+\frac{\Omega^{1 / 4}}{\left(2 \lambda_{1}\right)^{1 / 2}} \frac{K}{\varepsilon_{4}}\left[\frac{\partial^{2} E_{3}(0, t)}{\partial z^{2}}\right] \cdot E(z, t) \tag{4.22}
\end{equation*}
$$

It is easy to bound $I_{62}$, i.e.,

$$
\begin{equation*}
I_{62} \leq \frac{K^{1 / 2}}{2}|V|_{\max } E(z, t) \tag{4.23}
\end{equation*}
$$

For $I_{63}$, we observe that

$$
\begin{align*}
I_{63}= & K \int_{0}^{t} \int_{R_{z}}(\xi-z)^{2} w_{3, \alpha \eta} w_{\alpha} V d x d \eta-K \int_{0}^{t} \int_{R_{z}}(\xi-z)^{2} w_{3, \eta} w_{3,3} V d x d \eta \\
= & K \int_{R_{z}}(\xi-z)^{2} w_{3, \alpha} w_{\alpha} V d x-K \int_{0}^{t} \int_{R_{z}}(\xi-z)^{2} w_{3, \alpha} w_{\alpha, \eta} V d x d \eta \\
& -K \int_{0}^{t} \int_{R_{z}}(\xi-z)^{2} w_{3, \alpha} w_{\alpha} V_{, \eta} d x d \eta-K \int_{0}^{t} \int_{R_{z}}(\xi-z)^{2} w_{3, \eta} w_{3,3} V d x d \eta \\
\leq & \frac{K|V|_{\max }}{2 \lambda_{1}^{1 / 2}}\left(\int_{R_{z}}(\xi-z)^{2} w_{i, j} w_{i, j} d x\right)+\frac{1}{2}\left(K / \lambda_{1}\right)^{1 / 2}\left|V_{, t}\right|_{\max } E(z, t) \\
& +K^{1 / 2}|V|_{\max } E(z, t) \tag{4.24}
\end{align*}
$$

We now sum up the results established in this section to obtain

$$
\begin{align*}
E(z, t) & +\frac{1}{2} \int_{R_{z}}(\xi-z)^{2} w_{i} w_{i} d x+\frac{K}{2}\left(1-\frac{|V|_{\max }}{\lambda_{1}^{1 / 2}}\right) \int_{R_{z}}(\xi-z)^{2} w_{i, j} w_{i, j} d x \\
\leq & M_{1} E(z, t)+M_{2}\left(-\frac{\partial E}{\partial z}\right)+M_{3} \frac{\partial^{2} E}{\partial z^{2}} \\
& +\frac{1}{2}\left(\varepsilon_{1}+\varepsilon_{2}+\varepsilon_{3}+\varepsilon_{4}\right) \max _{t} \int_{R_{z}}(\xi-z)^{2} w_{i, j} w_{i, j} d x \tag{4.25}
\end{align*}
$$

$$
\begin{aligned}
M_{1}= & \left(\frac{1}{\lambda_{1}}+K^{1 / 2}\right)|V|_{\max }+\frac{1}{2}\left(K / \lambda_{1}\right)^{1 / 2}\left|V_{, t}\right|_{\max } \\
& +\left(\frac{\Omega^{1 / 2}}{2 \lambda_{1}}\right)^{1 / 2} \frac{K}{\varepsilon_{4}}\left[\frac{\partial^{2} E_{3}(0, t)}{\partial z^{2}}\right] \\
M_{2}= & {\left[\left(\frac{1}{\lambda_{1}}\right)^{1 / 2}+\frac{2}{\lambda_{1}}|V|_{\max }+\frac{C^{1 / 2}}{\lambda_{1}}|V|_{\max }+\frac{1}{\lambda_{1}}(C / K)^{1 / 2}+2\left(C / \lambda_{1}\right)^{1 / 2}\right.} \\
+ & \left.K^{1 / 2}+(K C)^{1 / 2}\right]
\end{aligned}
$$

and

$$
\begin{align*}
M_{3}= & \Omega^{1 / 4}\left[\frac{1}{\left(2 \lambda_{1}^{3}\right)^{1 / 2} \varepsilon_{1}}+\frac{2^{3 / 2} C}{\lambda_{1} \varepsilon_{2}}+\frac{2^{3 / 2} C K}{\lambda_{1}^{1 / 2} \varepsilon_{3}}\right]\left[\frac{\partial^{2} E_{1}}{\partial z^{2}}(0, t)\right] \\
& +\left(\frac{C K}{\lambda_{1}}\right)^{1 / 2}+\frac{C^{1 / 2}}{\lambda_{1}} \tag{4.28}
\end{align*}
$$

Explicit bounds for $|V|_{\max }$ and $\left|V_{, t}\right|_{\max }$ as well as bounds for the total energies $E(0, t), \frac{\partial^{2} E_{1}}{\partial z^{2}}(0, z)$, and $\frac{\partial^{2} E_{3}}{\partial z^{2}}(0, z)$ in terms of data are derived in sections 5 and 6, respectively.

Suppose now that the quantity $\int(\xi-z)^{2} w_{i, j} w_{i, j} d x$ takes its maximum value at $t^{*} \in[0, T]$. Then, evaluating (4.25) at $t=t^{*}$, we have

$$
\begin{align*}
& \left.\gamma \int_{R_{z}}(\xi-z)^{2} w_{i, j} w_{i, j} d x\right|_{t=t^{*}} \\
& \quad \leq\left(M_{1}-1\right) E\left(z, t^{*}\right)+M_{2}\left(-\frac{\partial}{\partial z} E\left(z, t^{*}\right)\right)+M_{3}\left(\frac{\partial^{2}}{\partial z^{2}} E\left(z, t^{*}\right)\right) \tag{4.29}
\end{align*}
$$

where

$$
\begin{equation*}
\gamma=\frac{1}{2}\left[K\left(1-\frac{|V|_{\max }}{\lambda_{1}^{1 / 2}}\right)-\left(\varepsilon_{1}+\varepsilon_{2}+\varepsilon_{3}+\varepsilon_{4}\right)\right] . \tag{4.30}
\end{equation*}
$$

At this point, we require that the data be small enough to satisfy

$$
\begin{equation*}
|V|_{\max }<\lambda_{1}^{1 / 2} \tag{4.31}
\end{equation*}
$$

in which case the $\varepsilon_{i}$ can be chosen small enough that $\gamma>0$. We further restrict the data by requiring that

$$
\begin{equation*}
M_{1}<1 \tag{4.32}
\end{equation*}
$$

and since $E(z, t)$ and its first and second derivatives are monotone functions of $t$, we have

$$
\begin{equation*}
\left.\gamma \int_{R_{z}}(\xi-z)^{2} w_{i, j} w_{i, j} d x\right|_{t=t^{*}} \leq M_{2}\left(-\frac{\partial}{\partial z} E(z, t)\right)+M_{3}\left(\frac{\partial^{2}}{\partial z^{2}} E(z, t)\right) \tag{4.33}
\end{equation*}
$$

Inserting (4.33) back into (4.25), we conclude that

$$
\begin{equation*}
\frac{K}{2 \delta}\left(1-\frac{|V|_{\max }}{\lambda_{1}^{1 / 2}}\right)\left[M_{3} \frac{\partial^{2} E}{\partial z^{2}}+M_{2}\left(-\frac{\partial E}{\partial z}\right)\right]-\left(1-M_{1}\right) E \geq 0 \tag{4.34}
\end{equation*}
$$

We rewrite this expression as

$$
\begin{equation*}
\frac{\partial^{2} E}{\partial z^{2}}-a \frac{\partial E}{\partial z}-b E \geq 0 \tag{4.35}
\end{equation*}
$$

where

$$
\begin{equation*}
a=M_{2} / M_{3}, \quad b=\frac{\left(1-M_{1}\right)}{M_{3}}\left[\frac{K}{2 \delta}\left(1-\frac{|V|_{\max }}{\lambda_{1}^{1 / 2}}\right)\right]^{-1} \tag{4.36}
\end{equation*}
$$

We further rewrite (4.35) as

$$
\begin{equation*}
\left(\frac{\partial}{\partial z}-k_{1}\right)\left(\frac{\partial E}{\partial z}+k_{2} E\right) \geq 0 \tag{4.37}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{1}=\frac{a}{2}+\frac{1}{2} \sqrt{a^{2}+4 b}, \quad k_{2}=-\frac{a}{2}+\frac{1}{2} \sqrt{a^{2}+4 b} \tag{4.38}
\end{equation*}
$$

It is well known that (4.37) leads to the conclusion that

$$
\begin{equation*}
E(z, t) \leq E(0, t) e^{-k_{2} z} \tag{4.39}
\end{equation*}
$$

Inequalities (4.31) and (4.32) may be regarded as Reynold's number type restrictions for our problem.
5. Bounds for laminar flow $\boldsymbol{V}$. In this section we derive explicit bounds for the laminar flow $V$ and its time derivative in terms of the geometry of domain and prescribed data.

We recall that the fully developed laminar flow $V$ satisfies the initial-boundary value problem (2.6)-(2.8), i.e.,

$$
\begin{array}{cl}
V_{, t}-\Delta V=P(t) & \text { in } D_{z} \times\{t>0\} \\
V(x, 0)=0 & \text { in } D_{z} \times\{t=0\} \\
V(x, t)=0 & \text { on } \partial D_{z} \times\{t>0\}
\end{array}
$$

where $P(t)$ is an unknown function but is determined from the condition

$$
\begin{equation*}
\int_{D} V(x, t) d A=\int_{D} f_{3}(x, t) d A=Q(t) \tag{5.1}
\end{equation*}
$$

and $f_{3}(x, t)$ is the $f_{3}$ of (2.4).
From (5.1), we readily obtain

$$
\begin{gather*}
\frac{1}{2} \frac{\partial}{\partial t} \int_{D} V^{2} d A+\int_{D} V_{, \alpha} V_{, \alpha} d A=P(t) Q(t)  \tag{5.2}\\
\frac{1}{2} \int_{D} V_{, \alpha} V_{, \alpha} d A+\int_{0}^{t} \int_{D}\left(V_{, \eta}\right)^{2} d A d \eta=\int_{0}^{t} P(\eta) Q_{, \eta}(\eta) d \eta \tag{5.3}
\end{gather*}
$$

Now let $\psi$ be a solution of the problem

$$
\begin{cases}\Delta \psi=-1 & \text { in } D  \tag{5.4}\\ \psi=0 & \text { on } \partial D\end{cases}
$$

Then we have

$$
\begin{equation*}
Q(t)=\int_{D} V d A=-\int_{D} V \Delta \psi d A=-\int_{D} V_{, t} \psi d A+S P(t) \tag{5.5}
\end{equation*}
$$

where

$$
\begin{equation*}
S=\int_{D} \psi d A=\int_{D} \psi_{, \alpha} \psi_{, \alpha} d A>0 \tag{5.6}
\end{equation*}
$$

From (5.5) we obtain

$$
\begin{equation*}
P(t)=\frac{1}{S}\left[Q(t)+\int_{D} \psi V_{, t} d A\right] \tag{5.7}
\end{equation*}
$$

Inserting (5.7) into (5.3) leads to

$$
\begin{gather*}
\frac{1}{2} \int_{D} V_{, \alpha} V_{, \alpha} d A+\int_{0}^{t} \int_{D}\left(V_{, \eta}\right)^{2} d A d \eta=\frac{1}{S} \int_{0}^{t} Q_{, \eta}(\eta)\left[Q(\eta)+\int_{D} \psi V_{, \eta} d A\right] d \eta \\
=\frac{1}{2 S}\left[Q^{2}(t)-Q^{2}(0)\right]+\frac{1}{S} \int_{0}^{t} Q_{, \eta}\left(\int_{D} \psi V_{, \eta} d A\right) d \eta \tag{5.8}
\end{gather*}
$$

But $Q(0)=0$, since $V(x, 0)=0$, so (5.8) further reduces to

$$
\begin{align*}
& \frac{1}{2} \int_{D} V_{, \alpha} V_{, \alpha} d A+\int_{0}^{t} \int_{D}\left(V_{, \eta}\right)^{2} d A d \eta \\
& \quad \leq \frac{1}{2 S} Q^{2}(t)+\frac{1}{S}\left[\int_{0}^{t} \int_{D}\left(V_{, \eta}\right)^{2} d A d \eta \int_{0}^{t}\left(Q_{, \eta}\right)^{2} d \eta \int_{D} \psi^{2} d A\right]^{1 / 2} \tag{5.9}
\end{align*}
$$

Using the arithmetic-geometric mean inequality in (5.9) yields, finally,

$$
\begin{align*}
& \int_{D} V_{, \alpha} V_{, \alpha} d A+\int_{0}^{t} \int_{D}\left(V_{, \eta}\right)^{2} d A d \eta \\
& \quad \leq \frac{1}{S} Q^{2}(t)+\frac{1}{S^{2}} \int_{0}^{t}\left(Q_{, \eta}\right)^{2} d \eta \int_{D} \psi^{2} d A=: \bar{M}_{1} \tag{5.10}
\end{align*}
$$

We remark that $S$ is a monotone function of domain as is $\psi$, so that bounds for $S$ and for $\int_{D} \psi^{2} d A$ are easily obtained (see, e.g., [6]).

By a similar derivation, using (5.7) and (5.10) in (5.2) we obtain

$$
\begin{align*}
& \frac{1}{2} \int_{D} V^{2} d A+\int_{0}^{t} \int_{D} V_{, \alpha} V_{, \alpha} d A d \eta=\frac{1}{S} \int_{0}^{t} Q(\eta)\left[Q(\eta)+\int_{D} \psi V_{, \eta} d A\right] d \eta \\
& \leq \frac{1}{S} \int_{0}^{t} Q^{2}(\eta) d \eta+\frac{1}{S}\left[\int_{0}^{t} \int_{D}\left(V_{, \eta}\right)^{2} d A d \eta \int_{D} \psi^{2} d A \int_{0}^{t} Q^{2}(\eta) d \eta\right]^{1 / 2} \\
& \leq \\
& =\frac{1}{S} \int_{0}^{t} Q^{2}(\eta) d \eta+\frac{1}{S}\left\{\left[\frac{1}{S} Q^{2}(t)+\frac{1}{S^{2}} \int_{0}^{t} Q_{, \eta}^{2} d \eta \int_{D} \psi^{2} d A\right]\right. \\
& \left.\quad \cdot \int_{D} \psi^{2} d s \int_{0}^{t} Q^{2}(\eta) d \eta\right\}^{1 / 2}  \tag{5.11}\\
& = \\
& \bar{M}_{2}
\end{align*}
$$

From (5.11) it follows that

$$
\begin{equation*}
\int_{D} V^{2}(x, t) d A \leq 2 \bar{M}_{2} . \tag{5.12}
\end{equation*}
$$

To derive a bound for $|V|_{\max }$, we observe that

$$
\begin{align*}
V(x) & =-\int_{D} G\left(V_{, t}-P(t)\right) d A \\
& =-\int_{D} G V_{, t} d A+P(t) \int_{D} G d A \\
& =-\int_{D} G V_{, t} d A+\psi(x) P(t) \tag{5.13}
\end{align*}
$$

where $G$ is the harmonic Green's function for $D$. Using Schwarz's inequality in (5.13), we obtain

$$
\begin{equation*}
|V| \leq\left(\int_{D} G^{2} d A\right)^{1 / 2}\left(\int_{D} V_{, t}^{2} d A\right)^{1 / 2}+|\psi|_{\max }|P(t)| \tag{5.14}
\end{equation*}
$$

As a limiting expression of results of Weinberger [24], we have

$$
\begin{equation*}
\int_{D} G^{2} d A \leq \frac{|D|}{8 \pi^{2}} \tag{5.15}
\end{equation*}
$$

where $|D|$ is the area of domain $D$. Using (5.9), (5.7), and the monotonicity of $\psi$, we obtain a bound for $|V|_{\max }$. The bound for $\left|V_{, t}\right|_{\max }$ may be found in an analogous way by substituting $V_{, t}$ for $V$ and $P^{\prime}(t)$ for $P(t)$ in the preceding arguments.
6. Bounds for the total weighted energies. In this section we sketch how one can derive the total weighted energy bounds needed to complete our decay results. Since we need it in subsequent arguments, we first show how to bound $\partial^{2} E(0, t) / \partial z^{2}$.

Let $\widehat{u}_{i}$ be the solution of the associated Stokes flow problem

$$
\begin{array}{ll}
\widehat{u}_{i, t}=\Delta \widehat{u}_{i}+\widehat{p}_{, i} & \text { in } R \times\{t>0\}, \\
\widehat{u}_{i, i}=0 & \text { in } R \times\{t>0\}, \\
\widehat{u}_{i}=0 & \text { on } \partial D \times\{t \geq 0\}, \\
\widehat{u}_{i}=f_{i}\left(x_{1}, x_{2}, t\right) & \text { in } D_{0} \times\{t>0\}, \\
\widehat{u}_{i}=0 & \text { in } R \times\{t=0\} . \tag{6.5}
\end{array}
$$

Suppose now that we set

$$
\begin{aligned}
& w_{i}=\left(u_{i}-\widehat{u}_{i}\right)+\left(\widehat{u}_{i}-v_{i}\right)=\chi_{i}+\theta_{i}, \\
& q_{i}=\left(p_{, i}-\widehat{p}_{i}\right)+\left(\widehat{p}_{, i}-P(t) \delta_{i 3}\right)=\sigma_{, i}+\gamma_{, i} .
\end{aligned}
$$

Clearly $\left(\chi_{i}, \sigma\right)$ is the solution of the initial-boundary value problem

$$
\begin{align*}
\chi_{i, t}-\Delta \chi_{i}+u_{j} u_{i, j}=\sigma_{, i} & \text { in } R \times\{t>0\}  \tag{6.6}\\
\chi_{i, i}=0 & \text { in } R \times\{t>0\}  \tag{6.7}\\
\chi_{i}=0 & \text { on } \partial D \times\{t \geq 0\},  \tag{6.8}\\
\chi_{i}=0 & \text { in } D_{0} \times\{t>0\},  \tag{6.9}\\
\chi_{i}=0 & \text { in } R \times\{t=0\} . \tag{6.10}
\end{align*}
$$

Furthermore, by the triangle inequality we have

$$
\begin{equation*}
[E(0, t)]^{1 / 2} \leq[\widehat{E}(0, t)]^{1 / 2}+[\widetilde{E}(0, t)]^{1 / 2} \tag{6.11}
\end{equation*}
$$

where

$$
\begin{aligned}
& \widehat{E}(0, t)=\int_{0}^{t} \int_{R} \xi^{2}\left[\chi_{i, j} \chi_{i, j}+K \chi_{i, \eta} \chi_{i, \eta}\right] d x d \eta \\
& \widetilde{E}(0, t)=\int_{0}^{t} \int_{R} \xi^{2}\left[\theta_{i, j} \theta_{i, j}+K \theta_{i, \eta} \theta_{i, \eta}\right] d x d \eta
\end{aligned}
$$

The same triangle inequality holds for $E_{1}$ and $E_{2}$ separately as well as for their $z$ derivatives. Bounds for $-\frac{\partial \widetilde{E}(0, t)}{\partial z}$ and $\frac{\partial^{2} \widetilde{E}(0, t)}{\partial z^{2}}$ were derived in [2, section 6$]$. Note, however, that the $E(0, t)$ of [2] is our $-\frac{\partial \widetilde{E}(0, t)}{\partial z}$.

We start by deriving a bound for $\frac{\partial^{2} \widehat{E}_{1}(0, t)}{\partial z^{2}}$. Upon integration by parts, we obtain

$$
\begin{equation*}
\frac{\partial^{2} \widehat{E}_{1}(0, t)}{\partial z^{2}}=-2 \int_{0}^{t} \int_{R} \chi_{i}\left[\chi_{i, \eta}+\left(\chi_{j}+\widehat{u}_{, j}\right)\left(\chi_{i}+\widehat{u}_{i}\right)_{, j}-\sigma_{, i}\right] d x d \eta \tag{6.12}
\end{equation*}
$$

In a manner analogous to that of section 4 , it is readily seen that

$$
\begin{aligned}
& \frac{\partial^{2} \widehat{E}_{1}(0, t)}{\partial z^{2}}+\left.\int_{R} \chi_{i} \chi_{i} d x\right|_{\eta=t}=-2 \int_{0}^{t} \int_{R} \chi_{i}\left(\chi_{j}+\widehat{u}_{j}\right) \widehat{u}_{i, j} d x d \eta \\
& =2 \int_{0}^{t} \int_{R} \chi_{i, j}\left[\chi_{j}\left(\theta_{i}+v_{i}\right)+\left(\theta_{j}+v_{j}\right)\left(\theta_{i}+v_{i}\right)\right] d x d \eta \\
& =2 \int_{0}^{t} \int_{R} \chi_{i, j} \chi_{j} \theta_{i} d x d \eta+2 \int_{0}^{t} \int_{R} \chi_{3, j} \chi_{j} V d x d \eta \\
& \quad+2 \int_{0}^{t} \int_{R} \chi_{i, j} \theta_{i} \theta_{j} d x d \eta+2 \int_{0}^{t} \int_{R} \chi_{i, 3} \theta_{i} V d x d \eta+2 \int_{0}^{t} \int_{R} \chi_{3, j} \theta_{j} V d x d \eta \\
& \quad+2 \int_{0}^{t} \int_{R} \chi_{3,3} V^{2} d x d \eta \\
& \leq C_{1} \max _{t}\left[\int_{r} \theta_{i, j} \theta_{i, j} d x\right]^{1 / 2} \frac{\partial^{2} \widehat{E}_{1}(0, t)}{\partial z^{2}}+C_{2}|V|_{\max } \frac{\partial^{2} \widehat{E}_{1}(0, t)}{\partial z^{2}} \\
& \quad+C_{3} \max _{t}\left[\int_{R} \theta_{i, j} \theta_{i, j} d x\right]^{1 / 2}\left[\frac{\partial^{2} \widehat{E}_{1}(0, t)}{\partial z^{2}} \cdot \frac{\partial^{2} \widetilde{E}_{1}(0, t)}{\partial z^{2}}\right]^{1 / 2} \\
& \quad+C_{4}|V|_{\max }\left[\frac{\partial^{2} \widehat{E}_{1}(0, t)}{\partial z^{2}} \cdot \frac{\partial^{2} \widetilde{E}(0, t)}{\partial z^{2}}\right]^{1 / 2} \\
& \text { 3) }
\end{aligned}
$$

for computable $C_{i}(i=1,2, \ldots, 5)$. Applying the arithmetic-geometric mean inequality, (6.13) yields the bound

$$
\begin{equation*}
\left\{1-C_{1} \max _{t}\left[\int_{R} \theta_{i, j} \theta_{i, j} d x\right]^{1 / 2}-C_{2}|V|_{\max }-\varepsilon\right\} \frac{\partial^{2} \widehat{E}_{1}(0, t)}{\partial z^{2}} \leq \text { data } \tag{6.14}
\end{equation*}
$$

provided the term in brackets is positive for some positive $\varepsilon$.
A bound for $\int_{R} \theta_{i, j} \theta_{i, j} d x$ in terms of data was derived in [2] for general $t$. Again, if the maximum value of $\int_{R} \theta_{i, j} \theta_{i, j} d x$ occurs at $t^{*} \in(0, t)$, we may employ the bounds of [2] for $t=t^{*}$. By use of Schwarz's inequality, if necessary, these data bounds may be made monotone in $t$ and thus yield a bound for $\max _{t} \int_{R} \theta_{i, j} \theta_{i, j} d x$ that is independent of the unknown $t^{*}$. If the data terms are small enough, we can then satisfy

$$
\begin{equation*}
C_{1} \max _{t}\left[\int_{R} \theta_{i, j} \theta_{i, j} d x\right]^{1 / 2}+C_{2}|V|_{\max } \leq 1-\varepsilon \tag{6.15}
\end{equation*}
$$

It can be shown that if $u_{3, t}$ is continuous on $\partial D$ at $t=0$, the same arguments yield a bound for $\frac{\partial^{2} \widehat{E}_{3}(0, t)}{\partial z^{2}}$, since we already have a bound for $\left|V_{, t}\right|_{\max }$. The key is to show that $\left.\int_{R} \chi_{i, t} \chi_{i, t} d x\right|_{t=0}$ is zero. This follows since

$$
\begin{equation*}
\left.\int_{R} \chi_{i, t} \chi_{i, t} d x\right|_{t=0}=\left.\int_{R} \chi_{i, t} \sigma_{, i} d x\right|_{t=0}=-\int_{D_{0}} \chi_{3, t} \sigma d A=0 \tag{6.16}
\end{equation*}
$$

recalling that $\chi_{i}=0$ in $D_{0}$.

We next indicate how to find a bound for $\frac{\partial^{2} \widehat{E}_{2}(0, t)}{\partial z^{2}}$ and then complete our bound for $\frac{\partial^{2} \widehat{E}(0, t)}{\partial z^{2}}$. Clearly, we have

$$
\begin{align*}
& \frac{\partial^{2} \widehat{E}_{2}(0, t)}{\partial z^{2}}+\left.\int_{R} \chi_{i, j} \chi_{i, j} d x\right|_{\eta=t} \\
& \quad=-2 \int_{0}^{t} \int_{R} \chi_{i, \eta}\left(\chi_{j}+\theta_{j}+v_{j}\right)\left(\chi_{i}+\theta_{i}+v_{i}\right)_{, j} d x d \eta \tag{6.17}
\end{align*}
$$

The arguments of section 4 allow us to bound $\frac{\partial^{2} \widehat{E}_{2}(0, t)}{\partial z^{2}}$ in terms of data and $\frac{\partial^{2} \widehat{E}_{3}(0, t)}{\partial z^{2}}$ provided data terms are small enough. This then provides a bound for $\frac{\partial^{2} \widehat{E}(0, t)}{\partial z^{2}}$. But the bound for $\frac{\partial^{2} \widetilde{E}(0, t)}{\partial z^{2}}$ is known from [2]. It follows then that we have a bound for $\frac{\partial^{2} E(0, t)}{\partial z^{2}}$. This yields a bound for $E(0, t)$ as follows. Evaluating (4.34) at $z=0$, we find

$$
\begin{equation*}
E(0, t)=\frac{1}{b} \frac{\partial^{2} E(0, t)}{\partial z^{2}}-\frac{a}{b} \frac{\partial E(0, t)}{\partial z} \tag{6.18}
\end{equation*}
$$

By Schwarz's inequality, we have

$$
\begin{equation*}
-\frac{\partial E(0, t)}{\partial z} \leq \sqrt{2}\left[E(0, t) \cdot \frac{\partial^{2} E(0, t)}{\partial z^{2}}\right]^{1 / 2} \tag{6.19}
\end{equation*}
$$

Combining (6.18) and (6.19) and using the arithmetic-geometric mean inequality yields

$$
\begin{equation*}
E(0, t) \leq 2\left[\frac{1}{b}+\frac{a^{2}}{b^{2}}\right] \frac{\partial^{2} E(0, t)}{\partial z^{2}} \tag{6.20}
\end{equation*}
$$

Finally, with the bounds for $E(0, t)$ and $\frac{\partial^{2} E_{3}(0, t)}{\partial z^{2}}$ we can make (4.39) explicit provided the data terms are sufficiently small. These data terms depend on $f_{i}$ and its derivatives, the time interval, and the size of $D$. So our results will hold not only if the $f_{i}$ and its derivatives are small enough but also for general data if the time interval or the size of the domain is sufficiently small.
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# HOMOGENIZATION THEORY AND THE ASSESSMENT OF EXTREME FIELD VALUES IN COMPOSITES WITH RANDOM MICROSTRUCTURE* 
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#### Abstract

Suitable macroscopic quantities are identified and used to assess the field distribution within a composite specimen of finite size with random microstructure. Composites made of $N$ anisotropic dielectric materials are considered. The characteristic length scale of the microstructure relative to the length scale of the specimen is denoted by $\varepsilon$, and realizations of the random composite microstructure are labeled by $\omega$. Consider any cube $C_{0}$ located inside the composite. The function $P^{\varepsilon}\left(t, C_{0}, \omega\right)$ gives the proportion of $C_{0}$ where the square of the electric field intensity exceeds $t$. The analysis focuses on the case when $0<\varepsilon \ll 1$. Rigorous upper bounds on $\lim _{\varepsilon \rightarrow 0} P^{\varepsilon}\left(t, C_{0}, \omega\right)$ are found. They are given in terms of the macrofield modulation functions. The macrofield modulation functions capture the excursions of the local electric field fluctuations about the homogenized or macroscopic electric field. Information on the regularity of the macrofield modulations translates into bounds on $\lim _{\varepsilon \rightarrow 0} P^{\varepsilon}\left(t, C_{0}, \omega\right)$. Sufficient conditions are given in terms of the macrofield modulation functions that guarantee polynomial and exponential decay of $\lim _{\varepsilon \rightarrow 0} P^{\varepsilon}\left(t, C_{0}, \omega\right)$ with respect to " $t$." For random microstructure with oscillation on a sufficiently small scale we demonstrate that a pointwise bound on the macrofield modulation function provides a pointwise bound on the actual electric field intensity. These results are applied to assess the distribution of extreme electric field intensity for an $L$-shaped domain filled with a random laminar microstructure.
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1. Introduction. Failure of composite materials can often be attributed to the presence of large local fields. This includes extreme temperature gradients and large electric and current fields as well as mechanical stresses [9]. These fields are strongly influenced by the local microgeometry inside the composite. It is often the case that the microgeometry of heterogeneous specimens is known only in a statistical sense. Motivated by these considerations, we examine the distribution of extreme field values in random heterogeneous media. The focus here is to assess the likelihood that the magnitude of the electric field inside the composite exceeds a prescribed nominal value for almost every realization of the random microstructure.

Here we consider a random composite made up of $N$ anisotropic dielectric materials with dielectric tensors $A_{1}, A_{2}, \ldots, A_{N}$. To describe the dielectric tensor for a finite size sample of random composite, we begin with the description of a random medium of infinite extent. The dielectric tensor field $A(\mathbf{y}, \omega)$ associated with the composite is a function of both position $\mathbf{y}$ and geometric realization $\omega$ taken from the sample space $\Omega$. For each realization $\omega$, the tensor field $A(\mathbf{y}, \omega)$ is piecewise constant taking

[^28]only the values $A_{1}, A_{2}, \ldots, A_{N}$ for different points $\mathbf{y}$ in $R^{3}$. The random medium is assumed to be stationary, i.e., for any finite choice of points $\mathbf{y}_{1}, \mathbf{y}_{2}, \ldots, \mathbf{y}_{k}$ and any vector $\mathbf{h}$, the distribution of the random tensor
\[

$$
\begin{equation*}
A\left(\mathbf{y}_{1}+\mathbf{h}, \omega\right), A\left(\mathbf{y}_{2}+\mathbf{h}, \omega\right), \ldots, A\left(\mathbf{y}_{k}+\mathbf{h}, \omega\right) \tag{1.1}
\end{equation*}
$$

\]

does not depend on $\mathbf{h}$. The finite size composite specimen occupies the bounded domain $\mathcal{D}$, and points inside it are denoted by $\mathbf{x}$. The dielectric tensor for a composite with a random microstructure of characteristic length scale $\varepsilon$ relative to the size of $\mathcal{D}$ is given by

$$
\begin{equation*}
A^{\varepsilon}(\mathbf{x}, \omega)=A\left(\frac{\mathbf{x}}{\varepsilon}, \omega\right) \tag{1.2}
\end{equation*}
$$

The potential inside the composite is denoted by $\phi^{\varepsilon}(\mathbf{x}, \omega)$. For a prescribed charge distribution $f=f(\mathbf{x})$ and prescribed values of the electric potential on the boundary of the domain $\mathcal{D}$ given by $\phi^{\varepsilon}(\mathbf{x}, \omega)=\phi_{0}(\mathbf{x})$, the potential is the solution of

$$
\begin{equation*}
-\operatorname{div}\left(A^{\varepsilon}(\mathbf{x}, \omega) \nabla \phi^{\varepsilon}(\mathbf{x}, \omega)\right)=f \tag{1.3}
\end{equation*}
$$

in $\mathcal{D}$. Here (1.3) holds in the sense of distributions. The associated electric field $\mathbf{E}^{\varepsilon}(\mathbf{x}, \omega)=-\nabla \phi^{\varepsilon}(\mathbf{x}, \omega)$ is not necessarily a stationary random field; this is due to the finite size of the domain $\mathcal{D}$ and the prescribed charge distribution.

Failure initiation criteria are often given in terms of a critical field strength such that if a significant portion of the sample has field strength above this value, then the failure process is initiated [7]. Motivated by this observation, we focus on the subset of the composite where $\left|\mathbf{E}^{\varepsilon}\right|^{2}$ exceeds the value $t>0$, and we denote it by $S_{t}^{\varepsilon}(\omega)$. Consider any cube $C_{0}$ inside the composite. It is assumed here that the boundary of the cube does not intersect the boundary of the specimen. The field distribution function $\lambda^{\varepsilon}\left(t, C_{0}, \omega\right)$ gives the volume of the intersection of $S_{t}^{\varepsilon}(\omega)$ with $C_{0}$, i.e., $\lambda^{\varepsilon}\left(t, C_{0}, \omega\right)=\left|S_{t}^{\varepsilon}(\omega) \cap C_{0}\right|$. Here $|S|$ denotes the volume of the set $S$. Division of $\lambda^{\varepsilon}\left(t, C_{0}, \omega\right)$ by the volume of the cube gives the function $P^{\varepsilon}\left(t, C_{0}, \omega\right)$. Here $P^{\varepsilon}\left(t, C_{0}, \omega\right)$ gives the proportion of the cube experiencing field strength greater than $t$. One also defines the electric field distribution inside the part of the $i$ th phase contained in the cube $C_{0}$. The volume of the set in the $i$ th phase contained in $C_{0}$ where $\left|\mathbf{E}^{\varepsilon}\right|^{2}$ exceeds the value $t>0$ is denoted by $\lambda_{i}^{\varepsilon}\left(t, C_{0}, \omega\right)$. The set occupied by the $i$ th phase is denoted by $S_{i}^{\varepsilon}(\omega)$. Analogously $P_{i}^{\varepsilon}\left(t, C_{0}, \omega\right) \equiv \lambda_{i}^{\varepsilon}\left(t, C_{0}, \omega\right) /\left|S_{i}^{\varepsilon}(\omega) \cap C_{0}\right|$ gives the proportion if the $i$ th phase contained in $C_{0}$ with field strength greater than $t$.

In this paper we obtain bounds on $P^{\varepsilon}\left(t, C_{0}, \omega\right)$ and $P_{i}^{\varepsilon}\left(t, C_{0}, \omega\right)$ in the limit of vanishing $\varepsilon$. These bounds are expressed in terms of suitable macroscopic quantities dubbed macrofield modulation functions. To illustrate the ideas, one applies the Chebyshev inequality to obtain the bound on $P^{\varepsilon}\left(t, C_{0}, \omega\right)$ given by

$$
\begin{equation*}
P^{\varepsilon}\left(t, C_{0}, \omega\right) \leq t^{-p} \frac{1}{\left|C_{0}\right|} \int_{C_{0}}\left|\mathbf{E}^{\varepsilon}(\mathbf{x}, \omega)\right|^{2 p} d \mathbf{x} \tag{1.4}
\end{equation*}
$$

In section 2 we state the homogenized version of (1.4) given by

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} P^{\varepsilon}\left(t, C_{0}, \omega\right) \leq t^{-p} A_{p}\left(C_{0}\right) \tag{1.5}
\end{equation*}
$$

Here $A_{p}\left(C_{0}\right)$ is independent of $\omega$ and is described in terms of the macrofield modulation functions. The macrofield modulation of order $p$ is the $L^{p}$ norm of the square
of the electric field intensity for the associated corrector problem (2.2) posed on the infinite random medium when the random medium is subjected to an imposed macroscopic electric field; see (2.9). Proposition 2.1 explicitly shows how integrability of order $p$ at the level of the corrector problem contributes to the $t^{-p}$ order decay of $\lim _{\varepsilon \rightarrow 0} P^{\varepsilon}\left(t, C_{0}, \omega\right)$. Similarly, Proposition 2.3 shows how $L^{\infty}$ regularity of the square of the electric field intensity for the associated corrector problem allows $\lim _{\varepsilon \rightarrow 0} P^{\varepsilon}\left(t, C_{0}, \omega\right)$ to vanish above a critical value of $t$. For this case we can pass to a subsequence, if necessary, to derive a pointwise bound on the local electric field intensity for almost every realization of the random microstructure when the scale of the microstructure is sufficiently small; see Proposition 2.4. When the macrofield modulation function has bounded mean oscillation, an explicit upper bound is obtained that is exponential in $-t$ and is given in terms of the BMO norm of the macrofield modulation function; see Proposition 2.5. The corrector problem that is used to define the macrofield modulation functions is well known and naturally arises in the definition of the effective dielectric tensor $[1,10,17,18]$.

It is pointed out that the main results given by Propositions 2.1 through 2.6 are strong limit theorems in that they hold for almost all realizations of the random medium. Propositions 2.1 through 2.6 are a direct consequence of the homogenization constraints given in Proposition 3.1. These constraints relate the macrofield modulation functions to the distribution of states for the square of the electric field intensity. This type of constraint is introduced in $[11,14]$ for the case of graded locally periodic microstructures and in the context of G convergence for multiphase linearly elastic composites. The results reported here apply to the mathematically identical situations appearing in the contexts of thermal conductivity and DC electric conductivity.

The paper is organized as follows: In section 2 the macrofield modulation functions are introduced and the main results are presented. The homogenization constraint is introduced and derived in section 3. The homogenized version of Chebyshev's inequality is established in section 4 . The bounds on the support of $\lim _{\varepsilon \rightarrow 0} P_{i}^{\varepsilon}\left(t, C_{0}, \omega\right)$ and $\lim _{\varepsilon \rightarrow 0} P^{\varepsilon}\left(t, C_{0}, \omega\right)$ are obtained in section 5 . These are given in terms of the $L^{\infty}$ norm of the macrofield modulation functions. The pointwise upper bounds are derived in section 6 . The exponentially decaying bound on $\lim _{\varepsilon \rightarrow 0} P^{\varepsilon}\left(t, C_{0}, \omega\right)$ is derived in section 7 . In section 8 we consider a highly oscillatory, randomly layered dielectric occupying an $L$-shaped domain. The dielectric is subjected to a prescribed charge density and the electric potential satisfies homogeneous Dirichlet boundary conditions. The macrofield modulation functions together with the results of section 2 are applied to assess the distribution of the electric field intensity inside the domain.
2. The macrofield modulation functions and main results. To introduce the macrofield modulation functions, we consider a random composite of infinite extent. For stationary random media it is shown in [17] that one can regard the dielectric tensor $A(\mathbf{y}, \omega)$ as the realization of a random function $\tilde{A}$ with respect to a threedimensional dynamical system $T$ acting on a suitable sample space; see also [2] for a more recent discussion. In view of this let $(\Omega, \mathcal{F}, \mathcal{P})$ be a probability space. For a given partition of $\Omega$ into $N$ measurable subsets $\Omega_{1}, \Omega_{2}, \ldots, \Omega_{N}$ we introduce the indicator functions $\tilde{\chi}_{i}$ taking the values 1 in $\Omega_{i}$ and zero outside and set $\tilde{A}(\omega)=\sum_{\tilde{A}}^{N}{ }_{i=1} A_{i} \tilde{\chi}_{i}(\omega)$. Following [5, 10, 17] we regard the dielectric $A(\mathbf{y}, \omega)$ as a realization of $\tilde{A}$ with respect to a three-dimensional dynamical system $T$ on $\Omega$, i.e., $A(\mathbf{y}, \omega)=\tilde{A}(T(\mathbf{y}) \omega)$ for $(\mathbf{y}, \omega)$ in $R^{3} \times \Omega$. Here the family of mappings $T=T(\mathbf{y}), \mathbf{y}$ in $R^{3}$ from $\Omega$ into $\Omega$, is one to one and preserves the measure $\mathcal{P}$ on $\Omega$; i.e., for any $A$ in $\mathcal{F}$ one has $\mathcal{P}(T(-\mathbf{y}) A)=\mathcal{P}(A)$. The family of transforms is a group with $T(0) \omega=\omega, T(\mathbf{y}+\mathbf{h})=T(\mathbf{y}) T(\mathbf{h})$, and
for any $\mathcal{P}$ measurable function $\tilde{f}$ on $\Omega$, the function $\tilde{f}(T(\mathbf{y}) \omega)$ defined on $R^{3} \times \Omega$ is also measurable with respect to $\mathcal{L} \times \mathcal{F}$, where $\mathcal{L}$ stands for the $\sigma$-algebra of Lebesguemeasurable subsets of $R^{3}$. Lastly, it is assumed that the dynamical system is ergodic.

Let $\mathbf{e}^{1}, \mathbf{e}^{2}, \mathbf{e}^{3}$ represent unit vectors along the coordinate directions in $R^{3}$. A constant electric field $\mathbf{e}^{k}$ is imposed on the infinite random medium. The dielectric response in the composite is given by an electric field that can be decomposed into the imposed electric field $\mathbf{e}^{k}$ and a stationary random fluctuation $-\nabla \varphi^{k}(\mathbf{y}, \omega)=$ $\mathbf{G}^{k}(T(\mathbf{y}) \omega)$, where $\mathbf{G}^{k}$ is in $L^{2}(\Omega, \mathcal{P})$ with zero mean, i.e., $\left\langle\mathbf{G}^{k}\right\rangle=\int_{\Omega} \mathbf{G}^{k} d \mathcal{P}=0$; see $[5,10,17,8]$. From the Birkhoff ergodic theorem it follows that for any sequence of cubes $Q(r)$ of side length $2 r$ and volume $|Q(r)|$,

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{1}{|Q(r)|} \int_{Q(r)}\left(-\nabla \varphi^{k}(\mathbf{y}, \omega)\right) d \mathbf{y}=\left\langle\mathbf{G}^{k}\right\rangle=0 \tag{2.1}
\end{equation*}
$$

The fluctuation solves

$$
\begin{equation*}
-\operatorname{div}\left(A(\mathbf{y}, \omega)\left(\nabla \varphi^{k}(\mathbf{y}, \omega)+\mathbf{e}^{k}\right)\right)=0 \tag{2.2}
\end{equation*}
$$

for $\mathbf{y}$ in $R^{3}$. For an imposed constant electric field of the general form $\overline{\mathbf{E}}=\left(E_{1} \mathbf{e}^{1}+\right.$ $E_{2} \mathbf{e}^{2}+E_{3} \mathbf{e}^{3}$ ), the stationary random fluctuation is obtained by superposition and is given by $-\nabla \varphi(\mathbf{y}, \omega)=\sum_{k=1}^{3} E_{k} \mathbf{G}^{k}(T(\mathbf{y}) \omega)$. For future reference we introduce the matrix with column vectors $\mathbf{G}^{k}$ given by $\underline{\tilde{\mathbf{G}}}(\omega)=\left(\mathbf{G}^{1}(\omega), \mathbf{G}^{2}(\omega), \mathbf{G}^{3}(\omega)\right)$. Then $-\nabla \varphi(\mathbf{y}, \omega)=\underline{\tilde{\mathbf{G}}}(T(\mathbf{y}) \omega) \overline{\mathbf{E}}$ and $\mathbf{E}(\mathbf{y}, \omega)=(I+\underline{\tilde{\mathbf{G}}}(T(\mathbf{y}) \omega)) \overline{\mathbf{E}}$. The dielectric displacement is a stationary random field, and its mean is given by

$$
\begin{equation*}
\langle\mathbf{D}\rangle=\int_{\Omega} \tilde{A}(\omega)(I+\underline{\tilde{\mathbf{G}}}(\omega)) \overline{\mathbf{E}} d \mathcal{P}(\omega)=\lim _{r \rightarrow \infty} \frac{1}{|Q(r)|} \int_{Q(r)} A(\mathbf{y}, \omega) \mathbf{E}(\mathbf{y}, \omega) d y \tag{2.3}
\end{equation*}
$$

The effective dielectric tensor $A^{E}$ provides the linear relation between the imposed electric field $\overline{\mathbf{E}}$ and the mean dielectric displacement $\langle\mathbf{D}\rangle$, i.e., $\langle\mathbf{D}\rangle=A^{E} \overline{\mathbf{E}}$; see $[5,10,17,8]$.

When considering failure initiation it is important to assess the magnitude of the local electric field inside the random medium arising from the imposed electric field $\overline{\mathbf{E}}$. Here one is interested in the probability that the square of the electric field intensity $|\mathbf{E}|^{2}$ in the $i$ th phase exceeds a nominal value $t$. For the stationary random case this probability is the same for every point and is given by $\theta_{t, i}=\mathcal{P}\left(\tilde{\chi}_{i}(\omega)|(I+\underline{\tilde{\mathbf{G}}}(\omega)) \overline{\mathbf{E}}|^{2}>\right.$ $t$ ). Other quantities that are useful for local field assessment are given by the $L^{p}$ norms, $1 \leq p \leq \infty$. The $L^{p}(\Omega)$ norm of a $\mathcal{P}$ measurable function $\tilde{g}$ is denoted by $\|\tilde{g}\|_{L^{p}(\Omega)}$. Since $T(\mathbf{y})$ preserves the measure $\mathcal{P}$ on $\Omega$, it follows that

$$
\begin{equation*}
\left\|\chi_{i}(\mathbf{y}, \omega)|\mathbf{E}(\mathbf{y}, \omega)|^{2}\right\|_{L^{p}(\Omega)}=\left\|\tilde{\chi}_{i}(\omega)|(I+\underline{\tilde{\mathbf{G}}}(\omega)) \overline{\mathbf{E}}|^{2}\right\|_{L^{p}(\Omega)} \quad \text { for every } \mathbf{y} \text { in } R^{3} . \tag{2.4}
\end{equation*}
$$

Motivated by these considerations, we introduce moments of the local electric field of order $p$.

## Definition: Moments of the local electric field.

$$
\begin{equation*}
f_{p}^{i}(\overline{\mathbf{E}})=\left\|\tilde{\chi}_{i}(\omega)|(I+\underline{\tilde{\mathbf{G}}}(\omega)) \overline{\mathbf{E}}|^{2}\right\|_{L^{p}(\Omega)}=\left(\int_{\Omega} \tilde{\chi}_{i}(\omega)|(I+\underline{\tilde{\mathbf{G}}}(\omega)) \overline{\mathbf{E}}|^{2 p} d \mathcal{P}(\omega)\right)^{1 / p} \tag{2.5}
\end{equation*}
$$

for $1 \leq p \leq \infty$.
Moments of the electric field have been calculated for two-dimensional random dispersions of disk-, needle-, and square-shaped inclusions in [4].

It is pointed out that the electric field generated by a constant imposed electric field is self-similar under a rescaling of the infinite random medium. Indeed, set $\varepsilon_{k}=$ $1 / k$ and rescale the material properties by $A^{\varepsilon_{k}}(\mathbf{y}, \omega)=A\left(\mathbf{y} / \varepsilon_{k}, \omega\right)$. It is easily checked that the electric field also rescales as $\mathbf{E}^{\varepsilon_{k}}(\mathbf{y}, \omega)=\mathbf{E}\left(\mathbf{y} / \varepsilon_{k}, \omega\right)$. Thus the analysis of electric field distribution for the $\varepsilon_{k}$ scale microstructure reduces to an analysis for the unrescaled random media. However, this symmetry is broken for generic situations when the specimen is finite in extent and the loading is not uniform throughout the sample. Because of this the electric field in the composite is not obtained directly through an analysis of the electric field in an infinite random medium. Instead, it is shown here that a suitable multiscale analysis using macrofield modulation functions provides rigorous bounds on the field distributions $P^{\varepsilon}\left(t, C_{0}, \omega\right)$ and $P_{i}^{\varepsilon}\left(t, C_{0}, \omega\right)$ for almost every realization in the limit of vanishing $\varepsilon$.

Consider a finite size specimen $\mathcal{D}$ filled with random composite with characteristic length scale $\varepsilon_{k}=1 / k$. Here the composite is described by $A^{\varepsilon_{k}}(\mathbf{x}, \omega)=\tilde{A}\left(T\left(\mathbf{x} / \varepsilon_{k}\right) \omega\right)$, and the electric potential $\phi^{\varepsilon_{k}}(\mathbf{x}, \omega)$ solves the boundary value problem described in the introduction with equilibrium condition given by (1.3). The electric field is given by $\mathbf{E}^{\varepsilon_{k}}=-\nabla\left(\phi^{\varepsilon_{k}}\right)$. The multiscale analysis proceeds in two steps. The first step is the up scaling or homogenization step where the macroscopic electric field is determined. From the theory of random homogenization, the fields $\mathbf{E}^{\varepsilon_{k}}(\mathbf{x}, \omega)$ and $\mathbf{D}^{\varepsilon_{k}}(\mathbf{x}, \omega)=\mathbf{A}^{\varepsilon_{k}}(\mathbf{x}, \omega) \mathbf{E}^{\varepsilon_{k}}(\mathbf{x}, \omega)$ converge to the deterministic macroscopic fields $\mathbf{E}(\mathbf{x})^{M}$ and $\mathbf{D}^{M}(x)$ as $\varepsilon_{k}$ goes to zero for almost every $\omega$; see [10, 17]. Here the convergence of the sequences of electric and displacement fields is given by weak convergence in $L^{2}(\mathcal{D})^{3}$. The deterministic macroscopic potential $\phi^{M}(\mathbf{x})$ satisfies the boundary condition $\phi^{M}(\mathbf{x})=\phi_{0}(\mathbf{x})$. The macroscopic dielectric displacement satisfies the equilibrium equation

$$
\begin{equation*}
\operatorname{div} \mathbf{D}^{M}=f \tag{2.6}
\end{equation*}
$$

and $\mathbf{E}^{M}=-\nabla \phi^{M}$. The displacement and electric field are related through the homogenized constitutive law

$$
\begin{equation*}
\mathbf{D}^{M}(\mathbf{x})=A^{E} \mathbf{E}^{M}(\mathbf{x}) \tag{2.7}
\end{equation*}
$$

The second step is a down scaling step and gives the interaction between the macroscopic electric field $\mathbf{E}^{M}(\mathbf{x})$ and the microstructure. For each $\mathbf{x}$, the microscopic dielectric response is given by

$$
\begin{equation*}
\mathbf{E}(\mathbf{x}, \mathbf{y}, \omega)=(I+\underline{\tilde{\mathbf{G}}}(T(\mathbf{y}) \omega)) \mathbf{E}^{M}(\mathbf{x}) . \tag{2.8}
\end{equation*}
$$

The relevant interaction is described by the macrofield modulation function $f_{p}^{i}\left(\mathbf{E}^{M}(\mathbf{x})\right)$ given by the following definition.

## Definition: Macrofield modulation function.

$$
\begin{equation*}
f_{p}^{i}\left(\mathbf{E}^{M}(\mathbf{x})\right)=\left\|\tilde{\chi}_{i}(\omega)\left|(I+\underline{\tilde{\mathbf{G}}}(\omega)) \mathbf{E}^{M}(\mathbf{x})\right|^{2}\right\|_{L^{p}(\Omega)} \tag{2.9}
\end{equation*}
$$

for $1 \leq p \leq \infty$. The macrofield modulation function $f_{p}^{i}\left(\mathbf{E}^{M}(\mathbf{x})\right)$ provides a measure of the amplification or diminution of $\mathbf{E}^{M}(\mathbf{x})$ by the random medium. Explicit formulas for the macrofield modulation functions for randomly layered two-phase dielectrics are given in section 8 .

Consider any cube $C_{0}$ inside the composite. The $L^{1}$ norm of a function $g(\mathbf{x})$ over the cube $C_{0}$ is denoted by $\|g\|_{L^{1}\left(C_{0}\right)}$. In what follows, it is always assumed that
$\theta_{i}=\int_{\Omega} \tilde{\chi}_{i}(\omega) d \mathcal{P}>0$, and from ergodicity the volume occupied by the $i$ th phase in the cube $C_{0}$ tends to the nonzero limit $\lim _{\varepsilon_{k} \rightarrow 0} \int_{C_{0}} \tilde{\chi}_{i}\left(T\left(\mathbf{x} / \varepsilon_{k}\right) \omega\right) d \mathbf{x}=\theta_{i}\left|C_{0}\right|$ as $\varepsilon_{k}$ tends to zero. Passing to a subsequence, if necessary, we consider $\lim _{\varepsilon_{k} \rightarrow 0} P_{i}^{\varepsilon_{k}}\left(t, C_{0}, \omega\right)$.

If it is known that $\left\|\left|f_{p}^{i}\left(\mathbf{E}^{M}(\mathbf{x})\right)\right|^{p}\right\|_{L^{1}\left(C_{0}\right)}<\infty$ for some $p$, then the following proposition shows that $\lim _{\varepsilon_{k} \rightarrow 0} P_{i}^{\varepsilon_{k}}\left(t, C_{0}, \omega\right)$ decays on the order of $t^{-p}$.

Proposition 2.1 (homogenization of Chebyshev's inequality). Given that

$$
\left\|\left|f_{p}^{i}\left(\mathbf{E}^{M}(\mathbf{x})\right)\right|^{p}\right\|_{L^{1}\left(C_{0}\right)}<\infty
$$

for some $p$ with $1 \leq p<\infty$, then for almost every realization $\omega$ one has

$$
\begin{align*}
\lim _{\varepsilon_{k} \rightarrow 0} P_{i}^{\varepsilon_{k}}\left(t, C_{0}, \omega\right) & \leq t^{-p} \frac{1}{\theta_{i}\left|C_{0}\right|}\left\|\left|f_{p}^{i}\left(\mathbf{E}^{M}(\mathbf{x})\right)\right|^{p}\right\|_{L^{1}\left(C_{0}\right)} \\
& =t^{-p} \frac{1}{\theta_{i}\left|C_{0}\right|} \int_{C_{0}} \int_{\Omega} \tilde{\chi}_{i}(\omega)\left|(I+\underline{\tilde{\mathbf{G}}}(\omega)) \mathbf{E}^{M}(\mathbf{x})\right|^{2 p} d \mathcal{P}(\omega) d \mathbf{x} \tag{2.10}
\end{align*}
$$

If $\left\|\left|f_{p}^{i}\left(\mathbf{E}^{M}(\mathbf{x})\right)\right|^{p}\right\|_{L^{1}\left(C_{0}\right)}<\infty$ for all $i=1,2, \ldots, N$, then

$$
\begin{equation*}
\lim _{\varepsilon_{k} \rightarrow 0} P^{\varepsilon_{k}}\left(t, C_{0}, \omega\right) \leq t^{-p} \frac{1}{\left|C_{0}\right|} \int_{C_{0}} \int_{\Omega}\left|(I+\underline{\tilde{\mathbf{G}}}(\omega)) \mathbf{E}^{M}(\mathbf{x})\right|^{2 p} d \mathcal{P}(\omega) d \mathbf{x} \tag{2.11}
\end{equation*}
$$

for almost every realization $\omega$.
It is clear that the coefficients of $t^{-p}$ in (2.10) and (2.11) depend upon the Dirichlet data $\phi_{0}$, charge density $f$, and the domain $\mathcal{D}$ through the solution of the homogenized problem (2.6). The proof of Proposition 2.1 is given in section 4.

The $L^{\infty}$ norm of a function $g(\mathbf{x})$ over the cube $C_{0}$ is denoted by $\|g\|_{L^{\infty}\left(C_{0}\right)}$. A characterization of the set of parameters $t$ where $\lim _{\varepsilon_{k} \rightarrow 0} P_{i}^{\varepsilon_{k}}\left(t, C_{0}, \omega\right)$ vanishes for almost every realization is given in the following proposition.

Proposition 2.2. If $t>\left\|f_{\infty}^{i}\left(\mathbf{E}^{M}(\mathbf{x})\right)\right\|_{L^{\infty}\left(C_{0}\right)}$, then $\lim _{\varepsilon_{k} \rightarrow 0} P_{i}^{\varepsilon_{k}}\left(t, C_{0}, \omega\right)=0$ for almost every $\omega$ in $\Omega$

From the proposition it is evident that if $t>\left\|f_{\infty}^{i}\left(\mathbf{E}^{M}(\mathbf{x})\right)\right\|_{L^{\infty}\left(C_{0}\right)}$, then the volume of the subsets in the $i$ th phase for which $\left|\mathbf{E}^{\varepsilon_{k}}(\mathbf{x}, \omega)\right|^{2}>t$ vanishes as $\varepsilon_{k}$ tends to zero with probability one. The proof of Proposition 2.2 is given in section 5 .

We introduce the macrostress modulation $M\left(\mathbf{E}^{M}(\mathbf{x})\right)$ given by

$$
\begin{equation*}
M\left(\mathbf{E}^{M}(\mathbf{x})\right)=\max _{i=1, \ldots, N} f_{\infty}^{i}\left(\mathbf{E}^{M}(\mathbf{x})\right) \tag{2.12}
\end{equation*}
$$

and characterize $\lim _{\varepsilon_{k} \rightarrow 0} P^{\varepsilon_{k}}\left(t, C_{0}, \omega\right)$ in a way analogous to Proposition 2.2. This is stated in the following proposition.

Proposition 2.3. If $t>\left\|M\left(\mathbf{E}^{M}(\mathbf{x})\right)\right\|_{L^{\infty}\left(C_{0}\right)}$, then $\lim _{\varepsilon_{k} \rightarrow 0} P^{\varepsilon_{k}}\left(t, C_{0}, \omega\right)=0$ for almost every realization.

For random microstructure with oscillation on a sufficiently small scale, it is found that a pointwise bound on the macrofield modulation function delivers a pointwise bound on the actual electric field intensity for almost every realization of the microstructure.

Proposition 2.4 (pointwise bounds on the electric field intensity). Suppose that

$$
\begin{equation*}
t>M\left(\mathbf{E}^{M}(\mathbf{x})\right) \tag{2.13}
\end{equation*}
$$

on $C_{0}$. Then one can pass to a subsequence $\left\{\varepsilon_{k^{\prime}}\right\}_{k^{\prime}=1}^{\infty}$ if necessary to find that there is a critical $\varepsilon_{0}$ such that for every $\varepsilon_{k^{\prime}}<\varepsilon_{0}$,

$$
\begin{equation*}
\left|\mathbf{E}^{\varepsilon_{k^{\prime}}}(\mathbf{x}, \omega)\right|^{2} \leq t \tag{2.14}
\end{equation*}
$$

for almost every $\mathbf{x}$ in $C_{0}$ and for almost every realization $\omega$. Here $\varepsilon_{0}$ can depend upon $\mathbf{x}$ and $\omega$.

The proof of Proposition 2.4 is given in section 6.
Last, we give conditions for which $\lim _{\varepsilon_{k} \rightarrow 0} P^{\varepsilon_{k}}\left(t, C_{0}, \omega\right)$ decreases exponentially with $t$. To do this we introduce the BMO norm of $M\left(\mathbf{E}^{M}(\mathbf{x})\right)$ over the cube $C_{0}$ given by

$$
\begin{equation*}
\|M\|_{B M O}=\sup _{C \subset C_{0}}\left(\frac{1}{|C|} \int_{C}\left|M\left(\mathbf{E}^{M}(\mathbf{x})\right)-M_{C}\right| d \mathbf{x}\right) \tag{2.15}
\end{equation*}
$$

where $M_{C}$ is the average of $M\left(\mathbf{E}^{M}(\mathbf{x})\right)$ over $C$ and the supremum is taken over all subcubes $C$ of $C_{0}$. The BMO norm and the space of functions of bounded mean oscillation were introduced by John and Nirenberg [6]. The space of functions with bounded $L^{\infty}$ norm are a subspace of the functions with bounded BMO norm since $\left\|M\left(\mathbf{E}^{M}\right)\right\|_{B M O} \leq c\left\|M\left(\mathbf{E}^{M}\right)\right\|_{L^{\infty}\left(C_{0}\right)}$, where $c$ is a constant depending on $C_{0}$.

For any positive number $\alpha$ between zero and one, we define the constant $C(\alpha)$ by

$$
\begin{equation*}
C(\alpha)=\frac{\alpha|\ln \alpha|}{8\|M\|_{B M O}} \tag{2.16}
\end{equation*}
$$

With the average of $M\left(\mathbf{E}^{M}(\mathbf{x})\right)$ over the cube $C_{0}$ denoted by $M_{C_{0}}$, the bound on $\lim _{\varepsilon_{k} \rightarrow 0} P^{\varepsilon_{k}}\left(t, C_{0}, \omega\right)$ is given in the following proposition.

Proposition 2.5. If $t>8\|M\|_{\text {BMO }} \alpha^{-1}+M_{C_{0}}$, then

$$
\begin{equation*}
\lim _{\varepsilon_{k} \rightarrow 0} P^{\varepsilon_{k}}\left(t, C_{0}, \omega\right) \leq \alpha^{-1} e^{-C(\alpha) \times\left(t-M_{C_{0}}\right)} \tag{2.17}
\end{equation*}
$$

for almost every realization.
For $t$ fixed the proposition shows that $P^{\varepsilon_{k}}\left(t, C_{0}, \omega\right)$ approaches or drops below

$$
\alpha^{-1} e^{-C(\alpha) \times\left(t-M_{C_{0}}\right)}
$$

for $\varepsilon_{k}$ sufficiently small for almost every realization. It also shows that the upper bound is exponentially decreasing for large $t$. Optimization over $\alpha$ (see section 7) provides the tighter upper bound given by the following proposition.

Proposition 2.6. If $t>8\|M\|_{B M O}+M_{C_{0}}$, then for almost every realization of the random medium

$$
\begin{equation*}
\lim _{\varepsilon_{k} \rightarrow 0} P^{\varepsilon_{k}}\left(t, C_{0}, \omega\right) \leq(\alpha(t))^{-1} e \times e^{\left[-\alpha(t)\left(t-M_{C_{0}}\right) /\left(8\|M\|_{B M O}\right)\right]} \tag{2.18}
\end{equation*}
$$

where the factor $\alpha(t)$ lies in the interval $e^{-1}<\alpha(t)<1$ and is the root of the equation

$$
\begin{equation*}
\kappa^{-1}-\alpha(1+\ln \alpha)=0 \tag{2.19}
\end{equation*}
$$

with $\kappa=\left(t-M_{C_{0}}\right) /\left(8\|M\|_{B M O}\right)$.
It is pointed out that if the macroscopic electric field $\mathbf{E}^{M}$ is constant inside $C_{0}$, then $\|M\|_{B M O}=0, M_{C_{0}}=M\left(\mathbf{E}^{M}\right)=\left\|M\left(\mathbf{E}^{M}\right)\right\|_{L^{\infty}\left(C_{0}\right)}$, and Propositions 2.3, 2.5, and 2.6 reduce to the observation that if $t>M\left(\mathbf{E}^{M}\right)$, then $\lim _{\varepsilon_{k} \rightarrow 0} P^{\varepsilon_{k}}\left(t, C_{0}, \omega\right)=0$ for almost all $\omega$.

Propositions 2.1 through 2.6 provide the opportunity to recover information on the behavior of the electric field intensity $\left|\mathbf{E}^{\varepsilon}(\mathbf{x}, \omega)\right|$ inside the random microstructure from knowledge of the behavior of the macrofield modulation functions. An application is given in section 8 where the electric field distribution inside an $L$-shaped domain containing a highly oscillatory random laminate is analyzed.
3. Homogenization constraints. The homogenization constraints are motivated by considering the case of a random composite of infinite extent. For the $p=\infty$ case the homogenization constraint follows immediately from the definition of $f_{\infty}^{i}(\overline{\mathbf{E}})$. Indeed, it is clear from the definition of the $L^{\infty}$ norm that $t \geq f_{\infty}^{i}(\overline{\mathbf{E}})$ implies that $\theta_{t, i}=0$, and equivalently, if $\theta_{t, i}>0$, it follows that $f_{\infty}^{i}(\overline{\mathbf{E}})>t$. This delivers the homogenization constraints given by

$$
\begin{equation*}
\theta_{t, i}\left(f_{\infty}^{i}(\overline{\mathbf{E}})-t\right) \geq 0 \tag{3.1}
\end{equation*}
$$

For $1 \leq p<\infty$, Chebyshev's inequality implies

$$
\begin{equation*}
t^{-p}\left(f_{p}^{i}(\overline{\mathbf{E}})\right)^{p} \geq \theta_{t, i} \tag{3.2}
\end{equation*}
$$

Inequalities (3.1) and (3.2) are the specialization of the homogenization constraints to stationary random composites of infinite extent. In the general context the macroscopic electric field is not uniform and the composite specimen has finite size. For general specimen shapes and nonuniform loading, the constraints analogous to (3.1) and (3.2) are given in terms of $f_{\infty}^{i}\left(\mathbf{E}^{M}(\mathbf{x})\right)$ and $f_{p}^{i}\left(\mathbf{E}^{M}(\mathbf{x})\right)$. In order to complete the description of the homogenization constraint, a suitable generalization of $\theta_{t, i}$ is needed. For this case, one considers a realization of the random composite $A^{\varepsilon_{k}}(\mathbf{x}, \omega)$ and the set in the $i$ th phase where the square of the electric field intensity $\left|\mathbf{E}^{\varepsilon_{k}}(\mathbf{x}, \omega)\right|^{2}$ exceeds $t$ is denoted by $S_{t, i}^{\varepsilon_{k}}(\omega)$. Consider any subdomain $Q$ of the specimen such that the boundary of $Q$ does not intersect the boundary of the specimen. The distribution function $\lambda_{i}^{\varepsilon_{k}}(t, Q, \omega)$ is defined by $\lambda_{i}^{\varepsilon_{k}}(t, Q, \omega)=\left|S_{t, i}^{\varepsilon_{k}}(\omega) \cap Q\right|$. The indicator function for the set $S_{t, i}^{\varepsilon_{k}}(\omega)$ is written $\chi_{t, i}^{\varepsilon_{k}}(\mathbf{x}, \omega)$ taking the value 1 in $S_{t, i}^{\varepsilon_{k}}(\omega)$ and 0 outside and we write $\lambda_{i}^{\varepsilon_{k}}(t, Q, \omega)=\int_{Q} \chi_{t, i}^{\varepsilon_{k}} d \mathbf{x}$. From the theory of weak convergence there exists a (Lebesgue measurable) density $\theta_{t, i}(\mathbf{x}, \omega)$ taking values in the interval $[0,1]$ such that (on passage to a subsequence if necessary) $\lim _{k \rightarrow \infty} \lambda_{i}^{\varepsilon_{k}}(t, Q, \omega)=\int_{Q} \theta_{t, i}(\mathbf{x}, \omega) d x$. The density $\theta_{t, i}(\mathbf{x}, \omega)$ is the local distribution of states of the square of the electric field intensity $\left|\mathbf{E}^{\varepsilon_{k}}(\mathbf{x}, \omega)\right|^{2}$ in the $i$ th phase as $\varepsilon_{k}$ goes to zero. Here, the random fields $\mathbf{E}^{\varepsilon_{k}}(\mathbf{x}, \omega)$ and $\theta_{t, i}(\mathbf{x}, \omega)$ can no longer be regarded as stationary; this is due to the finite size of the domain and nonuniform charge distribution within the dielectric. However, for almost every realization one has the homogenization constraints given in the following proposition.

Proposition 3.1 (homogenization constraints). For almost every point $\mathbf{x}$ in $Q$ and almost every realization $\omega$ in $\Omega$, one has

$$
\begin{equation*}
\theta_{t, i}(\mathbf{x}, \omega)\left(f_{\infty}^{i}\left(\mathbf{E}^{M}(\mathbf{x})\right)-t\right) \geq 0, \quad i=1, \ldots, N \tag{3.3}
\end{equation*}
$$

and for $1 / q+1 / p=1$,

$$
\begin{equation*}
\theta_{t, i}^{1 / q}(\mathbf{x}, \omega) f_{p}^{i}\left(\mathbf{E}^{M}(\mathbf{x})\right) \geq t \theta_{t, i}(\mathbf{x}, \omega), \quad i=1, \ldots, N \tag{3.4}
\end{equation*}
$$

It is clear that (3.3) and (3.4) are the extensions of (3.1) and (3.2) to situations where the macroscopic electric field is no longer uniform.

Proof. For a given realization $\omega$, it follows from the definition of the set $S_{t, i}^{\varepsilon_{k}}(\omega)$ that

$$
\begin{equation*}
\chi_{t, i}^{\varepsilon_{k}}(\mathbf{x}, \omega)\left|\mathbf{E}^{\varepsilon_{k}}(\mathbf{x}, \omega)\right|^{2}-t \chi_{t, i}^{\varepsilon_{k}}(\mathbf{x}, \omega)>0 \tag{3.5}
\end{equation*}
$$

Multiplying (3.5) by any nonnegative test function $p(\mathbf{x})$ and integrating over $\mathcal{D}$ gives

$$
\begin{equation*}
\int_{\mathcal{D}} p(\mathbf{x})\left(\chi_{t, i}^{\varepsilon_{k}}(\mathbf{x}, \omega)\left|\mathbf{E}^{\varepsilon_{k}}(\mathbf{x}, \omega)\right|^{2}-t \chi_{t, i}^{\varepsilon_{k}}(\mathbf{x}, \omega)\right) d \mathbf{x}>0 \tag{3.6}
\end{equation*}
$$

Taking limits and passing to subsequences if necessary gives

$$
\begin{equation*}
\lim _{\varepsilon_{k} \rightarrow 0} \int_{\mathcal{D}} p(\mathbf{x}) \chi_{t, i}^{\varepsilon_{k}}(\mathbf{x}, \omega)\left|\mathbf{E}^{\varepsilon_{k}}(\mathbf{x}, \omega)\right|^{2} d \mathbf{x} \geq t \int_{\mathcal{D}} p(\mathbf{x}) \theta_{t, i}(\mathbf{x}, \omega) d \mathbf{x} \tag{3.7}
\end{equation*}
$$

We will use the following lemma.
Lemma 3.2.

$$
\begin{equation*}
\int_{\mathcal{D}} p(\mathbf{x}) f_{\infty}^{i}\left(\mathbf{E}^{M}(\mathbf{x})\right) \theta_{t, i}(\mathbf{x}, \omega) d \mathbf{x} \geq \lim _{\varepsilon_{k} \rightarrow 0} \int_{\mathcal{D}} p(\mathbf{x}) \chi_{t, i}^{\varepsilon_{k}}(\mathbf{x}, \omega)\left|\mathbf{E}^{\varepsilon_{k}}(\mathbf{x}, \omega)\right|^{2} d \mathbf{x} \tag{3.8}
\end{equation*}
$$

and for $1 / q+1 / p=1$,

$$
\begin{equation*}
\int_{\mathcal{D}} p(\mathbf{x}) f_{p}^{i}\left(\mathbf{E}^{M}(\mathbf{x})\right) \theta_{t, i}^{1 / q}(\mathbf{x}, \omega) d \mathbf{x} \geq \lim _{\varepsilon_{k} \rightarrow 0} \int_{\mathcal{D}} p(\mathbf{x}) \chi_{t, i}^{\varepsilon_{k}}(\mathbf{x}, \omega)\left|\mathbf{E}^{\varepsilon_{k}}(\mathbf{x}, \omega)\right|^{2} d \mathbf{x} \tag{3.9}
\end{equation*}
$$

for all nonnegative $p(\mathbf{x})$ in $C_{0}^{\infty}(\mathcal{D})$ and for almost every $\omega$.
Applying the inequality (3.7) together with Lemma 3.2 delivers

$$
\begin{equation*}
\int_{\mathcal{D}} p(\mathbf{x}) f_{\infty}^{i}\left(\mathbf{E}^{M}(\mathbf{x})\right) \theta_{t, i}(\mathbf{x}, \omega) d \mathbf{x} \geq t \int_{\mathcal{D}} p(\mathbf{x}) \theta_{t, i}(\mathbf{x}, \omega) d \mathbf{x} \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\mathcal{D}} p(\mathbf{x}) f_{p}^{i}\left(\mathbf{E}^{M}(\mathbf{x})\right) \theta_{t, i}^{1 / q}(\mathbf{x}, \omega) d \mathbf{x} \geq t \int_{\mathcal{D}} p(\mathbf{x}) \theta_{t, i}(\mathbf{x}, \omega) d \mathbf{x} \tag{3.11}
\end{equation*}
$$

for almost every $\omega$. The proposition now follows since (3.10) and (3.11) hold for every nonnegative test function.

Proof of Lemma 3.2. We write

$$
\begin{equation*}
A^{\varepsilon_{k}}(\mathbf{x}, \omega)=A^{\varepsilon_{k}}\left(A_{1}, A_{2}, \ldots, A_{N}, \mathbf{x}, \omega\right)=\sum_{\ell=1}^{N} \tilde{\chi}_{\ell}\left(T\left(\mathbf{x} / \varepsilon_{k}\right) \omega\right) A_{\ell} \tag{3.12}
\end{equation*}
$$

We introduce the $N+1$ phase composite identical to the previous except that in $S_{t, i}^{\varepsilon_{k}}(\omega)$ it has dielectric constant $P_{N+1}$. The piecewise constant dielectric tensor for this composite is given by

$$
\begin{align*}
\hat{A}^{\varepsilon_{k}}(\mathbf{x}, \omega)= & \hat{A}^{\varepsilon_{k}}\left(A_{1}, A_{2}, \ldots, A_{N}, P_{N+1}, \mathbf{x}, \omega\right) \\
= & \sum_{\substack{\ell=1 \\
\ell \neq i}}^{N} \tilde{\chi}_{\ell}\left(T\left(\mathbf{x} / \varepsilon_{k}\right) \omega\right) A_{\ell}  \tag{3.13}\\
& +\tilde{\chi}_{i}\left(T\left(\mathbf{x} / \varepsilon_{k}\right) \omega\right)\left(1-\chi_{t, i}^{\varepsilon_{k}}(\mathbf{x}, \omega)\right) A_{i}+\tilde{\chi}_{i}\left(T\left(\mathbf{x} / \varepsilon_{k}\right) \omega\right) \chi_{t, i}^{\varepsilon_{k}}(\mathbf{x}, \omega) P_{N+1} .
\end{align*}
$$

For $P_{N+1}$ in a neighborhood of $A_{i}$, we invoke the compactness property of G-convergence with respect to the sequence $\left\{\hat{A}^{\varepsilon_{k}}\left(A_{1}, A_{2}, \ldots, A_{N}, P_{N+1}, \mathbf{x}, \omega\right)\right\}_{k=1}^{\infty}[19,16]$ to assert the existence of a G-converging subsequence also denoted by

$$
\left\{\hat{A}^{\varepsilon_{k}}\left(A_{1}, A_{2}, \ldots, A_{N}, P_{N+1}, \mathbf{x}, \omega\right)\right\}_{k=1}^{\infty}
$$

and a G-limit denoted by $\hat{A}^{E}\left(A_{1}, A_{2}, \ldots, A_{N}, P_{N+1}, \mathbf{x}, \omega\right)$. The partial derivatives of $\hat{A}^{E}\left(A_{1}, A_{2}, \ldots, A_{N}, P_{N+1}, \mathbf{x}, \omega\right)$ with respect to each element of $P_{N+1}$ evaluated at $P_{N+1}=A_{i}$ are given by [11, 12, 13]:

$$
\begin{align*}
& \nabla_{m n}^{N+1} \hat{A}_{o p}^{E}\left(A_{1}, A_{2}, \ldots, A_{N}, A_{i}, \mathbf{x}, \omega\right)  \tag{3.14}\\
& \quad=\lim _{r \rightarrow 0} \lim _{\varepsilon_{k} \rightarrow 0}\left(\frac{1}{|Q(\mathbf{x}, r)|} \int_{Q(\mathbf{x}, r)} \chi_{t, i}^{\varepsilon_{k}}(\mathbf{y}, \omega)\left(\partial_{m} w_{o}^{k, r}+\mathbf{e}_{m}^{o}\right)\left(\partial_{n} w_{p}^{k, r}+\mathbf{e}_{n}^{p}\right) d \mathbf{y}\right)
\end{align*}
$$

Here $Q(\mathbf{x}, r)$ is a cube of side length $2 r$ inside $\mathcal{D}$ centered at $\mathbf{x}$ with volume given by $|Q(\mathbf{x}, r)|$, and the functions $w_{p}^{k, r}$ vanish on the boundary of the cube and are the solutions of

$$
\begin{equation*}
-\operatorname{div}\left(A^{\varepsilon_{k}}(\mathbf{y}, \omega)\left(\nabla w_{p}^{k, r}(\mathbf{y})+\mathbf{e}^{p}\right)\right)=0, \quad p=1,2,3 \tag{3.15}
\end{equation*}
$$

for $\mathbf{y}$ in $Q(\mathbf{x}, r)$. From $[11,12,13]$ one has for every test function $p$ vanishing on the boundary of $\mathcal{D}$ that

$$
\begin{align*}
& \lim _{\varepsilon_{k} \rightarrow 0} \int_{\mathcal{D}} p(\mathbf{x}) \chi_{t, i}^{\varepsilon_{k}}(\mathbf{x}, \omega)\left|\mathbf{E}^{\varepsilon_{k}}(\mathbf{x}, \omega)\right|^{2} d \mathbf{x}  \tag{3.16}\\
& \quad=\int_{\mathcal{D}} p(\mathbf{x})\left(\sum_{m=1}^{3} \nabla_{m m}^{N+1} \hat{A}^{E}\left(A_{1}, A_{2}, \ldots, A_{N}, A_{i}, \mathbf{x}, \omega\right)\right) \mathbf{E}^{M}(\mathbf{x}) \cdot \mathbf{E}^{M}(\mathbf{x}) d \mathbf{x}
\end{align*}
$$

Here

$$
\begin{align*}
& \left(\sum_{m=1}^{3} \nabla_{m m}^{N+1} \hat{A}^{E}\left(A_{1}, A_{2}, \ldots, A_{N}, A_{i}, \mathbf{x}, \omega\right)\right) \mathbf{E}^{M}(\mathbf{x}) \cdot \mathbf{E}^{M}(\mathbf{x}) \\
& \quad=\sum_{o p}\left(\operatorname { l i m } _ { r \rightarrow 0 } \operatorname { l i m } _ { \varepsilon _ { k } \rightarrow 0 } \left(\frac{1}{|Q(\mathbf{x}, r)|} \int_{Q(\mathbf{x}, r)} \chi_{t, i}^{\varepsilon_{k}}(\mathbf{y}, \omega)\left(\nabla w_{o}^{k, r}+\mathbf{e}^{o}\right)\right.\right.  \tag{3.17}\\
& \left.\left.\cdot\left(\nabla w_{p}^{k, r}+\mathbf{e}^{p}\right) d \mathbf{y}\right) \mathbf{E}_{o}^{M}(\mathbf{x}) \mathbf{E}_{p}^{M}(\mathbf{x})\right)
\end{align*}
$$

From the appendix of [5] it follows, on passing to a subsequence, if necessary, that for every $r>0$

$$
\begin{equation*}
\lim _{\varepsilon_{k} \rightarrow 0} \int_{Q(\mathbf{x}, r)}\left|\left(-\nabla w_{p}^{k, r}(\mathbf{y})\right)-\mathbf{G}^{p}\left(T\left(\mathbf{y} / \varepsilon_{k}\right) \omega\right)\right|^{2} d \mathbf{y}=0 \tag{3.18}
\end{equation*}
$$

for almost every $\omega$. From this we deduce that for a denumerable sequence $\left\{r_{j}\right\}_{j=1}^{\infty}$, $r_{j} \rightarrow 0$

$$
\begin{align*}
& \left(\sum_{m=1}^{3} \nabla_{m m}^{N+1} \hat{A}^{E}\left(A_{1}, A_{2}, \ldots, A_{N}, A_{i}, \mathbf{x}, \omega\right)\right) \mathbf{E}^{M}(\mathbf{x}) \cdot \mathbf{E}^{M}(\mathbf{x})  \tag{3.19}\\
& \quad=\lim _{r_{j} \rightarrow 0} \lim _{\varepsilon_{k} \rightarrow 0}\left(\frac{1}{\left|Q\left(\mathbf{x}, r_{j}\right)\right|} \int_{Q\left(\mathbf{x}, r_{j}\right)} \chi_{t, i}^{\varepsilon_{k}}(\mathbf{y}, \omega)\left|\left(I+\underline{\tilde{\mathbf{G}}}\left(T\left(\mathbf{y} / \varepsilon_{k}\right) \omega\right)\right) \mathbf{E}^{M}(\mathbf{x})\right|^{2} d \mathbf{y}\right)
\end{align*}
$$

for almost every $\omega$. Applying the Hölder inequality gives

$$
\begin{align*}
& \int_{Q\left(\mathbf{x}, r_{j}\right)} \chi_{t, i}^{\varepsilon_{k}}(\mathbf{y}, \omega)\left|\left(I+\underline{\tilde{\mathbf{G}}}\left(T\left(\mathbf{y} / \varepsilon_{k}\right) \omega\right)\right) \mathbf{E}^{M}(\mathbf{x})\right|^{2} d \mathbf{y} \\
& \quad \leq \int_{Q\left(\mathbf{x}, r_{j}\right)} \chi_{t, i}^{\varepsilon_{k}}(\mathbf{y}, \omega) d \mathbf{y}\left\|\tilde{\chi}_{i}(T(\mathbf{y}) \omega)\left|(I+\underline{\tilde{\mathbf{G}}}(T(\mathbf{y}) \omega)) \mathbf{E}^{M}(\mathbf{x})\right|^{2}\right\|_{L^{\infty}\left(R^{3}\right)}  \tag{3.20}\\
& \quad \leq \int_{Q\left(\mathbf{x}, r_{j}\right)} \chi_{t, i}^{\varepsilon_{k}}(\mathbf{y}, \omega) d \mathbf{y}\left\|\tilde{\chi}_{i}(\omega)\left|(I+\underline{\tilde{\mathbf{G}}}(\omega)) \mathbf{E}^{M}(\mathbf{x})\right|^{2}\right\|_{L^{\infty}(\Omega)}
\end{align*}
$$

The last inequality in (3.20) follows from a straightforward argument given in the appendix. Noting that

$$
\begin{equation*}
\lim _{r_{j} \rightarrow 0} \lim _{\varepsilon_{k} \rightarrow 0} \frac{1}{\left|Q\left(\mathbf{x}, r_{j}\right)\right|} \int_{Q\left(\mathbf{x}, r_{j}\right)} \chi_{t, i}^{\varepsilon_{k}}(\mathbf{y}, \omega) d \mathbf{y}=\theta_{t, i}(\mathbf{x}, \omega) \tag{3.21}
\end{equation*}
$$

for almost all $\mathbf{x}$ and applying (3.20) to (3.19), we arrive at the estimate

$$
\begin{align*}
& \left(\sum_{m=1}^{3} \nabla_{m m}^{N+1} \hat{A}^{E}\left(A_{1}, A_{2}, \ldots, A_{N}, A_{i}, \mathbf{x}, \omega\right)\right) \mathbf{E}^{M}(\mathbf{x}) \cdot \mathbf{E}^{M}(\mathbf{x})  \tag{3.22}\\
& \quad \leq \theta_{t, i}(\mathbf{x}, \omega) f_{\infty}^{i}\left(\mathbf{E}^{M}(\mathbf{x})\right)
\end{align*}
$$

for almost every $\omega$ in $\Omega$, and the proof of (3.8) of Lemma 3.2 is complete. To prove (3.9) we return to (3.19) and apply the Hölder inequality with $1 / p+1 / q=1$ to obtain

$$
\begin{align*}
\lim _{\varepsilon_{k} \rightarrow 0} & \frac{1}{\left|Q\left(\mathbf{x}, r_{j}\right)\right|} \int_{Q\left(\mathbf{x}, r_{j}\right)} \chi_{t, i}^{\varepsilon_{k}}(\mathbf{y}, \omega)\left|\left(I+\underline{\tilde{\mathbf{G}}}\left(T\left(\mathbf{y} / \varepsilon_{k}\right) \omega\right)\right) \mathbf{E}^{M}(\mathbf{x})\right|^{2} d \mathbf{y}  \tag{3.23}\\
\leq & \lim _{\varepsilon_{k} \rightarrow 0}\left(\frac{1}{\left|Q\left(\mathbf{x}, r_{j}\right)\right|} \int_{Q\left(\mathbf{x}, r_{j}\right)} \chi_{t, i}^{\varepsilon_{k}}(\mathbf{y}, \omega) d \mathbf{y}\right)^{1 / q} \\
& \quad \times \lim _{\varepsilon_{k} \rightarrow 0}\left(\frac{1}{\left|Q\left(\mathbf{x}, r_{j}\right)\right|} \int_{Q\left(\mathbf{x}, r_{j}\right)} \tilde{\chi}_{i}\left(T\left(\mathbf{y} / \varepsilon_{k}\right) \omega\right)\left|\left(I+\underline{\tilde{\mathbf{G}}}\left(T\left(\mathbf{y} / \varepsilon_{k}\right) \omega\right)\right) \mathbf{E}^{M}(\mathbf{x})\right|^{2 p} d \mathbf{x}\right)^{1 / p}
\end{align*}
$$

From the Birkhoff ergodic theorem it follows that

$$
\begin{align*}
& f_{p}^{i}\left(\mathbf{E}^{M}(\mathbf{x})\right)  \tag{3.24}\\
& \quad=\lim _{\varepsilon_{k} \rightarrow 0}\left(\frac{1}{\left|Q\left(\mathbf{x}, r_{j}\right)\right|} \int_{Q\left(\mathbf{x}, r_{j}\right)} \tilde{\chi}_{i}\left(T\left(\mathbf{y} / \varepsilon_{k}\right) \omega\right)\left|\left(I+\underline{\tilde{\mathbf{G}}}\left(T\left(\mathbf{y} / \varepsilon_{k}\right) \omega\right)\right) \mathbf{E}^{M}(\mathbf{x})\right|^{2 p} d \mathbf{x}\right)^{1 / p}
\end{align*}
$$

and the proof of (3.9) is complete.
4. Homogenization of Chebyshev's inequality. In this section we establish Proposition 2.1. We start by providing the relationship between the limits $\lim _{\varepsilon_{k} \rightarrow 0} P_{i}^{\varepsilon_{k}}\left(t, C_{0}, \omega\right), \lim _{\varepsilon_{k} \rightarrow 0} P^{\varepsilon_{k}}\left(t, C_{0}, \omega\right)$ and the distribution of states for the square of the electric field intensity in the $i$ th phase. The volume of the subset of the $i$ th phase contained in $C_{0}$ where the equivalent stress exceeds $t$ is given by $\lambda_{i}^{\varepsilon_{k}}\left(t, C_{0}, \omega\right)=$ $\int_{C_{0}} \chi_{t, i}^{\varepsilon_{k}}(\mathbf{x}, \omega) d \mathbf{x}$. Passing to a subsequence if necessary, the theory of weak convergence delivers the distribution of states $\theta_{t, i}(\mathbf{x}, \omega)$ for which $\lim _{\varepsilon_{k} \rightarrow 0} \lambda_{i}^{\varepsilon_{k}}\left(t, C_{0}, \omega\right)=$ $\int_{C_{0}} \theta_{t, i}(\mathbf{x}, \omega) d \mathbf{x}$. For fixed $\varepsilon_{k}$ the volume of the $i$ th phase in the cube $C_{0}$ is denoted by $V_{i}^{\varepsilon_{k}}$ and $P_{i}^{\varepsilon_{k}}\left(t, C_{0}, \omega\right)=\lambda_{i}^{\varepsilon_{k}}\left(t, C_{0}, \omega\right) / V_{i}^{\varepsilon_{k}}$. From ergodicity, $\lim _{\varepsilon_{k} \rightarrow 0} V_{i}^{\varepsilon_{k}}=\theta_{i}\left|C_{0}\right|$. It is clear that

$$
\begin{equation*}
\lim _{\varepsilon_{k} \rightarrow 0} P_{i}^{\varepsilon_{k}}\left(t, C_{0}, \omega\right)=\left(\frac{1}{\theta_{i}\left|C_{0}\right|}\right) \int_{C_{0}} \theta_{t, i}(\mathbf{x}, \omega) d \mathbf{x} \tag{4.1}
\end{equation*}
$$

Set $\theta_{t}(\mathbf{x}, \omega)=\sum_{i=1}^{N} \theta_{t, i}(\mathbf{x}, \omega)$; then one has

$$
\begin{equation*}
\lim _{\varepsilon_{k} \rightarrow 0} P^{\varepsilon_{k}}\left(t, C_{0}, \omega\right)=\left(1 /\left|C_{0}\right|\right) \int_{C_{0}} \theta_{t}(\mathbf{x}, \omega) d \mathbf{x} \tag{4.2}
\end{equation*}
$$

It follows easily from the homogenization constraint (3.4) that

$$
\begin{equation*}
\theta_{t, i}(\mathbf{x}, \omega) \leq t^{-p}\left|f_{p}^{i}\left(\mathbf{E}^{M}(\mathbf{x})\right)\right|^{p}, \quad i=1, \ldots, N \tag{4.3}
\end{equation*}
$$

Taking averages of both sides gives

$$
\begin{equation*}
\lim _{\varepsilon_{k} \rightarrow 0} P_{i}^{\varepsilon_{k}}\left(t, C_{0}, \omega\right) \leq t^{-p}\left(\frac{1}{\theta_{i}\left|C_{0}\right|}\right) \int_{C_{0}}\left|f_{p}^{i}\left(\mathbf{E}^{M}(\mathbf{x})\right)\right|^{p} d \mathbf{x} \tag{4.4}
\end{equation*}
$$

and (2.10) of Proposition 2.1 is proved. The inequality (2.11) of Proposition 2.1 follows immediately upon summation of the left and right sides of (4.3) over $i=1, \ldots, N$ and averaging both sides.
5. Bounds on the support set of the electric field intensity distribution function. This section contains the proofs of Propositions 2.2 and 2.3. The homogenization constraint (3.3) is used to prove Proposition 2.2. Integration of (3.3) gives

$$
\begin{equation*}
\int_{C_{0}} \theta_{t, i}(\mathbf{x}, \omega) f^{i}\left(\mathbf{E}^{M}(\mathbf{x})\right) d \mathbf{x}-t \int_{C_{0}} \theta_{t, i}(\mathbf{x}, \omega) d \mathbf{x} \geq 0, \quad i=1, \ldots, N \tag{5.1}
\end{equation*}
$$

Application of Hölder's inequality to the first term and division by $\theta_{i}\left|C_{0}\right|$ gives

$$
\begin{equation*}
\lim _{\varepsilon_{k} \rightarrow 0} P_{i}^{\varepsilon_{k}}\left(t, C_{0}, \omega\right)\left(\left\|f^{i}\left(\mathbf{E}^{M}\right)\right\|_{L^{\infty}\left(C_{0}\right)}-t\right) \geq 0, \quad i=1, \ldots, N \tag{5.2}
\end{equation*}
$$

and Proposition 2.2 follows.
To prove Proposition 2.3 we add the constraints (5.1) to get

$$
\begin{equation*}
\sum_{i=1}^{N}\left(\int_{C_{0}} \theta_{t, i}(\mathbf{x}, \omega) f^{i}\left(\mathbf{E}^{M}(\mathbf{x})\right) d \mathbf{x}\right)-t \int_{C_{0}} \theta_{t}(\mathbf{x}, \omega) d \mathbf{x} \geq 0 \tag{5.3}
\end{equation*}
$$

Noting that $M\left(\mathbf{E}^{M}(\mathbf{x})\right) \geq f^{i}\left(\mathbf{E}^{M}(\mathbf{x})\right)$ gives

$$
\begin{equation*}
\int_{C_{0}} \theta_{t}(\mathbf{x}, \omega) M\left(\mathbf{E}^{M}(\mathbf{x})\right) d \mathbf{x}-t \int_{C_{0}} \theta_{t}(\mathbf{x}, \omega) d \mathbf{x} \geq 0 \tag{5.4}
\end{equation*}
$$

Application of Hölder's inequality to the first term and division by $\left|C_{0}\right|$ gives

$$
\begin{equation*}
\lim _{\varepsilon_{k} \rightarrow 0} P^{\varepsilon_{k}}\left(t, C_{0}, \omega\right)\left(\left\|M\left(\mathbf{E}^{M}(\mathbf{x})\right)\right\|_{L^{\infty}\left(C_{0}\right)}-t\right) \geq 0 \tag{5.5}
\end{equation*}
$$

and Proposition 2.3 follows.
6. Pointwise bounds on the electric field intensity. In this section we give the proof of Proposition 2.4. From the hypothesis of Propositions 2.4 and 2.3 it follows that $\lim _{k \rightarrow \infty}\left|S_{t}^{\varepsilon_{k}}(\omega) \cap C_{0}\right|=0$. We choose a subsequence $\left\{\varepsilon_{k^{\prime}}\right\}_{k^{\prime}=1}^{\infty}$ such that $\left|S_{t}^{\varepsilon_{k^{\prime}}}(\omega) \cap C_{0}\right|<2^{-k^{\prime}}$. Then if $\mathbf{x}$ doesn't belong to $\cup_{k^{\prime} \geq \tilde{K}^{\prime}}^{\infty} S_{t}^{\varepsilon_{k^{\prime}}}(\omega) \cap C_{0}$, one has that $\left|\mathbf{E}^{\varepsilon_{k^{\prime}}}\right|^{2} \leq t$ for every $k^{\prime}>\tilde{K}$. Hence for any $\mathbf{x}$ not in $A=\cap_{K=1}^{\infty} \cup_{k^{\prime} \geq K}^{\infty} S_{t}^{\varepsilon_{k^{\prime}}}(\omega) \cap C_{0}$ there is an index $K$ for which $\left|\mathbf{E}^{\varepsilon_{k^{\prime}}}\right|^{2} \leq t$ for every $k^{\prime}>K$. But

$$
|A| \leq\left|\cup_{k^{\prime} \geq \tilde{K}}^{\infty} S_{t}^{\varepsilon_{k^{\prime}}}(\omega) \cap C_{0}\right| \leq \sum_{k^{\prime}=\tilde{K}}^{\infty}\left|S_{t}^{\varepsilon_{k^{\prime}}}(\omega) \cap C_{0}\right| \leq 2^{-\tilde{K}+1}
$$

Hence $|A|=0$. Thus for almost every $\mathbf{x}$ in $C_{0}$ there is a finite index $K$ (that may depend upon $\mathbf{x}$ and $\omega$ ) for which $\left|\mathbf{E}^{\varepsilon_{k^{\prime}}}\right|^{2} \leq t$ for every $k^{\prime}>K$, and the proposition follows.
7. Upper bounds on the stress distribution function. In this section Propositions 2.5 and 2.6 are derived. For a cube $C_{0}$ contained inside the composite, the set of points where $M\left(\mathbf{E}^{M}(\mathbf{x})\right) \geq t$ is denoted by $\left\{\mathbf{x}\right.$ in $\left.C_{0} ; M\left(\mathbf{E}^{M}(\mathbf{x})\right) \geq t\right\}$. We start by establishing the inequality

$$
\begin{equation*}
\lim _{\varepsilon_{k} \rightarrow 0} P^{\varepsilon_{k}}\left(t, C_{0}, \omega\right) \leq \frac{\mid\left\{\mathbf{x} \text { in } C_{0} ; M\left(\mathbf{E}^{M}(\mathbf{x})\right) \geq t\right\} \mid}{\left|C_{0}\right|} \tag{7.1}
\end{equation*}
$$

Adding the homogenization constraints gives

$$
\begin{equation*}
\theta_{t}(\mathbf{x}, \omega)\left(M\left(\mathbf{E}^{M}(\mathbf{x})\right)-t\right) \geq 0 \tag{7.2}
\end{equation*}
$$

Thus from (7.2) it is evident that at almost every point for which $\theta_{t}(\mathbf{x}, \omega)>0$, one has that $M\left(\mathbf{E}^{M}(\mathbf{x})\right) \geq t$. The set of points in $C_{0}$ for which $\theta_{t}(\mathbf{x}, \omega)>0$ is denoted by $\left\{\mathbf{x}\right.$ in $\left.C_{0} ; \theta_{t}(\mathbf{x}, \omega)>0\right\}$, and it is clear that

$$
\begin{equation*}
\mid\left\{\mathbf{x} \text { in } C_{0} ; \theta_{t}(\mathbf{x}, \omega)>0\right\}|\leq|\left\{\mathbf{x} \text { in } C_{0} ; M\left(\mathbf{E}^{M}(\mathbf{x})\right) \geq t\right\} \mid \tag{7.3}
\end{equation*}
$$

Since $0 \leq \theta_{t}(\mathbf{x}, \omega) \leq 1$, one has the estimate

$$
\begin{equation*}
\int_{C_{0}} \theta_{t}(\mathbf{x}, \omega) d \mathbf{x} \leq \mid\left\{\mathbf{x} \text { in } C_{0} ; \theta_{t}(\mathbf{x}, \omega)>0\right\} \mid \tag{7.4}
\end{equation*}
$$

and (7.1) follows from (7.3).
We will apply the John-Nirenberg theorem [6] to estimate the right-hand side of (7.1). To do this we show first that

$$
\begin{equation*}
\mid\left\{\mathbf{x} \text { in } C_{0} ; M\left(\mathbf{E}^{M}(\mathbf{x})\right) \geq t\right\}|\leq|\left\{\mathbf{x} \text { in } C_{0} ;\left|M\left(\mathbf{E}^{M}(\mathbf{x})\right)-M_{C_{0}}\right| \geq t-M_{C_{0}}\right\} \mid \tag{7.5}
\end{equation*}
$$

To see this, note that $M\left(\mathbf{E}^{M}(\mathbf{x})\right) \leq\left|M\left(\mathbf{E}^{M}(\mathbf{x})\right)-M_{C_{0}}\right|+M_{C_{0}}$, so

$$
\begin{equation*}
\left\{\mathbf{x} \text { in } C_{0} ; M\left(\mathbf{E}^{M}(\mathbf{x})\right) \geq t\right\} \subset\left\{\mathbf{x} \text { in } C_{0} ;\left|M\left(\mathbf{E}^{M}(\mathbf{x})\right)-M_{C_{0}}\right| \geq t-M_{C_{0}}\right\} \tag{7.6}
\end{equation*}
$$

and (7.5) follows. Application of the John-Nirenberg theorem gives

$$
\frac{\mid\left\{\mathbf{x} \text { in } C_{0} ;\left|M\left(\mathbf{E}^{M}(\mathbf{x})\right)-M_{C_{0}}\right| \geq s\right\} \mid}{\left|C_{0}\right|} \leq \begin{cases}1 & \text { for } 0<s \leq 8\|M\|_{B M O} \alpha^{-1}  \tag{7.7}\\ \alpha^{-1} e^{[-(C(\alpha) \times(s))]} & \text { for } 8\|M\|_{B M O} \alpha^{-1}<s\end{cases}
$$

Proposition 2.5 follows immediately from the change of variables $s=t-M_{C_{0}}$ and the inequalities (7.1), (7.5), and (7.7). The function obtained by the change of variables $s=t-M_{C_{0}}$ in (7.7) is denoted by $\bar{P}_{\alpha}\left(t, C_{0}\right)$, and

$$
\bar{P}_{\alpha}\left(t, C_{0}\right)= \begin{cases}1 & \text { for } 0<t-M_{C_{0}} \leq 8\|M\|_{B M O} \alpha^{-1}  \tag{7.8}\\ \alpha^{-1} e^{\left[-\left(C(\alpha) \times\left(t-M_{C_{0}}\right)\right)\right]} & \text { for } 8\|M\|_{B M O} \alpha^{-1}<t-M_{C_{0}}\end{cases}
$$

It is evident from the estimates that $\lim _{\varepsilon_{k} \rightarrow 0} P^{\varepsilon_{k}}\left(t, C_{0}, \omega\right) \leq \bar{P}_{\alpha}\left(t, C_{0}\right)$ for $M_{C_{0}}<t$. Tighter upper bounds are given by optimizing over $\alpha$, i.e.,

$$
\begin{equation*}
\lim _{\varepsilon_{k} \rightarrow 0} P^{\varepsilon_{k}}\left(t, C_{0}, \omega\right) \leq \bar{U}\left(t, C_{0}\right)=\inf _{0<\alpha<1} \bar{P}_{\alpha}\left(t, C_{0}\right) \tag{7.9}
\end{equation*}
$$

Here $\bar{U}\left(t, C_{0}\right)$ is continuous and decreasing and is given by

$$
\bar{U}\left(t, C_{0}\right)= \begin{cases}1 & \text { for } 0<t-M_{C_{0}} \leq 8\|M\|_{B M O}  \tag{7.10}\\ (\alpha(t))^{-1} e \times e^{\left[-\alpha(t)\left(t-M_{C_{0}}\right) /\left(8\|M\|_{B M O}\right)\right]} & \text { for } 8\|M\|_{B M O}+M_{C_{0}}<t\end{cases}
$$

The factor $\alpha(t)$ lies in the interval $e^{-1}<\alpha(t)<1$ and is the root of the equation

$$
\begin{equation*}
\kappa^{-1}-\alpha(1+\ln \alpha)=0 \tag{7.11}
\end{equation*}
$$

where $\kappa=\left(t-M_{C_{0}}\right) /\left(8\|M\|_{B M O}\right)$. Proposition 2.6 now follows immediately from (7.10).
8. Macrofield modulation functions for random two-phase layered composites. In this section we treat randomly layered media and give an example of how the macrofield modulation functions are used to assess the field distribution inside a finite size sample. We start by considering a two-dimensional electrostatic problem on the plane $R^{2}$ and derive explicit formulas for the moments of the electric field. The plane is partitioned into layers of unit thickness parallel to the $y_{2}$ axis. Each layer contains an isotropic dielectric material having either dielectric constant $\alpha$ or $\beta$ with $\alpha<\beta$. The particular value of the dielectric constant in each layer is given by a Bernoulli process; i.e., a biased coin that takes heads with probability $\theta$ and tails with probability $1-\theta$ is used to assign the dielectric constant in each layer. Over each layer the coin is flipped, and if the coin lands heads up, the layer is assigned the $\beta$ dielectric; otherwise it assigned the $\alpha$ dielectric. In section 8.1 we calculate the moments of the electric field directly using the strong law of large numbers. In section 8.2 we apply these results and use Proposition 2.2 to assess the distribution of the electric field intensity inside an $L$-shaped domain filled with a highly oscillatory random laminate in the presence of a prescribed electric charge density.
8.1. Moments of the electric field for random two-phase layered composites. For a given infinite sequence of biased coin flips, we arrive at a realization of the random medium. The indicator function $\omega$ of the $\beta$ phase is a function of the $y_{1}$ coordinate and takes the value one in the $\beta$ phase and zero outside it. For convenience we choose the origin of the $y_{1}-y_{2}$ coordinate system to lie on a two-phase interface, with the $\beta$ phase on the left and the $\alpha$ phase on the right. The coordinates of the interfaces between $\alpha$ and $\beta$ phases on the positive $y_{1}$ axis are given by the sequence $\left\{N_{n}\right\}_{n=1}^{\infty}$ and $N_{0}=0$. The coordinates of the interfaces between phases on the negative $y_{1}$ axis are given by $\left\{N_{n}\right\}_{n=-1}^{-\infty}$. Let $\mathbf{e}^{1}$ and $\mathbf{e}^{2}$ be unit vectors pointing in the directions of the $y_{1}$ axis and $y_{2}$ axis, respectively. For imposed electric field gradients $\mathbf{e}^{k}, k=1,2$, the fluctuating part of the electric potential $\varphi^{k}$ is continuous and solves the two-dimensional version of the field problem (2.2) given by

$$
\begin{align*}
& \Delta \varphi^{k}=0 \quad \text { inside each layer, } \\
& \beta\left(\partial_{y_{1}} \varphi_{\left.\right|_{L}}^{k}+\mathbf{e}_{1}^{k}\right)=\alpha\left(\partial_{y_{1}} \varphi_{\left.\right|_{R}}^{k}+\mathbf{e}_{1}^{k}\right) \text { on interfaces. } \tag{8.1}
\end{align*}
$$

It is clear from the above that $\varphi^{1}=\varphi^{1}\left(y_{1}\right)$ and $\varphi^{2}=$ const. In this context the analogue of (2.1) is given by

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{\int_{-r}^{r} \partial_{y_{1}} \varphi^{1} d y_{1}}{2 r}=\lim _{r \rightarrow \infty} \frac{\varphi^{1}(r)-\varphi^{1}(-r)}{2 r}=0 \tag{8.2}
\end{equation*}
$$

and $\varphi^{k}(0)=0$. Clearly $\varphi^{2}=0$, and the potential $\varphi^{1}$ is a continuous piecewise linear function of $y_{1}$, i.e., in each phase $\varphi^{1}$ is of the form $\varphi^{1}\left(y_{1}\right)=a y_{1}+b$ where the constants $a$ and $b$ change between phases. Application of (8.1), the continuity conditions at twophase interfaces, and (8.2) together with the strong law of large numbers shows that $\varphi^{1}\left(y_{1}\right)$ is given a.s. by the following formulas.

For $N_{n} \leq y_{1}<N_{n+1}$ and $n+1$ even, the potential is given by

$$
\begin{equation*}
\varphi^{1}\left(y_{1}\right)=\left(k_{2}-1\right) y_{1}+k_{1}\left(N_{1}-N_{2}+N_{3}-N_{4}+\cdots+N_{n}\right) \tag{8.3}
\end{equation*}
$$

and for $n+1$ odd

$$
\begin{equation*}
\varphi^{1}\left(y_{1}\right)=\left(k_{3}-1\right) y_{1}+k_{1}\left(N_{1}-N_{2}+N_{3}-N_{4}+\cdots-N_{n}\right) \tag{8.4}
\end{equation*}
$$

For $N_{-(n+1)}<y_{1} \leq N_{-n}$ and $n+1$ even, the potential is given by

$$
\begin{equation*}
\varphi^{1}\left(y_{1}\right)=\left(k_{3}-1\right) y_{1}+k_{1}\left(-N_{-1}+N_{-2}-N_{-3}+N_{-4}+\cdots-N_{-n}\right) \tag{8.5}
\end{equation*}
$$

and for $n+1$ odd

$$
\begin{equation*}
\varphi^{1}\left(y_{1}\right)=\left(k_{2}-1\right) y_{1}+k_{1}\left(-N_{-1}+N_{-2}-N_{-3}+N_{-4}+\cdots+N_{-n}\right) \tag{8.6}
\end{equation*}
$$

where the constants $k_{1}, k_{2}$, and $k_{3}$ are defined by

$$
\begin{align*}
k_{1} & =\frac{\beta-\alpha}{\alpha+(\beta-\alpha)(1-\theta)} \\
k_{2} & =\frac{\alpha}{\alpha+(\beta-\alpha)(1-\theta)} \\
k_{3} & =\frac{\beta}{\alpha+(\beta-\alpha)(1-\theta)} \tag{8.7}
\end{align*}
$$

The derivative $\partial_{y_{1}} \varphi^{1}$ is given by the following formula:

$$
\begin{align*}
& \partial_{y_{1}} \varphi^{1}=\gamma_{\alpha}=\frac{\theta(\beta-\alpha)}{\alpha+(\beta-\alpha)(1-\theta)} \text { in the } \alpha \text { phase, } \\
& \partial_{y_{1}} \varphi^{1}=\gamma_{\beta}=\frac{-(1-\theta)(\beta-\alpha)}{\alpha+(\beta-\alpha)(1-\theta)} \text { in the } \beta \text { phase. } \tag{8.8}
\end{align*}
$$

For an imposed constant applied field of the general form $\overline{\mathbf{E}}=E_{1} \mathbf{e}^{1}+E_{2} \mathbf{e}^{2}$, the local electric field $\mathbf{E}(\mathbf{y}, \omega)$ is given by

$$
\begin{equation*}
\mathbf{E}(\mathbf{y}, \omega)=\left(1-\omega\left(y_{1}\right)\right)\left(\left(1+\gamma_{\alpha}\right) E_{1} \mathbf{e}^{1}+E_{2} \mathbf{e}^{2}\right)+\omega\left(y_{1}\right)\left(\left(1+\gamma_{\beta}\right) E_{1} \mathbf{e}^{1}+E_{2} \mathbf{e}^{2}\right) \tag{8.9}
\end{equation*}
$$

We average over the plane and apply the strong law of large numbers to obtain the moments of the local electric field given by

$$
\begin{align*}
f_{p}^{1}(\overline{\mathbf{E}}) & =\lim _{r \rightarrow \infty}\left(\frac{1}{2 r} \int_{-r}^{r}\left(1-\omega\left(y_{1}\right)\right)|\mathbf{E}(\mathbf{y}, \omega)|^{2 p} d y_{1}\right)^{1 / p} \\
& =(1-\theta)^{1 / p}\left(\left(1+\gamma_{\alpha}\right)^{2} E_{1}^{2}+E_{2}^{2}\right)  \tag{8.10}\\
f_{p}^{2}(\overline{\mathbf{E}}) & =\lim _{r \rightarrow \infty}\left(\frac{1}{2 r} \int_{-r}^{r} \omega\left(y_{1}\right)|\mathbf{E}(\mathbf{y}, \omega)|^{2 p} d y_{1}\right)^{1 / p} \\
& =\theta^{1 / p}\left(\left(1+\gamma_{\beta}\right)^{2} E_{1}^{2}+E_{2}^{2}\right) \tag{8.11}
\end{align*}
$$



Fig. 8.1. A realization for $\theta=1 / 3$.

The local dielectric constant in the random laminate is given by

$$
\begin{equation*}
A(\mathbf{y}, \omega)=\alpha\left(1-\omega\left(y_{1}\right)\right)+\beta \omega\left(y_{1}\right) \tag{8.12}
\end{equation*}
$$

and the effective tensor $A^{E}$ is given by

$$
\begin{align*}
A^{E} \overline{\mathbf{E}} & =\lim _{r \rightarrow \infty} \frac{1}{2 r} \int_{-r}^{r} A(\mathbf{y}, \omega) \mathbf{E}(\mathbf{y}, \omega) d y_{1} \\
& =\left(\alpha^{-1}(1-\theta)+\beta^{-1} \theta\right)^{-1} E_{1}+(\alpha(1-\theta)+\beta \theta) E_{2} \tag{8.13}
\end{align*}
$$

The random laminate described above is an example of a symmetric cell material [15]. A standard construction delivers the probability space $(\Omega, \mathcal{F}, \mathcal{P})$ and dynamical system associated with the symmetric cell material; see [8, 17]. Using this, one rewrites the averages given in (8.10), (8.11), and (8.13) in terms of the ensemble averages used to define the moments of the local electric field and effective dielectric constant in section 2.
8.2. Electric field assessment for a randomly layered dielectric in an $\boldsymbol{L}$-shaped domain. In this subsection we apply the theory presented in section 2 to assess the electric field distribution inside an $L$-shaped domain containing a highly oscillatory random laminate with length scale $\varepsilon_{k}=1 / k, k=1,2, \ldots$. Here the $L$ shaped domain is taken to have side length one. The dielectric constant for the highly oscillatory random laminate inside the $L$-shaped domain is given by

$$
\begin{equation*}
A^{\varepsilon_{k}}(\mathbf{x}, \omega)=A\left(x_{1} / \varepsilon_{k}, \omega\right) \tag{8.14}
\end{equation*}
$$

where $A(\mathbf{y}, \omega)$ is given by the Bernoulli process (8.12) with $\theta=1 / 3$. A realization of the random laminate with characteristic length scale $\varepsilon_{40}$ is given in Figure 8.1. Here the subdomain in white is the $\alpha$ dielectric and the subdomain in black is the $\beta$ dielectric.

The electric potential $\phi^{\varepsilon_{k}}(\mathbf{x}, \omega)$ is the solution of

$$
\begin{equation*}
-\operatorname{div}\left(A^{\varepsilon_{k}}(\mathbf{x}, \omega) \nabla \phi^{\varepsilon_{k}}(\mathbf{x}, \omega)\right)=10 \tag{8.15}
\end{equation*}
$$



Fig. 8.2. Distribution of the electric field intensity in the $\alpha$ dielectric.
inside the $L$-shaped domain and $\phi^{\varepsilon_{k}}(\mathbf{x}, \omega)=0$ on the boundary. The associated electric field is given by $\mathbf{E}^{\varepsilon_{k}}(\mathbf{x}, \omega)=-\nabla \phi^{\varepsilon_{k}}(\mathbf{x}, \omega)$. The goal of this application is to characterize the distributions $\lim _{\varepsilon_{k} \rightarrow 0} P_{i}^{\varepsilon_{k}}\left(t, C_{0}, \omega\right), i=1,2$. Here $C_{0}$ can be any square contained inside the $L$-shaped domain. To do this we solve numerically for the macroscopic potential and electric field and construct the macrofield modulation functions. The macroscopic electric potential $\phi^{M}(\mathbf{x})$ satisfies the boundary condition $\phi^{M}(\mathbf{x})=0$ and

$$
\begin{equation*}
-\operatorname{div}\left(A^{E} \nabla \phi^{M}(\mathbf{x})\right)=10 \tag{8.16}
\end{equation*}
$$

The macroscopic electric field is given by $\mathbf{E}^{M}(\mathbf{x})=-\nabla \phi^{M}(\mathbf{x})$. The macrofield modulation functions are given by

$$
\begin{align*}
f_{p}^{1}\left(\mathbf{E}^{M}(\mathbf{x})\right) & =(1-\theta)^{1 / p}\left(\left(1+\gamma_{\alpha}\right)^{2}\left|\partial_{x_{1}} \phi^{M}(\mathbf{x})\right|^{2}+\left|\partial_{x_{2}} \phi^{M}(\mathbf{x})\right|^{2}\right)  \tag{8.17}\\
f_{p}^{2}\left(\mathbf{E}^{M}(\mathbf{x})\right) & =\theta^{1 / p}\left(\left(1+\gamma_{\beta}\right)^{2}\left|\partial_{x_{1}} \phi^{M}(\mathbf{x})\right|^{2}+\left|\partial_{x_{2}} \phi^{M}(\mathbf{x})\right|^{2}\right) \tag{8.18}
\end{align*}
$$

For the computation we choose $\alpha=2$ and $\beta=10$ and restrict our attention to $f_{\infty}^{1}\left(\mathbf{E}^{M}(\mathbf{x})\right)$ and $f_{\infty}^{2}\left(\mathbf{E}^{M}(\mathbf{x})\right)$. To illustrate the ideas, the level curves given by $f_{\infty}^{1}\left(\mathbf{E}^{M}(\mathbf{x})\right)=4$ are plotted in Figure 8.2. The lined regions indicate where $f_{\infty}^{1}\left(\mathbf{E}^{M}(\mathbf{x})\right)>4$ and $f_{\infty}^{1}\left(\mathbf{E}^{M}(\mathbf{x})\right)<4$ outside these. For any square $C_{0}$ that doesn't intersect the lined regions, Proposition 2.2 implies that

$$
\begin{equation*}
\lim _{\varepsilon_{k} \rightarrow 0} P_{1}^{\varepsilon_{k}}\left(t, C_{0}, \omega\right)=0 \quad \text { for } t>4 \tag{8.19}
\end{equation*}
$$

for almost every realization $\omega$. In this way it is seen that the lined regions provide an asymptotically exact bound on the set where $\left|\mathbf{E}^{\varepsilon_{k}}(\mathbf{x}, \omega)\right|^{2}>4$ in the $\alpha$ dielectric.

The level curves given by $f_{\infty}^{2}\left(\mathbf{E}^{M}(\mathbf{x})\right)=1$ are plotted in Figure 8.3. The lined regions indicate where $f_{\infty}^{2}\left(\mathbf{E}^{M}(\mathbf{x})\right)>1$ and $f_{\infty}^{1}\left(\mathbf{E}^{M}(\mathbf{x})\right)<1$ outside these. For any square $C_{0}$ that doesn't intersect the lined regions, Proposition 2.2 implies that

$$
\begin{equation*}
\lim _{\varepsilon_{k} \rightarrow 0} P_{2}^{\varepsilon_{k}}\left(t, C_{0}, \omega\right)=0 \quad \text { for } t>1 \tag{8.20}
\end{equation*}
$$

for almost every realization $\omega$. It is seen as before that the lined regions provide an asymptotically exact bound on the set where $\left|\mathbf{E}^{\varepsilon_{k}}(\mathbf{x}, \omega)\right|^{2}>1$ in the $\beta$ dielectric.


Fig. 8.3. Distribution of the electric field intensity in the $\beta$ dielectric.

Appendix. Here we establish the inequality stated in (3.20) given by

$$
\begin{align*}
& \left\|\tilde{\chi}_{i}(T(\mathbf{y}) \omega)\left|(I+\underline{\tilde{\mathbf{G}}}(T(\mathbf{y}) \omega)) \mathbf{E}^{M}(\mathbf{x})\right|^{2}\right\|_{L^{\infty}\left(R^{3}\right)}  \tag{A.1}\\
& \quad \leq\left\|\tilde{\chi}_{i}(\omega)\left|(I+\underline{\tilde{\mathbf{G}}}(\omega)) \mathbf{E}^{M}(\mathbf{x})\right|^{2}\right\|_{L^{\infty}(\Omega)}
\end{align*}
$$

for almost every $\omega$. To establish (A.1) put $\alpha=\left\|\tilde{\chi}_{i}(\omega)\left|(I+\underline{\tilde{\mathbf{G}}}(\omega)) \mathbf{E}^{M}(\mathbf{x})\right|^{2}\right\|_{L^{\infty}(\Omega)}$ and introduce the set $\mathcal{G}=\left\{\omega: \tilde{\chi}_{i}(\omega)\left|(I+\underline{\tilde{\mathbf{G}}}(\omega)) \mathbf{E}^{M}(\mathbf{x})\right|^{2} \leq \alpha\right\}$. From Lemma 7.1 of [8] there exists a set $\mathcal{G}_{1} \subset \mathcal{G}$ for which $\mathcal{P}\left(\mathcal{G}_{1}\right)=1$, and for any fixed $\omega$ in $\mathcal{G}_{1}$, one has that $T(\mathbf{y}) \omega$ is in $\mathcal{G}$ for almost every $\mathbf{y}$ in $R^{3}$, and (A.1) follows.
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#### Abstract

In this paper, we investigate the stability of a fluid-structure interaction problem in which a flexible elastic membrane immersed in a fluid is excited via periodic variations in the elastic stiffness parameter. This model can be viewed as a prototype for active biological tissues such as the basilar membrane in the inner ear, or heart muscle fibers immersed in blood. Problems such as this, in which the system is subjected to internal forcing through a parameter, can give rise to "parametric resonance." We formulate the equations of motion in two dimensions using the immersed boundary formulation. Assuming small amplitude motions, we can apply Floquet theory to the linearized equations and derive an eigenvalue problem whose solution defines the marginal stability boundaries in parameter space. The eigenvalue equation is solved numerically to determine values of fiber stiffness and fluid viscosity for which the problem is linearly unstable. We present direct numerical simulations of the fluid-structure interaction problem (using the immersed boundary method) that verify the existence of the parametric resonances suggested by our analysis.
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1. Introduction. Fluid-structure interaction problems abound in industrial applications as well as in many natural phenomena. Owing to the potentially complex, time-varying geometry and the nonlinear interactions that arise between fluid and solid, such problems represent a major challenge to both mathematical modelers and computational scientists.

This paper deals with a model for fluid-structure interaction known as the immersed boundary (IB) formulation [20], which has proven particularly effective for dealing with complex problems in biological fluid mechanics. In this formulation, the immersed structure is treated as an elastic surface or interwoven mesh of elastic fibers that exert a singular force on a surrounding viscous fluid, while also moving with the velocity of adjacent fluid particles. The associated immersed boundary method has been used to solve a wide range of problems such as blood flow in the heart and arteries [2, 21], swimming microorganisms [8], biofilms [7], and insect flight [16]. More recently, the IB method has also been extended to a much wider range of nonbiological problems involving flow past solid cylinders [12], flapping filaments [29], parachutes [10], and suspensions of flexible particles [25].

[^29]While a significant body of literature has developed around numerical simulations using the IB method (as well as related methods such as the blob projection method [4]), comparatively little work has been done on analyzing the stability behavior of solutions to the underlying equations of motion. Beyer and LeVeque [3] were the first to perform an analysis of the IB formulation in one spatial dimension. Stockie and Wetton [26] investigated the linear stability of a flat fiber in two dimensions which is subjected to a small sinusoidal perturbation, and presented asymptotic results on the frequency and rate of decay for the resulting oscillations. Cortez and Varela [5] performed a nonlinear analysis for a perturbed circular elastic membrane immersed in an inviscid fluid.

In all of this previous work, the immersed boundary was assumed to be passive, moving along with the flow and generating forces only in response to elastic deformation. However, there are many problems in which the immersed boundary is an active material, generating time-dependent forces to drive its motion. Examples include beating heart muscle fibers and flagellated cells, both of which apply periodic forces to direct their motion and that of the surrounding fluid.

It is then natural to ask whether periodic forcing at various frequencies will give rise to resonance. In the case of immersed boundaries, the applied force is internal, in the sense that the system is forced through a periodic variation in a system parameter (namely, the elastic properties of the solid material) rather than through an external body force. In contrast to externally forced systems, these internally or parametrically forced systems are known to exhibit parametric resonance, in which the response for linear systems (i.e., assuming small amplitude motions) can become unbounded even in the presence of viscous damping. Once nonlinearities are taken into account, however, the response remains bounded, but the system can still exhibit large-amplitude motion when forced at certain resonant frequencies. Analyses of parametric resonance have appeared for various fluid flows involving surface or interfacial waves wherein the system is forced through gravitational modulation [11, 14, 17] or time-dependent heating [15]. However, to our knowledge there has been no analysis performed on fluid-structure problems that captures the two-way interaction between a fluid and an immersed, flexible structure. In a recent study by Wang [28], an analysis is performed of flutter and buckling instabilities in a paper making headbox, in which a long, flexible vane is driven to vibrate under the influence of periodic forcing from turbulent fluid jets. However, the author assumes a given fluid velocity and that the solid structure has no influence on the fluid motion.

In this paper, we perform an analysis of parametric resonance in a two-dimensional, circular, elastic membrane immersed in Navier-Stokes flow, which is driven by a timeperiodic variation in its elastic stiffness parameter. The elastic membrane is under tension due to the incompressible fluid it encloses, and the changes in the elastic stiffness parameter are equivalent to changes in the tension of the membrane that mimic the contraction of biological fibers. The novelty of this work is that it includes the full, two-way interaction between the fluid and the membrane. In sections 2 and 3 , we present the linearized equations of motion for the IB formulation and reduce them to a suitable nondimensional form. In sections 4, 5, and 6, we perform a Floquet analysis of the problem and derive a system of equations that relate the amplitude, frequency, and wavenumber of the internal forcing to the physical parameters in the problem. The natural modes for the unforced system are derived in section 7 and compared to the asymptotic expressions for the natural modes in a flat fiber that were derived in [26]. We also compare the natural modes to those observed in computations using the blob projection method, an alternate method for solving the IB problem that
affords higher spatial accuracy. In section 8 we consider the periodically forced problem and determine the conditions under which parametric resonance can occur. The results are verified using numerical simulations with the IB method.
2. Problem definition. Consider an elastic fiber immersed in a two-dimensional, viscous, incompressible fluid of infinite extent. The fiber is a closed loop with resting length of zero, so that in the absence of fluid the fiber would shrink to a point. However, because an incompressible fluid occupies the region inside the fiber, the equilibrium state is a circle of constant radius $R$, in which the pressure drop across the fiber is balanced by the tension force. Our aim is to investigate a parametric excitation of the fiber, in which the elastic stiffness is varied periodically in time.

The equations of motion for the fluid and immersed boundary can be written in terms of the vorticity $\xi(\boldsymbol{x}, t)$ and stream function $\psi(\boldsymbol{x}, t)$ as [19, p. 1]:

$$
\begin{align*}
\rho\left(\xi_{t}+\boldsymbol{u} \cdot \nabla \xi\right) & =\mu \nabla^{2} \xi+\hat{\boldsymbol{z}} \cdot \nabla \times \boldsymbol{f}  \tag{2.1a}\\
\boldsymbol{u} & =-\hat{\boldsymbol{z}} \times \nabla \psi  \tag{2.1b}\\
-\nabla^{2} \psi & =\xi  \tag{2.1c}\\
\boldsymbol{f}(\boldsymbol{x}, t) & =\int_{0}^{2 \pi}\left(K \boldsymbol{X}_{s}\right)_{s} \delta(\boldsymbol{x}-\boldsymbol{X}) d s  \tag{2.1d}\\
\boldsymbol{X}_{t} & =\boldsymbol{u}(\boldsymbol{X}, t) \tag{2.1e}
\end{align*}
$$

where $\boldsymbol{x}=(x, y)$ and $\hat{\boldsymbol{z}}=(0,0,1)$. The fluid velocity $\boldsymbol{u}(\boldsymbol{x}, t)$ and fiber force $\boldsymbol{f}(\boldsymbol{x}, t)$ are functions of position and time, whereas the fiber position $\boldsymbol{X}(s, t)=\left(X^{r}(s, t), X^{\theta}(s, t)\right)$ is a function of time and the Lagrangian fiber parameter $0 \leq s \leq 2 \pi$ (which is the same as the angle $\theta$ when the fiber's reference state is a circle). We assume in this paper that the stiffness is a periodic function of time,

$$
\begin{equation*}
K=K(s, t)=K_{c}\left(1+2 \tau \sin \omega_{o} t\right) \tag{2.2}
\end{equation*}
$$

which has no dependence on the spatial variable $s$.
We point out that $s$ is a Lagrangian parameter and is not necessarily proportional to arclength since the fiber is allowed to stretch and shrink tangentially. The force density $\left(K \boldsymbol{X}_{s}\right)_{s}$ thus includes components normal and tangential to the fiber. If we identify the tension $T(s)=K\left\|\boldsymbol{X}_{s}\right\|$ and the unit tangent vector $\hat{\tau}(s)=\boldsymbol{X}_{s} /\left\|\boldsymbol{X}_{s}\right\|$, we may write the force density term as

$$
\left(K \boldsymbol{X}_{s}\right)_{s}=(T(s) \hat{\tau}(s))_{s}=T_{s}(s) \hat{\tau}(s)+T(s) \hat{\tau}_{s}(s)
$$

which shows explicitly that the force resolves itself into normal and tangential components. We also remark that spatial dependence in $K$ can be easily incorporated into our analysis provided that the spatial variations are small (that is, on the order of the parameter $\epsilon$ introduced in the following section).

Our motivation comes from active muscle fibers that may contract and relax to generate fluid motion. For this reason we will focus on nonnegative values of the stiffness and we will be concerned mostly with the range $0 \leq \tau \leq \frac{1}{2}$ in (2.2). However, our analysis does not require this restriction and the results apply to values of $\tau>1 / 2$ as well. This is important because there are instances in which a negative stiffness plays an important role as is the case of hair bundles in the bullfrog inner ear [9].
3. Nondimensionalization. We first simplify the problem by scaling the variables and forming dimensionless groups. For now, variables with a tilde will be dimensionless. Let

$$
\begin{aligned}
\boldsymbol{x} & =R \tilde{\boldsymbol{x}} \\
\boldsymbol{u} & =U \tilde{\boldsymbol{u}} \quad(U \text { will be determined later }), \\
t & =R / U \tilde{t} \\
K & =K_{c} \tilde{K}
\end{aligned}
$$

which imply that

$$
\begin{aligned}
\boldsymbol{f}(\boldsymbol{x}, t) & =\frac{K_{c}}{R} \tilde{\boldsymbol{f}}(\tilde{\boldsymbol{x}}, \tilde{t})=\int_{0}^{2 \pi}\left(\tilde{K} \tilde{\boldsymbol{X}}_{s}\right)_{s} \delta(\tilde{\boldsymbol{x}}-\tilde{\boldsymbol{X}}) d s \\
\xi & =\frac{U}{R} \tilde{\xi} \\
\psi & =U R \tilde{\psi}
\end{aligned}
$$

With these scalings the vorticity equation becomes

$$
\tilde{\xi}_{\tilde{t}}+\tilde{\boldsymbol{u}} \cdot \tilde{\nabla} \tilde{\xi}=\left(\frac{\mu}{\rho U R}\right) \tilde{\nabla}^{2} \tilde{\xi}+\left(\frac{K_{c}}{\rho U^{2}}\right)(\hat{\boldsymbol{z}} \cdot \tilde{\nabla} \times \tilde{\boldsymbol{f}})
$$

In view of this and (2.2), we now define

$$
\begin{equation*}
U=R \omega_{o}, \quad \nu=\frac{\mu}{\rho U R}=\frac{\mu}{\rho R^{2} \omega_{o}}, \quad \kappa=\frac{K_{c}}{\rho U^{2}}=\frac{K_{c}}{\rho R^{2} \omega_{o}^{2}} \tag{3.1}
\end{equation*}
$$

so that the unperturbed fiber configuration is the unit circle $(\boldsymbol{X}=\hat{\boldsymbol{r}}(s))$ and we can write the dimensionless equations (omitting the tildes) as

$$
\begin{align*}
\xi_{t}+\boldsymbol{u} \cdot \nabla \xi & =\nu \nabla^{2} \xi+\kappa(\hat{\boldsymbol{z}} \cdot \nabla \times \boldsymbol{f})  \tag{3.2a}\\
\boldsymbol{u} & =-\hat{\boldsymbol{z}} \times \nabla \psi  \tag{3.2~b}\\
-\nabla^{2} \psi & =\xi  \tag{3.2c}\\
\boldsymbol{f}(\boldsymbol{x}, t) & =\int_{0}^{2 \pi}\left(K \boldsymbol{X}_{s}\right)_{s} \delta(\boldsymbol{x}-\boldsymbol{X}) d s  \tag{3.2~d}\\
\boldsymbol{X}_{t} & =\boldsymbol{u}(\boldsymbol{X}, t) \tag{3.2e}
\end{align*}
$$

with

$$
\begin{align*}
& K=(1+2 \tau \sin t)  \tag{3.3a}\\
& \boldsymbol{X}=\hat{\boldsymbol{r}}(s)+\epsilon \boldsymbol{X}_{1}^{(1)}(s, t)+\cdots \tag{3.3b}
\end{align*}
$$

Our aim is now to solve (3.2a)-(3.2e) with the only two remaining parameters, $\nu$ and $\kappa$, defined in (3.1). We point out that $\nu$ is the reciprocal of the Reynolds number and $\kappa$ is the square of the natural frequency divided by the driving frequency.
4. Small-amplitude approximation. For the linear analysis, assume the fiber force can be written as

$$
\boldsymbol{f}=\boldsymbol{f}^{(0)}(\boldsymbol{x}, t)+\epsilon \boldsymbol{f}^{(1)}(\boldsymbol{x}, t)+\cdots,
$$

so that the term $(\hat{\boldsymbol{z}} \cdot \nabla \times \boldsymbol{f})$ in (3.2a) can be expanded as

$$
(\hat{\boldsymbol{z}} \cdot \nabla \times \boldsymbol{f})=\left(\hat{\boldsymbol{z}} \cdot \nabla \times \boldsymbol{f}^{(0)}\right)+\epsilon\left(\hat{\boldsymbol{z}} \cdot \nabla \times \boldsymbol{f}^{(1)}\right)+\cdots
$$

Claim 1. Given the expansions in (3.3a) and (3.3b),

$$
\begin{aligned}
& \left(\hat{\boldsymbol{z}} \cdot \nabla \times \boldsymbol{f}^{(0)}\right)=0 \quad \text { and } \\
& \left(\hat{\boldsymbol{z}} \cdot \nabla \times \boldsymbol{f}^{(1)}\right)=K(t)\left(X_{s s}^{\theta}+X_{s}^{r}\right)\left(\frac{\delta(r-1)}{r}\right)_{r}-K(t)\left(X_{s s s}^{r}-X_{s s}^{\theta}\right) \frac{\delta(r-1)}{r}
\end{aligned}
$$

The proof is found in Appendix B.
Since the leading-order term in the curl of the force is zero, the corresponding flow is simply the trivial solution $\xi^{(0)}=\psi^{(0)}=0$. Therefore, we look for a series solution expanded in terms of powers of a small parameter $\epsilon$ :

$$
\begin{aligned}
\xi & =\epsilon \xi^{(1)}(\boldsymbol{x}, t)+\cdots \\
\psi & =\epsilon \psi^{(1)}(\boldsymbol{x}, t)+\cdots
\end{aligned}
$$

In the remainder of this work, we assume $\epsilon$ is small and consider the $O(\epsilon)$ equations

$$
\begin{align*}
& \xi_{t}=\nu \nabla^{2} \xi+\kappa K(t)\left(X_{s s}^{\theta}+X_{s}^{r}\right)\left[\frac{\delta(r-1)}{r}\right]_{r}-\kappa K(t)\left(X_{s s s}^{r}-X_{s s}^{\theta}\right) \frac{\delta(r-1)}{r}  \tag{4.1a}\\
& \nabla^{2} \psi=-\xi \\
& X_{t}^{r}=\left.\psi_{\theta}\right|_{r=1} \\
& X_{t}^{\theta}=-\left.\psi_{r}\right|_{r=1}
\end{align*}
$$

where we have omitted the superscript ${ }^{(1)}$ on most variables because we will be working solely with these quantities from now on.

It is worthwhile mentioning that in the above expansions, the influence of the time-dependent stiffness coefficient is felt solely at first order in $\epsilon$, and so we need only consider the forcing terms up to $O(\epsilon)$. The derivation can be easily extended to include the case where the stiffness is spatially dependent, for which the $s$-variation appears as an order $\epsilon$ perturbation of a time-dependent stiffness,

$$
K=K(s, t)=K^{(0)}(t)+\epsilon K^{(1)}(s, t)+O\left(\epsilon^{2}\right)
$$

When a Floquet-type expansion is assumed for $K^{(1)}(s, t)$ (refer to the next section), correction terms appear in the $O(\epsilon)$ equations, and these corrections complicate the analysis somewhat by coupling together the various spatial modes. We do not consider a spatially dependent stiffness in this paper.

It is quite striking that a spatially homogeneous $K(t)$ can have any interesting effects in this problem. This is because such $K(t)$ would have no effect at all on the equilibrium state in which the fiber is a circle. Starting with that equilibrium state as initial data and imposing time-periodic $K(t)$ will produce only an oscillation of the pressure and no motion of the fiber at all. But if instead we start with an initial condition that is arbitrarily close but not exactly equal to a circular equilibrium state, we can nevertheless build up a large-amplitude and spatially inhomogeneous oscillation of the fiber through the application of spatially homogeneous but timeperiodic $K(t)$ at the right driving frequency. This is actually typical of parametric
resonance. A pendulum that is initially at rest hanging straight down cannot be made to swing by imposing periodic changes in its length, but a pendulum that is initially swinging ever so slightly can indeed be made to swing violently by the application of precisely such changes in length, as every child who swings in the playground knows [6].
5. Floquet analysis. Since we are not simply looking for natural modes but rather are investigating the response of the system to a periodic forcing with a given frequency, we must look for a solution in the form of an infinite series. This is a very general approach in Floquet theory [18], and our derivation parallels the analysis of Kumar and Tuckerman [11] for a horizontal fluid interface consisting of two fluids with different densities. It is worth mentioning that other approaches have also been used to study parametric resonances. For example, Semler and Païdoussis [23] analyze the case of a tubular beam filled with fluid whose velocity contains sinusoidal fluctuations. They use separation of variables and nonlinear dynamics techniques to solve the perturbation equations for small amplitude fluctuations. We will see that our approach will result in a system of equations in block form that is very similar to the equations derived in [23].

We assume that the unknown functions can be written as series of the following form:

$$
\begin{aligned}
& \xi(r, \theta, t)=e^{i p \theta} \sum_{n=-\infty}^{\infty} \xi_{n}(r) e^{(\gamma+i n) t} \\
& \psi(r, \theta, t)=e^{i p \theta} \sum_{n=-\infty}^{\infty} \psi_{n}(r) e^{(\gamma+i n) t} \\
& X^{r}(\theta, t)=e^{i p \theta} \sum_{n=-\infty}^{\infty} X_{n}^{r} e^{(\gamma+i n) t} \\
& X^{\theta}(\theta, t)=e^{i p \theta} \sum_{n=-\infty}^{\infty} X_{n}^{\theta} e^{(\gamma+i n) t}
\end{aligned}
$$

where $i=\sqrt{-1}, p$ is an integer with $p>1$, and $\gamma=\alpha+i \beta$ with $\alpha$ and $\beta$ real. To simplify the notation, we define $\mathcal{E}_{n} \doteq e^{(\gamma+i n) t+i p \theta}$ and then write the equation for the vorticity from (4.1a) as

$$
\begin{align*}
& \sum_{n=-\infty}^{\infty}\left((\gamma+i n)+\frac{\nu p^{2}}{r^{2}}\right) \xi_{n} \mathcal{E}_{n}=\sum_{n=-\infty}^{\infty}\left\{\frac{\nu}{r}\left(r \xi_{n}^{\prime}\right)^{\prime}+\kappa K\left(-p^{2} X_{n}^{\theta}+i p X_{n}^{r}\right)\left(\frac{\delta(r-1)}{r}\right)^{\prime}\right. \\
&  \tag{5.1}\\
& \left.(5.1) \quad+\kappa K\left(i p^{3} X_{n}^{r}-p^{2} X_{n}^{\theta}\right) \frac{\delta(r-1)}{r}\right\} \mathcal{E}_{n}
\end{align*}
$$

Except for the stiffness $K(t)$, all of the $t$ - and $\theta$-dependence is now encompassed by the factor $\mathcal{E}_{n}$. Note that $\xi_{n}$ and $\psi_{n}$ are functions of $r$, while $X_{n}^{r}$ and $X_{n}^{\theta}$ are constants. The primes in the equations denote derivatives with respect to $r$. If we take advantage of the fact that the stiffness from (3.3a) can be rewritten as

$$
\begin{equation*}
K(t)=1-i \tau e^{i t}+i \tau e^{-i t} \tag{5.2}
\end{equation*}
$$

and then rearrange terms in the series in (5.1) and divide by $\mathcal{E}_{n}$, we obtain

$$
\begin{align*}
\text { 5.3) } & -\frac{1}{r}\left(r \xi_{n}^{\prime}\right)^{\prime}+\left(\frac{(\gamma+i n)}{\nu}+\frac{p^{2}}{r^{2}}\right) \xi_{n}  \tag{5.3}\\
= & \frac{\kappa}{\nu}\left(\frac{\delta(r-1)}{r}\right)^{\prime}\left[-p^{2}\left(X_{n}^{\theta}-i \tau X_{n-1}^{\theta}+i \tau X_{n+1}^{\theta}\right)+i p\left(X_{n}^{r}-i \tau X_{n-1}^{r}+i \tau X_{n+1}^{r}\right)\right] \\
& +\frac{\kappa}{\nu} \frac{\delta(r-1)}{r}\left[-p^{2}\left(X_{n}^{\theta}-i \tau X_{n-1}^{\theta}+i \tau X_{n+1}^{\theta}\right)+i p^{3}\left(X_{n}^{r}-i \tau X_{n-1}^{r}+i \tau X_{n+1}^{r}\right)\right]
\end{align*}
$$

for all integer values of $n$. The equations for the remaining unknowns in (4.1b)-(4.1d) do not involve $K(t)$, and so for the $n$th coefficient functions we have

$$
\begin{aligned}
-\frac{1}{r}\left(r \psi_{n}^{\prime}\right)^{\prime}+\frac{p^{2}}{r^{2}} \psi_{n} & =\xi_{n} \\
(\gamma+i n) X_{n}^{r} & =i p \psi_{n}(1) \\
(\gamma+i n) X_{n}^{\theta} & =-\psi_{n}^{\prime}(1)
\end{aligned}
$$

A more useful formulation of the problem is in terms of jump conditions across the fiber. The delta function terms in (5.3) are nonzero only on the fiber, and so the following two equations hold on either side of the fiber:

$$
\begin{align*}
-\frac{1}{r}\left(r \xi_{n}^{\prime}\right)^{\prime}+\left(\frac{(\gamma+i n)}{\nu}+\frac{p^{2}}{r^{2}}\right) \xi_{n} & =0  \tag{5.4a}\\
-\frac{1}{r}\left(r \psi_{n}^{\prime}\right)^{\prime}+\frac{p^{2}}{r^{2}} \psi_{n} & =\xi_{n} \tag{5.4b}
\end{align*}
$$

The fiber evolution equations hold on the fiber (at $r=1$ ):

$$
\begin{align*}
(\gamma+i n) X_{n}^{r} & =i p \psi_{n}(1)  \tag{5.4c}\\
(\gamma+i n) X_{n}^{\theta} & =-\psi_{n}^{\prime}(1) \tag{5.4~d}
\end{align*}
$$

At the same time, the jump conditions connect the solutions on either side of the fiber (see Appendix C):

$$
\begin{align*}
\llbracket \xi_{n} \rrbracket & =\frac{\kappa}{\nu}\left[p^{2}\left(X_{n}^{\theta}-i \tau X_{n-1}^{\theta}+i \tau X_{n+1}^{\theta}\right)-i p\left(X_{n}^{r}-i \tau X_{n-1}^{r}+i \tau X_{n+1}^{r}\right)\right]  \tag{5.4e}\\
\llbracket \xi_{n}^{\prime} \rrbracket & =-\frac{i \kappa p\left(p^{2}-1\right)}{\nu}\left(X_{n}^{r}-i \tau X_{n-1}^{r}+i \tau X_{n+1}^{r}\right)  \tag{5.4f}\\
\llbracket \psi_{n} \rrbracket & =0 \\
\llbracket \psi_{n}^{\prime} \rrbracket & =0
\end{align*}
$$

where we denote the jump in a quantity $q$ by $\llbracket q \rrbracket=\left.q\right|_{r=1^{+}}-\left.q\right|_{r=1^{-}}$. These jump conditions were found in the same way as in [13, 22], by integrating the equations for vorticity across the fiber. We point out that this system of equations cannot be reduced to a Mathieu equation (see [11]).
6. Solution of the vorticity and stream function equations. The equations (5.4) from the previous section can be solved explicitly for each integer value of $n$, both inside and outside the fiber. Due to (5.4c) and (5.4d), the character of the solution will be different depending on whether the quantity $(\gamma+i n)$ is zero. This will happen for $n=0$ whenever $\gamma=0$. We therefore solve the equations considering two cases.
6.1. Case $(\gamma+\boldsymbol{i n}) \neq \mathbf{0}$. If we make the change of variables $z^{2}=-r^{2}(\gamma+i n) / \nu$, then (5.4a) turns into the Bessel equation

$$
z^{2} \xi_{n}^{\prime \prime}(z)+z \xi_{n}^{\prime}(z)+\left[z^{2}-p^{2}\right] \xi_{n}(z)=0
$$

The appropriate solution, rewritten in terms of $r$, is [27]

$$
\xi_{n}(r)=\left\{\begin{array}{lll}
b_{n} J_{p}\left(i \Omega_{n} r\right) & \text { if } r<1 \\
a_{n} H_{p}\left(i \Omega_{n} r\right) & \text { if } r>1 & \text { (inner) } \\
\text { (outer) }
\end{array}\right.
$$

where $\Omega_{n} \doteq \sqrt{(\gamma+i n) / \nu}$ is chosen as the square root with positive real part, $J_{p}(z)$ is the Bessel function of the first kind, $H_{p}(z)=J_{p}(z)+i Y_{p}(z)$ is the Hankel function of the first kind, and $a_{n}$ and $b_{n}$ are arbitrary constants (see Appendix A).

The corresponding stream function is given by (see Appendix D)

$$
\psi_{n}(r)=\frac{1}{2 i p \Omega_{n}}\left\{\begin{array}{c}
b_{n} r\left[J_{p-1}\left(i \Omega_{n} r\right)+J_{p+1}\left(i \Omega_{n} r\right)\right] \\
+r^{p}\left[a_{n} H_{p-1}\left(i \Omega_{n}\right)-b_{n} J_{p-1}\left(i \Omega_{n}\right)\right] \text { if } 0 \leq r<1 \\
a_{n} r\left[H_{p-1}\left(i \Omega_{n} r\right)+H_{p+1}\left(i \Omega_{n} r\right)\right] \\
-r^{-p}\left[a_{n} H_{p+1}\left(i \Omega_{n}\right)-b_{n} J_{p+1}\left(i \Omega_{n}\right)\right] \text { if } r>1
\end{array}\right.
$$

One can easily check that $\psi_{n}(r)$ and $\psi_{n}^{\prime}(r)$ are continuous across the boundary and that

$$
\begin{aligned}
\psi_{n}(1) & =\frac{1}{2 i p \Omega_{n}}\left[a_{n} H_{p-1}\left(i \Omega_{n}\right)+b_{n} J_{p+1}\left(i \Omega_{n}\right)\right] \\
\psi_{n}^{\prime}(1) & =\frac{1}{2 i \Omega_{n}}\left[a_{n} H_{p-1}\left(i \Omega_{n}\right)-b_{n} J_{p+1}\left(i \Omega_{n}\right)\right]
\end{aligned}
$$

Turning now to $(5.4 \mathrm{c})$ and $(5.4 \mathrm{~d})$, we find the fiber position to be

$$
\begin{aligned}
X_{n}^{r} & =\frac{1}{2 \nu \Omega_{n}^{3}}\left[a_{n} H_{p-1}\left(i \Omega_{n}\right)+b_{n} J_{p+1}\left(i \Omega_{n}\right)\right] \\
X_{n}^{\theta} & =\frac{-1}{2 i \nu \Omega_{n}^{3}}\left[a_{n} H_{p-1}\left(i \Omega_{n}\right)-b_{n} J_{p+1}\left(i \Omega_{n}\right)\right]
\end{aligned}
$$

We can solve for $a_{n}$ and $b_{n}$ from these equations to find

$$
\begin{aligned}
a_{n} & =\frac{\nu \Omega_{n}^{3}}{H_{p-1}\left(i \Omega_{n}\right)}\left(X_{n}^{r}-i X_{n}^{\theta}\right) \\
b_{n} & =\frac{\nu \Omega_{n}^{3}}{J_{p+1}\left(i \Omega_{n}\right)}\left(X_{n}^{r}+i X_{n}^{\theta}\right)
\end{aligned}
$$

We now substitute these expressions into the jump conditions (5.4e)-(5.4f) to get the following system of equations:

$$
\begin{align*}
0= & i\left\{\phi \Omega_{n}^{3}\left[\frac{H_{p}\left(i \Omega_{n}\right)}{H_{p-1}\left(i \Omega_{n}\right)}-\frac{J_{p}\left(i \Omega_{n}\right)}{J_{p+1}\left(i \Omega_{n}\right)}\right]+i p\right\} X_{n}^{r}  \tag{6.1}\\
& +\left\{\phi \Omega_{n}^{3}\left[\frac{H_{p}\left(i \Omega_{n}\right)}{H_{p-1}\left(i \Omega_{n}\right)}+\frac{J_{p}\left(i \Omega_{n}\right)}{J_{p+1}\left(i \Omega_{n}\right)}\right]-i p^{2}\right\} X_{n}^{\theta} \\
& +i \tau p\left(X_{n-1}^{r}-X_{n+1}^{r}\right)-\tau p^{2}\left(X_{n-1}^{\theta}-X_{n+1}^{\theta}\right)
\end{align*}
$$

$$
\begin{align*}
0= & i\left\{\phi \Omega_{n}^{4}\left[2-\frac{H_{p+1}\left(i \Omega_{n}\right)}{H_{p-1}\left(i \Omega_{n}\right)}-\frac{J_{p-1}\left(i \Omega_{n}\right)}{J_{p+1}\left(i \Omega_{n}\right)}\right]+2 p\left(p^{2}-1\right)\right\} X_{n}^{r}  \tag{6.2}\\
& -\phi \Omega_{n}^{4}\left[\frac{H_{p+1}\left(i \Omega_{n}\right)}{H_{p-1}\left(i \Omega_{n}\right)}-\frac{J_{p-1}\left(i \Omega_{n}\right)}{J_{p+1}\left(i \Omega_{n}\right)}\right] X_{n}^{\theta} \\
& +2 \tau p\left(p^{2}-1\right)\left(X_{n-1}^{r}-X_{n+1}^{r}\right),
\end{align*}
$$

where we define $\phi$ as the grouping $\phi=\nu^{2} / \kappa$. It is these last two equations, (6.1) and (6.2), that determine the coefficients $X_{n}^{r}$ and $X_{n}^{\theta}$ in the case when $(\gamma+i n) \neq 0$.
6.2. Case $(\gamma+\boldsymbol{i n})=\mathbf{0}$. For this case, the vorticity equation becomes

$$
r^{2} \xi_{n}^{\prime \prime}(r)+r \xi_{n}^{\prime}(r)-p^{2} \xi_{n}(r)=0,
$$

whose appropriate solution is

$$
\xi_{o}(r)=\left\{\begin{array}{ll}
b_{o} r^{p} & \text { if } r<1 \\
a_{o} r^{-p} & \text { if } r>1
\end{array} \quad \text { (inner), } \text { (outer), },\right.
$$

while the corresponding solution for the stream function is

$$
\psi_{o}(r)= \begin{cases}\frac{1}{4 p}\left(b_{o}-\frac{a_{o}}{1-p}\right) r^{p}-\frac{b_{o}}{4(1+p)} r^{2+p} & \text { if } r<1 \\ \frac{1}{4 p}\left(\frac{b_{o}}{1+p}-a_{o}\right) r^{-p}-\frac{a_{o}}{4(1-p)} r^{2-p} & \text { if } r>1\end{cases}
$$

One can easily check that $\psi_{o}(r)$ and $\psi_{o}^{\prime}(r)$ are continuous across the boundary and that

$$
\begin{aligned}
\psi_{o}(1) & =\frac{1}{4 p}\left[\frac{a_{o}}{p-1}+\frac{b_{o}}{p+1}\right], \\
\psi_{o}^{\prime}(1) & =\frac{1}{4}\left[\frac{a_{o}}{p-1}-\frac{b_{o}}{p+1}\right] .
\end{aligned}
$$

Turning now to (5.4c) and (5.4d), we find that in this case, the above equations reduce to $\psi_{o}(1)=\psi_{o}^{\prime}(1)=0$, which implies that $a_{o}=b_{o}=0$. This means that when $(\gamma+i n)=0$ we obtain the trivial solution $\xi_{o}(r) \equiv 0$ and $\psi_{o}(r) \equiv 0$. The jump conditions (5.4e) and (5.4f) then give the system of equations

$$
\begin{align*}
& 0=i p^{2}\left(X_{n}^{\theta}-i \tau X_{n-1}^{\theta}+i \tau X_{n+1}^{\theta}\right)+p\left(X_{n}^{r}-i \tau X_{n-1}^{r}+i \tau X_{n+1}^{r}\right),  \tag{6.3}\\
& 0=i p\left(p^{2}-1\right)\left(X_{n}^{r}-i \tau X_{n-1}^{r}+i \tau X_{n+1}^{r}\right), \tag{6.4}
\end{align*}
$$

which are used instead of $(6.1)-(6.2)$ for the case $(\gamma+i n)=0$.
7. Natural modes for the unforced fiber. When there is no forcing applied to the fiber, then $\tau=0$ and there is no need to look for a solution in the form of an infinite series. Instead, we can consider a single mode by taking $n=0$, for which the problem reduces to the following single pair of equations for $X^{r}$ and $X^{\theta}$ :

$$
\begin{align*}
0= & i\left\{\phi \Omega_{o}^{3}\left[\frac{H_{p}\left(i \Omega_{o}\right)}{H_{p-1}\left(i \Omega_{o}\right)}-\frac{J_{p}\left(i \Omega_{o}\right)}{J_{p+1}\left(i \Omega_{o}\right)}\right]+i p\right\} X^{r}  \tag{7.1}\\
& +\left\{\phi \Omega_{o}^{3}\left[\frac{H_{p}\left(i \Omega_{o}\right)}{H_{p-1}\left(i \Omega_{o}\right)}+\frac{J_{p}\left(i \Omega_{o}\right)}{J_{p+1}\left(i \Omega_{o}\right)}\right]-i p^{2}\right\} X^{\theta},
\end{align*}
$$



Fig. 7.1. Zero-level contours of $\mathcal{D}\left(\Omega_{o} ; \phi, p\right)$ for $p=3$ and two values of $\phi$. The solid lines correspond to the real part and the dashed lines to the imaginary parts. Intersection points represent the natural modes of oscillation of the fiber.

$$
\begin{align*}
0= & i\left\{\phi \Omega_{o}^{4}\left[2-\frac{H_{p+1}\left(i \Omega_{o}\right)}{H_{p-1}\left(i \Omega_{o}\right)}-\frac{J_{p-1}\left(i \Omega_{o}\right)}{J_{p+1}\left(i \Omega_{o}\right)}\right]+2 p\left(p^{2}-1\right)\right\} X^{r}  \tag{7.2}\\
& -\phi \Omega_{o}^{4}\left[\frac{H_{p+1}\left(i \Omega_{o}\right)}{H_{p-1}\left(i \Omega_{o}\right)}-\frac{J_{p-1}\left(i \Omega_{o}\right)}{J_{p+1}\left(i \Omega_{o}\right)}\right] X^{\theta}
\end{align*}
$$

where $\Omega_{o}^{2}=\gamma / \nu=(\alpha / \nu)+i(\beta / \nu)$ and $\phi=\nu^{2} / \kappa$. Consequently, the above equations can be rewritten as a $2 \times 2$, homogeneous, linear system

$$
\mathcal{M}\binom{X^{r}}{X^{\theta}}=0
$$

which has a nontrivial solution only if $\operatorname{det}(\mathcal{M})=0$. For notational convenience we define the function $\mathcal{D}\left(\Omega_{o} ; \phi, p\right)=\operatorname{det}(\mathcal{M})$. The roots of $\mathcal{D}\left(\Omega_{o} ; \phi, p\right)=0$, which is a dispersion relation, correspond to the natural modes of oscillation of the immersed boundary for a given set of parameters $\phi$ and $p$.

From the left plot of Figure 7.1, which corresponds to $p=3$ and $\phi=0.25$, a possible value of the natural response is $(\gamma / \nu)=(\alpha / \nu, \beta / \nu) \approx(-3.29,2.16)$. The right plot of Figure 7.1 shows that for $\phi=0.08$ the root is $(\alpha / \nu, \beta / \nu) \approx(-5.15,7.1)$ instead. These roots are in dimensionless form, and the dimensional frequency $\gamma$ is obtained by multiplying these roots by $\mu / \rho R^{2}$. Note that in both cases, the natural mode of oscillation is stable (i.e., $\alpha$ is negative), as would be expected from an unforced immersed fiber (see [26]).
7.1. Collapse of the curves. The condition $\mathcal{D}\left(\Omega_{o} ; \phi, p\right)=0$ defines implicitly the root

$$
\begin{equation*}
\frac{\gamma}{\nu}=F(\phi, p) \tag{7.3}
\end{equation*}
$$

as a function of the parameters. This suggests that the same root can be obtained with different values of damping $\nu$ and stiffness $\kappa$, provided the ratio $\phi=\nu^{2} / \kappa$ is held constant.

We corroborated this with the numerical solution of the nonlinear equations (3.2a)-(3.2e) for different combinations of $(\nu, \kappa)$ that yield the same value of $\phi$. The blob projection method described in [4] was used in these calculations, which solves the IB problem using high-order regularized delta functions and fourth-order finite differences and time stepping. We have chosen to use this approach (rather than the IB method described in section 9) since the blob projection method affords higher accuracy, particularly when $\phi$ is small.

The initial condition of the fiber was the unit circle augmented by a single $p$-mode perturbation with amplitude $\epsilon$, so that the fiber configuration can be written in polar coordinates as

$$
r(\theta, t)=1+\epsilon B(t) \cos (p \theta)+O\left(\epsilon^{2}\right)
$$

After each run, the amplitude $B(t)$ was assumed to have the form $B(t)=e^{\alpha t}[\cos (\beta t)+$ $(\alpha / \beta) \sin (\beta t)]$ because this function has zero slope at $t=0$ and it oscillates with decaying amplitude. The values of $(\alpha, \beta)$ can then be estimated numerically using least squares. These values were then compared with the roots of (7.3). This procedure was repeated for several values of $\phi$ with perturbed modes $p=2,3$, and 4 , and the results are summarized in Figure 7.2.

The analytical results (plotted as solid lines) correspond very well with the numerical calculations (plotted as points). Two simulations corresponding to different combinations of $\nu$ and $\kappa$ are performed for every $\phi$. The observed values of $\alpha$ and $\beta$ corresponding to a given $\phi$ are nearly identical, so that the points cannot be distinguished visually in Figure 7.2. Consequently, $\phi$ is an appropriate parameter for characterizing the fiber oscillations.

The correspondence between the analytical and computed results is very good for most values of the parameters, except for relatively large values of $\phi$. This is mostly due to the fact that the blob projection method is implemented with periodic boundary conditions in a box about twice as large as the fiber's diameter. For large values of $\phi$, the diffusion is significant over the time scale of the runs, and the dynamics are affected by the periodicity. Nonetheless, the results clearly show that different values of $(\nu, \kappa)$ that yield the same $\phi$ give the same root.
7.2. The small viscosity limit. We consider the limit of small viscosity by assuming a fixed value of the stiffness $\kappa$ and small value of $\nu$. It will be convenient to define a natural response frequency by $\omega_{N} \doteq \sqrt{p\left(p^{2}-1\right) / 2}$, which is displayed in the frequency plot in Figure 7.2 as a dashed line for comparison with the analytical and computed results discussed in the preceding section. In the small viscosity case, (7.3), whose roots represent the dispersion relation, can be expanded as a series in powers of $\nu$. The results show that the first few terms in the expansion of the natural response of the fiber are

$$
\begin{equation*}
\alpha=-\frac{p}{2 \sqrt{2}} \omega_{N}^{1 / 2} \kappa^{1 / 4} \sqrt{\nu}+\frac{\left(p^{3}-3 p^{2}-p+1\right)}{4} \nu+\cdots \tag{7.4}
\end{equation*}
$$



FIG. 7.2. Roots $\gamma=\alpha+i \beta$ of the dispersion relation $\mathcal{D}\left(\Omega_{o} ; \phi, p\right)=0$, plotted as scaled values of $\alpha$ and $\beta$ versus $\phi$. The analytical results are displayed as solid lines, while the numerical approximations are plotted as points, with multiple points corresponding to simulations done using different values of $\kappa$ and $\nu$ corresponding to the same $\phi$. The results are presented for initial fiber perturbations corresponding to three different modes: $p=2,3$, and 4. The zero-viscosity $(\phi=0)$ limit, $\omega_{N}(p)=\sqrt{p\left(p^{2}-1\right) / 2}$, is also shown for comparison.

$$
\begin{equation*}
\beta=\omega_{N} \sqrt{\kappa}-\frac{p}{2 \sqrt{2}} \omega_{N}^{3 / 4} \kappa^{1 / 4} \sqrt{\nu}-\frac{p\left(4 p^{3}-39 p^{2}-4 p+8\right)}{64 \sqrt{2}} \omega_{N}^{1 / 4} \kappa^{-1 / 4} \nu^{3 / 2}+\cdots \tag{7.5}
\end{equation*}
$$

In the limit as $\nu \rightarrow 0$, these become $\alpha=0$ and $\beta=\omega_{N} \sqrt{\kappa}$, which is precisely the linear dispersion relation found by other methods in [5] for a closed membrane in Euler flow.

It is also possible to compare the above expressions to the asymptotic expansions derived in [26] for an unforced, horizontal fiber immersed in a viscous fluid. The normal mode of oscillation for the flat fiber initialized with a $p$-mode obeys the following
to leading order:

$$
\begin{aligned}
\alpha \sim-2^{-7 / 4} \rho^{-3 / 4} \mu^{1 / 2} K_{c}^{1 / 4} p^{7 / 4} R^{-3 / 2} & =-p\left(\frac{p^{3}}{2^{7}}\right)^{1 / 4}\left(\frac{\mu}{\rho R^{2}}\right)^{1 / 2}\left(\frac{K_{c}}{\rho R^{2}}\right)^{1 / 4}, \\
\beta \sim 2^{-1 / 2} \rho^{-1 / 2} K_{c}^{1 / 2} p^{3 / 2} R^{-1} & =\left(\frac{p^{3}}{2}\right)^{1 / 2}\left(\frac{K_{c}}{\rho R^{2}}\right)^{1 / 2} .
\end{aligned}
$$

Substituting the nondimensional variables from (3.1) into (7.4) and (7.5), it is possible to show that the parameter dependence in the first term in each of $\alpha$ and $\beta$ is identical to that in the expressions above, provided that we take $\omega_{o} \equiv 1$. We note that the natural frequency of the flat fiber is different from $\omega_{N}$ above due to the differences in the geometry of the problems. Furthermore, the linear theory for the circular fiber excludes the $p=1$ mode, since to leading order this perturbation results only in a translation of the fiber.
8. Stability of the periodically forced fiber. In Floquet stability theory, the standard approach is to determine solutions with $\operatorname{Re}(\gamma)=\alpha=0$, which correspond to the boundary of the stability region. In general, we expect the coefficients in (6.1) and (6.2) to decrease in magnitude as $n$ increases, and so it is reasonable to truncate the series expansions at some finite number of terms, say, $-N \leq n \leq N$ (this is an assumption that will be checked later on). Equations (6.1) and (6.2) are written for $n= \pm 1, \pm 2, \ldots, \pm N$, and (6.3) and (6.4) are written for $n=0$, which results in a linear system of dimension $(4 N+4) \times(4 N+4)$ for the unknown coefficients $X_{n}^{r}$ and $X_{n}^{\theta}$.
8.1. The reality condition. In general, the coefficients arising from the solution to the linear system are complex-valued, but the position of the fiber must be a real quantity. We therefore need to impose additional constraints to guarantee that the Floquet expansion

$$
X^{r}(t)=\sum_{n} X_{n}^{r} e^{i n t}
$$

is real. This will also allow the series to be written for positive index only. Consequently,

$$
\bar{X}^{r}(t)=\sum_{n} \bar{X}_{n}^{r} e^{-i n t}=\sum_{n} \bar{X}_{-n}^{r} e^{i n t}=\sum_{n} X_{n}^{r} e^{i n t}=X^{r}(t),
$$

which implies that

$$
X_{-n}^{r}=\bar{X}_{n}^{r} \quad \text { for every } n .
$$

This is the called the reality condition (see [11]), and it allows us to consider (6.1) and (6.2) for strictly positive values of $n$, thereby eliminating the coefficients for $n<0$. The condition also implies that $X_{o}^{r}=\bar{X}_{o}^{r}$, for use in (6.3) and (6.4) with $n=0$. The same reality condition applies to $X_{n}^{\theta}$.
8.2. Formulation as an eigenvalue problem. Equations (6.1)-(6.2) now take the form

$$
0=A_{n} X_{n}^{r}+B_{n} X_{n}^{\theta}+\tau\left[C_{n} X_{n-1}^{r}+D_{n} X_{n-1}^{\theta}+E_{n} X_{n+1}^{r}+F_{n} X_{n+1}^{\theta}\right] .
$$

By setting the real part and the imaginary part of the equation to zero independently, we can write the final system as

$$
(\mathcal{D}+\tau \mathcal{C}) \boldsymbol{v}=0
$$

where $\mathcal{D}$ and $\mathcal{C}$ are real-valued matrices, each of dimension $(4 N+4) \times(4 N+4)$. The vector is $\boldsymbol{v}=\left[v_{0}, v_{1}, v_{2}, \ldots, v_{N}\right]^{T}$, where each component has four elements, $v_{n}=$ $\left[\operatorname{Re}\left(X_{n}^{r}\right), \operatorname{Im}\left(X_{n}^{r}\right), \operatorname{Re}\left(X_{n}^{\theta}\right), \operatorname{Im}\left(X_{n}^{\theta}\right)\right]$, with the difference now being that the reality condition ensures that all solution components are real values. The matrices $\mathcal{D}$ and $\mathcal{C}$ have the following block form:

$$
\begin{gathered}
\mathcal{D}=\left(\begin{array}{ccccc}
D_{0} & 0 & & \ldots & 0 \\
0 & D_{1} & 0 & \cdots & 0 \\
0 & \ddots & \ddots & \ddots & \vdots \\
\vdots & & 0 & D_{N-1} & 0 \\
0 & \ldots & & 0 & D_{N}
\end{array}\right), \\
\mathcal{C}=\left(\begin{array}{ccccc}
0 & C_{01} & & \ldots & 0 \\
C_{10} & 0 & C_{12} & \ldots & 0 \\
0 & \ddots & \ddots & \ddots & \vdots \\
\vdots & & C_{N-1, N-2} & 0 & C_{N-1, N} \\
0 & \ldots & & C_{N, N-1} & 0
\end{array}\right),
\end{gathered}
$$

where each element shown is a $4 \times 4$ matrix. The first row of each matrix corresponds to $n=0$ and is derived from (6.3)-(6.4).

An eigenvalue problem is formed by rewriting the system as

$$
\begin{equation*}
-\mathcal{D}^{-1} \mathcal{C} \boldsymbol{v}=\frac{1}{\tau} \boldsymbol{v} \tag{8.1}
\end{equation*}
$$

where the eigenvalue $1 / \tau$ must be real. Since the matrices have real entries, all eigenvalues are either real or occur in complex conjugate pairs.

For a given value of the wavenumber $p$, as well as parameters $\nu$ and $\kappa$ from (3.1), the eigenvalue equation (8.1) yields a sequence of values for the forcing amplitude $\tau$. In practice, we have found that choosing $N=60$ terms in the series expansions is sufficient to ensure that the neglected coefficients are small (that is, the computed eigenvalues do not change appreciably when $N$ is taken any larger than 60). The choices $\gamma=0$ or $\gamma=\frac{1}{2} i$ are known as the harmonic and subharmonic cases, respectively, and any complex value of $\tau$ is discarded. These are the two cases that correspond to real Floquet multipliers, $e^{2 \pi \gamma}=e^{2 \pi(\alpha+i \beta)}$. When $0<\beta<\frac{1}{2}$ on the other hand, the Floquet multipliers are complex and always correspond to solutions that are damped; hence, they are of no interest in our stability analysis.

The resulting harmonic and subharmonic eigenvalues correspond to physical modes of oscillation of the fiber which are marginally stable. We can then vary the wave number $p$, and produce a plot of each real value of $\tau$, which traces out the boundary of the stability region of the linearized problem in parameter space. Furthermore, if we concentrate on the range $\tau \leq \frac{1}{2}$, we need only consider stability boundaries that drop below the curve $\tau=\frac{1}{2}$.

Figures 8.1-8.3 depict the stability regions for various parameter values, with both harmonic (H) and subharmonic (S) modes shown. The stability boundaries separate


Fig. 8.1. Stability diagrams, depicting plots of the fiber amplitude $\tau$ as a function of (left) wave number $p$, holding $\kappa=0.04$; and (right) stiffness $\kappa$, holding $p=4$. The other parameter values are $\nu=0.0002$ and $\alpha=0$. The curves traced out by the individual points represent the stability boundaries, and the regions above and inside each "tongue" correspond to unstable oscillations of the linearized IB problem. Regions of instability corresponding to harmonic modes (with $\gamma=0$ ) are denoted " $H$ " and are drawn with blue points, while the subharmonic modes (with $\gamma=\frac{1}{2} i$ ) are denoted " $S$ " and are drawn with red points. The dashed horizontal line corresponds to $\tau=\frac{1}{2}$, and only portions of the tongues lying below this line correspond to oscillations with positive stiffiness.
parameter space into regions where the solution is stable and regions where it is unstable. Because of their distinctive shape, the regions of instability are usually referred to as "tongues." The unstable tongues alternate between harmonic and subharmonic modes, moving from left to right, with no overlap between the successive tongues.

Figure 8.1 shows two views of the stability regions for $\nu=0.0002$ : the first in the $p, \tau$-plane with $\kappa$ held constant at 0.04 , and the second in the $\kappa, \tau$-plane with $p=4$. In both views, the tongue-like structure of the stability regions is apparent. The first unstable mode occurring for $\kappa=0.04$ is a $p=4$ mode, which corresponds to the left-most tongue that falls below the line $\tau=\frac{1}{2}$. Only tongues that correspond to integer values of the angular wavenumber $p$ are physical. Notice in the right plot that increasing the stiffness has a stabilizing influence in the sense that the tongues migrate upward as $\kappa$ is increased and therefore require higher-amplitude forcing in order to generate parametric resonance.

Figure 8.2 demonstrates more clearly the influence of changes in the stiffness parameter, by depicting the stability boundaries in the $p, \tau$-plane for $\kappa=0.02,0.04$, and 0.08 . As $\kappa$ is increased (corresponding to a stiffer fiber), the regions of instability move towards the left, causing the wavenumber of the first unstable mode to decrease, periodically moving in and out of the "physical" regime.

The effect of changes in viscosity for constant stiffness is investigated in Figure 8.3, where plots for $\nu=0.00005,0.0002$, and 0.001 are given for $\kappa=0.04$. As viscosity increases, the unstable regions migrate vertically upwards, so that the minimum value of $\tau$ corresponding to a linear instability increases, and some modes that were unstable no longer lead to parametric resonance. As a result, larger-amplitude forcing is necessary to cause onset of parametric resonance in fibers with larger viscosity. If $\nu$ is taken large enough that all tongues lift above the $\tau=\frac{1}{2}$ line, then the system is no longer subject to parametric resonance. These results are evidence of the fact that viscosity has a stabilizing influence on the system.

In the limit as $\nu \rightarrow 0$, the tongues extend down to the $p$-axis, where they touch the
line $\tau=0$, corresponding to unforced oscillations of the immersed fiber. Therefore, the points where the tongues touch down in the $\nu=0$ limit represent the natural modes of oscillation which were discussed in detail in section 7 .


Fig. 8.2. A series of three plots showing the impact of changes in the stiffness on the stability boundaries in the $p, \tau$-plane, with viscosity $\nu=0.0002$ and three different values of stiffness: $\kappa=0.02$ (left), 0.04 (middle), and 0.08 (right).


Fig. 8.3. A series of three plots showing the impact of changes in viscosity in the stability boundaries in the $p, \tau$-plane, with stiffness $\kappa=0.04$ and three different values of viscosity: $\nu=$ 0.00005 (left), 0.001 (middle), and 0.005 (right).
9. Comparison with IB computations. In this section, we use several immersed boundary computations to demonstrate the validity of the preceding Floquet analysis. The numerical method is based on a straightforward discretization of the IB equations in terms of velocity and pressure variables. An alternating direction implicit (ADI) approach is used to apply the convection, diffusion, and forcing terms to obtain an intermediate velocity field. The resulting velocity is then made divergence-free through the use of a split-step pressure projection procedure. The standard cosine approximation to the Dirac delta function is employed [20], which is smoothed over a square box with side length of four fluid grid points. The resulting method is secondorder accurate in space, except for the approximate delta function interpolation which limits the spatial accuracy to first order. The method is explicit and has first-order accuracy in time. There are many variants of the IB method that increase both spatial and temporal accuracy, but we have chosen instead to demonstrate the presence of parametric resonance using this simplest and most common implementation. For complete details of the numerical technique, refer to [20] or [24].

All computations were performed on an immersed boundary whose rest configuration is a circle, immersed in a periodic box of dimension 2.5 times the size of the circular boundary. The analysis strictly applies only to an infinite fluid domain, but we found that this domain size was large enough in practice to avoid significant

TABLE 9.1
Parameters for the two resonant cases, one with a first unstable mode with angular wavenumber $p=2$, and the other with $p=4$.

| Case I | Case II |
| :--- | :--- |
| $\kappa=0.5$ | $\kappa=0.04$ |
| $\nu=0.004$ | $\nu=0.00056$ |
| $\phi=3.2 \times 10^{-5}$ | $\phi=7.84 \times 10^{-6}$ |
| $\rho=1$ | $\rho=1$ |
| $\mu=0.4$ | $\mu=0.5$ |
| $R=0.2$ | $R=1$ |
| $K_{c}=125000$ | $K_{c}=40000$ |
| $\omega_{o}=2500$ | $\omega_{o}=900$ |
| $\tau=0.45$ | $\tau=0.45$ |
| $p=2$ unstable | $p=4$ unstable |



Fig. 9.1. Stability diagrams for Case I $(\kappa=0.5, \nu=0.004)$ and Case II $(\kappa=0.04, \nu=0.00056)$.
interference from neighboring periodic copies. The fluid domain is divided into a $64 \times 64$ grid with 192 immersed boundary points, ensuring that there is significant resolution of the boundary within each fluid grid cell. Finer grid computations were also performed with a $128 \times 128$ fluid grid and 384 fiber points to validate the results. The time step was selected to be well within the stability restriction imposed by the explicit method.

We chose to focus on two specific sets of parameters for which the stability plots suggested different resonant $p$-modes. The parameters are listed in Table 9.1, and the corresponding stability regions are displayed in Figure 9.1. In Case I, the first unstable tongue corresponds to a harmonic mode of oscillation at $p=2$, while the lowest-wavenumber unstable mode for the second case is $p=4$ (also harmonic).

We next present numerical evidence that supports the existence of these two instances of parametric resonance. In both cases, the immersed boundary is initially in the shape of a circle of radius $R$ with a radial perturbation of the form $r=$ $R(1+0.05 \cos (p \theta))$. The results of a given simulation are reported as plots of $\hat{r}_{p}(t)$, which represents the amplitude of the $p$-mode of oscillation in the fiber versus time, and is calculated as follows:

1. we convert the $(x, y)$ position of each point on the immersed fiber to radial coordinates;


Fig. 9.2. Amplitude of the unforced immersed boundary for Case I $(p=2)$ and Case II $(p=4)$. The dashed curve is an approximate fit to the computed results using a function of the form $e^{\alpha t} \cos (\beta t)$.
2. using cubic splines, we interpolate the points representing the fiber positions onto a set of points that are equally spaced in $\theta$;
3. we calculate $\hat{r}_{p}(t)=F F T_{\theta}(r(\theta, t))$, the fast Fourier transform of the radius in $\theta$, which then yields the amplitude of the desired $p$-mode.
First, we present plots of the unforced solution (with $\tau=0$ ) in Figure 9.2 that represent the natural mode of oscillation for the fiber in each case. The rate of decay and frequency of the natural modes of oscillation for the unforced fiber are as follows:

$$
\text { Case I: } \quad \alpha=-0.066, \quad \beta=1.071
$$

$$
\text { Case II: } \alpha=-0.020, \quad \beta=1.016
$$

When the immersed boundary is then forced internally at a frequency equal to the resonant frequency suggested by the plots in Figure 9.1 (i.e., $\omega_{o}=2500$ in Case I and $\omega_{o}=900$ in Case II), amplitude of oscillation grows far beyond the initial amplitude of 0.05 cm . The motion never actually becomes unstable, but the fiber instead exhibits sustained, large-amplitude oscillations (see Figure 9.3 and compare to Figure 9.2).

In order to verify that this behavior is truly arising from a parametric resonance, we consider changes to either $\kappa$ or $\nu$ that move the resonant tongue in the eigenvalue plot outside the range of parameters being considered. The results are summarized in Figures 9.4 and 9.5. the As the viscosity is increased, the oscillations either decrease in amplitude or decay in time, though not at as rapid a rate as for the unforced case. Because an increase in viscosity acts to raise the "tongues" in the eigenvalue plot, this is precisely the behavior we would expect.

Alternately, if we increase or decrease the value of $\kappa$ in relation to the resonant value, the resulting oscillations are pictured in Figure 9.5. The amplitude of oscillation for the resonant mode has a maximum value close to the resonant value of $\kappa$, which represents the movement of the resonant tongues either to the left or to the right as $\kappa$ is increased or decreased, respectively.

The effect of varying the stiffness perturbation amplitude $\tau$ is displayed in Figure 9.6 for Case II. For $\tau \leq 0.40$, there is no longer a sustained oscillation in the fiber, and as $\tau$ is reduced the amplitude of the fiber motion decreases.

At this point, it is important to emphasize that in our numerical simulations, resonance is indicated by sustained, large-amplitude motions, rather than any actual


Fig. 9.3. Amplitude of the resonant p-mode, when the immersed boundary is forced at the resonant frequency ( $p=2$ for Case I and $p=4$ for Case II). Both cases display a sustained, large-amplitude oscillation.

## Case I



Fig. 9.4. Amplitude of the resonant p-mode in Cases I and II, as $\nu$ is increased. The stabilizing influence of viscosity is exhibited by the inability of the fiber to sustain large-amplitude oscillations for even small increases in the viscosity.
instability (i.e., unbounded oscillations). This discrepancy arises from both numerical errors and simplifications to the model, namely:

- the numerical scheme is only first order in space and time and introduces a significant level of artificial viscosity;
- although the fiber force term in the linearized Navier-Stokes equations was also linearized in the forgoing analysis, it is actually nonlinear, which acts to


## Case I



## Case II




$$
\kappa=0.055
$$

$$
\kappa=0.065
$$



Fig. 9.5. Amplitude of the resonant p-mode in Cases I and II, as $\kappa$ is varied. When the stiffness is taken either smaller or larger than the resonant value, the amplitude of the oscillations decreases to the point that they can no longer be sustained.

## Case II



FIG. 9.6. Amplitude of the resonant p-mode in Case II, as the forcing amplitude, $\tau$, is varied. As the forcing is reduced, the amplitude of the fiber oscillations also diminishes.
stabilize the numerical results;

- the analysis assumed an infinite fluid domain, while our numerical simulations use periodic boundary conditions. Discrepancies owing to interference from periodic copies of the immersed fiber are therefore unavoidable, though we have attempted to choose the size of our computational domain large enough so that these errors are minimized.
A further symptom of these errors is the fact that the stability boundaries in parameter space demonstrated in the simulations are not nearly as sharp, or located in exactly the same locations, as indicated by the plots in section 8. Nonetheless, the correspondence between analytical and numerical results is still quite convincing evidence of the presence of parametric resonance in the linearized IB problem.

The final set of results indicates what transpires when a mode other than the resonant mode is excited initially. We restrict ourselves to Case II and initialize the fiber position with modes having wavenumber $p=2$ or $p=3$, while still forcing the stiffness through a $p=4$ mode. The other parameters remain the same as in the resonant case. Figure 9.7 shows that in both cases, the given 2 - and 3 -modes do not grow; however, energy transfers over time into the resonant $p=4$ mode which eventually dominates the fiber oscillation.



Fig. 9.7. The amplitude of various fiber modes in Case II when wavenumbers $p=2$ and $p=3$ are excited initially instead of the $p=4$ mode. Numerical errors give rise to phase-shifted oscillations which, when combined linearly with the initial conditions, perturb the $p=4$ mode and hence feed energy into the resonant mode over time.
10. Conclusions. Floquet analysis has proven to be an extremely useful tool in examining parametric resonance and the stability behavior of a wide variety of flows involving interfaces and fluid-structure interaction. In this paper, we study parametric resonances arising from an elastic membrane immersed in a viscous fluid in two dimensions, which is driven by periodic variations in the stiffness parameter of the elastic material. The underlying mathematical model, known as the immersed boundary formulation, captures not only the flow-induced deformations of the elastic membrane but also the influence of the immersed structure on the surrounding fluid flow. To our knowledge, this is the first study of its kind that captures this two-way interaction between fluid and fiber in a parametrically forced system.

Our Floquet analysis leads to an eigenvalue problem that can be solved in order to determine the stability boundaries in parameter space that separate the regions in which the motion is stable from those in which it is unstable. Using asymptotic expansions of the resulting solutions, we demonstrate that our results are consistent with previous analyses of unforced immersed fibers. The decay rates and frequencies of oscillation for the forced system are also shown to match closely those found in full numerical simulations of the fluid-fiber system for small-wavenumber perturbations. We also present numerical results that verify the existence of resonances in parametrically forced immersed boundaries.

This study opens the door for several avenues of further investigation. First of all, while we have demonstrated the existence of parametric resonances numerically in periodically forced immersed fibers, we have yet to find a biological system in which the parameters lie within the unstable regime. In the heart, for example, the muscle fiber stiffness appears to be too small to lead to parametric resonance, according to our analysis. However, we intend to investigate other biological systems with different parameter ranges to determine if resonances are possible.

There are also several natural extensions to the analysis that would allow us to investigate much more interesting fiber dynamics. For example, introducing a spatial dependence in the stiffness, $K(s, t)$, would better mimic biological systems in which an active fiber is pulsed via a wave of contraction that travels around the fiber. However, this form of the stiffness complicates the Floquet analysis significantly by coupling the various fiber modes, and hence would require an extension of our analytical technique.

We also intend to investigate the use of optimal control to see whether it is possible to eliminate parametric resonances by introducing an additional periodic forcing term in the system.

Appendix A. Some useful Bessel function formulas. The following identities are taken from [27] and [1]:

$$
\begin{align*}
J_{p}(z) & =\frac{z}{2 p}\left(J_{p-1}(z)+J_{p+1}(z)\right),  \tag{A.1}\\
J_{p}^{\prime}(z) & =\frac{1}{2}\left(J_{p-1}(z)-J_{p+1}(z)\right),  \tag{A.2}\\
\int z^{p+1} J_{p}(a z) d z & =\frac{z^{p+1}}{a} J_{p+1}(a z),  \tag{A.3}\\
\int z^{1-p} J_{p}(a z) d z & =\frac{-z^{1-p}}{a} J_{p-1}(a z) . \tag{A.4}
\end{align*}
$$

Equations (A.1)-(A.4) are written for the Bessel function of the first kind, $J_{p}(z)$, but are also valid for the various other Bessel functions, $Y_{p}(z), H_{p}(z)$, etc.

## Appendix B. Proof of Claim 1.

Claim 1. Given the expansions in (3.3a) and (3.3b),

$$
\begin{aligned}
& \left(\hat{\boldsymbol{z}} \cdot \nabla \times \boldsymbol{f}^{(0)}\right)=0 \quad \text { and } \\
& \left(\hat{\boldsymbol{z}} \cdot \nabla \times \boldsymbol{f}^{(1)}\right)=K\left(X_{s s}^{\theta}+X_{s}^{r}\right)\left(\frac{\delta(r-1)}{r}\right)_{r}-K\left(X_{s s s}^{r}-X_{s s}^{\theta}\right) \frac{\delta(r-1)}{r} .
\end{aligned}
$$

Proof. Since

$$
\begin{aligned}
(\hat{\boldsymbol{z}} \cdot \nabla \times \boldsymbol{f}) & =-\hat{\boldsymbol{z}} \cdot \int_{0}^{2 \pi}\left(K \boldsymbol{X}_{s}\right)_{s} \times \nabla \delta(\boldsymbol{x}-\boldsymbol{X}) d s \\
& =-\int_{0}^{2 \pi}\left[\hat{\boldsymbol{z}} \times\left(K \boldsymbol{X}_{s}\right)_{s}\right] \cdot \nabla \delta(\boldsymbol{x}-\boldsymbol{X}) d s
\end{aligned}
$$

we have that (3.3a)-(3.3b) imply that

$$
\begin{aligned}
\left(\hat{\boldsymbol{z}} \cdot \nabla \times \boldsymbol{f}^{(0)}\right) & =-\int_{0}^{2 \pi}\left[\hat{\boldsymbol{z}} \times\left(K(t) \hat{\boldsymbol{r}}_{s}\right)_{s}\right] \cdot \nabla \delta(\boldsymbol{x}-\boldsymbol{X}(s, t)) d s \\
& =-K(t) \int_{0}^{2 \pi}\left[\hat{\boldsymbol{z}} \times \hat{\boldsymbol{r}}_{s s}\right] \cdot \nabla \delta(\boldsymbol{x}-\boldsymbol{X}(s, t)) d s \\
& =-K(t) \int_{0}^{2 \pi} \frac{d}{d s} \delta(\boldsymbol{x}-\boldsymbol{X}(s, t)) d s=0 .
\end{aligned}
$$

We also have that

$$
\begin{align*}
\left(\hat{\boldsymbol{z}} \cdot \nabla \times \boldsymbol{f}^{(1)}\right)= & -\int_{0}^{2 \pi}\left[\hat{\boldsymbol{z}} \times\left(K \boldsymbol{X}_{s}^{(1)}\right)_{s}\right] \cdot \nabla \delta\left(\boldsymbol{x}-\boldsymbol{X}^{(0)}\right) d s \\
& +\int_{0}^{2 \pi}\left\{\left[\hat{\boldsymbol{z}} \times\left(K \boldsymbol{X}_{s}^{(0)}\right)_{s}\right] \cdot \nabla\right\}\left(\boldsymbol{X}^{(1)} \cdot \nabla\right) \delta\left(\boldsymbol{x}-\boldsymbol{X}^{(0)}\right) d s  \tag{B.1}\\
= & I_{1}+I_{2} .
\end{align*}
$$

The second term can be simplified:

$$
\begin{aligned}
I_{2} & =K \int_{0}^{2 \pi}\left(\boldsymbol{X}^{(1)} \cdot \nabla\right)\left\{\left[\hat{\boldsymbol{z}} \times \boldsymbol{X}_{s s}^{(0)}\right] \cdot \nabla\right\} \delta\left(\boldsymbol{x}-\boldsymbol{X}^{(0)}\right) d s \\
& =K \int_{0}^{2 \pi}\left(\boldsymbol{X}^{(1)} \cdot \nabla\right) \frac{d}{d s} \delta\left(\boldsymbol{x}-\boldsymbol{X}^{(0)}\right) d s \\
& =-K \int_{0}^{2 \pi} \boldsymbol{X}_{s}^{(1)} \cdot \nabla \delta\left(\boldsymbol{x}-\boldsymbol{X}^{(0)}\right) d s,
\end{aligned}
$$

so that so far we have that (B.1) is

$$
\left(\hat{\boldsymbol{z}} \cdot \nabla \times \boldsymbol{f}^{(1)}\right)=-K \int_{0}^{2 \pi}\left[\hat{\boldsymbol{z}} \times \boldsymbol{X}_{s s}^{(1)}+\boldsymbol{X}_{s}^{(1)}\right] \cdot \nabla \delta\left(\boldsymbol{x}-\boldsymbol{X}^{(0)}\right) d s
$$

Now it is convenient to write $\boldsymbol{X}^{(1)}$ in polar coordinates

$$
\boldsymbol{X}^{(1)}=X^{r}(s, t) \hat{\boldsymbol{r}}(s)+X^{\theta}(s, t) \hat{\boldsymbol{\theta}}(s)
$$

so that

$$
\hat{\boldsymbol{z}} \times \boldsymbol{X}_{s s}^{(1)}+\boldsymbol{X}_{s}^{(1)}=-\left(X_{s s}^{\theta}+X_{s}^{r}\right) \hat{\boldsymbol{r}}+\left(X_{s s}^{r}-X_{s}^{\theta}\right) \hat{\boldsymbol{\theta}}
$$

Now we can write

$$
\begin{aligned}
\left(\hat{\boldsymbol{z}} \cdot \nabla \times \boldsymbol{f}^{(1)}\right)= & K \int_{0}^{2 \pi}\left[X_{s s}^{\theta}+X_{s}^{r}\right] \hat{\boldsymbol{r}} \cdot \nabla \delta\left(\boldsymbol{x}-\boldsymbol{X}^{(0)}\right) d s \\
& -K \int_{0}^{2 \pi}\left[X_{s s}^{r}-X_{s}^{\theta}\right] \hat{\boldsymbol{\theta}} \cdot \nabla \delta\left(\boldsymbol{x}-\boldsymbol{X}^{(0)}\right) d s
\end{aligned}
$$

The last term can be integrated by parts and we arrive at

$$
\begin{aligned}
\left(\hat{\boldsymbol{z}} \cdot \nabla \times \boldsymbol{f}^{(1)}\right)= & \int_{0}^{2 \pi} K\left(X_{s s}^{\theta}+X_{s}^{r}\right) \hat{\boldsymbol{r}} \cdot \nabla \delta\left(\boldsymbol{x}-\boldsymbol{X}^{(0)}\right) d s \\
& -\int_{0}^{2 \pi} K\left(X_{s s s}^{r}-X_{s s}^{\theta}\right) \delta\left(\boldsymbol{x}-\boldsymbol{X}^{(0)}\right) d s
\end{aligned}
$$

If we now write

$$
\delta\left(\boldsymbol{x}-\boldsymbol{X}^{(0)}\right)=\frac{\delta(r-1) \delta(\theta-s)}{r}
$$

we get

$$
\begin{aligned}
\left(\hat{\boldsymbol{z}} \cdot \nabla \times \boldsymbol{f}^{(1)}\right)= & {\left[K\left(X_{s s}^{\theta}+X_{s}^{r}\right)\right](\theta, t)\left(\frac{\delta(r-1)}{r}\right)_{r} } \\
& -\left[K\left(X_{s s s}^{r}-X_{s s}^{\theta}\right)\right](\theta, t) \frac{\delta(r-1)}{r}
\end{aligned}
$$

Appendix C. Jump conditions. The derivation of the jump conditions for vorticity will make use of the following result.

Claim 2. In the sense of distributions

$$
r\left(\frac{\delta(r-R)}{r}\right)^{\prime}=\delta^{\prime}(r-R)-\frac{\delta(r-R)}{R}
$$

Proof. Let $\phi(r)$ be a smooth function. Then

$$
\begin{aligned}
\int \phi(r) r\left(\frac{\delta(r-R)}{r}\right)^{\prime} d r & =-\int(r \phi(r))_{r}\left(\frac{\delta(r-R)}{r}\right) d r \\
& =-\int\left(\phi^{\prime}(r)+\frac{\phi(r)}{r}\right) \delta(r-R) d r \\
& =-\phi^{\prime}(R)-\frac{\phi(R)}{R}
\end{aligned}
$$

The result follows.
The jump conditions for an equation of the form

$$
-\frac{1}{r}\left(r \xi^{\prime}\right)^{\prime}+\left(\frac{(\gamma+i n)}{\nu}+\frac{p^{2}}{r^{2}}\right) \xi=A\left(\frac{\delta(r-1)}{r}\right)^{\prime}+B\left(\frac{\delta(r-1)}{r}\right)
$$

where $A$ and $B$ are independent of $r$, can be derived as follows. We first multiply the equation by $r$ :

$$
-\left(r \xi^{\prime}\right)^{\prime}+\left(\frac{(\gamma+i n)}{\nu} r+\frac{p^{2}}{r}\right) \xi=A r\left(\frac{\delta(r-1)}{r}\right)^{\prime}+B \delta(r-1)
$$

and use the claim to write it as

$$
-\left(r \xi^{\prime}\right)^{\prime}+\left(\frac{(\gamma+i n)}{\nu} r+\frac{p^{2}}{r}\right) \xi=A \delta^{\prime}(r-1)+(B-A) \delta(r-1)
$$

We now integrate from $1-\epsilon$ to some point $r$ to get
$-\left[r \xi^{\prime}(r)-(1-\epsilon) \xi^{\prime}(1-\epsilon)\right]+\int_{1-\epsilon}^{r}\left(\frac{(\gamma+i n)}{\nu} q+\frac{p^{2}}{q}\right) \xi(q) d q=A \delta(r-1)+(B-A) H(r-1)$.

We can use (C.1) in two ways. First, set $r=1+\epsilon$ and take the limit $\epsilon \rightarrow 0$ :

$$
\begin{equation*}
-\llbracket \xi^{\prime} \rrbracket=(B-A) \tag{C.2}
\end{equation*}
$$

Second, we divide (C.1) by $r$, integrate from $1-\epsilon$ to $1+\epsilon$, and let $\epsilon \rightarrow 0$ to get

$$
\begin{equation*}
-\llbracket \xi \rrbracket=A \tag{C.3}
\end{equation*}
$$

Equations (C.2)-(C.3) are the two jump conditions.
Appendix D. Solution of the stream function equation. In this section we describe the method for finding the solution of the stream function equation

$$
-\frac{1}{r}\left(r \psi_{r}\right)_{r}+\frac{p^{2}}{r^{2}} \psi=\xi(r)
$$

where $\xi(r)$ is given by

$$
\xi(r)=\left\{\begin{array}{lll}
b J_{p}\left(i \Omega_{n} r\right) & \text { if } r<1 \\
a H_{p}\left(i \Omega_{n} r\right) & \text { if } r>1 & \text { (inner) } \\
\text { (outer) }
\end{array}\right.
$$

The general solution may be written as

$$
\psi(r)=\int_{0}^{\infty} \xi(r) \mathcal{G}(r, z) d z
$$

Here, the Green's function $\mathcal{G}(r, z)$ is the solution of

$$
\begin{equation*}
-\frac{1}{r}\left(r \mathcal{G}_{r}\right)_{r}+\frac{p^{2}}{r^{2}} \mathcal{G}=\delta(r-z) \tag{D.1}
\end{equation*}
$$

Multiplying this equation by $r$, integrating from $z-\epsilon$ to $z+\epsilon$, and taking the limit $\epsilon \rightarrow 0$, we find that $\mathcal{G}(r, z)$ satisfies the jump conditions

$$
\llbracket \mathcal{G} \rrbracket=0 \quad \text { and } \quad \llbracket \mathcal{G}_{r} \rrbracket=-1
$$

Since solutions of equation (D.1) are of the form $r^{p}$ and $r^{-p}$, we have that

$$
\mathcal{G}(r, z)=\frac{z}{2 p} \begin{cases}\frac{r^{p}}{z^{p}} & \text { if } r<z \\ \frac{z^{p}}{r^{p}} & \text { if } r>z\end{cases}
$$

The stream function is then found by piecewise integration. For the interior solution, $r<1$, we obtain

$$
\begin{aligned}
\psi(r)= & \frac{b}{2 p r^{p}} \int_{0}^{r} J_{p}\left(i \Omega_{n} r^{\prime}\right)(z)^{p+1} d z+\frac{b r^{p}}{2 p} \int_{r}^{1} J_{p}\left(i \Omega_{n} r^{\prime}\right)(z)^{1-p} d z \\
& +\frac{a r^{p}}{2 p} \int_{1}^{\infty} H_{p}\left(i \Omega_{n} r^{\prime}\right)(z)^{1-p} d z \\
= & \frac{b r}{2 i p \Omega_{n}}\left[J_{p-1}\left(i \Omega_{n} r\right)+J_{p+1}\left(i \Omega_{n} r\right)\right]+\frac{r^{p}}{2 i p \Omega_{n}}\left[a H_{p-1}\left(i \Omega_{n}\right)-b J_{p-1}\left(i \Omega_{n}\right)\right],
\end{aligned}
$$

making use of the identities (A.3) and (A.4). The solution for $r>1$ is found in the same way.
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# DYNAMICS IN A ROD MODEL OF SOLID FLAME WAVES* 
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#### Abstract

We consider gasless solid fuel combustion in a cylinder of radius $\tilde{R}$, associated with the SHS (self-propagating high-temperature synthesis) process, which employs combustion waves


 to synthesize materials. A powder mixture of reactants is cold pressed into a sample, typically a cylinder, and ignited at one end. A high-temperature combustion wave then propagates along the sample, converting the unreacted powder into the desired product. It has recently become popular to model systems governed by partial differential equations as an array of interacting oscillators. Here, we extend this approach by considering an array of interacting rods, each of which supports propagating waves. Thus, we employ an array of interacting one-dimensional (1D) rods connected via heat transfer. The heat transfer terms correspond to a discretization of the transverse Laplacian.Both the full 3D model and the rod model allow for a uniformly propagating planar combustion wave. The dispersion relation for this solution is determined for both models and shown to be equivalent when certain parameters in the two models are identified. The rod model is able to describe a number of the features of the 3 D model, thus allowing numerical simulations with significantly reduced computational resources. In this paper we consider a rod model consisting of an outer ring of three rods equally spaced along the ring, together with an axial rod. Clearly, this limits the 3D modes of wave propagation which can be described, and the results below have to be considered within this basic limitation. The $3 / 1$ model admits analogues of spin and radial modes which are known to exist experimentally and as solutions of the 3D model. We propose that the new modes of solution behavior that we find are also related to modes of the 3D model.

We determine solution behavior as a function of $R$, the nondimensionalized cylindrical radius. We consider three cases characterized by the Zeldovich number $Z=N(1-\sigma) / 2$, where $N$ is a nondimensionalized activation energy and $\sigma$ is the ratio of the unburned to the burned temperature. For $Z$ sufficiently small, the uniformly propagating planar solution is stable to planar, i.e., rod independent, perturbations. In this case, analysis of the dispersion relation predicts that for sufficiently small and sufficiently large $R$, only the uniformly propagating solution is stable. Spin modes, seen in experiments as hot spots spinning periodically around the cylinder as the wave propagates, occur for small $R$, and radial modes, periodically oscillating solutions independent of the cylindrical angle, occur for larger $R$. We find analogues of these modes for the rod model and describe the transition from spin to radial modes via a family of quasiperiodic (QP) modes, manifested by periodic variations in the temperature and rotation speed of the spot.

For a larger value of $Z$, the uniformly propagating solution is unstable to planar perturbations. In this case, we find that for sufficiently small values of $R$, the singly periodic pulsating planar (PP) solution is the only stable solution. For larger values of $R$, there is bistability between PP solutions and spin solutions. As $R$ increases further, both solutions lose stability, and the only stable solution is a QP mode. This mode is a combination of spin and radial behavior. Unlike the smaller $Z$ case, stable radial solutions are not found. As $R$ increases, the two generator frequencies of the QP solutions converge to the dominant frequency of the PP solution. In the time domain the solution in each rod is approximately the PP solution on intermediate time scales, with a long time envelope corresponding to the small difference between the two generator frequencies. There is a phase difference between adjacent outer rods which is essentially constant over intermediate time scales, but which varies over longer time scales. The intermediate time scale increases as $R$ increases. Thus, we find QP spin-like behavior which on intermediate time scales appears as a spinning manifestation of the PP solution. We refer to this behavior as spinning PP (SPP) behavior.

We also consider a yet larger value of $Z$. We find a PP solution which is now period doubled. In addition, we find spin and QP spin solutions as before. We also find an interval in $R$ where spinning-type solutions reverse direction in a periodic or QP fashion.

Key words. combustion wave dynamics, self-propagating high-temperature synthesis, solid flames
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1. Introduction. We consider modes of solid flame propagation associated with the SHS (self-propagating high-temperature synthesis) process of materials synthesis. In this process reactants are ground into a powder, cold pressed into a solid sample, typically a cylinder, and ignited at one end. Synthesis ensues as a high-temperature self-sustaining combustion wave propagates through the sample, converting reactants to products. When gas plays no significant role in the process, the resulting gasless combustion wave is referred to as a "solid flame" [12]. The SHS process enjoys a number of advantages over conventional technology, in which the sample is placed in a furnace and "baked" until it is "well done." The advantages include (i) simpler equipment; (ii) significantly shorter synthesis times; (iii) greater economy, since the internal energy of the chemical reactions is employed rather than the costly external energy of the furnace; (iv) greater product purity, due to volatile impurities being burned off by the very high temperatures of the propagating combustion wave; and (v) no intrinsic limit on the size of the sample to be synthesized, as exists in conventional technology.

In many instances, synthesis does not proceed in a uniform manner. Rather, nonuniform structures appear in the synthesized samples, corresponding to nonuniformly propagating combustion waves. A variety of dynamical modes of propagation have been found both from analysis and computations (see, e.g., $[1,2,7,8,10,12]$ ), including planar pulsating (PP) modes, in which waves independent of the radial and angular coordinates, $\tilde{r}$ and $\psi$, exhibit time periodic oscillations; spinning modes, where one or more hot spots rotate periodically around the cylindrical axis as the wave propagates, so that a helical pattern is visible on the cylindrical surface; and radial modes, where a periodically oscillating wave depends on $\tilde{r}$ but not $\psi$, i.e., there are radial pulsations as the wave propagates axially. We note that it is difficult to visually determine the internal structure of spin and radial waves, as only the surface of the sample is visible. The internal structure can only be ascertained from a dissection of the synthesized product in controlled experiments. Thus, it is useful to obtain information on these modes from computations.

We consider solid flame waves in a cylindrical geometry. A full simulation of this problem would require three-dimensional (3D) computations. In order to reduce the required computational resources, we introduce a simplified model consisting of an array of 1D rods aligned along the cylindrical axis and connected to each other via heat transfer. The model simulates the 3D sample, but with coarse angular and radial grids. It has recently become popular to model systems governed by partial differential equations using an array of interacting oscillators. Here, we extend this approach by considering an array of interacting rods, each of which supports propagating waves. Our model generalizes the model introduced in [1], where surface spin modes were studied via a discrete number of interacting layers on the surface of the cylinder. In particular, spin modes were identified as pulsating solutions in each layer with a constant phase difference between adjacent layers. In this paper we consider a $3 / 1$ model in which three equally spaced outer rods are located on the surface of the cylinder and an axial rod is located on the axis. All rods are connected to one another via heat transfer. This very simple rod model clearly limits the 3D modes that can be described. For example, it does not allow for a description of multiheaded spin solutions. However, it does allow an examination of the behavior of one-headed (one rotating hot spot) spins for large $R$, the nondimensional cylindrical radius. In addition, it allows the description of radial waves and of spin-like and radial-like quasiperiodic (QP) waves.

Since the activation energy of the reaction is typically large, the region between the burned and unburned material is generally very thin. Therefore, the reaction term is sometimes replaced by a $\delta$-function of appropriate strength. This is referred to as the reaction sheet approximation. The resulting temperature profile is continuous, though its derivative is discontinuous at the reaction site (the site of the $\delta$-function), which separates the burned from the unburned region. Here, we employ the distributed Arrhenius reaction term. We will use the descriptive term front to describe the thin region separating the burned and unburned regions.

A key parameter in describing solution behavior is the Zeldovich number $Z=$ $N(1-\underset{\tilde{T}}{\sigma}) / 2$, where $N$ is a nondimensionalized activation energy and $\sigma=\tilde{T}_{u} / \tilde{T}_{b}$, where $\tilde{T}_{u}$ and $\tilde{T}_{b}$ are the unburned and adiabatic burned temperatures, respectively. Both the full 3D model and the rod model admit a uniformly propagating solution. In the rod model it is characterized by a uniformly propagating combustion wave in each rod, all propagating in phase. For all values of $R$ the uniform solution loses stability to planar, i.e., rod independent, perturbations at a critical value $Z_{c}$, leading to a planar pulsating (PP) solution, characterized by a pulsating wave in each rod, all propagating in phase. In the reaction sheet approximation, $Z_{c}=2+\sqrt{5}$ (see [11]). For Arrhenius kinetics as considered here, $Z_{c}$ is slightly different. The dispersion relations for the uniformly propagating solution of the full 3 D model in the reaction sheet approximation and of the rod model are shown to be equivalent when appropriate parameter identifications are made.

We consider solution behavior for selected values of $Z$, as $R$ increases. The parameter $R$ is technologically important, as the objective often is to synthesize large samples. We determine detailed solution behavior as a function of $R$ for three values of $Z$, one less than $Z_{c}$ and two greater than $Z_{c}$. The largest value of $Z$ corresponds to the case when the PP solution is period doubled.

Preliminary results for $Z<Z_{c}$ were presented in [13]. It was shown that only uniformly propagating solutions are found for small values of $R\left(R<R_{s p}\right)$. For $R>$ $R_{s p}$, stability is transferred to a family of spin modes, characterized by periodically pulsating waves of period $T$ in each rod, with a constant $(T / 3)$ phase difference between adjacent outer rods. The spin modes lose stability above $R=R_{s}$. For large $R\left(R>R_{r}\right)$ there exist radial modes, characterized by pulsating propagating waves in each rod, with the oscillations in the outer rods being in phase with each other but out of phase with the axial rod. Radial modes lose stability below $R=R_{r}>R_{s}$. The transitions at $R_{s}$ and $R_{r}$ are supercritical Hopf bifurcations. As $R$ increases above $R_{s}$ or decreases below $R_{r}$, a new frequency enters, and as $R$ increases in $R_{s}<R<R_{r}$, a family of QP modes was found which continuously evolved from spin-like to radiallike character. The QP solutions are combinations of radial and spin modes, with the radial component entering with zero amplitude as the spin modes lose stability at $R=R_{s}$. Similarly, the spin component enters with zero amplitude when the radial mode loses stability at $R=R_{r}$. Depending on $R$, two different types of QP modes were found. For $R$ near $R_{s}$ the QP modes are characterized by spin behavior for the outer rods; i.e., the rods always fire in a fixed order, though there is a modulation in both the firing amplitude as well as the interval between successive firings. For $R$ near $R_{r}$ where radial behavior predominates, while there is still a modulation in the amplitude of the firings, the outer rods no longer fire in a fixed order. The former behavior can be described as spin-type QP behavior, while the latter are nonspin QP modes.

It is known that as $Z$ increases the uniformly propagating solution becomes unstable and stable PP modes exist. As $Z$ increases further, the PP solution undergoes
a bifurcation from singly periodic to doubly periodic (2T) [5]. We have considered two values of $Z>Z_{c}, Z_{T}$ and $Z_{2 T}$. For $Z=Z_{T}$ the PP solution is singly periodic, while for $Z=Z_{2 T}$ the PP solution is period doubled. For $Z=Z_{T}$, stable PP solutions are found for $R<R_{p}$. Spin modes are found for $R_{s p}<R<R_{s}$, where the same notation is used for the spin mode boundary $R_{s}$, for both values of $Z$, though the numerical values are different. We note that $R_{s p}<R_{p}$, so that there is a region of bistability between the pulsating planar and spin modes. Spin modes lose stability at $R=R_{s}$ where stability is transferred to a family of QP solutions. No further transitions are found for the range of values of $R$ considered. In particular, for $Z>Z_{c}$ we do not find stable radial solutions. Furthermore, all QP solutions found for this value of $Z$ are spin-type QP solutions. However, examination of the frequency content of the QP solutions shows that their spectra are generated by two distinct generator frequencies. By examining the behavior associated with each of these frequencies, we show that the QP modes are combinations of spin and radial behavior as in the $Z<Z_{c}$ case. Calling these frequencies $f_{s p}$ and $f_{r}$, we find that as $R$ increases, the two frequencies coalesce, i.e., $f_{s p}-f_{r} \rightarrow 0$. Furthermore, the limiting frequency is the dominant frequency of the PP solution, $f_{p}$. We note that since the equations are autonomous, the term PP solution encompasses a family of solutions differing from each other by a constant phase shift in time. For large values of $R$, the QP solutions exhibit spin-like behavior, where for each rod the solution is approximately periodic over intermediate time scales which increase as $R$ increases, with a period corresponding to the period of the PP solution and with a long period modulation in amplitude and phase corresponding to the difference frequency $f_{d}=\left|f_{s p}-f_{r}\right|$. The amplitude modulation decays to 0 as $R \rightarrow \infty$. There is a phase difference between adjacent outer rods which is essentially constant on intermediate time scales, but which varies over longer time scales. The phase modulation does not vanish as $R \rightarrow \infty$. The solution remains QP, though the quasiperiodicity is manifested only by a persistent modulation in the phase difference between temperature maxima of adjacent rods over long time scales. These time scales become infinite as $R \rightarrow \infty$. Thus, for large $R$ we find an approximate spin mode where the behavior in each rod, over intermediate time scales, is close to that of an appropriately phase shifted PP solution. That is, the solution behaves as a multidimensional form, specifically a spinning form, of the 1D pulsating planar solution. We refer to this behavior as a spinning form of the PP (SPP) solution.

We have not traced the behavior for $Z=Z_{2 T}$ in as much detail. Analogous to the case for $Z=Z_{T}$, we find that for small values of $R$ only PP solutions are found, with the PP solution being $2 T$. As $R$ increases, we find periodic and QP spin modes. We note that the periodic spin modes are singly periodic. The dynamics of the spin modes do not appear to be affected by the period doubled nature of the pulsating planar solution, i.e., by the presence of the subharmonic in the PP mode. The QP spin mode is a combination of a spin and radial mode as is the case for smaller values of $Z$.

As $R$ increases, we find QP spin modes where a subharmonic of one of the generator frequencies develops. These are spin modes which have the character of period doubled solutions; i.e., the front temperature exhibits a high temperature firing followed by a low temperature firing. There is also an interval of apparently chaotic behavior as $R$ is increased further. Beyond a critical value of $R$ we find periodic direction reversing modes which exhibit the character of both $T$ and $2 T$ solutions. In these modes the outer rods fire in a clockwise sequence and then a counterclockwise sequence. If the outer rods are numbered 2,3 , and 4 , the rods fire in the sequence 324 followed by 423, with this behavior repeated periodically. Thus, the direction of spin
reverses periodically, and two of the rods (in this case rods 3 and 4) fire successively. The successive firings are at different amplitudes, while the intermediate rod (rod 2) always fires at the same amplitude. Thus, rod 2 and the axial rod exhibit singly periodic behavior, while the remaining two outer rods exhibit a period doubled behavior with firings at two different amplitudes within each cycle. Increasing $R$ further leads to QP direction reversing modes.

Dynamical modes of solid fuel combustion were studied in [2] for the case that burning was confined to the surface. We showed that spin modes evolved into QP spins as $R$ increased, as occurs in our rod model. The transition from spin modes to QP spin-type modes was accompanied by an increasing localization of the hot spots as $R$ increased, thus leading to nearly planar behavior over a large fraction of the front on the cylindrical surface.

Three-dimensional computations of spinning modes are presented in [7, 8] for adiabatic combustion with $Z>Z_{c}$. Generally, the computational requirements for full 3D computations preclude the detailed, high resolution, studies presented here. Results were presented for one-headed spins, exhibiting both a rigid rotation of the hot spot, i.e., a traveling wave in the angular coordinate, and variable spot behavior where the spot exhibits a variability in brightness, size, and speed (possible QP behavior). Furthermore, the amplitude of the pulsations on the axis increased with $R$. These results are qualitatively similar to the results for the simplified rod model presented here. Furthermore, we identify the QP behavior as due to an interaction between spin and radial modes and demonstrate that axial pulsations increase as the amplitude of the radial component increases. This is a different mechanism for the transition to quasiperiodicity than that observed for surface combustion [2], where radial modes are not present. The mechanism identified for surface combustion was the increasing localization of the spot, leading to nearly uniform behavior over a large portion of the front, together with the fact that, for the parameters considered, the uniform solution is unstable. The spot extends radially into the sample, and even if it is localized on the surface, it will not necessarily be localized in the interior. Thus, the breakdown of periodic spins is due not to localization, but rather to the interaction of spin with radial modes. A preliminary analysis of the nature of the quasiperiodicity in three dimensions is presented in [13].

Since all the results presented in this paper are for the $3 / 1$ rod model, it is still an open question as to which dynamical behaviors that we find are qualitatively similar to those which would be observed in the full 3D problem. While this model does not allow for a description of multiheaded spin modes, it does allow for a description of modes involving one hot spot. As shown in [2] for surface combustion, such modes may persist stably for relatively large values of $R$. Spin, radial, and QP spin modes which are combinations of spin and radial modes are found for models involving a larger number of rods, suggesting that this behavior is not an artifact of this particular rod model. In addition, SPP behavior is observed for more extensive rod models, thus suggesting that such behavior would also be observed in the continuous system. However, this has yet to be verified.
2. The mathematical model. We consider a model consisting of an array of 1 D rods coupled via heat transfer. We denote dimensional quantities by ~. We also employ this notation for the mass fraction, even though it is nondimensional, in order to distinguish it from the normalized mass fraction employed in the nondimensional model. We consider a configuration with three rods symmetrically located on a cylindrical surface of radius $\tilde{R}$ and one rod located on the cylindrical axis. A similar model was employed in [1] to simulate the case when burning is confined to the surface of
the cylinder.
Let $\tilde{T}_{i}$ and $\tilde{Y}_{i}$ be the temperature and mass fraction, respectively, of a deficient component of the reaction in rod $i$. Suppose that rod 1 is located on the cylindrical axis, while rods 2,3 , and 4 are symmetrically located on $\tilde{r}=\tilde{R}$. For $i=2,3,4$ we have

$$
\begin{gather*}
\frac{\partial \tilde{T}_{i}}{\partial \tilde{t}}=\tilde{\lambda} \frac{\partial^{2} \tilde{T}_{i}}{\partial \tilde{z}^{2}}+\tilde{q} \tilde{W}\left(\tilde{T}_{i}, \tilde{Y}_{i}\right)-\tilde{\alpha}_{\psi}\left(\tilde{T}_{i}-\tilde{T}_{i+}\right)-\tilde{\alpha}_{\psi}\left(\tilde{T}_{i}-\tilde{T}_{i-}\right)-\tilde{\alpha}_{r i 1}\left(\tilde{T}_{i}-\tilde{T}_{1}\right)  \tag{1}\\
\frac{\partial \tilde{Y}_{i}}{\partial \tilde{t}}=-\tilde{W}\left(\tilde{T}_{i}, \tilde{Y}_{i}\right)
\end{gather*}
$$

where $i+=3,4,2$ and $i-=4,2,3$. Here, $\tilde{\lambda}$ is the thermal diffusivity and $\tilde{q}=\tilde{Q} /(\tilde{c} \tilde{\rho})$, where $\tilde{Q}, \tilde{c}$, and $\tilde{\rho}$ are the heat of reaction, specific heat, and solid density, respectively (all assumed to be constant and independent of $i$ ), is the scaled heat of reaction. The coefficients $\tilde{\alpha}_{\psi}$ and $\tilde{\alpha}_{r i 1}$ represent heat transfer between the rods in the angular and radial directions (from rod $i$ to the axial rod), respectively. The reaction rate $\tilde{W}$ is given by

$$
\begin{equation*}
\tilde{W}\left(\tilde{T}_{i}, \tilde{Y}_{i}\right)=\tilde{A} g\left(\tilde{T}_{i}\right) \tilde{Y}_{i} \exp \left(\frac{-\tilde{E}}{\tilde{R}_{g} \tilde{T}_{i}}\right) \tag{2}
\end{equation*}
$$

where $\tilde{A}, \tilde{E}, \tilde{R}_{g}$ are the frequency factor, activation energy, and universal gas constant, respectively, and

$$
g\left(\tilde{T}_{i}\right)=0, \tilde{T}_{i}<\tilde{T}_{c u t}, \quad g\left(\tilde{T}_{i}\right)=1, \tilde{T}_{i}>\tilde{T}_{c u t}
$$

where $\tilde{T}_{\text {cut }}$ is chosen to cut off the reaction far ahead of the combustion zone.
The equations for the axial $\operatorname{rod} \tilde{T}_{1}$ are

$$
\begin{equation*}
\frac{\partial \tilde{T}_{1}}{\partial \tilde{t}}=\tilde{\lambda} \frac{\partial^{2} \tilde{T}_{1}}{\partial \tilde{z}^{2}}+\tilde{q} \tilde{W}\left(\tilde{T}_{1}, \tilde{Y}_{1}\right)-\sum_{i=2}^{i=4} \tilde{\alpha}_{r 1 i}\left(\tilde{T}_{1}-\tilde{T}_{i}\right), \quad \frac{\partial \tilde{Y}_{1}}{\partial \tilde{t}}=-W\left(\tilde{T}_{1}, \tilde{Y}_{1}\right) \tag{3}
\end{equation*}
$$

where $\tilde{\alpha}_{r 1 i}$ represents heat transfer from the axial rod to the outer rod $i$.
For all rods the solutions satisfy the boundary conditions

$$
\begin{equation*}
\lim _{\tilde{z} \rightarrow-\infty} \tilde{T}_{i}=\tilde{T}_{u}, \quad \lim _{\tilde{z} \rightarrow-\infty} \tilde{Y}_{i}=\tilde{Y}_{u}, \quad \lim _{\tilde{z} \rightarrow \infty} \frac{\partial \tilde{T}_{i}}{\partial \tilde{z}}=0 \tag{4}
\end{equation*}
$$

where $\tilde{T}_{u}, \tilde{Y}_{u}$ are the unburned temperature and mass fraction, respectively. We note that $\tilde{T}_{i} \rightarrow \tilde{T}_{b}$ as $\tilde{z} \rightarrow \infty$, where $\tilde{T}_{b}$ is the adiabatic burned temperature; however, we employ the Neumann condition in our computations. Finally, we note that $\tilde{T}_{b}$ is derivable from thermodynamical considerations as $\tilde{T}_{b}=\tilde{T}_{u}+\tilde{q} \tilde{Y}_{u}$.

The heat transfer coefficients $\tilde{\alpha}_{\psi}, \tilde{\alpha}_{r i 1}, \tilde{\alpha}_{r 1 i}$ correspond to a coarse grained approximation to the transverse Laplacian, i.e., the terms $\tilde{T}_{\psi \psi} / \tilde{r}^{2}$ and $\left(\tilde{r} \tilde{T}_{\tilde{r}}\right)_{\tilde{r}} / \tilde{r}$, with periodicity in $\psi$ assumed, thus establishing a relationship between the rod model and the fully 3D model. Approximating these expressions by finite differences leads to unique heat transfer terms. For example, interpreting rod $i$ as a grid point and approximating the angular diffusion term at rod $i$ gives

$$
\frac{\tilde{T}_{\psi \psi}}{\tilde{r}^{2}} \simeq-\frac{\tilde{T}_{i}-\tilde{T}_{i+}}{(\Delta \psi \tilde{R})^{2}}-\frac{\tilde{T}_{i}-\tilde{T}_{i-}}{(\Delta \psi \tilde{R})^{2}}, \quad \text { so that } \tilde{\alpha}_{\psi}=\frac{\tilde{\lambda}}{(\Delta \psi \tilde{R})^{2}}
$$

where $\Delta \psi=2 \pi / 3$ since we take three outer rods. For radial heat transfer, $\tilde{\alpha}_{\text {ri1 }}$ can be determined by employing a finite difference approximation for radial diffusion together with the no flux boundary condition $\tilde{T}_{r}=0$ at $\tilde{r}=\tilde{R}$, giving

$$
\frac{\left(\tilde{r} \tilde{T}_{\tilde{r}}\right)_{\tilde{r}}}{\tilde{r}} \simeq-2 \frac{\tilde{T}_{i}-\tilde{T}_{1}}{(\Delta \tilde{r})^{2}}, \quad \text { so that } \tilde{\alpha}_{r i 1}=\frac{2 \tilde{\lambda}}{(\Delta \tilde{r})^{2}}
$$

where $\Delta \tilde{r}=\tilde{R}$. For heat transfer from the axis, we approximate the Laplacian by a suitably averaged five point difference in Cartesian coordinates with $\Delta \tilde{x}=\Delta \tilde{y}=\Delta \tilde{r}$ to get

$$
\nabla^{2} \tilde{T} \simeq \frac{4}{3 \Delta \tilde{r}^{2}} \sum_{i=2}^{i=4}\left(\tilde{T}_{i}-\tilde{T}_{1}\right), \quad \text { so that } \tilde{\alpha}_{r 1 i}=\frac{4 \tilde{\lambda}}{3(\Delta \tilde{r})^{2}}
$$

where $\Delta \tilde{r}=\tilde{R}$.
Although this model is very coarse-grained, it allows a qualitative description of the fully 3D problem at a small fraction of the computational cost. We nondimensionalize as in [11] by introducing

$$
\begin{gathered}
Y_{i}=\frac{\tilde{Y}_{i}}{\tilde{Y}_{u}}, \quad \Theta_{i}=\frac{\tilde{T}_{i}-\tilde{T}_{u}}{\tilde{T}_{b}-\tilde{T}_{u}}, \quad t=\frac{\tilde{t} \tilde{U}^{2}}{\tilde{\lambda}}, \quad z=\frac{\tilde{z} \tilde{U}}{\tilde{\lambda}} \\
\sigma=\frac{\tilde{T}_{u}}{\tilde{T}_{b}}, \quad N=\frac{\tilde{E}}{\tilde{R}_{g} \tilde{T}_{b}}
\end{gathered}
$$

where

$$
\tilde{U}^{2}=\frac{\tilde{\lambda} \tilde{A}}{2 Z} \exp (-N)
$$

$Z=N(1-\sigma) / 2$ is the Zeldovich number, and $\tilde{U}$ is the velocity of the uniformly propagating front in the reaction sheet approximation [9]. Note that lengths are scaled by the size of the preheat zone. Finally, letting $\tilde{\alpha}(\alpha)$ generically denote any of the dimensional (nondimensional) heat transfer coefficients, we have

$$
\alpha=\tilde{\alpha} \frac{\tilde{\lambda}}{\tilde{U}^{2}}
$$

We will describe combustion waves propagating in the axial $(-z)$ direction. We introduce the moving coordinate system $[2,11]$

$$
x=z-\phi(t)
$$

where $\phi(t)$ is defined by $Y_{1}(\phi(t), t)=0.5$. Here, the choice of the particular rod at which the mass fraction is fixed is arbitrary. Thus, $\phi_{t}$ is the approximate velocity of the wave, so that the transformation to the moving coordinate system enables us to localize the front to a neighborhood of $x=0$.

In terms of the nondimensionalized quantities we have, for $i=2,3,4$,
(5) $\frac{\partial \Theta_{i}}{\partial t}=\frac{\partial^{2} \Theta_{i}}{\partial x^{2}}+W\left(\Theta_{i}, Y_{i}\right)-\alpha_{\psi}\left(\Theta_{i}-\Theta_{i+}\right)-\alpha_{\psi}\left(\Theta_{i}-\Theta_{i-}\right)-\alpha_{r i 1}\left(\Theta_{i}-\Theta_{1}\right)$,

$$
\frac{\partial Y_{i}}{\partial t}=-W\left(\Theta_{i}, Y_{i}\right)
$$

where

$$
W\left(\Theta_{i}, Y_{i}\right)=2 Z g\left(\Theta_{i}\right) Y_{i} \exp \left(\frac{N(1-\sigma)\left(\Theta_{i}-1\right)}{\sigma+(1-\sigma) \Theta_{i}}\right)
$$

For the axial rod we have

$$
\begin{equation*}
\frac{\partial \Theta_{1}}{\partial t}=\frac{\partial^{2} \Theta_{1}}{\partial x^{2}}+W\left(\Theta_{1}, Y_{1}\right)-\sum_{i=2}^{i=4} \alpha_{r 1 i}\left(\Theta_{1}-\Theta_{i}\right), \quad \frac{\partial Y_{1}}{\partial t}=-W\left(\Theta_{1}, Y_{1}\right) \tag{6}
\end{equation*}
$$

The boundary conditions are

$$
\begin{align*}
Y_{i} \rightarrow 1, \quad \Theta_{i} & \rightarrow 0 \text { as } x \rightarrow-\infty  \tag{7}\\
\frac{\partial \Theta_{i}}{\partial x} & \rightarrow 1 \text { as } x \rightarrow \infty
\end{align*}
$$

These boundary conditions are specified at finite points far from the front which is located in the vicinity of $x=0$. The computations presented here were obtained with the boundary conditions imposed at $x= \pm 12$. There is virtually no effect of further increasing the size of the computational domain.

Our numerical method employs an adaptive Chebyshev pseudospectral method, described in detail in $[2,3]$. We solve the initial value problem, marching forward in time until steady state is achieved, so that we compute only stable solutions.
3. The uniformly propagating planar solution and its stability. As shown in [13], the system (5)-(7) admits a planar uniformly propagating solution. In the reaction sheet approximation this solution (see [11, 10]) is

$$
\Theta_{u n i f}=\left\{\begin{array}{r}
\exp (x), x \leq 0, \\
1, x \geq 0,
\end{array} \quad Y=\left\{\begin{array}{r}
1, x<0, \\
0, x>0,
\end{array} \quad \phi(t)=-t+C\right.\right.
$$

where $\Theta_{1}=\Theta_{2}=\Theta_{3}=\Theta_{4}=\Theta_{\text {unif }}$ and $C$ is an arbitrary constant. Note that for this solution the heat transfer between the rods vanishes. A linear stability analysis shows that three different types of instabilities can occur. The dispersion relation requires that the product of three terms vanishes, so that instability sets in when any of the factors vanishes. In terms of $Z$ the three stability boundaries are given by

$$
\begin{align*}
& Z=2+\sqrt{5}  \tag{8}\\
& Z=\frac{4+12(3 \beta+2) \alpha_{R}+\sqrt{\left[4+12(3 \beta+2) \alpha_{R}\right]^{2}+4\left[1+4(3 \beta+2) \alpha_{R}\right]^{3}}}{2\left[1+4(3 \beta+2) \alpha_{R}\right]}  \tag{9}\\
& Z=\frac{4+12(6) \alpha_{R}+\sqrt{\left[4+12(6) \alpha_{R}\right]^{2}+4\left[1+4(6) \alpha_{R}\right]^{3}}}{2\left[1+4(6) \alpha_{R}\right]} \tag{10}
\end{align*}
$$

where $\beta=1 /(\Delta \psi)^{2}=9 /\left(4 \pi^{2}\right), \alpha_{R}=1 / R^{2}$, and $R=\tilde{R} U / \tilde{\lambda}$ is the nondimensional cylindrical radius. The eigenvectors indicate that (8) corresponds to a PP solution where all rods pulsate in phase and describes the well-known PP stability boundary, while (9) corresponds to a one-headed spin mode (the outer rods exhibit identical pulsations with a phase difference of $T / 3$ where $T$ is the period), and (10) represents


Fig. 1. Stability boundaries for the uniform solution.
a radial mode where the outer rods pulsate in phase, but are out of phase with the axial rod, the analogue of 3D radial modes where the solution depends on $r$ but not on $\psi$. The three stability boundaries are shown in Figure 1.

The dispersion relation for the nondimensionalized continuous 3D problem is

$$
\begin{equation*}
Z_{3 D}=\frac{4+12 k^{2}+\sqrt{\left[4+12 k^{2}\right]^{2}+4\left[1+4 k^{2}\right]^{3}}}{2\left[1+4 k^{2}\right]}, \quad k=\frac{\xi_{m}^{(n)}}{R} \tag{11}
\end{equation*}
$$

Here, $\xi_{m}^{(n)}$ is the $m$ th root of $J_{n}^{\prime}(\xi)=0$, where $J_{n}$ is the Bessel function of order $n$, with $n$ the angular wavenumber [10].

Since in our model we consider rods located at only three angular and two radial locations, only wave numbers $n=0,1$ and $m=1,2$ are relevant for comparison between the full model and our rod model. Since $\xi_{1}^{(0)}=0(m=1, n=0)$, the dispersion relations for the pulsating solutions are identical for the two models. The spin $(m=1, n=1)$ and radial $(m=2, n=0)$ modes are equivalent to the rod model if we identify $k^{2}$ with $(3 \beta+2) \alpha_{R}$ and $6 \alpha_{R}$, respectively. This equivalence serves as a partial justification for the assumption that the behavior of the rod model is qualitatively similar to that of the full 3D model.
4. Results. We first consider results for a value of $Z$ below the pulsating stability boundary $Z_{c}$, e.g., $Z \simeq 4.1$, for which the linear stability analysis suggests the sequence of transitions uniform $\rightarrow$ spin $\rightarrow$ transition region $\rightarrow$ radial $\rightarrow$ uniform as $R$ increases. However, Figure 1 is based on a $\delta$-function reaction term, while the results presented here are for the Arrhenius reaction term, leading to a slightly different dispersion


Fig. 2. Mean speed $V$ for different solution branches for $Z=3.916$.
relation. Our computations are for $Z=3.916, N=17.7, \sigma=.5575$, conditions which exhibit behavior analogous to $Z=4.1$ in Figure 1.

In order to visualize the solution, we compute the temperature as a function of time at the flame front $\Theta_{F i}(t)$, in each of the rods. Since we do not employ the reaction sheet model, there is not, strictly speaking, a front separating the burned and unburned regions. Nevertheless, we can determine the spatial location at which the reaction term is maximal and use it as an approximate flame front location. Computing this quantity as a function of time and then doing a least squares fit enables us to compute the mean flame speed $V$. The temperature on the front, $\Theta_{F i}(t)$ can then be obtained by evaluating the Chebyshev polynomial approximation of $\Theta$ at this location [1]. Typically, the time history of $\Theta_{F i}(t)$ will be oscillatory (though not necessarily periodic). Peaks in $\Theta_{F i}(t)$ can be interpreted as a firing of the rod. As an analogue of the continuous 3D problem, a peak in $\Theta_{F i}(t)$ can also be interpreted as a hot spot passing over the angle corresponding to the rod's location. Since this paper deals with the rod model, we will primarily refer to the firing of each rod in describing the dynamics of the solutions that we find.

Preliminary results for $Z=3.916$ were presented in [13]. These results are summarized in Figure 2, which shows the mean front speed $V$ as a function of $R$ for the different solution branches that we have found. The spin modes are connected to the radial modes via a family of solutions exhibiting QP dynamics where the behavior continuously varies from spin-like (for smaller $R$ ) to near-radial (for larger $R$ ). There is no indication of bistability.


Fig. 3. $\Theta_{F i}(t)(i=1,2,3,4)$ for spin solution for $Z=3.916$ and $R=3.2$.

For the rod model a spin mode is represented by pulsating waves that are identical in each of the three outer rods except for the constant $T / 3$ phase shift, with $\Theta_{F i}(t)$ periodic of period $T$ for $i=2,3,4$. This is exactly what would be observed by examining the temperature of a spin mode at three angular locations separated by $2 \pi / 3$. When $\Theta_{F i}(t)$ attains a maximum in time, one can think of a rotating hot spot passing over the spatial location corresponding to the rod, i.e., for the three outer rods the angles $k 2 \pi / 3(k=0,1,2)$. Alternatively, in terms of the rod model, one can think of such a temperature maximum as a "firing" of the rod. We note that while the linear stability analysis predicts uniform temperature on the axis, there is a low level periodic temperature pulsation due to nonlinear effects neglected in the linear analysis. This axial pulsation will grow as $R$ increases along the spin branch. Near the onset of spin modes the axial rod fires at a period $1 / 3$ that of the outer rods; i.e., it fires with the firing of each outer rod though with a slight phase shift, behavior clearly dependent on the choice of three outer rods and one axial rod in the model.

For the spin modes, the firing of the outer rods is synchronized. The rods fire in a fixed order with a constant time interval between firings. Note that the reverse firing order can also occur (corresponding to clockwise and counterclockwise rotating spots), with the order depending on initial conditions. The axial rod also fires periodically, but at a significantly lower level than the surface rods. For larger values of $R$, radial behavior is found. For a radial mode all outer rods fire simultaneously; i.e., there is no angular behavior to the firing, while the axial rod fires out of phase with the outer rods. Spin and radial modes were found in [13] and are illustrated in Figures 3 and 4 , respectively, where the numbers $1-4$ refer to the flame front temperatures in rods $1-4$, respectively.

Near $R=3.285$, the spin modes lose stability, and a transition to QP behavior is


Fig. 4. $\Theta_{F i}(t)(i=1,2,3,4)$ for radial solution for $Z=3.916$ and $R=5.8$.
observed. Near the transition point the solution exhibits approximate spin behavior, in that the firing order is preserved. However, the firings are no longer synchronized; the phase shift between firings becomes periodic, corresponding to continuous spin modes in which adjacent hot spots periodically approach and then withdraw from each other, as seen in [2].

The QP modes are best described by analyzing the frequency spectrum of $\Theta_{F i}(t)$. The spin and radial solutions are periodic in time. Thus, their frequency spectrum is composed of a single dominant frequency and its harmonics. The QP modes have two dominant frequencies which generate all other frequencies in the spectrum via linear combinations. Analysis of the frequency spectrum for the QP solutions indicates that the two generator frequencies correspond to spin and radial behavior, respectively. Thus, the QP modes are combinations of spin and radial modes. At the transition from spin to QP behavior a new frequency, corresponding to radial behavior, enters with zero amplitude. As $R$ increases, the amplitude of the radial spectral component increases while the amplitude of the spin component decreases, so that at the transition from QP to radial behavior, the amplitude of the spin component vanishes.

This behavior was described in [13] and can be seen in Figure 5, where we exhibit the dominant frequencies for spin (S), QP, and radial (R) modes as a function of $R$. For the spin and radial modes there is only one dominant frequency. For the QP modes there are two dominant frequencies. The figure clearly shows that in the QP regime the two generator frequencies emanate continuously from the spin and radial frequencies, respectively. For $R \leq R_{a}$ (indicated by point a in the figure) the frequency corresponding to the largest spectral amplitude is the spin frequency, while for $R \geq R_{b}$ (indicated by point b in the figure), the frequency corresponding to the largest spectral amplitude is the radial frequency. The most dominant frequency


Fig. 5. Principal frequency components for $\Theta_{F 2}(t)$ for $Z=3.916$ and $R=3.3$.
shifts from the spin frequency to the radial frequency as $R$ increases. Thus, at least in terms of spectral content, for small $R$ the QP modes take on a spin character, while for larger values of $R$ the QP modes take on a radial character.

The time domain behavior, described in [13], is illustrated in the time domain in Figure 6, where we consider a QP mode near the spin-QP transition. For this figure, $\Theta_{F i}(t)$ was Fourier transformed, the amplitudes of all frequencies except the secondary generator frequency and its harmonics were set to zero, and the resulting spectral representation was transformed back to the time domain. The resulting time domain behavior shown in the figure clearly exhibits radial behavior, including the simultaneous firings of the outer rods and the constant phase shift (near $\pi$ ) between the outer rods and the axial rod. A similar analysis near the transition from QP to radial behavior (Figure 7) indicates that the new frequency corresponds to spin behavior. We note that the solution shown in Figure 7 corresponds to a nonspin QP mode, where the firing order of the outer rods is not fixed. Such modes are connected to the transition to radial behavior. These modes are not found for larger values of $Z$ since we cannot find stable radial modes for values of $Z$ above the pulsating stability boundary.

Behavior near the spin-QP transition was discussed in [13]. Flame front temperatures for a QP mode near the spin-QP transition point are shown in Figure 8. The behavior is close to that of the spin modes. The rods fire in the same firing order; however, the time interval between successive firings is no longer constant, and the temperature maxima exhibit a nonconstant envelope. A QP mode near the QP-radial transition is shown in Figure 9. The outer rods fire nearly simultaneously; however, there is an amplitude modulation, and the time delay between successive firings is nonzero and nonconstant. Up to $R \simeq 3.7$, the outer rods fire in a fixed firing order (that of the spin modes). As $R$ increases, the outer rods fire closer together in time,


FIG. 6. Radial component of $\Theta_{F i}(t)(i=1,2,3,4)$ for $Q P$ mode for $Z=3.916$ and $R=3.3$.


FIG. 7. Spinning component of $\Theta_{F i}(t)(i=2,3,4)$ for $Q P$ mode for $Z=3.916$ and $R=5.75$.


FIG. 8. $\Theta_{F i}(t)(i=1,2,3,4)$ for $Q P$ solution for $Z=3.916$ and $R=3.3$.


FIG. 9. $\Theta_{F i}(t)(i=1,2,3,4)$ for $Q P$ solution for $Z=3.916$ and $R=5.75$.


FIG. 10. Mean speed for different solution branches for $Z=4.3$.
with the firing order no longer fixed, as the QP solutions take on more of a radial mode (simultaneous firing) character. In addition, the amplitude of the axial rod grows. Such a solution is shown in Figure 9. Near the transition to radial behavior, the firing of the outer rods occurs nearly simultaneously. Firings occur in groups of three, separated by a time interval close to the period of the radial solution.

Thus, for $Z$ below the pulsating stability boundary there are three branches of nonuniform solutions, a spin branch for small values of $R$, a radial branch for larger values of $R$, and a connecting QP branch, where the behavior of the solution continuously changes from spin-like to radial-like as $R$ increases. There is no indication of bistability.

We next consider behavior for $Z$ above the pulsating stability boundary so that the uniformly propagating solution is unstable for all values of $R$. Specifically, we consider $Z=Z_{T}=4.3$. A summary of our results is shown in Figure 10, where we plot $V$ for the different solution branches as a function of $R$. While the PP solution, involving no heat transfer between the rods, exists for all values of $R$, we find that it is stable only for small values of $R\left(R<R_{p} \simeq 2\right)$. Stable spin modes develop at $R=R_{s p}<R_{p}$, where $R_{s p} \simeq 1.58$. Since $R_{s p}<R_{p}$, there is a region of bistability between the spin and PP solutions. Examples of these modes in the bistable region are shown in Figures 11 and 12, where we plot $\Theta_{F i}(t)$ for a spin (Figure 11) and PP (Figure 12) solution for $R=1.7$. For $R>R_{p}$ only spin and QP spin-type modes are found.

Spin modes lose stability at $R=R_{Q P} \simeq 2.0994$, and QP spin-type modes develop. This is accompanied by an increase in the amplitude of the axial pulsation. An example of such a QP spin mode is shown in Figure 13, where we plot $\Theta_{F i}(t)$ for all rods for $R=2.102$. The frequency spectrum of $\Theta_{F 2}(t)$, shown in Figure 14, exhibits


FIG. 11. $\Theta_{F i}(t)(i=1,2,3,4)$ for spin solution for $Z=4.3$ and $R=1.7$.


FIG. 12. $\Theta_{F i}(t)(i=1,2,3,4)$ for $P P$ solution for $Z=4.3$ and $R=1.7$.


Fig. 13. $\Theta_{F i}(t)(i=1,2,3,4)$ for $Q P$ solution for $Z=4.3$ and $R=2.102$.


FIG. 14. Frequency spectrum of $\Theta_{F 2}(t)$ for $Q P$ solution for $Z=4.3$ and $R=2.102$.
two clear generator frequencies together with linear combinations. Reconstructing time domain behavior corresponding to each of the two generator frequencies, denoted by $f_{s p}$ and $f_{r}$ in the figure, as described above, shows that they correspond to spin and radial behavior, respectively. This is shown in Figures 15 and 16.

We next consider the behavior of the QP modes as $R$ increases. Unlike the previous case, we do not find stable radial solutions. For all values of $R>R_{Q P}$ that we have considered the only stable solution that we find is the QP spin-type mode,


FIG. 15. Spin component of $Q P$ solution for $Z=4.3$ and $R=2.102$.


Fig. 16. Radial component of $Q P$ mode for $Z=4.3$ and $R=2.102$.
though like all QP spin modes it has a radial component. Furthermore, there is no breakdown in the firing order as occurred previously when there was a transition to radial behavior. For all values of $R$ that we consider, the outer rods fire in a fixed order, characteristic of a spin mode.

As $R$ increases, the QP modes are characterized by an asymptotic coalescence of the dominant spin and radial frequencies to the dominant frequency of the PP solution, $f_{p}$. In addition, the front temperatures in the time domain approach that of the PP solution, appropriately shifted in time. The solution varies over three distinct time scales. Over short time scales, of the order of the period $T$ of the PP solution, the QP solution is essentially identical to the PP solution (appropriately phase shifted). Over intermediate time scales, which increase with $R$, the QP solutions are characterized as SPP solutions; i.e., the time history at each rod is approximately that of the PP solution appropriately phase shifted. Furthermore, adjacent outer rods are phase shifted with respect to each other, by a shift which is nearly constant in time, though the shift is different for different pairs of rods. Thus, over intermediate time scales the solution behaves as a spinning form of the PP solution, with a nonconstant rotation rate. We refer to this behavior as SPP behavior.

In addition, there is a longer time scale determined by the inverse of the difference frequency $f_{d}=\left|f_{s p}-f_{r}\right|$. Since $f_{d} \rightarrow 0$ as $R \rightarrow \infty$, this time scale grows as $R$ increases. On this time scale there is a phase and an amplitude modulation. The amplitude modulation decreases as $R$ increases and appears to vanish as $R \rightarrow \infty$. However, there is a phase variation between any two outer rods which appears to persist as $R$ increases. Thus, for large $R$ the front temperature appears to be QP, but without a noticeable amplitude modulation.

An indication of the SPP behavior can be seen from Figure 10, where $V$ asymptotically approaches the mean speed of the PP solution as $R$ increases. Note that our computations indicate that the PP solution is unstable for large values of $R$. The only stable solutions that we find are the SPP modes.

The frequency coalescence is shown in Figure 17 where we plot the two generator frequencies for the QP spin mode as a function of $R$. As $R$ increases, the two generator frequencies converge to the dominant frequency of the PP solution, $f_{p}$. We note that even for large $R$, reconstruction of the time history employing only $f_{s p}\left(f_{r}\right)$ and harmonics shows that these frequencies still correspond to spin (radial) behavior. Thus, for large values of $R$, spin and radial behavior occur with frequencies which converge to the frequency of the PP solution.

Figure 17 shows only the frequencies corresponding to the largest amplitudes of the spectrum. However, there is convergence in the time domain as well. The front temperature varies over three different time scales. Over time scales comparable to the period $T$ of the PP solution (short time scale), $\Theta_{F i}$ are almost identical to the PP solution (appropriately phase shifted). This behavior is maintained over intermediate time scales, of the order of $10 T$, for the values of $R$ considered here. Furthermore, there is a nearly constant phase difference between any two outer rods (though not necessarily $T / 3$ as would be expected for a purely spinning mode). Thus, over the intermediate time scale, the QP spin mode behaves as an SPP solution, thus establishing a connection between spin modes and the PP solution which is stable only for small $R$.

Finally, there is a long time scale in which there is a modulation in the phase difference between two successive firings as well as in the amplitude of the pulsation. This time scale is proportional to $f_{d}^{-1}$ and thus approaches $\infty$ as $R \rightarrow \infty$. The am-


FIG. 17. Generator frequencies for $\Theta_{F 2}(t)$.
plitude modulation appears to decay to 0 as $R \rightarrow \infty$. However, the phase modulation persists and does not decay to 0 , even for large values of $R$.

We first illustrate behavior for intermediate values of $R$, where there are indications of SPP behavior, although it is not pronounced. In Figure 18 we plot $\Theta_{F i}(t)$ and the PP solution (appropriately phase shifted) for $R=19$. The data is plotted over approximately 100 time units. The amplitude and phase modulation can be seen from the figures, although for each rod the QP temperature is close to that of the PP solution (appropriately phase shifted).

In Figure 19 we plot the same quantities for $R=35$. In this case there are essentially no visible differences between the QP and the PP solution over this time scale, and the QP solution can be considered as an SPP form of the solution. The intermediate time scale on which this occurs increases with $R$. The phase modulation is illustrated in Figures 20 and 21, where we plot $\Theta_{F 2}(t)$ and $\Theta_{F 3}(t)$ over roughly three PP periods. Figures 20 and 21 are separated by roughly 1000 units of time, a time interval where the phase modulation is evident. We note that in Figure 20 the time difference between the firings of rods 2 and 3 is approximately one unit, while in Figure 21 the time difference is approximately three units. There is virtually no change in amplitude between the pulsations in the two figures. Furthermore, all time histories in these two figures would be indistinguishable from appropriately phase shifted PP solutions. Thus, the quasiperiodicity of the QP mode for large $R$ is manifested by a long time phase modulation between adjacent rods of a time signal that exhibits essentially no amplitude modulation and is essentially identical to that of the PP solution. The persistence of the phase modulation is further shown


FIG. 18. $\Theta_{F i}(t)(i=1,2,3,4)$ (solid) and an appropriately phase shifted PP solution (dotted) for $Z=4.3$ and $R=19$.
in Figure 22, where the maximum and minimum times between the firings of rods 2 and 3 is plotted against $R$. We note that these extrema asymptotically approach nonzero values (approximately 2.8 and 0.8 , respectively). Though we have described the firings of rods 2 and 3 , we note that the same behavior is observed for the phase modulation between any pair of adjacent outer rods.

Thus, these results suggest that at least for one-headed spin modes, the behavior for large sample sizes is dominated by a dynamical transformation of the PP solution, which manifests itself as a QP spin mode, with the outer rods exhibiting approximately PP behavior with a phase shift between neighboring rods.

We next describe results for $Z=Z_{2 T}=4.6$. For this value of $Z$, the pulsating planar solution is period doubled, exhibiting both large amplitude and small amplitude bursts within one cycle. Analogous to the $Z=Z_{T}$ case, for small values of $R$ ( $R \leq 1.3$ ) the only stable solution that we find is the $2 T$ pulsating planar solution; i.e., the subharmonic is now present for the PP solution. For $1.3<R<1.5$ we find a region of bistability with both PP solutions and spin solutions. As $R$ increases, we find that the PP solution becomes unstable and there is a branch of spin solutions $(1.3 \leq R \leq 1.7)$. Increasing $R$ further, we find a transition to QP spin modes $(1.75 \leq R \leq 4)$. These solutions are very similar to those found for $Z=Z_{T}$ (see Figures 11 and 13) and will not be described further, except to note that the behavior for these modes is singly periodic as opposed to the $2 T \mathrm{PP}$ solution. Thus, for this range of $R$ there is no indication in the spin modes that the PP solution is $2 T$. This is similar to the behavior found for surface combustion in [2].


FIG. 19. $\Theta_{F i}(t)(i=1,2,3,4)$ (solid) and an appropriately phase shifted PP solution (dotted) for $Z=4.3$ and $R=35$.

As $R$ increases, subharmonics of the generator frequencies develop, giving the solution something of the character of a period doubled solution ( $R \simeq 4.8$ ). We also find intervals where the solution is apparently chaotic, $(5 \leq R \leq 5.6)$ and $(6 \leq R \leq$ 6.78).

For $6.8 \leq R \leq 9.1$ we find direction reversing modes where two rods exhibit $T$ behavior while the other two exhibit $2 T$ behavior, and we observe a reversal of the spin direction around the cylinder. Note that the case of four coupled oscillators with the property that two of them exhibit period $2 T$ behavior, though out of phase with each other by $T$, while the remaining two oscillators exhibit period $T$ behavior, was discussed in [6], though the relation of such a mode to direction reversing behavior was not discussed. In order to describe these solutions we recall the numbering convention whereby rod 1 is located on the axis and rods 2,3 , and 4 are on the cylindrical surface. For the direction reversing modes the axial rod is singly periodic with period $T$, say. The surface rods are also periodic, but two of them, rods 3 and 4, exhibit period doubled behavior due to a direction reversal of the firing order. Note that rods 3 and 4 are out of phase by $T$.

In order to understand the dynamics of this mode, suppose for concreteness that rod 2 has period $T$ while rods 3 and 4 have periods $2 T$. Consider a sequence of firings commencing with a firing of $\operatorname{rod} 3$, and suppose that rod 2 is the next rod to fire. An ordinary spin mode would then fire in the order $324,324, \ldots$, thus describing a specific direction to the spin around the cylinder, i.e., clockwise or counterclockwise. The period would be the time interval between two consecutive firings of any of the


Fig. 20. $\Theta_{F 2}(t)$ and $\Theta_{F 3}(t)$ plotted for small time interval near $t=3440$ for $Z=4.3$ and $R=35$.


Fig. 21. $\Theta_{F 2}(t)$ and $\Theta_{F 3}(t)$ plotted for small time interval near $t=2440$ for $Z=4.3$ and $R=35$.


Fig. 22. Maximum and minimum time difference between successive firings of rods 2 and 3 for $Q P$ solutions as a function of $R$ for $Z=4.3$.
rods. In the direction reversing mode, the firing direction reverses after one complete circuit around the cylinder. Thus, the firing order would be $324,423,324,423, \ldots$. Rods 3 and 4 fire twice in succession, signaling a reversal of direction. Furthermore, the two successive firings are at different amplitudes, whereas rod 2 always fires at the same amplitude. An overall period consists of two groups of three, or equivalently two circuits around the cylinder, with a direction reversal. If we denote the period between successive firings of rod 2 as $T$, then rods 3 and 4 have periods $2 T$. The axial $\operatorname{rod}(\operatorname{rod} 1)$, which has period $T$, fires between successive firings of rods 3 and 4 , so that a firing of the axial rod can be thought of as triggering the reversal. We illustrate this mode for $R=7$ in Figure 23, where we plot $\Theta_{F i}(t)$ for rods $3,2,4$, and 1 over a time interval containing a complete cycle. The figure illustrates the firing sequence 324, 423. The first firing shown is for rod 3 (denoted by $A$ in the figure). Then, rods 2 and 4 fire in order ( $B$ and $C$, respectively). Prior to the direction reversal, the axial $\operatorname{rod}(\operatorname{rod} 1)$ fires $(D)$. The firing order reverses as rod 4 fires again, but at a smaller amplitude $(E)$. Then, rod 2 fires at the same amplitude at which it previously fired, indicating its period $T(F)$. Finally, rod 3 fires at a larger amplitude than it previously did $(G)$. The figure includes the start of the next reversal, with the subsequent axial firing $(H)$ followed by another firing of rod $3(I)$ at the same level as its initial firing. The time between firings $A$ and $I$ is $2 T$.

Thus, there are two frequencies associated with this solution, the period between successive firings and the period of the reversal. For this value of $R$, the two frequencies are commensurate and the solution is periodic. For larger values of $R$, the two frequencies no longer appear to be commensurate, and we find QP direction reversing


FIG. 23. $\Theta_{F i}(t)(i=1,2,3,4)$ for periodic direction reversing mode for $Z=4.6$ and $R=7$.
modes which exhibit similar dynamics to those described above but in a QP rather than periodic fashion. Upon increasing $R$ yet further, we find a window of apparently chaotic solutions. Thus, the direction reversing mode represents an isolated window (in $R$ ) of laminar behavior, surrounded on both sides by intervals of apparently chaotic behavior.

Finally, for $R=19$, we find a QP solution whose oscillations are periodically modulated. The envelopes, corresponding to the modulation frequency, exhibit a symmetry like that observed in [6] for a periodic solution. Specifically, the envelopes of $\Theta_{F 3}(t)$ and $\Theta_{F 4}(t)$ oscillate in synchrony with period $T$; thus, they have a common waveform. The envelopes of $\Theta_{F 1}(t)$ and $\Theta_{F 2}(t)$ also oscillate with period $T$, but they are not synchronous with each other nor with the envelopes of $\Theta_{F 3}(t)$ or $\Theta_{F 4}(t)$; they have different waveforms. This solution is shown in Figure 24. As $R$ is increased, the amplitudes of the modulation oscillations decrease while their period increases.
5. Summary. We have numerically simulated 3 D modes of solid flame waves employing limited computational resources, by employing a rod model in which a small number of appropriately located 1D rods interact with each other via heat transfer. The heat transfer coefficients correspond to a coarse-grained discretization of the transverse Laplacian. Both the rod model and the full 3D model allow uniformly propagating planar waves. By appropriately relating the heat transfer coefficients in the rod model to the radius $R$ in the full 3D model, the dispersion relations for the two models can be shown to be identical.

We consider a simple rod model involving three outer rods and one axial rod, thus limiting the class of modes that can be described and for which analogies can be drawn with the modes of the 3D model. Clearly, additional modes, e.g., multiheaded spin modes, can be described by a rod model with a larger number of rods.

We have described the detailed behavior of the model as the sample size increases


FIG. 24. $\Theta_{F i}(t)(i=1,2,3,4)$ for $Q P$ solution with $Z=4.6$ and $R=19$.
for three values of $Z$, one below and two above the pulsating stability boundary. When $Z$ is below the stability boundary, there are transitions from the uniform mode to spin behavior as $R$ increases. For larger values of $R$ periodic radial modes are found. There is a branch of QP modes connecting the spin and radial branches, which involve an interaction between spin and radial behavior. Spin behavior dominates for smaller values of $R$ (near the spin-QP transition), and radial behavior dominates for larger values of $R$ (near the QP-radial transition). There is no indication of bistability for this value of $Z$.

For $Z$ above the pulsating stability threshold, we find PP solutions for small $R$ and spin modes for larger values of $R$, with a region of bistability between them. For larger values of $R$, only QP spin modes are found. Spectral analysis of the QP modes indicates that they represent the interaction of spin and radial modes. As $R$ increases, the frequency spectrum of the QP modes approaches that of the PP solution, with a phase shift between adjacent outer rods. Thus, the pulsation within each rod is approximately that of the PP solution. We term this behavior SPP behavior. The behavior for large $R$ can be described as a dynamical transformation of the PP mode, stable for small $R$, into a QP spin mode. This behavior persists over intermediate time scales which increase with $R$. Over long time scales there is persistent phase modulation between successive firings of the outer rods while the amplitude modulation decays to 0 . Thus, the solutions remain QP with phase modulations manifested over progressively longer time scales as $R \rightarrow \infty$.

For yet larger values of $Z$, so that the PP solution is period doubled, we find spin and QP spin modes as before. We also find a window (in $R$ ) where direction reversing modes exist and are stable. These modes are characterized by a firing sequence which reverses direction, either periodically or quasi-periodically. Thus, outer rods fire in a sequence, e.g., $324,423,324,423, \ldots$, so that the direction of firings is reversed. The middle rod in this sequence, in this case rod 2 , is periodic with period $T$, say. The end rods, rods 3 and 4 , fire consecutively as the sequence reverses. These firings are at different amplitude levels, so that these rods are periodic with period $2 T$. The axial rod fires between two consecutive firings of rods 3 and 4. Thus, a firing on the axis can be thought of as triggering the reversal.

Our rod model is designed to provide insight into the qualitative behavior of the full 3D problem, employing vastly reduced computational resources. The computations presented here are for a primitive rod model, consisting of only four rods in total. The model is very computationally efficient, although it is incapable of reproducing multiheaded spins and standing wave-type solutions exhibiting, e.g., creation and annihilation, as is found in, e.g., surface gasless combustion [2]. Thus, the model can reproduce at most a limited subset of the solutions that can occur for the full 3D problem, although the results in [2] suggest that branches involving primarily one spot may extend stably for relatively large values of $R$ and thus describe behavior for large diameter samples. The equivalence of the dispersion relation between the model and the full 3D problem suggests that 1-headed spin and radial-type behavior is reproduced at least qualitatively by the model. Whether the nonlinear behavior that we have observed is in fact also observed in the 3D problem has not yet been determined, though some of the computations described in $[7,8]$ may exhibit QP spin behavior. We should point out that the SPP mode (observed for large $R$ ) and the direction reversing mode (observed for large $Z$ ) occur in the regimes where numerical computations are most difficult and computationally intensive. Of course, if the number of rods is sufficiently large, the results for the rod model will surely closely approximate those for the full 3D model. However, our interest is in employing a finite, indeed a relatively small, number of rods. In addition to the question regarding the discretization, i.e., the use of a small number of rods, there is also the question of whether certain dynamical behaviors are a reflection of the symmetries of the rod arrangement. In view of this, it is important to ascertain whether such modes are observed for rod models involving a larger number of rods, arranged to exhibit different symmetries. We have obtained preliminary results with models involving more rods, which indicate that many of the modes reported here persist as the number of rods is increased, thus suggesting that they occur in the full 3D model as well.
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#### Abstract

This paper is a continuation of recent attempts to understand, via mathematical modeling, the dynamics of marine bacteriophage infections. Previous authors have proposed systems of ordinary differential delay equations with delay dependent coefficients. In this paper we continue these studies in two respects. First, we show that the dynamics is sensitive to the phage mortality function, and in particular to the parameter we use to measure the density dependent phage mortality rate. Second, we incorporate spatial effects by deriving, in one spatial dimension, a delay reactiondiffusion model in which the delay term is rigorously derived by solving a von Foerster equation. Using this model, we formally compute the speed at which the viral infection spreads through the domain and investigate how this speed depends on the system parameters. Numerical simulations suggest that the minimum speed according to linear theory is the asymptotic speed of propagation.
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1. Introduction. It is known that bacteriophage infection can be a significant mechanism of mortality in marine prokaryotes (Bergh et al. [6], Proctor and Fuhrman [16]). These mortality mechanisms are critical in understanding the marine production processes. The constituents released by cell lysis can be an important pathway of nutrient recycling. This has direct bearing on issues such as global warming and topics of geochemical cycles. Viral infection also has direct implications for genetic exchange in the sea (Lenski and Levin [14], Bohannan and Lenski [7]).

Although we do not yet have a good understanding of the temporal or spatial scales at which host-virus encounters occur, it is clear that viral mortality must be explicitly considered in most models of the marine system. A case in point, recent experimental work suggests that the contamination of algal cells by viruses can serve as a regulatory mechanism in its bloom dynamics. Beltrami and Carroll [1] formulated a simple trophic model including virus-induced mortality. Their model succeeded in mimicking the actual algal bloom patterns of several species.

Our main interest in this paper is to explore how viral mortality affects both the temporal and spatial dynamics of marine bacteria and cyanobacteria. Recently, Beretta and Kuang [4] formulated and carried out a detailed study of the temporal viral-bacteria model

$$
\begin{align*}
& \frac{d S}{d t}=\alpha S(t)\left(1-\frac{S(t)+I(t)}{C}\right)-K S(t) P(t), \\
& \frac{d I}{d t}=-\mu_{i} I(t)+K S(t) P(t)-e^{-\mu_{i} T} K S(t-T) P(t-T),  \tag{1.1}\\
& \frac{d P}{d t}=\beta-\mu_{p} P(t)-K S(t) P(t)+b e^{-\mu_{i} T} K S(t-T) P(t-T) .
\end{align*}
$$

[^31]This system of delay differential equations models a population of marine bacteria in which the individuals are subject to infection by viruses, also known as bacteriophages. Prior to that, these authors (Beretta and Kuang [2]) modeled and studied the same process by a set of nonlinear ordinary differential equations, and Carletti [10] has studied the stochastic extension of that model. In system (1.1), $S$ is the density (i.e., number of bacteria per liter) of susceptible bacteria, $I$ is the density of infected bacteria, and $P$ is the density (number of viruses per liter) of viruses (phages). Viruses $P$ attack the susceptible bacteria $S$, and a bacterium becomes infected $I$ when a virus successfully injects itself through the bacterial membrane. The virus then starts replicating inside the bacterium, and then all the bacterium's resources are directed to replication of the virus. The infected bacterium does not replicate itself by division; only susceptible bacteria are capable of doing so. After a latency time $T$, an infected bacterium will die by lysis; i.e., the bacterium explodes releasing $b$ copies $(b>1)$ of the virus into the solution, which are then free to attack other susceptible bacteria. An infected bacterium may die other than by viral lysis; we allow for this by the term $-\mu_{i} I(t)$. The differential equation for $I(t)$ is derived from the fact that $I(t)$ is given by

$$
\begin{equation*}
I(t)=\int_{0}^{T} e^{-\mu_{i} \tau} K S(t-\tau) P(t-\tau) d \tau \tag{1.2}
\end{equation*}
$$

which expresses the fact that the number of recruits into the infected class between times $t-(\tau+d \tau)$ and $t-\tau$ is $K S(t-\tau) P(t-\tau) d \tau$, the number of these still alive at time $t$ is obtained by multiplying by $e^{-\mu_{i} \tau}$, and then the integral totals up the contributions from all relevant previous times, i.e., up to $T$ time units ago.

In the virus equation, the third equation of (1.1), all mortalities of viruses are accounted for by the term $-\mu_{p} P(t)$. The $\beta$ term, where $\beta>0$, models a constant inflow of phages from outside the system. In the absence of viruses the bacteria grow logistically. The rate of infection is given by the law of mass action to be $K S(t) P(t)$.

Beretta and Kuang [4] assumed that infected bacteria still compete with susceptible bacteria for common resources. This is represented by the $-(S+I) / C$ term in the first equation of (1.1). This is clearly a disputed subject. For example, a model by Campbell [8] consists of the following equations:

$$
\begin{align*}
\frac{d S(t)}{d t} & =\alpha S(t)\left(1-\frac{S(t)}{C}\right)-K S(t) P(t)  \tag{1.3}\\
\frac{d P(t)}{d t} & =b K S(t-T) P(t-T)-\mu_{p} P(t)-K S(t) P(t)
\end{align*}
$$

where

$$
\begin{equation*}
I(t)=\int_{t-T}^{t} K S(\theta) P(\theta) d \theta \tag{1.4}
\end{equation*}
$$

Clearly, in (1.3) the competition for common resources and additional mortality rate endured by infected bacteria is neglected. The equations (1.3), (1.4) can be obtained from (1.1) by setting $\beta=0, \mu_{i}=0$. Extensions of the above Campbell model can be found in Beretta, Carletti, and Solimano [3] (taking into account environmental fluctuations) and Carletti [9] (replacing $b$ by $b e^{-\mu_{i} T}$ ).

In the present paper, like the model of Campbell [8], we assume that once a bacterium becomes infected by a virus, it no longer competes with susceptibles for
resources. We will allow the possibility of a density dependent mortality term in the phage equation. In Beretta and Kuang [4], and also in the present paper, it is assumed that $T$ and $b$ are constant and the same for the whole population. Modifications of this assumption (e.g., replacing the constant incubation time $T$ by a distribution of incubation times modeled using a probability density function) are the subject of further work presently in progress.

In the next section, we will present our delay model of bacteriophage infection and a simple preliminary result on the positivity of its solutions. This is followed by a short section on the global stability of the disease-free equilibrium. The analysis of endemic equilibrium is highly nontrivial and we provide only generic conditions for its stability switch. To complement this analytic work, we present some carefully designed and data-based simulation results. We then proceed to formulate and study a delay reaction-diffusion model of the spread of bacteriophage infection. The paper ends with a discussion.
2. Preliminaries. Most of our effort will be devoted to understanding the system

$$
\begin{align*}
& S^{\prime}(t)=\alpha S(t)\left(1-\frac{S(t)}{\gamma}\right)-K S(t) P(t)  \tag{2.1}\\
& P^{\prime}(t)=-\mu_{p} P(t)-m P^{2}(t)-K S(t) P(t)+b K e^{-\mu_{i} T} S(t-T) P(t-T)
\end{align*}
$$

and with a reaction-diffusion version of (2.1). The initial conditions for (2.1) are

$$
\begin{align*}
& S(s)=S^{0}(s) \geq 0, s \in[-T, 0], \quad \text { with } S^{0}(0)>0 \\
& P(s)=P^{0}(s) \geq 0, \quad s \in[-T, 0], \quad \text { with } P^{0}(0)>0 \tag{2.2}
\end{align*}
$$

where $S^{0}$ and $P^{0}$ are prescribed continuous functions. Our system (2.1) differs from that studied in [4] in three respects: (i) we do not have an inflow of phages from outside the system, (ii) we allow the possibility of a density dependent mortality term (the term $-m P^{2}$ in (2.1)), and (iii) we assume that an infected bacterium no longer competes with the susceptibles for resources. The latter assumption means that we do not need the differential equation for $I(t)$ for the analysis (though $I(t)$ is still given by (1.2)). An additional difference is that in the present paper we shall consider the effects of including diffusion to model the motion of the phages and bacteria.

If we had $P^{0}(s) \equiv 0$ on $[-T, 0]$, the method of steps would immediately yield $P(t)=0$ for all $t>0$. The dynamics of $S(t)$ would then be governed by the logistic equation. Similarly, if $S^{0}(s) \equiv 0$, then clearly $S(t)$ remains zero for all $t>0$ and thus $P(t) \rightarrow 0$ as $t \rightarrow \infty$. These trivial cases are removed from consideration by the assumptions in (2.2).

Proposition 1. Solutions of $(2.1),(2.2)$ satisfy $S(t)>0, P(t)>0$ for all $t>0$.
Proof. The equation for $S(t)$ in (2.1) contains a factor of $S(t)$ and therefore positivity for $S(t)$ follows by the standard argument. For $P(t)$, note that on $t \in[0, T]$ we have $P^{\prime}(t) \geq-\mu_{p} P(t)-m P^{2}(t)-K S(t) P(t)$ so that $P(t) \geq \tilde{P}(t)$, where $\tilde{P}$ is the solution of $\tilde{P}^{\prime}(t)=-\mu_{p} \tilde{P}(t)-m \tilde{P}^{2}(t)-K S(t) \tilde{P}(t)$ satisfying $\tilde{P}(0)=P(0)>0$. Clearly $\tilde{P}(t)>0$ for all $t>0$, and so we conclude that $P(t)>0$ for all $t>0$. The proof is complete.
3. Equilibria and their stability. The equilibria of $(2.1)$ are $(S, P)=(0,0)$, the disease-free equilibrium $(\gamma, 0)$, and possibly an endemic equilibrium

$$
\begin{equation*}
\left(S^{*}, P^{*}\right):=\left(\frac{m \gamma \alpha+K \gamma \mu_{p}}{m \alpha+K^{2} \gamma\left(b e^{-\mu_{i} T}-1\right)}, \frac{\alpha \gamma K\left(b e^{-\mu_{i} T}-1\right)-\alpha \mu_{p}}{m \alpha+K^{2} \gamma\left(b e^{-\mu_{i} T}-1\right)}\right) \tag{3.1}
\end{equation*}
$$

The latter is ecologically relevant if and only if

$$
\begin{equation*}
b e^{-\mu_{i} T}>1+\frac{\mu_{p}}{\gamma K} \tag{3.2}
\end{equation*}
$$

which, of course, can only possibly hold for $T$ up to a finite value. As long as (3.2) holds, there is an endemic equilibrium. Note that as $m \rightarrow \infty$ the endemic equilibrium approaches the disease-free equilibrium $(\gamma, 0)$.

We shall first prove that, if condition (3.2) does not hold, then any positive solution approaches the disease-free equilibrium $(\gamma, 0)$.

Theorem 1. Assume that

$$
b e^{-\mu_{i} T} \leq 1+\frac{\mu_{p}}{\gamma K}
$$

Then any solution of (2.1), (2.2) satisfies

$$
\lim _{t \rightarrow \infty}(S(t), P(t))=(\gamma, 0)
$$

Proof. Consider the positive definite functional

$$
V=S-\gamma-\gamma \ln \frac{S}{\gamma}+\frac{\gamma K}{\mu_{p}} P+\frac{b \gamma K^{2}}{\mu_{p}} e^{-\mu_{i} T} \int_{t-T}^{t} S(s) P(s) d s
$$

Differentiating along solutions of (2.1) yields

$$
\begin{aligned}
V^{\prime} & =-\frac{\alpha}{\gamma}(S-\gamma)^{2}-\frac{\gamma m K}{\mu_{p}} P^{2}+K\left(\frac{b \gamma K}{\mu_{p}} e^{-\mu_{i} T}-\frac{\gamma K}{\mu_{p}}-1\right) S P \\
& \leq-\frac{\alpha}{\gamma}(S-\gamma)^{2}
\end{aligned}
$$

Thus

$$
V(t)+\frac{\alpha}{\gamma} \int_{0}^{t}(S(s)-\gamma)^{2} d s \leq V(0)
$$

and, letting $t \rightarrow \infty$, we conclude that $|S(t)-\gamma| \in L^{2}(0, \infty)$ so that $S(t) \rightarrow \gamma$ as $t \rightarrow \infty$. The differential equations (2.1) then yield $P(t) \rightarrow 0$. The proof is complete.
3.1. The endemic equilibrium: Linearized analysis. Let us investigate the endemic equilibrium $\left(S^{*}, P^{*}\right)$ given by (3.1). In this subsection we shall assume, of course, that (3.2) holds, so that the equilibrium is feasible. The linearized analysis about the endemic equilibrium is algebraically quite complicated. The main reason for this is that the delay $T$ appears not only in the $S(t-T) P(t-T)$ term in the second equation of (2.1), but also in the factor $e^{-\mu_{i} T}$ in front of that term. The paper by Wolkowicz, Xia, and Wu [20] shows how such additional factors involving time delay can appear in distributed delay equations. Surprisingly, this represents a significant complication and prevents us from analytically computing the precise parameter regimes in which the endemic equilibrium can change stability as the delay $T$ is increased, or the actual values of $T$ when stability switches occur. Note further that the equilibrium itself depends on $T$ and exists only for $T$ up to a finite value. This renders many of the existing stability switch methods (see Kuang [12]) powerless. However, a method has recently been developed by Beretta and Kuang [5] to address the problem of computing stability switches for delay equations which do not lend
themselves to classical methods because of these complications. We shall use this method in this section.

To linearize about $\left(S^{*}, P^{*}\right)$ we set $S=S^{*}+\tilde{S}$ and $P=P^{*}+\tilde{P}$. Ignoring higher order terms in $\tilde{S}, \tilde{P}$ gives us the linearized system

$$
\begin{align*}
\tilde{S}^{\prime}(t)= & -\frac{\alpha}{\gamma} S^{*} \tilde{S}(t)-K S^{*} \tilde{P}(t), \\
\tilde{P}^{\prime}(t)= & -K P^{*} \tilde{S}(t)-\left(\mu_{p}+2 m P^{*}+K S^{*}\right) \tilde{P}(t)  \tag{3.3}\\
& +b K e^{-\mu_{i} T}\left(P^{*} \tilde{S}(t-T)+S^{*} \tilde{P}(t-T)\right) .
\end{align*}
$$

We shall find it convenient to introduce the parameter

$$
\begin{equation*}
\rho_{T}=\frac{\gamma K}{\mu_{p}}\left(b e^{-\mu_{i} T}-1\right) . \tag{3.4}
\end{equation*}
$$

Then the endemic equilibrium $\left(S^{*}, P^{*}\right)$ exists if and only if

$$
\rho_{T}>1 .
$$

In terms of $\rho_{T}$,

$$
\left(S^{*}, P^{*}\right)=\left(\frac{\gamma\left(m \alpha+K \mu_{p}\right)}{m \alpha+K \mu_{p} \rho_{T}}, \frac{\alpha \mu_{p}\left(\rho_{T}-1\right)}{m \alpha+K \mu_{p} \rho_{T}}\right) .
$$

Nontrivial solutions of the linearized system of the form $(\tilde{S}(t), \tilde{P}(t))=e^{\lambda t}\left(c_{1}, c_{2}\right)$ exist if and only if

$$
D(\lambda ; T)=0,
$$

where

$$
\begin{equation*}
D(\lambda ; T)=\lambda^{2}+a(T) \lambda+b(T) \lambda e^{-\lambda T}+c(T)+d(T) e^{-\lambda T} \tag{3.5}
\end{equation*}
$$

and

$$
\begin{align*}
& a(T)=\frac{\alpha\left(m \alpha+K \mu_{p}\right)+m \alpha\left(K \gamma+2 \mu_{p} \rho_{T}-\mu_{p}\right)+K \mu_{p}\left(K \gamma+\mu_{p} \rho_{T}\right)}{m \alpha+K \mu_{p} \rho_{T}},  \tag{3.6}\\
& b(T)=-\frac{b \gamma K e^{-\mu_{i} T}\left(m \alpha+K \mu_{p}\right)}{m \alpha+K \mu_{p} \rho_{T}},  \tag{3.7}\\
& c(T)=\frac{\alpha\left(m \alpha+K \mu_{p}\right)\left\{m \alpha\left(K \gamma+\left(2 \rho_{T}-1\right) \mu_{p}\right)+K \mu_{p}\left(\mu_{p} \rho_{T}+\left(2-\rho_{T}\right) K \gamma\right)\right\}}{\left(m \alpha+K \mu_{p} \rho_{T}\right)^{2}},  \tag{3.8}\\
& d(T)=\frac{b K \gamma \alpha e^{-\mu_{i} T}\left(m \alpha+K \mu_{p}\right)\left\{K \mu_{p}\left(\rho_{T}-2\right)-m \alpha\right\}}{\left(m \alpha+K \mu_{p} \rho_{T}\right)^{2}} . \tag{3.9}
\end{align*}
$$

Keeping in mind that $b>1$, it is straightforward to see that when $T=0$ the equilibrium $\left(S^{*}, P^{*}\right)$, if feasible, is linearly stable. This is because when $T=0,(3.5)$ becomes a quadratic in $\lambda$, and it is easy to see that $a(0)+b(0)>0$ and $c(0)+d(0)>0$. The question is whether the equilibrium can undergo any stability switch as $T$ is increased, remembering that the equilibrium is only feasible up to a finite value of $T$. To identify a stability switch we seek solutions of the characteristic equation $D(\lambda ; T)=0$ of the
form $\lambda= \pm i \omega$, with $\omega$ a real positive number. We find that it is necessary for $\omega$ to satisfy

$$
\begin{equation*}
\omega^{4}+\left(a^{2}(T)-2 c(T)-b^{2}(T)\right) \omega^{2}+c^{2}(T)-d^{2}(T)=0 \tag{3.10}
\end{equation*}
$$

However, the existence for a particular $T$ of a real root $\omega(T)$ of (3.10) does not in itself imply that a stability switch occurs at that value of $T$, since $T$ also has to satisfy (3.11) and (3.12) below. Nonetheless, certain general analytical conclusions can be drawn in spite of the algebra. Straightforward but tedious computations show that, for any parameter values consistent with $\rho_{T}>1$ (i.e., with existence of the endemic equilibrium $\left(S^{*}, P^{*}\right)$ ), we have

$$
a^{2}(T)-2 c(T)-b^{2}(T)>0
$$

In light of this fact, and assuming that $\left(S^{*}, P^{*}\right)$ is feasible when $T=0$, certain conclusions follow.
(i) A stability switch cannot occur in an interval of $T$ throughout which $c^{2}(T)>$ $d^{2}(T)$.
(ii) If there are values of $T$ with $c^{2}(T)<d^{2}(T)$, then a stability switch may occur as $T$ is varied. Pairs of eigenvalues cross the imaginary axis as $T$ passes through certain critical values. The critical values of $T$ and the corresponding purely imaginary eigenvalues $\pm i \omega(T), \omega(T)>0$, are given implicitly by

$$
\begin{gather*}
\sin (\omega(T) T)=\frac{b(T) \omega(T)\left(\omega^{2}(T)-c(T)\right)+\omega(T) a(T) d(T)}{\omega^{2}(T) b^{2}(T)+d^{2}(T)}  \tag{3.11}\\
\cos (\omega(T) T)=\frac{d(T)\left(\omega^{2}(T)-c(T)\right)-\omega^{2}(T) a(T) b(T)}{\omega^{2}(T) b^{2}(T)+d^{2}(T)}  \tag{3.12}\\
\omega^{2}(T)=\frac{1}{2}\left(-a^{2}(T)+2 c(T)+b^{2}(T)\right.  \tag{3.13}\\
\left.+\sqrt{a^{4}(T)-4 a^{2}(T) c(T)-2 a^{2}(T) b^{2}(T)+4 c(T) b^{2}(T)+b^{4}(T)+4 d^{2}(T)}\right)
\end{gather*}
$$

where $a(T), b(T), c(T)$, and $d(T)$ are given by (3.6), (3.7), (3.8), and (3.9) above. It is impossible to solve these equations for $T$ explicitly, so we shall use the procedure described in Beretta and Kuang [5]. According to this procedure, we define $\theta(T) \in$ $[0,2 \pi)$ such that $\sin \theta(T)$ and $\cos \theta(T)$ are given by the right-hand sides of (3.11) and (3.12), respectively, with $\omega(T)$ given by (3.13). This defines $\theta(T)$ in a form suitable for numerical evaluation using standard software. Then $T$ is given (still implicitly) by

$$
T=\frac{\theta(T)+2 n \pi}{\omega(T)}, \quad n=0,1,2, \ldots
$$

and the idea is to identify the roots of this equation for various $n$, i.e., to solve numerically the equation $S_{n}(T)=0$ for $n=0,1,2$, where

$$
\begin{equation*}
S_{n}(T)=T-\left(\frac{\theta(T)+2 n \pi}{\omega(T)}\right), \quad n=0,1,2, \ldots \tag{3.14}
\end{equation*}
$$

Accurate plots of these functions $S_{n}(T)$ quickly reveal whether stability switches can occur or not, but one must remember to keep track of the feasibility of the equilibrium $\left(S^{*}, P^{*}\right)$ since it disappears completely (by coalescing with the disease-free equilibrium $(\gamma, 0))$ at a finite value of the delay $T$.

By reference to (i) above, it is possible to obtain sufficient and easily verifiable conditions for the equilibrium $\left(S^{*}, P^{*}\right)$ to remain locally stable. Indeed, the condition $c^{2}(T)>d^{2}(T)$ amounts to

$$
\begin{gather*}
m^{2}\left\{\alpha^{2}\left(K \gamma+\left(2 \rho_{T}-1\right) \mu_{p}\right)^{2}-\alpha^{2} b^{2} K^{2} \gamma^{2} e^{-2 \mu_{i} T}\right\}  \tag{3.15}\\
+2 \alpha K \mu_{p} m\left\{\left(K \gamma+\left(2 \rho_{T}-1\right) \mu_{p}\right)\left(\mu_{p} \rho_{T}+\left(2-\rho_{T}\right) K \gamma\right)+\left(\rho_{T}-2\right) b^{2} K^{2} \gamma^{2} e^{-2 \mu_{i} T}\right\} \\
+K^{2} \mu_{p}^{2}\left(\mu_{p} \rho_{T}+\left(2-\rho_{T}\right) K \gamma\right)^{2}-K^{2} \mu_{p}^{2}\left(\rho_{T}-2\right)^{2} b^{2} K^{2} \gamma^{2} e^{-2 \mu_{i} T}>0
\end{gather*}
$$

Thus, if (3.15) holds, then $\left(S^{*}, P^{*}\right)$, if feasible, is locally stable. The coefficient of $m^{2}$ in (3.15) is automatically positive if $\rho_{T}>1$ (the condition for feasibility of $\left(S^{*}, P^{*}\right)$ ), and therefore one parameter regime in which (3.15) is satisfied is that the parameter $m$ be large.

For the convenience of comparison and computation, we perform the same dimensionless analysis as was carried out in Beretta and Kuang [4]. We choose the dimensionless time as $\tau=K \gamma t$. Note that one unit of the dimensionless time scale, i.e., $\tau=1$, corresponds to $t_{\tau}=(1 / K \gamma)$ in the original time unit. We also need the dimensionless variables

$$
s=\frac{S}{\gamma}, \quad p=\frac{P}{\gamma} .
$$

Below are the dimensionless parameters:

$$
a=\frac{\alpha}{K \gamma}, \quad m_{p}=\frac{\mu_{p}}{K \gamma}, \quad m_{i}=\frac{\mu_{i}}{K \gamma}, \quad m_{q}=\frac{m}{K} .
$$

Equations (2.1) have the dimensionless form

$$
\left\{\begin{align*}
\frac{d s(\tau)}{d \tau} & =a s(\tau)-a s^{2}(\tau)-s(\tau) p(\tau),  \tag{3.16}\\
\frac{d p(\tau)}{d \tau} & =-m_{p} p(\tau)-m_{q} p^{2}(\tau)-s(\tau) p(\tau)+b e^{-m_{i} T_{\tau}} s\left(\tau-T_{\tau}\right) p\left(\tau-T_{\tau}\right)
\end{align*}\right.
$$

The values for the dimensionless parameters and the dimensionless time scale are taken from the model of Beretta and Kuang [4] (the original parameter estimates are due to Okubo). They are

$$
\begin{equation*}
a=10, \quad m_{p}=14.925, \tag{3.17}
\end{equation*}
$$

with $t_{\tau}=(1 / K \gamma)=7.4627$ days and an average latency time $T \simeq 0.303$ days. We have no estimates for $m_{i}=\left(\mu_{i} / K \gamma\right)$, but it seems reasonable to assume it is smaller than $m$ (since the main cause of mortality is the lysis of infected cells). We assume $m_{i} \simeq 0.1 m_{p}$. In addition, we do not have an estimate on $m_{q}$. In the following computational work, we assume that $m_{q} \simeq 0.1$, a value close to zero. Figure 1 is the result of an application of the stability switch theory of Beretta and Kuang [5] for this set of parameters (except that we vary the latency period).

Figure 2 provides simulation results for the above set of parameters with four representative values of latency periods. Clearly Figure 2 confirms the findings embodied in Figure 1.


Fig. 1. Plots of the functions $S_{0}(\tau)$ (upper curve) and $S_{1}(\tau)$ (lower curve). Parameter values used are $\mu_{p}=14.925, b=75, \mu_{i}=1.5, \alpha=10$, and $m=0.1$. The equilibrium is feasible for $0 \leq \tau<\ln \left(b /\left(1+\mu_{p}\right)\right) / \mu_{i} \equiv \tau_{e} \approx 1.033$.


Fig. 2. A solution of model (3.16) with $s(\theta)=0.3, p(\theta)=1, \theta \in[-\tau, 0]$, where $\mu_{p}=14.925$, $b=75, \mu_{i}=1.5, \alpha=10, m=0.1$, and $\tau$ varies from 0.01 to 1.1 .
4. Diffusive models. In this section we propose some reaction-diffusion extensions of system (2.1). The main issues here are (i) what types of diffusion are appropriate, and (ii) derivation of the time-delay terms for the case when there is diffusion. The latter point is important because infectives can move during the period between infection and lysis, so that when an infective dies by lysis it will release the $b$ copies of the virus into the water at a different location from where it originally became infected. We shall show how this can be accounted for in the modeling by including time and age as independent variables and using an age-structured model approach. The approach described here has also been used by many other investigators (see, e.g., Smith [17], So, Wu, and Zou [18], and Gourley and So [11]).

For the simplest case of Fickian diffusion, and working on an infinite one-dimensional domain $-\infty<x<\infty$, system (2.1) becomes

$$
\begin{align*}
\frac{\partial S(x, t)}{\partial t}= & D_{s} \frac{\partial^{2} S(x, t)}{\partial x^{2}}+\alpha S(x, t)\left(1-\frac{S(x, t)}{\gamma}\right)-K S(x, t) P(x, t) \\
\frac{\partial P(x, t)}{\partial t}= & D_{p} \frac{\partial^{2} P(x, t)}{\partial x^{2}}-\mu_{p} P(x, t)-m P^{2}(x, t)-K S(x, t) P(x, t)  \tag{4.1}\\
& +b \times\{\text { rate of death of infectives by lysis }\}
\end{align*}
$$

where $D_{s}$ and $D_{p}$ are the diffusivities of the susceptibles and the phages. The last term in the $P$ equation reflects the fact that each time an infective dies by lysis, it releases $b$ copies of the virus, and we must now compute an expression for the term in curly brackets. As a first step in doing so, we shall indicate how to compute the density $I(x, t)$ of infectives at $(x, t)$. This will be achieved by using a standard agestructured model approach. Let $i(x, t, a)$ be the density of infectives at $(x, t)$ of age $a$. We assume that $i$ satisfies the von Foerster-type equation

$$
\begin{equation*}
\frac{\partial i}{\partial t}+\frac{\partial i}{\partial a}=D_{i} \frac{\partial^{2} i}{\partial x^{2}}-\mu_{i} i \tag{4.2}
\end{equation*}
$$

where $D_{i}$ is the diffusivity of the infectives. The age of an infective will be measured from its time of infection so that, by the law of mass action,

$$
\begin{equation*}
i(x, t, 0)=K S(x, t) P(x, t) \tag{4.3}
\end{equation*}
$$

We want to solve (4.2) subject to (4.3) to obtain $i(x, t, a)$. The total density of infectives at $(x, t)$ will then be obtained by totaling all those of "age" less than $T$ (since older ones will have died by lysis); thus

$$
\begin{equation*}
I(x, t)=\int_{0}^{T} i(x, t, a) d a \tag{4.4}
\end{equation*}
$$

Expression (4.4) can then be used to find the rate of death of infectives by lysis which is required for model (4.1).

Let

$$
i^{r}(x, a)=i(x, a+r, a)
$$

Then

$$
\frac{\partial i^{r}}{\partial a}=\left[\frac{\partial i}{\partial t}+\frac{\partial i}{\partial a}\right]_{t=a+r}=\left[D_{i} \frac{\partial^{2} i}{\partial x^{2}}-\mu_{i} i\right]_{t=a+r}
$$

so that

$$
\begin{equation*}
\frac{\partial i^{r}}{\partial a}=D_{i} \frac{\partial^{2} i^{r}}{\partial x^{2}}-\mu_{i} i^{r} \tag{4.5}
\end{equation*}
$$

Applying the Fourier transform

$$
\widehat{i^{r}}(s, a)=\mathcal{F}\left\{i^{r}(x, a) ; x \rightarrow s\right\}=\int_{-\infty}^{\infty} i^{r}(x, a) e^{-i s x} d x
$$

to (4.5) gives

$$
\frac{\partial \widehat{i^{r}}(s, a)}{\partial a}=-\left(D_{i} s^{2}+\mu_{i}\right) \widehat{i^{r}}(s, a)
$$

the solution of which is

$$
\begin{aligned}
\widehat{i^{r}}(s, a) & =\widehat{i^{r}}(s, 0) e^{-\left(D_{i} s^{2}+\mu_{i}\right) a} \\
& =\mathcal{F}\{K S(x, r) P(x, r) ; x \rightarrow s\} e^{-\left(D_{i} s^{2}+\mu_{i}\right) a} \\
& =\mathcal{F}\{K S(x, r) P(x, r) ; x \rightarrow s\} \mathcal{F}\left\{\frac{e^{-\mu_{i} a}}{2 \sqrt{\pi D_{i} a}} e^{-x^{2} / 4 D_{i} a} ; x \rightarrow s\right\}
\end{aligned}
$$

since

$$
\widehat{i^{r}}(s, 0)=\mathcal{F}\{i(x, r, 0) ; x \rightarrow s\}=\mathcal{F}\{K S(x, r) P(x, r) ; x \rightarrow s\}
$$

and

$$
e^{-\left(D_{i} s^{2}+\mu_{i}\right) a}=\mathcal{F}\left\{\frac{e^{-\mu_{i} a}}{2 \sqrt{\pi D_{i} a}} e^{-x^{2} / 4 D_{i} a} ; x \rightarrow s\right\}
$$

By the convolution theorem for Fourier transforms,

$$
i(x, a+r, a)=i^{r}(x, a)=\int_{-\infty}^{\infty} \frac{e^{-\mu_{i} a}}{2 \sqrt{\pi D_{i} a}} e^{-(x-y)^{2} / 4 D_{i} a} K S(y, r) P(y, r) d y
$$

Hence

$$
i(x, t, a)=\int_{-\infty}^{\infty} \frac{e^{-\mu_{i} a}}{2 \sqrt{\pi D_{i} a}} e^{-(x-y)^{2} / 4 D_{i} a} K S(y, t-a) P(y, t-a) d y
$$

and so

$$
I(x, t)=\int_{0}^{T} \int_{-\infty}^{\infty} \frac{e^{-\mu_{i} a}}{2 \sqrt{\pi D_{i} a}} e^{-(x-y)^{2} / 4 D_{i} a} K S(y, t-a) P(y, t-a) d y d a
$$

or, after the substitution $a=t-\tau$,

$$
I(x, t)=\int_{t-T}^{t} \int_{-\infty}^{\infty} \frac{e^{-\mu_{i}(t-\tau)}}{2 \sqrt{\pi D_{i}(t-\tau)}} e^{-(x-y)^{2} / 4 D_{i}(t-\tau)} K S(y, \tau) P(y, \tau) d y d \tau
$$

From this, we see that $I(x, t)$ obeys

$$
\begin{aligned}
\frac{\partial I(x, t)}{\partial t}= & D_{i} \frac{\partial^{2} I(x, t)}{\partial x^{2}}-\mu_{i} I(x, t)+K S(x, t) P(x, t) \\
& -K e^{-\mu_{i} T} \int_{-\infty}^{\infty} \frac{e^{-(x-y)^{2} / 4 D_{i} T}}{2 \sqrt{\pi D_{i} T}} S(y, t-T) P(y, t-T) d y
\end{aligned}
$$

and it is clear that the last term of this is the rate of death of infectives by lysis. Thus, system (4.1) becomes

$$
\begin{align*}
\frac{\partial S(x, t)}{\partial t}= & D_{s} \frac{\partial^{2} S(x, t)}{\partial x^{2}}+\alpha S(x, t)\left(1-\frac{S(x, t)}{\gamma}\right)-K S(x, t) P(x, t), \\
\frac{\partial P(x, t)}{\partial t}= & D_{p} \frac{\partial^{2} P(x, t)}{\partial x^{2}}-\mu_{p} P(x, t)-m P^{2}(x, t)-K S(x, t) P(x, t)  \tag{4.6}\\
& +b K e^{-\mu_{i} T} \int_{-\infty}^{\infty} \frac{e^{-(x-y)^{2} / 4 D_{i} T}}{2 \sqrt{\pi D_{i} T}} S(y, t-T) P(y, t-T) d y .
\end{align*}
$$

The formulation of a simple reaction-diffusion extension of (2.1) is complete. Like (2.1), system (4.6) does not involve the infectives $I(x, t)$ directly, but it does involve the parameter $D_{i}$ which measures their diffusivity.

System (4.6) is to be solved on the domain $-\infty<x<\infty$. Reaction-diffusion systems with delay are quite difficult to study, and in this paper we will not attempt a systematic study of all the dynamics of (4.6). It is of interest to investigate what (4.6) tells us about the spatial spread of a virus infection in a population of bacteria. Mathematically, it is therefore reasonable to look for traveling wave solutions of (4.6) connecting the disease-free equilibrium $(\gamma, 0)$ with the endemic equilibrium ( $S^{*}, P^{*}$ ) given by (3.1), assuming (3.2) holds so that an endemic equilibrium exists. A traveling front solution connecting these equilibria can model an invasion by the virus into the domain.

A traveling wave solution is one that travels at a constant speed $c$ without changing shape. Mathematically, it is a solution that depends on $x$ and $t$ through the single variable $z=x+c t$, with $c \geq 0$ without loss of generality (this gives a leftward moving wave). In terms of the variable $z$, system (4.6) becomes

$$
\begin{align*}
c S^{\prime}(z)= & D_{s} S^{\prime \prime}(z)+\alpha S(z)\left(1-\frac{S(z)}{\gamma}\right)-K S(z) P(z), \\
c P^{\prime}(z)= & D_{p} P^{\prime \prime}(z)-\mu_{p} P(z)-m P^{2}(z)-K S(z) P(z)  \tag{4.7}\\
& +b K e^{-\mu_{i} T} \int_{-\infty}^{\infty} \frac{e^{-y^{2} / 4 D_{i} T}}{2 \sqrt{\pi D_{i} T}} S(z-c T-y) P(z-c T-y) d y,
\end{align*}
$$

where prime denotes differentiation with respect to $z$, and we need to solve (4.7) for $S(z)$ and $P(z)$ subject to

$$
\begin{equation*}
(S, P)(-\infty)=(\gamma, 0) \quad \text { and } \quad(S, P)(+\infty)=\left(S^{*}, P^{*}\right) \tag{4.8}
\end{equation*}
$$

System (4.7), (4.8) remains a difficult mathematical problem, and we have not been able to establish the existence of a solution, even with the most recently developed methods for proving existence of traveling front solutions of delay reaction-diffusion systems such as those of Wu and Zou [21]. We shall therefore assume that such a solution exists and concentrate on finding out as much as possible about the speed $c$ at which the virus infection spreads through the spatial domain. On the further assumption that the infection spreads at the minimum speed consistent with having an ecologically realistic solution satisfying $S(z), P(z) \geq 0$ for all $z \in(-\infty, \infty)$, we shall formally calculate this minimum speed by examining the situation as $z \rightarrow-\infty$, where $P(z) \rightarrow 0$, and obtaining conditions on $c$ which are necessary for the convergence of $P(z)$ to 0 to be nonoscillatory. Linearizing as $z \rightarrow-\infty$, when $P \rightarrow 0$ and $S \rightarrow \gamma$, the
second equation of (4.7) becomes, approximately,
$c P^{\prime}(z)=D_{p} P^{\prime \prime}(z)-\mu_{p} P(z)-\gamma K P(z)+b \gamma K e^{-\mu_{i} T} \int_{-\infty}^{\infty} \frac{e^{-y^{2} / 4 D_{i} T}}{2 \sqrt{\pi D_{i} T}} P(z-c T-y) d y$
and has solutions of the form $P(z)=\exp (\lambda z)$ whenever $\lambda$ satisfies

$$
\begin{equation*}
c \lambda-D_{p} \lambda^{2}+\mu_{p}+\gamma K=b \gamma K e^{-\mu_{i} T} e^{-\lambda c T} e^{\lambda^{2} D_{i} T} . \tag{4.9}
\end{equation*}
$$

Since this analysis is for $z \rightarrow-\infty$, it is necessary that (4.9) have at least one real positive root if $P(z)$ is to approach 0 in a nonoscillatory manner. Whether (4.9) has real positive roots or not depends on the value of $c$, as can be easily seen by plotting the leftand right-hand sides of (4.9) against $\lambda$ and remembering that $b \gamma K e^{-\mu_{i} T}>\mu_{p}+\gamma K$, since this is the condition for the existence of $\left(S^{*}, P^{*}\right)$. If $c$ is very small, then (4.9) has no real positive roots, but if $c$ is gradually increased, there is a critical value of $c$ which we shall call $c_{\min }$ (depending on $T$ ) such that when $c=c_{\min }$ (4.9) has one positive root (a double root), and when $c>c_{\min }$ the equation has precisely two real distinct positive roots. Only traveling fronts for which $c \geq c_{\text {min }}$ are ecologically realistic, and we assume that the virus infection travels with speed $c_{\text {min }}$ since it is usually the case in reaction-diffusion equations that the front one actually sees is the one with minimum speed (those with $c>c_{\text {min }}$ usually have very small basins of attraction that rule out all but special initial conditions having very specific exponential decay rates).

Our aim now is to find out more about $c_{\text {min }}$ and its dependence on the parameters. It is not possible to find an explicit expression for $c_{\text {min }}$, but we can find some information about it. Indeed, $c_{\text {min }}$ is the value of $c$ for which (4.9) has a double root $\lambda_{*}$. Therefore, $c_{\min }$ and the double root $\lambda_{*}$ must satisfy the simultaneous equations

$$
\begin{gather*}
c_{\min } \lambda_{*}-D_{p} \lambda_{*}^{2}+\mu_{p}+\gamma K=b \gamma K \exp \left(-\mu_{i} T-\lambda_{*} c_{\min } T+\lambda_{*}^{2} D_{i} T\right) \\
c_{\min }-2 D_{p} \lambda_{*}=b \gamma K\left(2 \lambda_{*} D_{i} T-c_{\min } T\right) \exp \left(-\mu_{i} T-\lambda_{*} c_{\min } T+\lambda_{*}^{2} D_{i} T\right) \tag{4.10}
\end{gather*}
$$

From these equations, we see that $\lambda_{*}$ must satisfy $f(\lambda)=0$, where

$$
\begin{gathered}
f(\lambda):=2 D_{i} D_{p} T \lambda^{3}-\left(2 c_{\min } D_{i} T+c_{\min } D_{p} T\right) \lambda^{2}-\left(2 D_{i} T\left(\mu_{p}+\gamma K\right)-c_{\min }^{2} T+2 D_{p}\right) \lambda \\
+c_{\min }+c_{\min } T\left(\mu_{p}+\gamma K\right) .
\end{gathered}
$$

Now $f$ is a cubic and is such that $f(0)>0$ and

$$
f\left(\frac{c_{\min }+\sqrt{c_{\min }^{2}+4 D_{p}\left(\mu_{p}+\gamma K\right)}}{2 D_{p}}\right)=-\sqrt{c_{\min }^{2}+4 D_{p}\left(\mu_{p}+\gamma K\right)}<0
$$

These facts imply that the equation $f(\lambda)=0$ has one real negative root and two real distinct positive roots. The larger of the two positive roots cannot satisfy the first equation of (4.10). Therefore, $\lambda_{*}$ is the smaller of the two real positive roots of $f(\lambda)=0$. Furthermore,

$$
\begin{equation*}
0<\lambda_{*}<\frac{c_{\mathrm{min}}+\sqrt{c_{\min }^{2}+4 D_{p}\left(\mu_{p}+\gamma K\right)}}{2 D_{p}} \tag{4.11}
\end{equation*}
$$

The roots of a cubic equation are difficult to write down in general terms because there are numerous cases depending on the signs of various quantities defined in terms of the coefficients in the equation. An appendix to the book by Murray [15] gives all the
details. Although the coefficients of our particular cubic equation are complicated, we know a priori that our cubic equation has only real roots, and this narrows down the possibilities considerably. In fact, if we let

$$
\begin{gathered}
a_{*}=-\frac{c_{\min }\left(2 D_{i}+D_{p}\right)}{6 D_{i} D_{p}}, \\
\alpha_{*}=\frac{4 c_{\min }^{2} T D_{i}^{2}-2 c_{\min }^{2} T D_{i} D_{p}+c_{\min }^{2} T D_{p}^{2}+12 D_{i}^{2} D_{p} T \mu_{p}+12 D_{i}^{2} D_{p} T \gamma K+12 D_{i} D_{p}^{2}}{36 D_{i}^{2} D_{p}^{2} T}
\end{gathered}
$$

(it is easily shown that $\alpha_{*}>0$ ),
$N=8 c_{\min }^{2} T D_{i}^{2}+36 D_{i}^{2} D_{p} T \mu_{p}+36 D_{i}^{2} D_{p} T \gamma K+2 c_{\min }^{2} T D_{i} D_{p}-18 D_{i} D_{p}^{2}-c_{\min }^{2} T D_{p}^{2}$,

$$
\beta_{*}=\frac{c_{\min }\left(D_{p}-D_{i}\right) N}{108 D_{i}^{3} D_{p}^{3} T}
$$

and

$$
\phi=(1 / 3) \sin ^{-1}\left(\frac{\beta_{*}}{2 \alpha_{*}^{3 / 2}}\right), \quad \phi \in[-\pi / 6, \pi / 6]
$$

then the only root of $f(\lambda)=0$ satisfying (4.11) can be shown to be

$$
\begin{equation*}
\lambda_{*}=2 \alpha_{*}^{1 / 2} \sin \phi-a_{*} . \tag{4.12}
\end{equation*}
$$

Substituting $\lambda_{*}$ into either equation of (4.10) then gives a single, but very complicated, equation determining the speed $c_{\text {min }}$.

We define the function $g(c)$ to be the left-hand side minus the right-hand side of the second equation of $(4.10)$, with $\lambda_{*}$ given by (4.12) and $c_{\min }$ replaced by $c$. The resulting function is too complicated to write out explicitly but is easily handled in MAPLE. Of course, $c_{\min }$ solves $g\left(c_{\min }\right)=0$ and can easily be found either by reading off the root from an accurate plot of $g(c)$ or by using MAPLE commands for finding roots numerically. Figure 3 shows a plot of $g(c)$ for typical parameter values (see caption). We investigated how $c_{\text {min }}$ depends on the values of all the parameters, and our main observations were as follows:

- If $\mu_{i}, \mu_{p}$, or $T$ is increased, the result is a decrease in $c_{\text {min }}$.
- If $K, \gamma, b, D_{i}$, or $D_{p}$ is increased, the result is an increase in $c_{\min }$.
- If the delay $T$ is large, then the value of $c_{\text {min }}$ is much more sensitive to $D_{i}$ than to $D_{p}$. Presumably this is because virus particles with a host are transported at the diffusivity of the infectives. To illustrate this, let $T=7$ and other parameters retain their Figure 3 values. Then $c_{\text {min }}=1.265$. Keeping $T=7$, if $D_{i}$ is then raised to $100, c_{\min }$ rises to 5.623 . But if instead $D_{i}=5$ and $D_{p}$ is raised to 100 , then $c_{\text {min }}$ rises only to 1.976 .
Analytical estimates for $c_{\text {min }}$ can be obtained from other arguments, involving consideration of the graphs of the left- and right-hand sides of (4.9) as functions of $\lambda$. When $c=c_{\text {min }}$ these two graphs just touch, at the value $\lambda_{*}$ just discussed. Consider first the case when $D_{i}<D_{p}$ (so the minimum of the right-hand side is to the right of the maximum of the left-hand side). In this situation the maximum of the left-hand


Fig. 3. Plot of the function $g(c)$ defined in the text. The virus is predicted to spread at the speed $c_{\min }>0$ such that $g\left(c_{\min }\right)=0$. Parameter values used for this graph were $K=0.134, \mu_{i}=0.1$, $\mu_{p}=2, T=0.2, \gamma=1, D_{i}=5, D_{p}=1$, and $b=60$. For these values, $c_{\min }=5.646$.
side as a function of $\lambda$ is $c_{\min }^{2} /\left(4 D_{p}\right)+\mu_{p}+\gamma K$, and this must be less than the value of the right-hand side when $\lambda=0$, which is $b \gamma K e^{-\mu_{i} T}$. This leads to the estimate

$$
c_{\min }<2 \sqrt{D_{p}\left\{\gamma K\left(b e^{-\mu_{i} T}-1\right)-\mu_{p}\right\}} \quad \text { if } D_{i}<D_{p}
$$

If $D_{i}$ is larger than $D_{p}$, but not too much larger, the above estimate on $c_{\text {min }}$ will still hold.

We also carried out some numerical simulations of system (4.6) with a view to finding out whether the minimum speed $c_{\text {min }}$ found from the linearized analysis is the speed which would be observed in practice. The question is whether the minimum speed wave is in some sense robust, attracting large classes of initial data. These questions are difficult to resolve analytically. In a recent paper, Thieme and Zhao [19] proved results on asymptotic speeds of spread for a class of nonlinear integral equations which include many reaction-diffusion models with delay, but their results do not include system (4.6). Figure 4 shows the results of a numerical simulation of system (4.6). For initial data, susceptibles $S$ were set equal to $\gamma$ throughout the domain, and some phages were introduced at $x=0$ into an otherwise phage-free domain. Figure 4 shows how the phages spread out into the domain and the effect on the density of susceptible bacteria. Note that the traveling wave profiles are nonmonotone. Careful examination of the profiles suggests that the traveling fronts advance at the minimum speed $c_{\text {min }}$ computed from the linearized analysis. The numerically computed front actually appears to travel at a slightly higher speed, but we are confident that this is purely a consequence of the discretization procedure. The speed varied slightly with the number of spatial grid points but seemed to approach $c_{\text {min }}$ from above as


Fig. 4. Numerical simulation of system (4.6). Parameter values were $D_{s}=5, m=1, \alpha=1.34$, and the remaining parameters were as in Figure 3. The simulation suggests that the asymptotic speed of spread is $c_{\mathrm{min}}$, the minimum speed according to the linearized analysis.
the number of grid points was increased. As a result, we suggest that the asymptotic speed of spread is indeed the speed $c_{\text {min }}$ found from the linearized analysis.
5. Discussion. A key observation of Beretta and Kuang [2, 4] is the sensitivity of the dynamics on the phage reproduction rate $b$. This remains so for model (2.1). The novel observation of this work is the ultrasensitivity of the dynamics on the phage density dependent mortality rate $m$. This suggests that the density dependent mortality rate must be carefully measured to gain a better understanding of the bacteriophage infection dynamics in marine bacteria. Indeed, the recent work of Kuang, Fagan, and Loladze [13] contends that the predator death rate almost always positively correlates with the predator density in nature. To see this for model (2.1), we present Figures 5 and 6. Both figures use initial data and parameter values identical to those in Figure 2, except that in Figure 5, $m=0$, while in Figure 6, $m=0.2$.

The second novel aspect of our work is the rigorous derivation of a delay reactiondiffusion system to model the spatial spread of the virus infection and the use of this system to formally calculate the speed at which the infection spreads through a one-dimensional environment. The speed does not depend on the density dependent mortality parameter $m$ just discussed. Unfortunately, it is not possible to find a simple expression for the speed, but it can be found from numerical computation. As we would expect, the speed depends on the diffusivity of both the infectives and the phages but is much more sensitive to the value of the former than the latter. This would be because virus replication takes place only inside a host, and therefore during replication the diffusivity of the viruses is effectively the host diffusivity $D_{i}$ rather than $D_{p}$.


FIg. 5. A solution of model (3.16) with $s(\theta)=0.3, p(\theta)=1, \theta \in[-\tau, 0]$, where $\mu_{p}=14.925$, $b=75, \mu_{i}=1.5, \alpha=10, m=0$, and $\tau$ varies from 0.01 to 1.1 .


Fig. 6. A solution of model (3.16) with $s(\theta)=0.3, p(\theta)=1, \theta \in[-\tau, 0]$, where $\mu_{p}=14.925$, $b=75, \mu_{i}=1.5, \alpha=10, m=0.2$, and $\tau$ varies from 0.01 to 1.1.
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#### Abstract

Aiming at reduction of complexity, this work is concerned with two-time-scale Markov chains and applications to quasi-birth-death queues. Asymptotic expansions of probability vectors are constructed and justified. Lumping all states of the Markov chain in each subspace into a single state, an aggregated process is shown to converge to a continuous-time Markov chain whose generator is an average with respect to the stationary measures. Then a suitably scaled sequence is shown to converge to a switching diffusion process. Extensions of the results are presented together with examples of quasi-birth-death queues.
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1. Introduction. Much effort has gone into evaluating performance measures of queueing systems in the past two decades; see, for example, $[3,22,24,26]$ and the references therein. Since exact solutions are difficult to obtain in many queueing problems, we are content with approximate solutions. To treat large-scale Markovian queueing systems, one of the most popular methods is decomposition, which consists of breaking the underlying network into smaller pieces (e.g., one station in each piece); see $[3,24,26]$ among others. Although one often uses time-homogeneous Markovian models for approximating the actual systems, many queueing systems in real life are nonstationary (time-dependent); for example, the arrival and service rates in the systems are time-varying. Recently, time-inhomogeneous Markovian queueing networks have been widely used to model telecommunication systems; see [5]. Developing computational methods and approximation techniques for these quantities involved in time-inhomogeneous queueing problems has long been regarded as a challenging task (see [14] and [20]); see also [12, 18] and the references therein for earlier effort in this direction.

The motivation of our study stems from the recent advances in understanding asymptotic properties of singularly perturbed Markov chains aimed at reducing of complexity. We began our investigation in [13]. By combining matched asymptotic expansions and stochastic analysis, our effort was subsequently extended to treat more complex models and applications in control and optimization; see [29, 30]. These results are about Markov chains with finite-state spaces, and they are applicable to queues with a finite number of waiting rooms or finite capacity; see also [20] for a related work. Continuing our effort initiated in [28], using a model similar to that

[^32]presented in [26] as our starting point, we consider queueing systems in which the generator of the queue length process includes both a fast varying part and a slowly changing part reflecting both strong and weak interactions of states belonging to different irreducible classes. Compared with the methods used in [3, 24, 26], we adopt a singular perturbation approach via time-scale separation to model the different transition intensities. In [28], treating countable-state-space Markov chains, one of the main assumptions used is that the underlying Markov chain is irreducible. In the context of queueing theory, it basically corresponds to the consideration of a single queue. The goal of this paper is to treat multistation queueing networks and to develop decomposition and aggregation methods for queueing network problems. Motivated by queueing networks involving quasi-birth-death processes, we start with decomposition by splitting the entire state space into a number of subspaces. Usually, the transitions within each subspace are much more intensive and frequent than those among different subspaces. We introduce a small parameter $\varepsilon>0$ to highlight the different rates of transition intensities. Then we proceed to derive the asymptotic expansions of the probability distribution of the queue length. By lumping all the states in each subspace into a single state, we obtain a sequence of aggregated processes. We demonstrate that this sequence converges to a Markov chain. Furthermore, we obtain limit results for suitably scaled sequences.

The rest of the paper is arranged as follows. Section 2 begins with the precise formulation of the problem. Section 3 provides asymptotic expansions. A sequence of occupation measures is defined in section 4 ; its probabilistic properties, including mean square estimate, aggregation, and switching diffusion limit of a suitably scaled sequence, are examined. Section 5 presents extensions of results and queueing examples. Finally, an appendix is provided to include some technical complements.
2. Formulation. Working with a finite time horizon $t \in[0, T]$ for some $T>0$, our focus is on time-inhomogeneous Markov chains. Suppose that $\beta(t)$ is a continuoustime Markov chain with countable state space $\mathbb{N}=\{1,2, \ldots\}$. An infinite dimensional matrix-valued function $Q(t)=\left(q^{i j}(t)\right)$ defined on $[0, T]$ is a generator of the Markov chain $\beta(t)$ if $q^{i j}(\cdot)$ is Borel measurable and bounded for each $i, j \in \mathbb{N}, q^{i j}(t) \geq 0$ for all $i \neq j, \sum_{j=1}^{\infty} q^{i j}(t)=0$ for all $i \in \mathbb{N}$, and for any bounded and Borel-measurable function $\widetilde{g}(\cdot)$ defined on $\mathbb{N}, \widetilde{g}(\beta(t))-\int_{0}^{t} Q(s) \widetilde{g}(\cdot)(\beta(s)) d s$ is a martingale, where

$$
\begin{equation*}
Q(t) \widetilde{g}(\cdot)(i)=\sum_{j=1}^{\infty} q^{i j}(t) \widetilde{g}(j) \text { for each } i \in \mathbb{N} \tag{2.1}
\end{equation*}
$$

Throughout the paper, we use $K$ to denote a generic positive constant. The conventions $K+K=K$ and $K K=K$ are used for simplicity. We use $\mathbb{1}_{m_{0}}$ and $\mathbb{1}$ to denote an $m_{0}$-dimensional and infinite dimensional column vector with all components being 1. For a vector $z$ and a matrix $H$, we use $z^{\prime}$ and $H^{\prime}$ to denote their transposes, and we use $z^{i}$ and $h^{i j}$ to denote the $i$ th component of $z$ and the $i j$ th entry of $H=\left(h^{i j}\right)$, respectively. For a given matrix $H=\left(h^{i j}\right)_{\infty \times \infty}$ with infinite columns and infinite rows, $H_{a}$ is an augmented matrix given by $H_{a}=(H \vdots \mathbb{1})$. In addition, we use a subscript to index a sequence.

A Markov chain $\beta(t)$ or its generator $Q(t)$ is weakly irreducible, if the system of equations $g(t) Q_{a}(t)=(0 \vdots 1)$ has a unique solution $g(t)=\left(g^{i}(t)\right)$ with $g^{i}(t) \geq 0$ for each $i \in \mathbb{N}$, where $0=(0,0, \ldots)$ is an infinite dimensional 0 vector. The unique nonnegative solution is termed a quasi-stationary distribution. (An equivalent way to write the system of equations in the above definition is $g(t) Q(t)=0, g(t) \mathbb{1}=1$.) The
definition is an extension of the usual notion of irreducibility, and the weak irreducibility given in [13] for finite-state Markov chains. Compared with the usual definition of irreducibility, it deals with time-varying generators and allows some components of the quasi-stationary distribution to be 0 .

Suppose that the Markovian queueing network has $n_{0}\left(n_{0}<\infty\right)$ interconnected stations. Consider a vector-valued queue-length process taking values in $\mathbb{N}^{n_{0}}=$ $\mathbb{N} \times \mathbb{N} \times \cdots \times \mathbb{N}_{n_{0}}$ (an $n_{0}$-fold product). We use $\alpha(\cdot)$, a continuous-time Markov chain, to model the queue length of the queueing network. Suppose that $\mathbb{N}^{n_{0}}$ can be divided into $l$ subsets. Within each subset, the transitions (such as arrivals and departures of customers, etc.) take place an order of magnitude more frequent than that of among different subsets. To highlight this contrast, we introduce a small parameter $\varepsilon>0$. Thus the continuous-time Markov chain is $\varepsilon$-dependent, i.e., $\alpha(\cdot)=\alpha_{\varepsilon}(\cdot)$. For $t \in[0, T]$, assume that the generator of the Markov chain $\alpha_{\varepsilon}(t)$ is given by

$$
\begin{equation*}
Q_{\varepsilon}(t)=\frac{A(t)}{\varepsilon}+B(t), \quad \text { with } A(t)=\operatorname{diag}\left(A^{1}(t), \ldots, A^{l}(t)\right) \tag{2.2}
\end{equation*}
$$

where $A(t), B(t)$, and $A^{i}(t)$ (for $i=1, \ldots, l$ ) are all generators of certain countablestate space Markov chains, and $\operatorname{diag}\left(A^{1}(t), \ldots, A^{l}(t)\right)$ denotes a block diagonal matrix, each of the entries of which has appropriate dimension. Note that $B(t)$ is a generator and there is no need to assume it has the same diagonal matrix form as that of $A(t)$.

There is a certain hierarchy in the underlying network. Within each subset, one observes detailed variations of the networks such as arrivals and services of customers, etc., whereas at an upper system management level, instead of these variations, one observes the transitions among different subsets. Thus from an upper management point of view, by lumping all the states in each subspace into a single one, the system may be regarded as if it were a queue with finite waiting rooms ( $l$ rooms). Nevertheless, the aggregated process is generally non-Markovian. Fortunately, as will be shown, the aggregated process converges weakly to a limit process that is a finite-state Markovian queue. The significance of such a result is that in lieu of examining the detailed variations, one can study the aggregated process.

To reflect the decomposition in the network, write the state space of the queueing network as $\mathcal{M}=\mathcal{M}_{1} \cup \mathcal{M}_{2} \cdots \cup \mathcal{M}_{l}$, where $\mathcal{M}_{i}=\left\{s_{i 1}, s_{i 2}, \ldots,\right\}$ for $i=1, \ldots, l$. Following our approach for singularly perturbed Markov chains with finite-state spaces, we construct matched asymptotic expansions of the probability vector

$$
\begin{equation*}
p_{\varepsilon}(t)=\left(p_{\varepsilon}^{11}(t), \ldots, p_{\varepsilon}^{21}(t), \ldots, \ldots, p_{\varepsilon}^{l 1}(t), \ldots\right), \quad p_{\varepsilon}^{i j}(t)=P\left(\alpha_{\varepsilon}(t)=s_{i j}\right) . \tag{2.3}
\end{equation*}
$$

For future use, partition an infinite dimensional vector $v$ as $v=\left(v^{1}, \ldots, v^{l}\right)$ with $v^{i}=\left(v^{i 1}, v^{i 2}, \ldots\right)$. That is, $v^{i}$ is an infinite dimensional vector corresponding to the subspace $\mathcal{M}_{i}$. Since we are dealing with countable state space Markov chains, we work with an infinite dimensional vector space. It is natural to consider the spaces $\ell_{1}=\left\{\left(v^{1}, \ldots, v^{l}\right): 1 \leq i \leq l, v^{i k} \in \mathbb{R}\right.$ for each $k \in \mathbb{N}$, and $\left.\sum_{i=1}^{l} \sum_{k=1}^{\infty}\left|v^{i k}\right|<\infty\right\}$, $\ell_{\infty}=\left\{\left(v^{1}, \ldots, v^{l}\right): 1 \leq i \leq l, v^{i k} \in \mathbb{R}\right.$ for each $k \in \mathbb{N}$, and $\sup _{1 \leq i \leq l} \sup _{1 \leq k<\infty}\left|v^{i k}\right|<$ $\infty\}$, equipped with $\|v\|_{1}=\sum_{i=1}^{l} \sum_{k=1}^{\infty}\left|v^{i k}\right|$ and $\|v\|_{\infty}=\sup _{1 \leq i \leq l} \sup _{1 \leq k<\infty}\left|v^{i k}\right|$, respectively; see [9, p. 11]. For a linear operator $A$ defined on these spaces, we use its induced norm $\|A\|=\sup _{\|x\|=1}\|A x\|$, where $\|\cdot\|$ is either norm $\|\cdot\|_{1}$ or $\|\cdot\|_{\infty}$. It is plain that $p_{\varepsilon}(t) \in \ell_{1}$ and that for each $i(1 \leq i \leq l)$ and each $k(1 \leq k<\infty)$, $p_{\varepsilon}^{i k}(t) \geq 0$, and $\sum_{i=1}^{l} \sum_{k=1}^{\infty} p_{\varepsilon}^{i k}(t)=1$. It is well known that $p_{\varepsilon}(t)$ satisfies the forward equation

$$
\begin{equation*}
\dot{p}_{\varepsilon}(t)=p_{\varepsilon}(t) Q_{\varepsilon}(t), \quad p_{\varepsilon}(0)=p(0), \tag{2.4}
\end{equation*}
$$

such that $p^{i k}(0) \geq 0$ and $\sum_{i=1}^{l} \sum_{k=1}^{\infty} p^{i k}(0)=1$.
3. Asymptotic expansions. Following the approach of singular perturbation methods, we derive uniform (in the time variable $t$ ) asymptotic expansions of the probability vector as well as that of the transition probability matrices of the queue length processes. To proceed, we need the following conditions.
(A1) For each $t \in[0, T]$ and each $i=1, \ldots, l, A^{i}(t)$ is weakly irreducible. There exists an integer $n$ such that $\left(d^{n+2} / d t^{n+2}\right) A^{i}(\cdot) \in \operatorname{Lip}[0, T]$ and $\left(d^{n+1} / d t^{n+1}\right)$ $B(\cdot) \in \operatorname{Lip}[0, T]$, where $\operatorname{Lip}[0, T]$ denotes the class of functions defined on $[0, T]$ that are Lipschitzian.
(A2) There is a $\kappa>0$ such that for any real number $\tau>0$,

$$
\begin{equation*}
\left\|\exp (A(0) \tau)-\operatorname{diag}\left(\mathbb{1} \nu^{1}(0), \ldots, \mathbb{1} \nu^{l}(0)\right)\right\|_{\infty} \leq K \exp (-\kappa \tau) \tag{3.1}
\end{equation*}
$$

where $\nu^{i}(t)=\left(\nu^{i 1}(t), \nu^{i 2}(t), \ldots\right)$ is the quasi-stationary distribution corresponding to the generator $A^{i}(t)$.
Remark 3.1. From (A1) and the definition of weak irreducibility, $\nu^{i}(t) A_{a}^{i}(t)=$ $(0 \vdots 1)$ has a unique solution. Furthermore, $\nu^{i}(t)=(0 \vdots 1)\left(A_{a}^{i}(t)\right)^{\prime}\left(A_{a}^{i}(t)\left(A_{a}^{i}(t)\right)^{\prime}\right)^{-1}$. (A2) is a Doeblin-type condition. A condition in a slightly different form is given in [7, p. 192]. We will obtain the asymptotic expansions in two steps. The first step is a formal construction in which we (see $[4,10,25]$ and $[11,13]$ among others) find the outer expansions and the initial layer corrections. The second step involves validating the formal expansions and deriving the desired error estimates.
3.1. Formal expansions. We seek matched asymptotic expansions of the form $\mathcal{O}_{\varepsilon, n}(t)+\mathcal{I}_{\varepsilon, n}(t)=\sum_{i=0}^{n} \varepsilon^{i} \phi_{i}(t)+\sum_{i=0}^{n} \varepsilon^{i} \psi_{i}(t / \varepsilon)$. For technical reasons, which will become clear in what follows, to justify the validity of the expansions, we also need to compute $\phi_{n+1}(t)$ and $\psi_{n+1}(t / \varepsilon)$. To make sure that the matching condition is satisfied, we use $\mathcal{O}_{\varepsilon, n+1}(0)+\mathcal{I}_{\varepsilon, n+1}(0)=p(0)$ or, more specifically, $\phi_{0}(0)+\psi_{0}(0)=p(0)$, $\phi_{k}(0)+\psi_{k}(0)=0$ for $1 \leq k \leq n+1$. Our approach is based on constructions of the sequences $\left\{\phi_{i}(t)\right\}$ and $\left\{\psi_{i}(t / \varepsilon)\right\}$.

Substituting $\mathcal{O}_{\varepsilon, n+1}(t)$ into (2.4) and comparing coefficients of powers of $\varepsilon^{k}$, we obtain

$$
\begin{equation*}
\phi_{0}(t) A(t)=0, \quad \phi_{k}(t) A(t)=\dot{\phi}_{k-1}(t)-\phi_{k-1}(t) B(t), \quad 1 \leq k \leq n+1 \tag{3.2}
\end{equation*}
$$

The outer expansions give us satisfactory approximation for $t>0$ away from an initial layer of the order $O(\varepsilon)$, but it does not satisfy the initial condition and breaks down for sufficiently small $t$. To compensate, introduce a fast time variable $\tau=t / \varepsilon$. By the Lipschitz continuity given in (A1), taking Taylor expansions of $A(\varepsilon \tau)$ and $B(\varepsilon \tau)$ about 0 yields $A(\varepsilon \tau)=\sum_{i=0}^{n+1} \frac{(\varepsilon \tau)^{i}}{i!} \frac{d^{i} A(0)}{d t^{i}}+O\left((\varepsilon \tau)^{n+2}\right), \varepsilon B(\varepsilon \tau)=\sum_{i=0}^{n} \varepsilon \frac{(\varepsilon \tau)^{i}}{i!} \frac{d^{i} B(0)}{d t^{i}}+$ $O\left((\varepsilon \tau)^{n+2}\right)$. Substituting $\mathcal{I}_{\varepsilon, n+1}(t)$ into (2.4), using the above Taylor expansions of $A(t)$ and $B(t)$, and comparing powers of $\varepsilon^{i}$, we obtain the equations satisfied by the initial layer terms. We have $\psi_{0}(0)=p(0)-\phi_{0}(0), \psi_{k}(0)=-\phi_{k}(0)$, and

$$
\begin{align*}
& \frac{d \psi_{0}(\tau)}{d \tau}=\psi_{0}(\tau) A(0), \quad \frac{d \psi_{k}(\tau)}{d \tau}=\psi_{k}(\tau) A(0)+r_{k}(\tau), \quad 1 \leq k \leq n+1 \\
& r_{k}(\tau)=\sum_{i=0}^{k-1} \psi_{k-i-1}(\tau)\left(\frac{\tau^{i+1}}{(i+1)!} \frac{d^{i+1} A(0)}{d t^{i+1}}+\frac{\tau^{i}}{i!} \frac{d^{i} B(0)}{d t^{i}}\right), \quad 1 \leq k \leq n+1 \tag{3.3}
\end{align*}
$$

In [28], in which $A(t)$ consists of only one block, the outer expansions and initial layers can be obtained separately. Here, the constructions of $\left\{\phi_{k}(t)\right\}$ have to be done
in conjunction with the initial layer corrections. The equations in (3.3) together with the initial data are known as abstract Cauchy problems; see [17, p. 21]. It is well known that $\{\exp (A(0) \tau)\}$ is a uniformly continuous semigroup (see [17, 23]). With $\psi_{k}(0)$ to be determined, the representation of the solutions of (3.3) is given by

$$
\begin{align*}
& \psi_{0}(\tau)=\left(p(0)-\phi_{0}(0)\right) \exp (A(0) \tau) \\
& \psi_{k}(\tau)=\psi_{k}(0) \exp (A(0) \tau)+\int_{0}^{\tau} r_{k}(s) \exp (A(0)(\tau-s)) d s, 1 \leq k \leq n+1 \tag{3.4}
\end{align*}
$$

Step 1. Determine $\phi_{0}(t)$ and $\psi_{0}(\tau)$. We begin with the first equation in (3.2). Using the partitioned vector form introduced right after (2.3), we obtain $\phi_{0}^{i}(t) A^{i}(t)=0$ for each $i=1, \ldots, l$. These equations are not uniquely solvable since $A^{i}(t)$ have a 0 eigenvalue. However, by attaching $\sum_{j=1}^{\infty} \phi_{0}^{i j}(t)=\theta_{0}^{i}(t)$ to the equations, the resulting system of equations has a unique solution thanks to the weak irreducibility of $A^{i}(t)$. Thus, $\phi_{0}^{i}(t)$ must be proportional to $\nu^{i}(t)$, the quasi-stationary distribution corresponding to $A^{i}(t)$. That is, $\phi_{0}^{i}(t)=\theta_{0}^{i}(t) \nu^{i}(t)$, where $\theta_{0}^{i}(t) \in \mathbb{R}$ is to be determined. Define
$\theta_{0}(t)=\left(\theta_{0}^{1}(t), \ldots, \theta_{0}^{l}(t)\right) \in \mathbb{R}^{1 \times l}, \widetilde{\mathbb{1}}=\operatorname{diag}(\mathbb{1}, \mathbb{1}, \ldots, \mathbb{1}), \nu(t)=\operatorname{diag}\left(\nu^{1}(t), \ldots, \nu^{l}(t)\right)$. (3.5)

It is immediate that $A(t)$ is orthogonal to $\widetilde{\mathbb{1}}$ (i.e., $A(t) \widetilde{\mathbb{1}}=0$ ) and $\phi_{0}(t)=\theta_{0}(t) \nu(t)$. For the equation with $k=1$ in (3.2), multiplying from the right by $\mathbb{\mathbb { I }}$ leads to

$$
\begin{equation*}
\dot{\theta}_{0}(t)=\theta_{0}(t) \bar{B}(t), \quad \bar{B}(t)=\nu(t) B(t) \widetilde{\mathbb{1}} \tag{3.6}
\end{equation*}
$$

so $\bar{B}(t)$ is an average of $B(t)$ with respect to $\nu^{1}(t), \ldots, \nu^{l}(t)$. Note that $\bar{B}(t)$ is an $l \times l$ matrix-valued function. Note also that (3.6) is a linear system of differential equations and that it has a unique solution for each initial condition. Choose $\theta_{0}(0)=p(0) \widetilde{\mathbb{I}}$. Then the solution of (3.6) is uniquely determined. The $\phi_{0}^{i}(t)$ has the interpretation of total probability.

Concerning the initial layer correction $\psi_{0}(\tau)$, the solution is given by the first equation in (3.4) and is uniquely solved. We claim that $\left\|\psi_{0}(\tau)\right\|_{\infty} \leq K \exp (-\kappa \tau)$ for some $\kappa>0$ and $K>0$. To prove this, note that $\widetilde{\mathbb{1}} \nu(0)=\operatorname{diag}\left(\mathbb{1} \nu^{1}(0), \ldots, \mathbb{1} \nu^{l}(0)\right)$ and

$$
\begin{equation*}
\psi_{0}(0) \widetilde{\mathbb{1}} \nu(0)=\left[p(0)-\phi_{0}(0)\right] \widetilde{\mathbb{1}} \nu(0)=(0,0, \ldots) \tag{3.7}
\end{equation*}
$$

where $\phi_{0}(0)=\theta_{0}(0) \nu(0), \phi_{0}(0) \widetilde{\mathbb{1}}=\theta_{0}(0)$, and $\theta_{0}(0)=p(0) \widetilde{\mathbb{1}}$ are used. By virtue of the orthogonality and $(\mathrm{A} 2),\left\|\psi_{0}(\tau)\right\|_{\infty}=\left\|\psi_{0}(0)(\exp (A(0) \tau)-\widetilde{\mathbb{1}} \nu(0))\right\|_{\infty} \leq K \exp (-\kappa \tau)$. To determine $\phi_{i}(t)$ and $\psi_{i}(t)$ for $i \geq 1$, we need the following lemma.

Lemma 3.2. Suppose that $Q(t)$ is a generator of a countable-state-space Markov chain such that $Q(t)$ is weakly irreducible for each $t \in[0, T]$ and $\left(d^{n+1} / d t^{n+1}\right) Q(\cdot) \in$ $\operatorname{Lip}[0, T]$. Denote $\widetilde{Q}(t)=Q_{a}(t) Q_{a}^{\prime}(t)$. Then for $k=1, \ldots, n+1,\left(d^{k} / d t^{k}\right) \widetilde{Q}^{-1}(t)$ exists and belongs to $C^{n+1-k}$ (the class of functions that are $(n+1-k)$-times continuously differentiable).

Proof. Since $\widetilde{Q}(t) \widetilde{Q}^{-1}(t)=I$, differentiating both sides of the above equation leads to

$$
\begin{equation*}
\frac{d \widetilde{Q}^{-1}(t)}{d t}=-\widetilde{Q}^{-1}(t) \frac{d \widetilde{Q}(t)}{d t} \widetilde{Q}^{-1}(t) \tag{3.8}
\end{equation*}
$$

so $\widetilde{Q}^{-1}(\cdot)$ is differentiable. Repeatedly differentiating equation (3.8) yields the desired result.

Step 2. Determine $\boldsymbol{\phi}_{\mathbf{1}}(\boldsymbol{t})$ and $\boldsymbol{\psi}_{\mathbf{1}}(\boldsymbol{\tau})$. Lemma 3.2 and Remark 3.1 imply that $\phi_{0}(\cdot)$ is differentiable and is a function of class $C^{n+1}$. We proceed to determine $\phi_{1}(t)$ and $\psi_{1}(\tau)$. Note that the equation with $k=1$ in (3.2) is a nonhomogeneous equation whose right-hand side $\widetilde{\phi}_{0}(t) \stackrel{\text { def }}{=} \dot{\phi}_{0}(t)-\phi_{0}(t) B(t)$ is a known function since $\phi_{0}(t)$ has been found. Using (3.6), $\left[\dot{\phi}_{0}(t)-\phi_{0}(t) B(t)\right] \widetilde{\mathbb{1}}=\dot{\theta}_{0}(t)-\theta_{0}(t) \nu(t) B(t) \widetilde{\mathbb{1}}=(0,0, \ldots)$, and the Fredholm alternative yields that the equation with $k=1$ in (3.2) has a particular solution $\phi_{1, p}(t)$ being orthogonal to $\widetilde{\mathbb{1}}$. Assume the solution of $\phi_{1}(t) A(t)=\widetilde{\phi}_{0}(t)$ to be of the form $\phi_{1}(t)=\theta_{1}(t) \nu(t)+\phi_{1, p}(t)$. Since $\phi_{1, p}(t)$ is orthogonal to $\widetilde{\mathbb{1}}$, postmultiplying the equation with $k=2$ in (3.2) by $\widetilde{\mathbb{1}}$ leads to

$$
\begin{equation*}
\dot{\theta}_{1}(t)=\theta_{1}(t) \bar{B}(t)+\phi_{1, p}(t) B(t) \widetilde{\mathbb{1}} \tag{3.9}
\end{equation*}
$$

Once the initial condition is specified, (3.9) is uniquely solved. The initial condition $\theta_{1}(0)$ has to come from the initial layer correction term. With the selection of $\psi_{1}(0)=$ $-\phi_{1}(0)$, by (3.4) with $k=1$, the unique solution is given by

$$
\begin{align*}
\psi_{1}(\tau)= & \psi_{1}(0) \exp (A(0) \tau)+\int_{0}^{\tau} \psi_{0}(s) \exp (A(0) s) B(0) \exp (A(0)(\tau-s)) d s \\
& +\int_{0}^{\tau} s \psi_{0}(s) \exp (A(0) s) \frac{d A(0)}{d t} \exp (A(0)(\tau-s)) d s \tag{3.10}
\end{align*}
$$

By the exponential decay of $\psi_{0}(\tau),\left\|\int_{0}^{\tau} \psi_{0}(s) \exp (A(0) s) d s\right\|_{\infty}=\int_{0}^{\infty}\left\|\psi_{0}(s)\right\|_{\infty} d s<$ $\infty$. Denote $\bar{\psi}_{0} \stackrel{\text { def }}{=} \int_{0}^{\infty} \psi_{0}(s) \exp (A(0) s) d s B(0)$. Then from (A2),

$$
\begin{aligned}
& \begin{aligned}
\lim _{\tau \rightarrow \infty} \psi_{1}(0) \exp (A(0) \tau) & =\lim _{\tau \rightarrow \infty}\left(\psi_{1}(0)[\exp (A(0) \tau)-\widetilde{\mathbb{1}} \nu(0)]+\psi_{1}(0) \widetilde{\mathbb{1}} \nu(0)\right) \\
& =\psi_{1}(0) \widetilde{\mathbb{1}} \nu(0)
\end{aligned} \\
& \lim _{\tau \rightarrow \infty} \int_{0}^{\tau} \psi_{0}(s) \exp (A(0) s) B(0) \exp (A(0)(\tau-s)) d s=\bar{\psi}_{0} \widetilde{\mathbb{1}} \nu(0)
\end{aligned}
$$

Note that

$$
\begin{equation*}
A(t) \widetilde{\mathbb{I}}=0, \quad \frac{d^{k} A(t)}{d t^{k}} \widetilde{\mathbb{1}}=\frac{d^{k} A(t) \widetilde{\mathbb{1}}}{d t^{k}}=0, \quad k=1, \ldots, n+1 . \tag{3.11}
\end{equation*}
$$

Using the orthogonality (see (3.7) and (3.11)), we obtain

$$
\begin{equation*}
\left\|\int_{0}^{\tau} s \psi_{0}(s) \exp (A(0) s) \frac{d A(0)}{d t} \exp (A(0)(\tau-s)) d s\right\|_{\infty} \leq K \tau^{2} \exp (-\kappa \tau) \tag{3.12}
\end{equation*}
$$

By demanding $\lim _{\tau \rightarrow \infty} \psi_{1}(\tau)=0$, taking the limit as $\tau \rightarrow \infty$ in (3.10), and using the estimates above, we arrive at

$$
\begin{equation*}
\psi_{1}(0) \widetilde{\mathbb{1}} \nu(0)+\bar{\psi}_{0} \widetilde{\mathbb{1}} \nu(0)=0 \tag{3.13}
\end{equation*}
$$

An important observation indicates that there are only $l$ unknowns in (3.13). Using the notation of partitioned vector given after $(2.3), \psi_{1}(0)=\left(\psi_{1}^{1}(0), \psi_{1}^{2}(0), \ldots, \psi_{1}^{l}(0)\right)$ and $\bar{\psi}_{0}=\left(\bar{\psi}_{0}^{1}, \bar{\psi}_{0}^{2}, \ldots, \bar{\psi}_{0}^{l}\right)$, the solution is given by $\psi_{1}^{i}(0) \mathbb{1}=-\bar{\psi}_{0}^{i} \mathbb{1}, i=1, \ldots, l$. Since $\psi_{1}(0)$ must be chosen so that $\phi_{1}(0)+\psi_{1}(0)=0$, we obtain $\theta_{1}^{i}(0)=\bar{\psi}_{0}^{i} \mathbb{1}, i=$ $1, \ldots, l$. Thus both $\phi_{1}(t)$ and $\psi_{1}(\tau)$ have been determined. We claim that $\psi_{1}(\tau)$
decays exponentially fast. By adding and subtracting appropriate terms,

$$
\begin{align*}
\psi_{1}(\tau)= & \psi_{1}(0)[\exp (A(0) \tau)-\widetilde{\mathbb{1}} \nu(0)]-\int_{\tau}^{\infty} \psi_{0}(s) \exp (A(0) s) d s B(0) \widetilde{\mathbb{1}} \nu(0) \\
& +\psi_{1}(0) \widetilde{\mathbb{1}} \nu(0)+\int_{0}^{\infty} \psi_{0}(s) \exp (A(0) s) d s B(0) \widetilde{\mathbb{1}} \nu(0) \\
& +\int_{0}^{\tau} \psi_{0}(s) \exp (A(0) s) B(0)[\exp (A(0)(\tau-s))-\widetilde{\mathbb{1}} \nu(0)] d s  \tag{3.14}\\
& +\int_{0}^{\tau} s \psi_{0}(s) \exp (A(0) s) \frac{d A(0)}{d t} \exp (A(0)(\tau-s)) d s .
\end{align*}
$$

By (A2),

$$
\begin{align*}
& \left\|\psi_{1}(0)[\exp (A(0) \tau)-\widetilde{\mathbb{1}} \nu(0)]\right\|_{\infty} \leq K \exp (-\kappa \tau), \text { and } \\
& \left\|\int_{0}^{\tau} \psi_{0}(s) \exp (A(0) s) B(0)[\exp (A(0)(\tau-s))-\widetilde{\mathbb{1}} \nu(0)] d s\right\|_{\infty}  \tag{3.15}\\
& \leq K(1+\tau) \exp (-\kappa \tau) .
\end{align*}
$$

It then follows from the above estimates, $\left\|\psi_{1}(\tau)\right\|_{\infty} \leq K\left(1+\tau+\tau^{2}\right) \exp (-\kappa \tau) \leq$ $K \exp \left(-\kappa_{0} \tau\right)$, for some $0<\kappa_{0}<\kappa$.

Step 3. Determine $\phi_{k}(t)$ and $\psi_{k}(\tau)$, for $1<k \leq n+1$. We apply the same method for finding $\phi_{1}(t)$ and $\psi_{1}(\tau)$ to determine $\phi_{k}(t)$ and $\psi_{k}(\tau)$. For each $i=1, \ldots, l$, assume $\phi_{k}^{i}(t)$ is of the form $\phi_{k}^{i}(t)=\theta_{k}^{i}(t) \nu^{i}(t)+\phi_{k, p}^{i}(t)$, where $\phi_{k, p}(t)=\left(\phi_{k, p}^{1}(t), \ldots, \phi_{k, p}^{l}(t)\right)$ is a particular solution of the equation $\phi_{k}(t) A(t)=$ $\dot{\phi}_{k-1}(t)-\phi_{k-1}(t) B(t)$, and $\phi_{k, p}(t)$ is orthogonal to $\widetilde{1}$. We proceed to determine $\theta_{k}(t)=\left(\theta_{k}^{i}(t)\right) \in \mathbb{R}^{1 \times l}$. By substitution, similar to (3.9), it is easily seen that $\theta_{k}(t)$ satisfies the differential equation

$$
\begin{equation*}
\dot{\theta}_{k}(t)=\theta_{k}(t) \bar{B}(t)+\phi_{k, p}(t) B(t) \tilde{\mathbb{1}} . \tag{3.16}
\end{equation*}
$$

To determine the initial condition $\theta_{k}(0)$, the definition of $r_{k}(\tau)$ in (3.4) gives us

$$
\begin{align*}
\psi_{k}(\tau)= & \psi_{k}(0) \exp (A(0) \tau)+\int_{0}^{\tau} \sum_{j=0}^{k-1} \psi_{k-j-1}(s)  \tag{3.17}\\
& \times\left(\frac{\tau^{j+1}}{(j+1)!} \frac{d^{j+1} A(0)}{d t^{j+1}}+\frac{\tau^{j}}{j!} \frac{d^{j} B(0)}{d t^{j}}\right) \exp (A(0)(\tau-s)) d s .
\end{align*}
$$

Using the same techniques as that for $\theta_{1}(0)$, we obtain $\theta_{k}(0)$ and uniquely determine both $\phi_{k}(t)$ and $\psi_{k}(\tau)$. We then verify the exponential decay property of $\psi_{k}(\tau)$. The procedure is the same as for that of $\psi_{1}(\tau)$; we record the result as follows.

Theorem 3.3. Assume (A1) and (A2). Then the following assertions hold:
(a) The sequence $\left\{\phi_{k}(t)\right\}$ can be constructed by solving the system of equations

$$
\begin{equation*}
\phi_{k}(t) A(t)=\dot{\phi}_{k-1}(t)-\phi_{k-1}(t) B(t) \stackrel{\text { def }}{=} \widetilde{\phi}_{k-1}(t) \tag{3.18}
\end{equation*}
$$

for $k=1,2, \ldots, n$. The solution is $\phi_{k}(t)=\theta_{k}(t) \nu(t)+\phi_{k, p}(t)$, where $\phi_{k, p}(t)$ is a particular solution of (3.18), which is orthogonal to $\mathbb{1}$, and $\theta_{k}(t)$ satisfies $\dot{\theta}_{k}(t)=\theta_{k}(t) \bar{B}(t)+\phi_{k, p}(t) B(t) \tilde{\mathbb{1}}$.
(b) Find $\psi_{k}^{i}(0) \mathbb{1}$ from $\psi_{k}(0) \widetilde{\mathbb{}} \nu(0)=-\left(\sum_{j=0}^{k-1} \int_{0}^{\infty} \frac{s_{j}^{j}}{j!} \psi_{k-j-1}(s) d s \frac{d^{j} A(0)}{d t^{j}}\right) \widetilde{\mathbb{1}} \nu(0) \stackrel{\text { def }}{=}$ $-\bar{\psi}_{k-1} \widetilde{\mathbb{1}} \nu(0)$. Choose $\theta_{k}^{i}(0)=-\psi_{k}^{i}(0) \mathbb{1}=\bar{\psi}_{k-1}^{i} \mathbb{1}$ for $i=1, \ldots, l$. Choose $\psi_{k}(0)=-\phi_{k}(0)$.
(c) For $k=0,1, \ldots, n+1, \theta_{k}(\cdot)$ and $\phi_{k}(\cdot)$ are $(n+1-k)$-times continuously differentiable on $[0, T]$; there exists a $\kappa_{0}>0$ such that $\left\|\psi_{k}(\tau)\right\|_{\infty} \leq K \exp \left(-\kappa_{0} \tau\right)$.
3.2. Asymptotic justification. In this section, we obtain the desired error bounds and show that the asymptotic expansions hold uniformly in $t \in[0, T]$. Define an operator $\mathcal{L}_{\varepsilon}$ as

$$
\begin{equation*}
\mathcal{L}_{\varepsilon} f(t)=\varepsilon \frac{d f(t)}{d t}-f(t) A(t)-\varepsilon f(t) B(t) \tag{3.19}
\end{equation*}
$$

for a suitable smooth function $f(\cdot)$. First let us establish a lemma.
Lemma 3.4. Consider $\mathcal{L}_{\varepsilon} v_{\varepsilon}(t)=\Delta_{\varepsilon, k}(t), v_{\varepsilon}(0)=0$, with $\sup _{t \in[0, T]}\left\|\Delta_{\varepsilon, k}(t)\right\|_{\infty}=$ $O\left(\varepsilon^{k+1}\right)$ for some $k$ with $0 \leq k \leq n+1$. Then $\sup _{t \in[0, T]}\left\|v_{\varepsilon}(t)\right\|_{\infty}=O\left(\varepsilon^{k}\right)$.

Proof. Note that the initial value problem given above is a time-dependent abstract Cauchy problem or an evolution equation. The solution is given by $v_{\varepsilon}(t)=$ $\frac{1}{\varepsilon} \int_{0}^{t} \Delta_{\varepsilon, k}(s) X_{\varepsilon}(t, s) d s$, where $X_{\varepsilon}(t, s)$ is a fundamental solution or an evolution operator. In fact (see Ladas and Lakshmikantham [17, p. 56]), $X_{\varepsilon}(t, s)$ is an operator-valued function with values in $L\left(\ell_{1}\right)$; the space of bounded linear operators, defined on $\ell_{1}$ and strongly continuous in $t, s$ for $0 \leq s \leq t \leq T$ such that $(\partial / \partial t) X_{\varepsilon}(t, s)$ exists in strong topology of $\ell_{1} ;(\partial / \partial t) X_{\varepsilon}(t, s) \in L\left(\ell_{1}\right)$ for $0 \leq s \leq t \leq T$ and $(\partial / \partial t) X_{\varepsilon}(t, s)$ is strongly continuous in $t$; the range of $X_{\varepsilon}(t, s)$ is in the domain of $Q_{\varepsilon}(t)$; and it satisfies the homogeneous problem $\varepsilon \frac{\partial X_{\varepsilon}(t, s)}{\partial t}-X_{\varepsilon}(t, s) A(t)-\varepsilon X_{\varepsilon}(t, s) B(t)=0, X_{\varepsilon}(s, s)=I$, where the initial value $I$ is the infinite dimensional identity matrix. Since it represents transition probabilities, $\left\|X_{\varepsilon}(t, s)\right\|_{\infty}$ is bounded uniformly in $\varepsilon$ for all $t, s \in[0, T]$. Therefore, we have $\sup _{t \in[0, T]}\left\|v_{\varepsilon}(t)\right\|_{\infty} \leq \frac{K}{\varepsilon} \sup _{t \in[0, T]} \int_{0}^{t}\left\|\Delta_{\varepsilon, k}(s)\right\|_{\infty} d s \leq K \varepsilon^{k}$. The lemma is obtained.

For each $k=1, \ldots, n+1$, define a vector-valued error $e_{\varepsilon, k}(t)$

$$
\begin{equation*}
e_{\varepsilon, k}(t)=p_{\varepsilon}(t)-\sum_{i=0}^{k} \varepsilon^{i} \phi_{i}(t)-\sum_{i=0}^{k} \varepsilon^{i} \psi_{i}(t / \varepsilon) \tag{3.20}
\end{equation*}
$$

where $p_{\varepsilon}(\cdot)$ is the solution of $(2.4), \phi_{i}(\cdot)$ and $\psi_{i}(\cdot)$ are the outer expansions and initial layer corrections, respectively. We must show that $e_{\varepsilon, n}(t)=O\left(\varepsilon^{n+1}\right)$. For this purpose, we first derive a lemma whose proof is similar in spirit to the corresponding results for weakly irreducible generators [28] and is thus omitted.

Lemma 3.5. Under (A1) and (A2), for $k=1, \ldots, n+1, \sup _{t \in[0, T]}\left\|\mathcal{L}_{\varepsilon} e_{\varepsilon, k}(t)\right\|_{\infty}=$ $O\left(\varepsilon^{k+1}\right)$, and hence $\sup _{t \in[0, T]}\left\|e_{\varepsilon, k}(t)\right\|_{\infty}=O\left(\varepsilon^{k}\right)$.

Remark 3.6. Using Lemma 3.5, with $k=1$, we obtain $\sup _{t \in[0, T]}\left\|e_{\varepsilon, 1}(t)\right\|_{\infty}=$ $O(\varepsilon)$. However, $e_{\varepsilon, 1}(t)=e_{\varepsilon, 0}(t)-\varepsilon \phi_{1}(t)-\varepsilon \psi_{1}(t / \varepsilon)$. In view of the boundedness of $\phi_{1}(t)$ and $\psi_{1}(t / \varepsilon), \varepsilon \phi_{1}(t)+\varepsilon \psi_{1}(t / \varepsilon)=O(\varepsilon)$. Thus, $e_{\varepsilon, 0}(t)=O(\varepsilon)$ uniformly in $t \in[0, T]$. We can proceed inductively. By virtue of Lemma 3.5, with $k=n+1$, $\sup _{t \in[0, T]}\left\|\varepsilon_{\varepsilon, n+1}\right\|_{\infty}=O\left(\varepsilon^{n+1}\right)$. Going back one step and using $e_{\varepsilon, n+1}(t)=e_{\varepsilon, n}(t)+$ $O\left(\varepsilon^{n+1}\right)$, similar to the case of $k=1$, we obtain $\sup _{t \in[0, T]}\left\|e_{\varepsilon, n}(t)\right\|_{\infty}=O\left(\varepsilon^{n+1}\right)$. We summarize the discussion thus far into the following theorem. This gives us the desired approximation results. Not only is the convergence of $P\left(\alpha_{\varepsilon}(t)=i\right)$ obtained, but also the rate of convergence is derived. Furthermore, a full asymptotic series is obtained.

THEOREM 3.7. Under (A1) and (A2), we can construct two sequences $\left\{\phi_{k}(t)\right\}_{k=0}^{n}$ and $\left\{\psi_{k}(t / \varepsilon)\right\}_{k=0}^{n}$ by Theorem 3.3 such that $\phi_{k}(t) \in C^{n+1-k}$ and $\psi_{k}(t / \varepsilon)$ decay exponentially fast. Moreover with $e_{\varepsilon, n}(t)$ defined by (3.20), $\sup _{t \in[0, T]}\left\|e_{\varepsilon, n}(t)\right\|_{\infty}=$ $O\left(\varepsilon^{n+1}\right)$.

Using the same techniques, we can also obtain asymptotic expansions of transition probability matrices. Since the proofs are essentially the same, we will state only the results and omit the detailed argument. Let $P_{\varepsilon}\left(t_{0}, t\right)$ be the transition matrix $\left(p_{\varepsilon}^{i n, j k}\left(t_{0}, t\right)\right)$ with $p_{\varepsilon}^{i n, j k}\left(t_{0}, t\right)=P\left(\alpha_{\varepsilon}(t)=s_{j k} \mid \alpha_{\varepsilon}\left(t_{0}\right)=s_{i n}\right)$ for all $s_{i n}, s_{j k} \in \mathcal{M}$.

Theorem 3.8. Assume (A1) and (A2) with $n=1$. Then

$$
\begin{equation*}
P_{\varepsilon}\left(t_{0}, t\right)=\Phi_{0}\left(t_{0}, t\right)+\Psi_{0}\left(t_{0},\left(t-t_{0}\right) / \varepsilon\right)+O\left(\varepsilon+\varepsilon \exp \left(\left(t-t_{0}\right) / \varepsilon\right)\right) \tag{3.21}
\end{equation*}
$$

uniformly in $\left(t_{0}, t\right)$, where $0 \leq t_{0} \leq t \leq T$,
$\Phi_{0}\left(t_{0}, t\right)=\widetilde{\mathbb{1}} \Theta\left(t_{0}, t\right) \nu(t), \quad \frac{d \Psi_{0}\left(t_{0}, \tau\right)}{d \tau}=\Psi_{0}\left(t_{0}, \tau\right) A\left(t_{0}\right), \Psi_{0}\left(t_{0}, t_{0}\right)=I-\Phi_{0}\left(t_{0}, t_{0}\right)$, (3.22)
where $\Theta\left(t_{0}, t\right)=\left(\theta^{i j}\left(t_{0}, t\right)\right) \in \mathbb{R}^{l \times l}$ is the solution of

$$
\begin{equation*}
\frac{d}{d t} \Theta\left(t_{0}, t\right)=\Theta\left(t_{0}, t\right) \bar{B}(t), \quad \Theta\left(t_{0}, t_{0}\right)=I \tag{3.23}
\end{equation*}
$$

Remark 3.9. Owing to Theorems 3.7 and 3.8, for some $\kappa_{0}>0, p_{\varepsilon}(t)=\nu(t)+$ $O\left(\varepsilon+\exp \left(-\kappa_{0} t / \varepsilon\right)\right), P_{\varepsilon}\left(t_{0}, t\right)=\Phi_{0}\left(t_{0}, t\right)+O\left(\varepsilon+\exp \left(-\kappa_{0}\left(t-t_{0}\right) / \varepsilon\right)\right)$.
4. Occupation measures, aggregation, and switching diffusion. This section presents further asymptotic results that are of probabilistic feature. The statements of the results are given, and the proofs are relegated to the appendix.
4.1. Occupations measures. For any $i=1, \ldots, l$ and $j=1,2, \ldots$, define sequences of occupation measures as

$$
\begin{equation*}
\mu_{\varepsilon}^{i j}(t)=\int_{0}^{t} z^{i j}\left(s, \alpha_{\varepsilon}(s)\right) d s, \quad z^{i j}\left(t, \alpha_{\varepsilon}(t)\right)=I_{\left\{\alpha_{\varepsilon}(t)=s_{i j}\right\}}-\nu^{i j}(t) I_{\left\{\alpha_{\varepsilon}(t) \in \mathcal{M}_{i}\right\}}, \tag{4.1}
\end{equation*}
$$

where $\nu^{i j}(t)$ is the $j$ th component of the quasi-stationary distribution $\nu^{i}(t)$ as defined in (A2). As a preparation, we first derive an order of magnitude estimate for $\mu_{\varepsilon}^{i j}(\cdot)$ defined in (4.1).

THEOREM 4.1. Under the conditions of Theorem 3.8, $\sup _{t \in[0, T]} E\left(\mu_{\varepsilon}^{i j}(t)\right)^{2}=$ $O(\varepsilon)$.

As alluded to in the introduction, we wish to reduce the complexity of the queueing network by aggregating states in each subspace as a single state. This leads to the definition of $\bar{\alpha}_{\varepsilon}(t)=i$ if $\alpha_{\varepsilon}(t) \in \mathcal{M}_{i}$.

THEOREM 4.2. Under the conditions of Theorem 3.8, $\bar{\alpha}_{\varepsilon}(\cdot)$ converges weakly to $\bar{\alpha}(\cdot)$, a Markov chain generated by $\bar{B}(t)$ given in (3.6).
4.2. Switching diffusion limit. Let $f(\cdot)$ be a real-valued function defined on $\mathcal{M}$ satisfying that $\left\{f\left(s_{i j}\right): 1 \leq i \leq l, 1 \leq j<\infty\right\} \in \ell_{1}$. For $t \in[0, T]$, define a sequence of real-valued functions by

$$
\begin{equation*}
x_{\varepsilon}(t)=\sum_{i=1}^{l} \sum_{j=1}^{\infty} \frac{1}{\sqrt{ } \bar{\varepsilon}} \int_{0}^{t} f\left(s_{i j}\right)\left[I_{\left\{\alpha_{\varepsilon}(u)=s_{i j}\right\}}-\nu^{i j}(u) I_{\left\{\alpha_{\varepsilon}(u) \in \mathcal{M}_{i}\right\}}\right] d u . \tag{4.2}
\end{equation*}
$$

Our interest lies in the asymptotic properties of $x_{\varepsilon}(\cdot)$. To obtain the desired limit property, we consider a pair of processes $\left\{Y_{\varepsilon}(\cdot)\right\}=\left\{x_{\varepsilon}(\cdot), \bar{\alpha}_{\varepsilon}(\cdot)\right\}$ and aim to show that $Y_{\varepsilon}(\cdot)$ converges weakly to $Y(\cdot)$ with a suitable generator.

Lemma 4.3. Under the conditions of Theorem 3.8, $\left\{Y_{\varepsilon}(\cdot)\right\}$ is tight in $D^{2}[0, T]$ (the space of $\mathbb{R}^{2}$-valued functions that are right continuous and have left limits endowed with the Skorohod topology).

Since $\left\{Y_{\varepsilon}(\cdot)\right\}$ is tight, by Prohorov's theorem, we can extract a weakly convergent subsequence. Select such a subsequence and still use $\varepsilon$ as its index for notational simplicity. Denote the limit by $Y(\cdot)=(x(\cdot), \bar{\alpha}(\cdot))$. We proceed to characterize this limit process. Let $C_{L}^{2}$ be the collection of functions having bounded derivatives up to the second order with the second derivative being Lipschitz continuous. For each $i=1, \ldots, l, g(\cdot, i) \in C_{L}^{2}$, define an operator $\mathcal{D}(t)$ by

$$
\begin{equation*}
\mathcal{D}(t) g(x, i)=\frac{1}{2} \sigma^{2}(t, i) \frac{\partial^{2}}{\partial x^{2}} g(x, i)+\bar{B}(t) g(x, \cdot)(i), \tag{4.3}
\end{equation*}
$$

where $\sigma^{2}(t, i)>0$ is a smooth function.
ThEOREM 4.4. Under the conditions of Theorem 3.8, $Y_{\varepsilon}(\cdot)$ converges weakly to $Y(\cdot)$, which is a solution of the martingale problem with operator $\mathcal{D}(\cdot)$ defined by (4.3).

Using the above theorem, we can also get a weak convergence of a reflected process. Define $r_{\varepsilon}(t)=x_{\varepsilon}(t)-\inf _{0 \leq u \leq t}\left\{x_{\varepsilon}(u)\right\}$. The weak convergence of $x_{\varepsilon}(t)$ and the continuous mapping theorem (see [2, p. 30, Theorem 5.1]) yield that $r_{\varepsilon}(\cdot)$ converges weakly to $r(\cdot)$, a reflected switching diffusion process.
5. Extensions and examples. In this section we give the extensions of the results and present examples of queueing problems.
5.1. Infinitely many blocks. We consider the case

$$
\begin{equation*}
Q_{\varepsilon}(t)=\frac{A(t)}{\varepsilon}+B(t) \quad \text { with } A(t)=\operatorname{diag}\left(A^{1}(t), A^{2}(t), \ldots\right) \tag{5.1}
\end{equation*}
$$

That is, the matrix $A(t)$ given by (2.2) is a diagonal block one with infinitely many blocks. Instead of condition (A2), we assume ( $\mathrm{A}^{\prime}$ ).
$\left(\mathrm{A} 2^{\prime}\right)$ There is a $\kappa_{l}>0$ such that for $\left\|\exp \left(A^{l}(0) \tau\right)-\mathbb{1} \nu^{l}(0)\right\|_{\infty} \leq K \exp \left(-\kappa_{l} \tau\right)$, any real number $\tau>0$, where $\nu^{l}(t)=\left(\nu^{l 1}(t), \nu^{l 2}(t), \ldots\right)$ is the quasi-stationary distribution corresponding to the generator $A^{l}(t)$, and $\inf _{l>1} \kappa_{l}>0$.
Theorem 5.1. Under (A1) and (A2'), Theorem 3.7, Theorem 4.2, and Theorem 4.4 hold.

The proof of this theorem follows the same line of argument as that of Theorems $3.7,4.2$, and 4.4 and is thus omitted. A special case of the theorem is that $Q_{\varepsilon}(t)$ has the form (5.1) with $A(t)$ having infinitely many blocks such that each $A^{i}(t)$ is a generator of a finite-state Markov chain.

Example 5.2. Consider a two-station queueing system, where each station has a single server and an exogenous Poisson arrival process. For the first station, having completed service there, customers either proceed to a queue in front of the second station with probability $p_{1}$ or depart the system with probability $\left(1-p_{1}\right)$. For the second station, after completing service there, they depart the system with probability $\left(1-p_{2}\right)$ and go to a queue in front of the first station with probability $p_{2}$. Service is rendered in the order of the arrivals at each station. We assume that the first station can hold at most a total of $m_{0}$ customers (including the customer in service) and any further arriving customers from outside will in fact be refused entry and hence will depart immediately without service at the first station, while the second station
has an unlimited waiting room. Furthermore, we assume that the system is a timedependent Markovian queueing network. Specifically, the rate of station $i$ 's customer arriving from outside is $\lambda_{i}(t)$, and the service rate is $\mu_{i}(t)(i=1,2)$.

Assume that $\lambda_{i}(t)$ and $\mu_{i}(t)$ are smooth, positive, real analytic functions of time $t$. We let $\mathcal{Q}(t)=\left(\mathcal{Q}_{2}(t), \mathcal{Q}_{1}(t)\right)$ be the Markovian queue length process that $\mathcal{Q}_{i}(t)$ equals the number of customers at station $i$ at time $t$. Then the state space of the queueing system can be represented by $\left\{(k, i): 0 \leq k<\infty\right.$ and $\left.0 \leq i \leq m_{0}\right\}$. To determine the generator $Q(t)=\left(q^{(j, n),(k, i)}(t)\right)$, let

$$
\begin{aligned}
& \pi_{1}(t)=\left(1-p_{1}\right) \mu_{1}(t), \pi_{2}(t)=\left(1-p_{2}\right) \mu_{2}(t), \\
& \pi(t)=\lambda_{1}(t)+\pi_{1}(t), \tilde{\pi}(t)=\lambda_{2}(t)+p_{1} \mu_{1}(t)+\mu_{2}(t), \\
& A^{1}(t)=\left(\begin{array}{ccccc}
-\lambda_{1}(t) & \lambda_{1}(t) & & & \\
\pi_{1}(t) & -\pi(t) & \lambda_{1}(t) & & \\
& \ddots & \ddots & \ddots & \\
& & \pi_{1}(t) & -\pi(t) & \lambda_{1}(t) \\
& & & \pi_{1}(t) & -\pi_{1}(t)
\end{array}\right), \\
& B^{1}(t)=\operatorname{diag}\left(-\lambda_{2}(t),-\left[\lambda_{2}(t)+p_{1} \mu_{1}(t)\right], \ldots,-\left[\lambda_{2}(t)+p_{1} \mu_{1}(t)\right]\right), \\
& B^{2}(t)=\operatorname{diag}\left(-\left(\lambda_{2}(t)+\mu_{2}(t)\right),-\tilde{\pi}(t), \ldots,-\tilde{\pi}(t)\right), \\
& C(t)=\left(\begin{array}{cccc}
\lambda_{2}(t) & & & \\
p_{1} \mu_{1}(t) & \lambda_{2}(t) & & \\
& \ddots & \ddots & \\
& & p_{1} \mu_{1}(t) & \lambda_{2}(t)
\end{array}\right), \\
& D(t)=\left(\begin{array}{cccc}
\pi_{2}(t) & p_{2} \mu_{2}(t) & & \\
& \ddots & \ddots & \\
& & \pi_{2}(t) & p_{2} \mu_{2}(t) \\
& & & \mu_{2}(t)
\end{array}\right),
\end{aligned}
$$

where each matrix is a $\left(m_{0}+1\right) \times\left(m_{0}+1\right)$ matrix. Then some tedious calculations yield

$$
Q(t)=\operatorname{diag}\left(A^{1}(t), A^{1}(t), \ldots\right)+\left(\begin{array}{cccc}
B^{1}(t) & C(t) & &  \tag{5.2}\\
D(t) & B^{2}(t) & C(t) & \\
& \ddots & \ddots & \ddots
\end{array}\right)
$$

For an initial time point $t_{0}$ with $t_{0} \in[0, T]$, let $P\left(t_{0}, t\right)$ with $t>t_{0}$ be the transition matrix $P\left(t_{0}, t\right)=\left(p^{(j, n),(k, i)}\left(t_{0}, t\right)\right)$ with
$p^{(j, n),(k, i)}\left(t_{0}, t\right)=P\left(\mathcal{Q}(t)=(k, i) \mid \mathcal{Q}\left(t_{0}\right)=(j, n)\right)$ for all $0 \leq j, k<\infty, 0 \leq n, i \leq m_{0}$.
Then we have the following system of equations for a quasi-birth-death process:

$$
\begin{equation*}
\frac{d}{d t} P\left(t_{0}, t\right)=P\left(t_{0}, t\right) Q(t) \tag{5.3}
\end{equation*}
$$

Assume that

$$
\begin{equation*}
\left(1-p_{1}\right) \gg p_{1}, \quad \lambda_{1}(t) \gg p_{1} \mu_{1}(t), \quad \lambda_{1}(t) \gg \lambda_{2}(t), \quad \lambda_{1}(t) \gg \mu_{2}(t) \tag{5.4}
\end{equation*}
$$

Introduce $\varepsilon=\frac{1}{\inf _{t_{0} \leq t \leq T} \lambda_{1}(t)}$. Then $\nu^{i}(t)=\left(\nu^{i 0}(t), \nu^{i 1}(t), \ldots, \nu^{i m_{0}}(t)\right)$ with

$$
\nu^{1 j}(t)=\left(\frac{\lambda_{1}(t)}{\pi_{1}(t)}\right)^{j} p_{0}(t), \quad p_{0}(t)=1 /\left[1+\sum_{j=1}^{m_{0}}\left(\frac{\lambda_{1}(t)}{\pi_{1}(t)}\right)^{j}\right]
$$

Let $\widehat{\pi}(t)=\left[\lambda_{2}(t)+p_{1} \mu_{1}(t)\right]-p_{1} \mu_{1}(t) p_{0}(t)$. It follows from some tedious calculations that

$$
\bar{B}(t)=\left(\begin{array}{cccc}
-\widehat{\pi}(t) & \widehat{\pi}(t) & &  \tag{5.5}\\
\mu_{2}(t) & -\widehat{\pi}(t)-\mu_{2}(t) & \widehat{\pi}(t) & \\
& \ddots & \ddots & \ddots
\end{array}\right)
$$

By Theorem 5.1,

$$
\begin{align*}
P_{\varepsilon}\left(t_{0}, t\right)= & \Phi_{0}\left(t_{0}, t\right)+\left[I-\Phi\left(t_{0}, t_{0}\right)\right] \exp \left(A\left(t_{0}\right) \frac{t-t_{0}}{\varepsilon}\right)  \tag{5.6}\\
& +O\left(\varepsilon+\exp \left(\frac{t-t_{0}}{\varepsilon}\right)\right)
\end{align*}
$$

uniformly in $\left(t_{0}, t\right)$, where for $0 \leq t_{0} \leq t \leq T, \Phi_{0}\left(t_{0}, t\right)$ is given by (3.22) with $\Theta\left(t_{0}, t\right)$ satisfying (3.23). Using [23, Theorem 5.2, p. 128], the solution of (3.23) can be explicitly written as $\Theta\left(t_{0}, t\right)=U\left(t_{0}, t\right)$, where $U\left(t_{0}, t\right)$ is a solution operator. Consequently $\Phi\left(t_{0}, t\right)$ given in (5.6) takes the form $\Phi\left(t_{0}, t\right)=\widetilde{\mathbb{1}} U\left(t_{0}, t\right) \nu$. In particular, when the generators are time independent, $U\left(t_{0}, t\right)$ becomes a semigroup [23, Chapter 1] and may be expressed as $U\left(t_{0}, t\right)=\exp \left(\left(t-t_{0}\right) \bar{B}\right)$.

Next we consider the queue length process at the first station, $\mathcal{Q}_{1}(t)$. In general, $\mathcal{Q}_{1}(t)$ is not a Markov process. But from Theorem 5.1, $\mathcal{Q}_{1}(t)$ can be approximated very well by a Markov process $\bar{\alpha}(t)$ with generator $\bar{B}(t)$ defined by (5.5). Furthermore, we consider a refined approximation of $\mathcal{Q}(t)=\left(\mathcal{Q}_{2}(t), \mathcal{Q}_{1}(t)\right)$. Define $\varpi_{\varepsilon}(t)=\sum_{i=0}^{\infty} \sum_{j=0}^{m_{0}} \int_{0}^{t}\left[I_{\{\mathcal{Q}(u)=(i, j)\}}-\nu^{(i, j)}(u) I_{\left\{\mathcal{Q}_{1}(u)=j\right\}}\right] d u$. It follows from Theorem 5.1 that $(1 / \sqrt{\varepsilon}) \varpi_{\varepsilon}(t)$ can be well approximated by the switching diffusion process $\int_{0}^{t} \sigma(u, \bar{\alpha}(u)) d w(u)$, where $w(\cdot)$ is a standard one-dimensional Brownian motion, $\sigma^{2}(t, i)=\sum_{k=0}^{m_{0}} \sum_{l=0}^{m_{0}}\left[\nu^{0 k}(t) \int_{0}^{\infty} \psi_{0}^{k l}(i, t, u) d u+\nu^{0 l}(t) \int_{0}^{\infty} \psi_{0}^{l k}(i, t, u) d u\right]$ for $0 \leq i<$ $\infty$, and $\psi_{0}^{k l}(i, s, t)$ is the $(k, l)$ th entry of $\Psi_{0}(i, t, u)$ given by

$$
\Psi_{0}(i, t, u)=\left(I-\left(\begin{array}{c}
\nu^{1}(t) \\
\vdots \\
\nu^{1}(t)
\end{array}\right)\right) \exp \left(A^{1}(t) u\right)
$$

Remark 5.3. References [12] and [18] establish asymptotic expansions for the queue length distribution of the time inhomogeneous single serve queue, a timedependent pure birth-death process. Here we consider a quasi-birth-death process. Furthermore, the queue length process at the first station (generally non-Markovian) can be approximated well by a Markov process with generator $\bar{B}(t)$. In [20], uniform acceleration expansions for time-varying generators were treated, and in [28] diffusion approximation was also considered. In these references, the Markov chains have one ergodic class, whereas in the current paper, multiergodic classes are considered. Compared with the diffusion approximations in [19] and [27], the switching diffusion approximation given here is related to the queue length process on the interval $[0, t]$ and provides the evolution of the scaled sequence. The usual diffusion approximation leads to asymptotic normality, whereas switching diffusion limit yields Gaussian mixture distribution.

The $\left[\lambda_{1}(t)+p_{2} \lambda_{2}(t)\right] /\left[\left(1-p_{1} p_{2}\right) \mu_{1}(t)\right]$ and $\left[\lambda_{2}(t)+p_{1} \mu_{1}(t)\right] /\left[\left(1-p_{1} p_{2}\right) \mu_{2}(t)\right]$ are called the traffic intensities at station 1 and station 2 , respectively. If $\left[\lambda_{1}(t)+\right.$ $\left.p_{2} \lambda_{2}(t)\right] /\left[\left(1-p_{1} p_{2}\right) \mu_{1}(t)\right]$ and $\left[\lambda_{2}(t)+p_{1} \mu_{1}(t)\right] /\left[\left(1-p_{1} p_{2}\right) \mu_{2}(t)\right]$ are less than but close
to one, the system is regarded as in heavy traffic, whereas if $\left[\lambda_{1}(t)+p_{2} \lambda_{2}(t)\right] /[(1-$ $\left.\left.p_{1} p_{2}\right) \mu_{1}(t)\right]$ and $\left[\lambda_{2}(t)+p_{1} \mu_{1}(t)\right] /\left[\left(1-p_{1} p_{2}\right) \mu_{2}(t)\right]$ are much less than one, the system is considered to be in light traffic. Our approximations are valid for either the heavy traffic case or the light traffic case as long as (5.4) holds. Using the Laplace transform technique, from the balance equation of the system, one may proceed as in [15] to carry out heavy traffic analysis for the sojourn time of time-homogeneous Markovian tandem queues with two servers.

Comparing with (5.2), we can consider a general quasi-birth-death process with state space $\left\{(i, j), i \geq 0,1 \leq j \leq m_{0}\right\}$ with a generator $G(t)$ given by

$$
(5.7)\left(\begin{array}{ccc}
A^{1}(t)-\operatorname{diag}\left(C^{1}(t) \mathbb{1}\right) & C^{1}(t) & \\
B^{1}(t) & A^{2}(t)-\operatorname{diag}\left(B^{1}(t) \mathbb{1}+C^{2}(t) \mathbb{1}\right) & C^{2}(t) \\
& \ddots & \ddots
\end{array}\right)
$$

where $i$ and $j$ are called level and phase, respectively; see [22]. If the transitions between levels are much less frequent than the transitions between the phases inside the same level, then $Q(t)$ given by (5.7) can be written as

$$
\begin{aligned}
& \operatorname{diag}\left(A^{1}(t), A^{2}(t), \ldots\right) \\
& \quad+\varepsilon\left(\begin{array}{cccc}
-\operatorname{diag}\left(C^{1}(t) \mathbb{1}\right) & C^{1}(t) & & \\
B^{1}(t) & -\operatorname{diag}\left(B^{1}(t) \mathbb{1}+C^{2}(t) \mathbb{1}\right) & C^{2}(t) & \\
& \ddots & \ddots & \ddots
\end{array}\right) .
\end{aligned}
$$

Hence following Example 5.2, we can also get the asymptotic probability distribution of the process.
5.2. Asymptotic properties under $\gamma$-norm. For $v=\left(v^{1}, \ldots, v^{l}\right)$ with $v^{i}=$ $\left(v^{i 1}, v^{i 2}, \ldots\right)$, the $\gamma$-norm (which was named $\nu$-norm in [21]; see also [1]) is defined as $\|v\|_{\gamma}=\max _{1 \leq i \leq l} \sup _{1 \leq k<\infty}\left|v^{i k}\right| / \gamma^{i k}$. The corresponding induced $\gamma$-norm for any operator is given by $\|A\|_{\gamma}=\max _{1 \leq k \leq l} \sup _{1 \leq i<\infty}\left[\sum_{j=1}^{\infty}\left|A_{i j}^{k}\right| \gamma^{k j}\right] / \gamma^{k i}$. Replace (A2) with ( $\mathrm{A} 2^{\prime \prime}$ ).
( $\mathrm{A} 2^{\prime \prime}$ ) There is a $\kappa>0$ such that $\left\|\exp \left(A^{l}(0) \tau\right)-\mathbb{1} \nu^{l}(0)\right\|_{\gamma} \leq K \exp \left(-\kappa_{l} \tau\right)$ for any real number $\tau>0$, where $\nu^{l}(t)=\left(\nu^{l 1}(t), \nu^{l 2}(t), \ldots\right)$ is the quasi-stationary distribution corresponding to the generator $A^{l}(t)$, and $\inf _{l \geq 1} \kappa_{l}>0$.
Similar to Theorem 3.7, using essentially the same techniques, we obtain the following result.

THEOREM 5.4. Under (A1) and (A2 $\left.{ }^{\prime \prime}\right)$, we construct two sequences $\left\{\phi_{k}(t)\right\}_{k=0}^{n}$ and $\left\{\psi_{k}(t / \varepsilon)\right\}_{k=0}^{n}$ by Theorem 3.3 such that $\phi_{k}(t) \in C^{n+1-k}$ and $\psi_{k}(t / \varepsilon)$ decay exponentially fast. Moreover, with $e_{\varepsilon, n}(t)$ defined by (3.20), $\sup _{t \in[0, T]}\left\|e_{\varepsilon, n}(t)\right\|_{\gamma}=$ $O\left(\varepsilon^{n+1}\right)$.

Example 5.5. Consider the queueing system given by Example 5.2, but allow the first station to have unlimited waiting rooms. Then the state space of $\left(\mathcal{Q}_{2}(t), \mathcal{Q}_{1}(t)\right)$
can be represented by $\{(k, i): 0 \leq k<\infty$ and $0 \leq i<\infty\}$. Let

$$
\begin{aligned}
& \widehat{A}^{1}(t)=\left(\begin{array}{cccc}
-\lambda_{1}(t) & \lambda_{1}(t) & & \\
\left(1-p_{1}\right) \mu_{1}(t) & -\pi(t) & \lambda_{1}(t) & \\
& \ddots & \ddots & \ddots
\end{array}\right), \\
& \widehat{B}^{1}(t)=\operatorname{diag}\left(-\lambda_{2}(t),-\left[\lambda_{2}(t)+p_{1} \mu_{1}(t)\right], \ldots\right), \\
& \widehat{B}^{2}(t)=\operatorname{diag}\left(-\left(\lambda_{2}(t)+\mu_{2}(t)\right),-\tilde{\pi}(t), \ldots\right), \\
& \widehat{C}(t)=\left(\begin{array}{ccc}
\lambda_{2}(t) & & \\
p_{1} \mu_{1}(t) & \lambda_{2}(t) & \\
& \ddots & \ddots
\end{array}\right), \widehat{D}(t)=\left(\begin{array}{cccc}
\pi_{2}(t) & p_{2} \mu_{2}(t) & & \\
& \pi_{2}(t) & p_{2} \mu_{2}(t) & \\
& & \ddots & \ddots
\end{array}\right) .
\end{aligned}
$$

Then, some tedious calculations yield

$$
\widehat{Q}(t)=\operatorname{diag}\left(\widehat{A}^{1}(t), \widehat{A}^{1}(t), \ldots\right)+\left(\begin{array}{cccc}
\widehat{B}^{1}(t) & \widehat{C}(t) & &  \tag{5.8}\\
\widehat{D}(t) & \widehat{B}^{2}(t) & \widehat{C}(t) & \\
& \ddots & \ddots & \ddots
\end{array}\right)
$$

Letting $\gamma^{1 i}(0)=\left(\left(1-p_{1}\right) \mu_{1}(0) / \lambda_{1}(0)\right)^{i}$, then we have ( $\left.\mathrm{A}^{\prime \prime}\right)$ holds; see [21]. Therefore, by Theorem 5.4 , we obtain the asymptotic probability distribution of $\left(\mathcal{Q}_{2}(t), \mathcal{Q}_{1}(t)\right)$ under $\gamma$-norm.

## Appendix A.

Proof of Theorem 4.1. Suppose that $0 \leq s \leq t$. For each $i=1, \ldots, l$ and $j \in \mathbb{N}$, define

$$
\begin{gather*}
\zeta_{\varepsilon}^{1, i j}(s, t)=P\left(\alpha_{\varepsilon}(s)=s_{i j}, \alpha_{\varepsilon}(t)=s_{i j}\right)-\nu^{i j}(t) P\left(\alpha_{\varepsilon}(s)=s_{i j}, \alpha_{\varepsilon}(t) \in \mathcal{M}_{i}\right)  \tag{A.1}\\
\zeta_{\varepsilon}^{2, i j}(s, t)=\nu^{i j}(s) \nu^{i j}(t) P\left(\alpha_{\varepsilon}(s) \in \mathcal{M}_{i}, \alpha_{\varepsilon}(t) \in \mathcal{M}_{i}\right) \\
-\nu^{i j}(s) P\left(\alpha_{\varepsilon}(s) \in \mathcal{M}_{i}, \alpha_{\varepsilon}(t)=s_{i j}\right)
\end{gather*}
$$

Theorem 3.8 and Remark 3.9 yield $\zeta_{\varepsilon}^{1, i j}(s, t)=O\left(\varepsilon+\exp \left(-\kappa_{0}(t-s) / \varepsilon\right)\right)$. Similarly, $\zeta_{\varepsilon}^{2, i j}(s, t)=O\left(\varepsilon+\exp \left(-\kappa_{0}(t-s) / \varepsilon\right)\right)$. It follows from $\mu_{\varepsilon}^{i j}(0)=0$ that $E\left(\mu_{\varepsilon}^{i j}(t)\right)^{2}=$ $2 \int_{0}^{t} \int_{0}^{s}\left(\zeta_{\varepsilon}^{1, i j}(r, s)+\zeta_{\varepsilon}^{2, i j}(r, s)\right) d r d s$. The desired order estimates then follows.

Proof of Theorem 4.2. The theorem will be proved in two steps. In the first step, we establish the tightness of $\left\{\bar{\alpha}_{\varepsilon}(\cdot)\right\}$, and in the second step, we characterize the limit process.
(1) Tightness. Note that $\bar{\alpha}_{\varepsilon}(t)=\sum_{i=1}^{l} i I_{\left\{\bar{\alpha}_{\varepsilon}(t)=i\right\}}=\sum_{i=1}^{l} i I_{\left\{\alpha_{\varepsilon}(t) \in \mathcal{M}_{i}\right\}}$. Define $\chi_{\varepsilon}(t)=\left(\chi_{\varepsilon}^{1}(t), \ldots, \chi_{\varepsilon}^{l}(t)\right), \chi_{\varepsilon}^{i}(t)=\left(I_{\left\{\alpha_{\varepsilon}(t)=s_{i j}\right\}}\right), \bar{\chi}_{\varepsilon}(t)=\left(I_{\left\{\bar{\alpha}_{\varepsilon}(t)=1\right\}}, \ldots, I_{\left\{\bar{\alpha}_{\varepsilon}(t)=l\right\}}\right)$. In view of the definition of $\bar{\alpha}_{\varepsilon}(t)$ and the Cramér-Wold theorem [2, p. 49], to prove the tightness of $\left\{\bar{\alpha}_{\varepsilon}(\cdot)\right\}$, it suffices to derive that of $\left\{\bar{\chi}_{\varepsilon}(\cdot)\right\}$. For any $\delta>0$, any $t>0$, and any $s>0$ with $\delta>s>0$ and $t+s \in[0, T]$, owing to the Markov property, $E\left(\chi_{\varepsilon}(t+\right.$ $\left.s)-\chi_{\varepsilon}(t)-\int_{t}^{t+s} \chi_{\varepsilon}(u) Q_{\varepsilon}(u) d u \mid \mathcal{F}_{t, \varepsilon}\right)=0$, where $\mathcal{F}_{t, \varepsilon}$ denotes the $\sigma$-algebra generated by $\left\{\alpha_{\varepsilon}(u): u \leq t\right\}$. Postmultiplying by $\widetilde{\mathbb{1}}$ and noting $A(t) \widetilde{\mathbb{1}}=0$ lead to $E\left(\bar{\chi}_{\varepsilon}(t+s)-\right.$ $\left.\bar{\chi}_{\varepsilon}(t)-\int_{t}^{t+s} \chi_{\varepsilon}(u) B(u) \widetilde{\mathbb{1}} d u \mid \mathcal{F}_{t, \varepsilon}\right)=0$. Thus by (A1), $E\left(\bar{\chi}_{\varepsilon}(t+s) \mid \mathcal{F}_{t, \varepsilon}\right)-\bar{\chi}_{\varepsilon}(t)=O(s)$. This implies that $E\left(\left|\bar{\chi}_{\varepsilon}(t+s)-\bar{\chi}_{\varepsilon}(t)\right|^{2} \mid \mathcal{F}_{t, \varepsilon}\right)=E\left(\left|\int_{t}^{t+s} \chi_{\varepsilon}(u) B(u) \widetilde{\mathbb{1}} d u\right|^{2} \mid \mathcal{F}_{t, \varepsilon}\right)=O(s)$. Consequently, for $0<\delta \leq s, \lim _{\delta \rightarrow 0} \lim \sup _{\varepsilon \rightarrow 0} E\left|\bar{\chi}_{\varepsilon}(t+s)-\bar{\chi}_{\varepsilon}(t)\right|^{2}=0$. The desired tightness then follows from [16, p. 47].
(2) Characterization of the limit. Since $\left\{\bar{\alpha}_{\varepsilon}(\cdot)\right\}$ is tight, by Prohorov's theorem, we can extract a weakly convergent subsequence. Select such a sequence and still use $\varepsilon$ as its index for notational simplicity; denote its limit by $\bar{\alpha}(\cdot)$. We proceed to
characterize the limit process. We need to show that for any bounded function $\bar{g}(\cdot)$ defined on $\{1, \ldots, l\}$,

$$
\begin{equation*}
\bar{g}(\bar{\alpha}(t))-\int_{0}^{t} \bar{B}(u) \bar{g}(\cdot)(\bar{\alpha}(u)) d u \text { is a martingale. } \tag{A.2}
\end{equation*}
$$

To establish (A.2), it suffices that for any positive integers $m$, and $k \leq m$, any bounded functions $h_{k}(\cdot)$ defined on $\{1, \ldots, l\}$, and any $0<t_{k} \leq t \leq t+s$,

$$
\begin{equation*}
E \prod_{k=1}^{m} h_{k}\left(\bar{\alpha}\left(t_{k}\right)\right)\left(\bar{g}(\bar{\alpha}(t+s))-\bar{g}(\bar{\alpha}(t))-\int_{t}^{t+s} \bar{B}(u) \bar{g}(\cdot)(\bar{\alpha}(u)) d u\right)=0 \tag{A.3}
\end{equation*}
$$

To proceed, define $g\left(\alpha_{\varepsilon}(s)\right)=\sum_{i=1}^{l} \bar{g}(i) I_{\left\{\alpha_{\varepsilon}(s) \in \mathcal{M}_{i}\right\}}$. Then, $g\left(\alpha_{\varepsilon}(s)\right)=\bar{g}\left(\bar{\alpha}_{\varepsilon}(s)\right)$. Thus, $g\left(\alpha_{\varepsilon}(t)\right)-\int_{0}^{t} Q_{\varepsilon}(u) g(\cdot)\left(\alpha_{\varepsilon}(u)\right) d u$ is a martingale. Consequently,
(A.4) $\left.\prod_{k=1}^{m} E h_{k}\left(\bar{\alpha}_{\varepsilon}\left(t_{k}\right)\right)\left[g\left(\alpha_{\varepsilon}(t+s)\right)-g\left(\alpha_{\varepsilon}(t)\right)-\int_{t}^{t+s} Q_{\varepsilon}(u) g(\cdot)\left(\alpha_{\varepsilon}(u)\right) d u\right)\right]=0$.

By virtue of the weak convergence and the Skorohod representation, as $\varepsilon \rightarrow 0$,
(A.5)

$$
E \prod_{k=1}^{m} h_{k}\left(\bar{\alpha}_{\varepsilon}\left(t_{k}\right)\right)\left[g\left(\alpha_{\varepsilon}(t+s)-g\left(\alpha_{\varepsilon}(t)\right)\right] \rightarrow E \prod_{k=1}^{m} h_{k}\left(\bar{\alpha}\left(t_{k}\right)\right)[\bar{g}(\bar{\alpha}(t+s))-\bar{g}(\bar{\alpha}(t))]\right.
$$

The definition of $g(\cdot)$ leads to $A(u) g(\cdot)\left(\alpha_{\varepsilon}(u)\right)=0$ for all $u \in[0, T]$. As a result,

$$
\begin{align*}
& E \prod_{k=1}^{m} h_{k}\left(\bar{\alpha}_{\varepsilon}\left(t_{k}\right)\right)\left(\int_{t}^{t+s} Q_{\varepsilon}(u) g(\cdot)\left(\alpha_{\varepsilon}(u)\right) d u\right)  \tag{A.6}\\
& =\sum_{i=1}^{l} \sum_{j=1}^{\infty} E \prod_{k=1}^{m} h_{k}\left(\bar{\alpha}_{\varepsilon}\left(t_{k}\right)\right)\left[\int_{t}^{t+s} \nu^{i j}(u) I_{\left\{\bar{\alpha}_{\varepsilon}(u)=i\right\}} B(u) g(\cdot)\left(s_{i j}\right) d u\right] \\
& \quad+\sum_{i=1}^{l} \sum_{j=1}^{\infty} E \prod_{k=1}^{m} h_{k}\left(\bar{\alpha}_{\varepsilon}\left(t_{k}\right)\right)\left[\int_{t}^{t+s}\left[I_{\left\{\alpha_{\varepsilon}(u)=s_{i j}\right\}}-\nu^{i j}(u) I_{\left\{\bar{\alpha}_{\varepsilon}(u)=i\right\}}\right] B(u) g(\cdot)\left(s_{i j}\right) d u\right] .
\end{align*}
$$

Using Theorem 4.1, the last term in (A.6) goes to 0 as $\varepsilon \rightarrow 0$. By virtue of the weak convergence of $\bar{\alpha}_{\varepsilon}(\cdot)$ and the Skorohod representation, (A.6) yields that

$$
\begin{align*}
& E \prod_{k=1}^{m} h_{k}\left(\bar{\alpha}_{\varepsilon}\left(t_{k}\right)\right)\left(\int_{t}^{t+s} Q_{\varepsilon}(u) g(\cdot)\left(\alpha_{\varepsilon}(u)\right) d u\right) \\
& \quad \rightarrow E \prod_{k=1}^{m} h_{k}\left(\bar{\alpha}\left(t_{k}\right)\right)\left(\int_{t}^{t+s} \bar{B}(u) \bar{g}(\cdot)(\bar{\alpha}(u)) d u\right) . \tag{A.7}
\end{align*}
$$

Combining (A.4), (A.5), and (A.7), (A.3) is verified. This completes the proof.
Proof of Lemma 4.3. Note that $Y_{\varepsilon}(\cdot)$ is a sequence of vector-valued random processes with two components. Again, using the Crámer-Wold theorem, since $\left\{\bar{\alpha}_{\varepsilon}(\cdot)\right\}$ is tight, to prove the tightness of $\left\{Y_{\varepsilon}(\cdot)\right\}$, it suffices to verify the tightness of $\left\{x_{\varepsilon}(\cdot)\right\}$.

We claim that for any $\delta>0,0 \leq s \leq t$, and $t-s \leq \delta$,

$$
\sup _{0 \leq s \leq t \leq T} E\left(\left|x_{\varepsilon}(t)-x_{\varepsilon}(s)\right|^{2} \mid \mathcal{F}_{s, \varepsilon}\right) \leq K(t-s)
$$

First, for $u \in[s, t], E\left(z^{i j}\left(u, \alpha_{\varepsilon}(u)\right) \mid \mathcal{F}_{s, \varepsilon}\right)=O\left(\varepsilon+\exp \left(-\kappa_{0}(t-s) / \varepsilon\right)\right)$ uniformly in $i$ and $j$, by (4.2), the Markov property, and Theorem 3.8. Thus

$$
\begin{align*}
E\left(x_{\varepsilon}(t)-x_{\varepsilon}(s) \mid \mathcal{F}_{s, \varepsilon}\right) & =\sum_{i=1}^{l} \sum_{j=1}^{\infty} f\left(s_{i j}\right) \frac{1}{\sqrt{\varepsilon}} \int_{s}^{t} E\left(z^{i j}\left(u, \alpha_{\varepsilon}(u)\right) \mid \mathcal{F}_{s, \varepsilon}\right) d u  \tag{A.8}\\
& =\frac{1}{\sqrt{\varepsilon}} O\left(\varepsilon+\exp \left(-\kappa_{0}(t-s) / \varepsilon\right)\right)=O(\sqrt{\varepsilon})
\end{align*}
$$

Denote

$$
\begin{aligned}
\Delta_{\varepsilon}(s, t) & =E\left(\left(x_{\varepsilon}(t)-x_{\varepsilon}(s)\right)^{2} \mid \mathcal{F}_{s, \varepsilon}\right) \\
& =\frac{1}{\varepsilon} E\left(\left(\sum_{i=1}^{l} \sum_{j=1}^{\infty} f\left(s_{i j}\right) \int_{s}^{t} z_{\varepsilon}^{i j}\left(\alpha_{\varepsilon}(u)\right) d u\right)^{2} \mid \mathcal{F}_{s, \varepsilon}\right)
\end{aligned}
$$

It then follows $\frac{d}{d t} \Delta_{\varepsilon}(s, t)=\frac{2}{\varepsilon} \sum_{i=1}^{l} \sum_{j=1}^{\infty} f\left(s_{i j}\right) \int_{s}^{t} E\left(\zeta_{\varepsilon}^{1, i j}(u, t)+\zeta_{\varepsilon}^{2, i j}(u, t) \mid \mathcal{F}_{s, \varepsilon}\right) d u$, where $\zeta_{\varepsilon}^{1, i j}(u, t)$ and $\zeta_{\varepsilon}^{2, i j}(u, t)$ are defined in (A.1). Thus $(d / d t) \Delta_{\varepsilon}(s, t)=O(1)$, $\Delta_{\varepsilon}(s, s)=0$. An integration then leads to $\Delta_{\varepsilon}(s, t)=O(t-s)$. Therefore,

$$
\lim _{\delta \rightarrow 0} \limsup _{\varepsilon \rightarrow 0} \sup _{0 \leq t-s \leq \delta} E\left(E\left(x_{\varepsilon}(t)-x_{\varepsilon}(s)\right)^{2} \mid \mathcal{F}_{s, \varepsilon}\right)=0
$$

Moreover, for each $\delta>0$, and each rational $t \geq 0$, using the Chebyshev's inequality $\inf _{\varepsilon} P\left(\left|x_{\varepsilon}(t)\right| \leq K_{t, \delta}\right) \geq \inf _{\varepsilon}\left(1-E\left|x_{\varepsilon}(t)\right|^{2} /\left(K_{t, \delta}\right)^{2}\right) \geq 1-K t /\left(K_{t, \delta}\right)^{2}$. Select $K_{t, \delta}>$ $\sqrt{K T / \delta}$. Then $\inf _{\varepsilon} P\left(\left|x_{\varepsilon}(t)\right| \leq K_{t, \delta}\right) \geq 1-\delta$. This inequality, (A.8), and the criterion [16] then yield the desired tightness.

Proof of Theorem 4.4. To prove the theorem, it suffices to show that

$$
\begin{equation*}
g(x(t), \bar{\alpha}(t))-\int_{0}^{t} \mathcal{D}(u) g(x(u), \bar{\alpha}(u)) d u \text { is a martingale. } \tag{A.9}
\end{equation*}
$$

To verify this martingale property, we prove that for any positive integer $m$, any $k \leq m$, any bounded and continuous function $h_{k}(\cdot, \alpha)$ for each $\alpha$, and any $0<t_{k} \leq$ $t \leq t+s$,

$$
\begin{aligned}
\prod_{k=1}^{m} E h_{k}\left(x\left(t_{k}\right), \bar{\alpha}\left(t_{k}\right)\right)( & g(x(t+s), \bar{\alpha}(t+s))-g(x(t), \bar{\alpha}(t)) \\
& \left.-\int_{t}^{t+s} \mathcal{D}(u) g(x(u), \bar{\alpha}(u)) d u\right)=0
\end{aligned}
$$

To accomplish this, we begin with the process indexed by $\varepsilon$.
(1) Using an argument similar to [29, pp. 199-200], it can be verified that the martingale problem associated with operator $\mathcal{D}(t)$ has a unique (in the sense of distribution) solution.
(2) In what follows, we often need to carry out estimates involving $x_{\varepsilon}(t)$ and $\alpha_{\varepsilon}(t)$ intertwined. To untangle them, as a preparation, let $\eta(t, x)$ be a real-valued function
that is Lipschitz continuous in $(t, x) \in \mathbb{R}^{2}$. Using an argument similar to that of [29, Lemma 7.4, pp. 189-192], we can show

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{0 \leq t \leq T} E\left|\int_{0}^{t} z^{i j}\left(u, \alpha_{\varepsilon}(u)\right) \eta\left(u, x_{\varepsilon}(u)\right) d u\right|^{2}=0 \tag{A.10}
\end{equation*}
$$

(3) Define an operator $\mathcal{D}_{\varepsilon}(t)$ by

$$
\begin{align*}
\mathcal{D}_{\varepsilon}(t) \rho(t, x, \alpha)=\frac{\partial \rho(t, x, \alpha)}{\partial t} & +\frac{1}{\sqrt{\varepsilon}}\left(\sum_{i=1}^{l} \sum_{j=1}^{\infty} f\left(s_{i j}\right) z^{i j}(t, \alpha)\right) \frac{\partial \rho(t, x, \alpha)}{\partial x}  \tag{A.11}\\
& +Q_{\varepsilon}(t) \rho(t, x, \cdot)(\alpha) \text { for } \alpha \in \mathcal{M}, \rho(\cdot, \cdot, \alpha) \in C^{1,1}
\end{align*}
$$

Then $\rho\left(t, x_{\varepsilon}(t), \alpha_{\varepsilon}(t)\right)-\int_{0}^{t} \mathcal{D}_{\varepsilon}(u) \rho\left(u, x_{\varepsilon}(u), \alpha_{\varepsilon}(u)\right) d u$ is a martingale; see [6, Chapter 2].

Define $\bar{g}(x, \alpha)=\sum_{i=1}^{l} g(x, i) I_{\left\{\alpha \in \mathcal{M}_{i}\right\}}$. It is easily seen that $A(u) \bar{g}(x, \cdot)\left(\alpha_{\varepsilon}(u)\right)=$ 0 . Thus,
(A.12)

$$
\mathcal{D}_{\varepsilon}(u) \bar{g}\left(x_{\varepsilon}(u), \alpha_{\varepsilon}(u)\right)=\frac{1}{\sqrt{\varepsilon}} \widetilde{b}\left(u, \alpha_{\varepsilon}(u)\right) \frac{\partial}{\partial x} \bar{g}\left(x_{\varepsilon}(u), \alpha_{\varepsilon}(u)\right)+B(u) \bar{g}\left(x_{\varepsilon}(u), \cdot\right)\left(\alpha_{\varepsilon}(u)\right)
$$

where $\widetilde{b}(u, \alpha)=\sum_{i=1}^{l} \sum_{j=1}^{\infty} f\left(s_{i j}\right) z^{i j}(u, \alpha)$. To obtain the desired limit, we use the techniques of perturbed test function methods [16], which require us to introduce a perturbation that is small in magnitude and that results in desired cancellations. To this end, define the perturbation by $\widehat{g}(t, x, \alpha)$ such that $\widehat{g}(\cdot, x, \alpha)$ is uniform Lipschitz in $t$; both $\widehat{g}(\cdot)$ and $(\partial / \partial x) \widehat{g}(\cdot)$ are bounded; $(\partial / \partial x) \widehat{g}(\cdot, \cdot, \alpha)$ is Lipschitz in $(t, x)$ such that it is the solution of

$$
\begin{equation*}
A(t) \widehat{g}(t, x, \cdot)(\alpha)=-\widetilde{b}(t, \alpha) \frac{\partial \bar{g}(x, \alpha)}{\partial x} \tag{A.13}
\end{equation*}
$$

It can be shown that such a function exists similar to [29, Remark 7.16].
Next, define the perturbed test function $g_{\varepsilon}(\cdot)$ by

$$
\begin{equation*}
g_{\varepsilon}(t, x, \alpha)=\bar{g}(x, \alpha)+\sqrt{\varepsilon} \widehat{g}(t, x, \alpha) \tag{A.14}
\end{equation*}
$$

Then using the definition of $\mathcal{D}_{\varepsilon}(t), g_{\varepsilon}\left(t, x_{\varepsilon}(t), \alpha_{\varepsilon}(t)\right)-\int_{0}^{t} \mathcal{D}_{\varepsilon}(u) g_{\varepsilon}\left(u, x_{\varepsilon}(u), \alpha_{\varepsilon}(u)\right) d u$ is a martingale. Consequently,

$$
\begin{aligned}
& \prod_{k=1}^{m} E h_{k}\left(x_{\varepsilon}\left(t_{k}\right), \bar{\alpha}_{\varepsilon}\left(t_{k}\right)\right)\left[g_{\varepsilon}\left(t+s, x_{\varepsilon}(t+s), \alpha_{\varepsilon}(t+s)\right)-g_{\varepsilon}\left(t, x_{\varepsilon}(t), \alpha_{\varepsilon}(t)\right)\right. \\
&\left.-\int_{t}^{t+s} \mathcal{D}_{\varepsilon}(u) g_{\varepsilon}\left(u, x_{\varepsilon}(u), \alpha_{\varepsilon}(u)\right) d u\right]=0
\end{aligned}
$$

By the weak convergence of $Y_{\varepsilon}(\cdot)$ to $Y(\cdot)$, the Skorohod representation, and (A.14),

$$
\begin{aligned}
& \lim _{\varepsilon \rightarrow 0} \prod_{k=1}^{m} E h_{k}\left(x_{\varepsilon}\left(t_{k}\right), \bar{\alpha}_{\varepsilon}\left(t_{k}\right)\right)\left[g_{\varepsilon}\left(t+s, x_{\varepsilon}(t+s), \alpha_{\varepsilon}(t+s)\right)-g_{\varepsilon}\left(t, x_{\varepsilon}(t), \alpha_{\varepsilon}(t)\right)\right] \\
& \quad=\prod_{k=1}^{m} E h_{k}\left(x\left(t_{k}\right), \bar{\alpha}\left(t_{k}\right)\right)[g(x(t+s), \bar{\alpha}(t+s))-g(x(t), \bar{\alpha}(t))]
\end{aligned}
$$

Note that from (A.11),

$$
\begin{aligned}
& \sqrt{\varepsilon} \mathcal{D}_{\varepsilon}(u) \widehat{g}\left(u, x_{\varepsilon}(u), \alpha_{\varepsilon}(u)\right)=\sum_{i=1}^{l} \sum_{j=1}^{\infty} f\left(s_{i j}\right) z^{i j}\left(u, \alpha_{\varepsilon}(u)\right) \frac{\partial \widehat{g}\left(u, x_{\varepsilon}(u), \alpha_{\varepsilon}(u)\right)}{\partial x} \\
& +\sqrt{\varepsilon} \frac{\partial \widehat{g}\left(u, x_{\varepsilon}(u), \alpha_{\varepsilon}(u)\right)}{\partial u} \\
& +\sqrt{\varepsilon} B(u) \widehat{g}\left(u, x_{\varepsilon}(u), \cdot\right)\left(\alpha_{\varepsilon}(u)\right)+\frac{1}{\sqrt{\varepsilon}} A(u) \widehat{g}\left(u, x_{\varepsilon}(u), \cdot\right)\left(\alpha_{\varepsilon}(u)\right) .
\end{aligned}
$$

It follows from (A.12), (A.13), and (A.15), upon cancellation, that

$$
\begin{align*}
\mathcal{D}_{\varepsilon}(u) g_{\varepsilon}\left(u, x_{\varepsilon}(u), \alpha_{\varepsilon}(u)\right)= & \sum_{i=1}^{l} \sum_{j=1}^{\infty} f\left(s_{i j}\right) z^{i j}\left(u, \alpha_{\varepsilon}(u)\right) \frac{\partial \widehat{g}\left(u, x_{\varepsilon}(u), \alpha_{\varepsilon}(u)\right)}{\partial x}  \tag{A.16}\\
& +B(u) \bar{g}\left(x_{\varepsilon}(u), \cdot\right)\left(\alpha_{\varepsilon}(u)\right) \\
& +\sqrt{\varepsilon} \frac{\partial \widehat{g}\left(u, x_{\varepsilon}(u), \alpha_{\varepsilon}(u)\right)}{\partial u}+\sqrt{\varepsilon} B(u) \widehat{g}\left(u, x_{\varepsilon}(u), \cdot\right)\left(\alpha_{\varepsilon}(u)\right) .
\end{align*}
$$

Thus again, by the weak convergence and the Skorohod representation,

$$
\begin{aligned}
\lim _{\varepsilon \rightarrow 0} \prod_{k=1}^{m} E h_{k}\left(x_{\varepsilon}\left(t_{k}\right), \bar{\alpha}_{\varepsilon}\left(t_{k}\right)\right)( & \left.\int_{t}^{t+s} \mathcal{D}_{\varepsilon}(u) g_{\varepsilon}\left(u, x_{\varepsilon}(u), \alpha_{\varepsilon}(u)\right) d u\right) \\
=\lim _{\varepsilon \rightarrow 0} \prod_{k=1}^{m} E h_{k}\left(x_{\varepsilon}\left(t_{k}\right), \bar{\alpha}_{\varepsilon}\left(t_{k}\right)\right) & {\left[\int_{t}^{t+s} \sum_{i=1}^{l} \sum_{j=1}^{\infty} f\left(s_{i j}\right) z^{i j}\left(u, \alpha_{\varepsilon}(u)\right) \frac{\partial \widehat{g}\left(u, x_{\varepsilon}(u), \alpha_{\varepsilon}(u)\right)}{\partial x} d u\right.} \\
& \left.+\int_{t}^{t+s} B(u) \bar{g}\left(x_{\varepsilon}(u), \cdot\right)\left(\alpha_{\varepsilon}(u)\right) d u\right]
\end{aligned}
$$

By virtue of the weak convergence of $Y_{\varepsilon}(\cdot)$ to $Y(\cdot)$, the Skorohod representation, and the boundedness of $\widehat{g}(\cdot),(\partial / \partial x) \widehat{g}(\cdot)$, we have $\int_{0}^{t} B(u) \bar{g}\left(x_{\varepsilon}(u), \cdot\right)\left(\alpha_{\varepsilon}(u)\right) d u \rightarrow$ $\int_{0}^{t} \bar{B}(u) g(x(u), \cdot)(\bar{\alpha}(u)) d u$.

Define

$$
\begin{equation*}
b(t, x, \alpha)=\widetilde{b}(t, \alpha) \frac{\partial \widehat{g}(t, x, \alpha)}{\partial x} \tag{A.17}
\end{equation*}
$$

Then

$$
\begin{align*}
& \int_{0}^{t} b\left(u, x_{\varepsilon}(u), \alpha_{\varepsilon}(u)\right) d u=\int_{0}^{t} \sum_{i=1}^{l} \sum_{j=1}^{\infty} b\left(u, x_{\varepsilon}(u), s_{i j}\right) \nu^{i j}(u) I_{\left\{\bar{\alpha}_{\varepsilon}(u)=i\right\}} d u \\
& \quad+\int_{0}^{t} \sum_{i=1}^{l} \sum_{j=1}^{\infty}\left[I_{\left\{\alpha_{\varepsilon}(u)=s_{i j}\right\}}-\nu^{i j}(u) I_{\left\{\bar{\alpha}_{\varepsilon}(u)=i\right\}}\right] b\left(u, x_{\varepsilon}(u), s_{i j}\right) d u \tag{A.18}
\end{align*}
$$

By (A.10), the last term in (A.18) goes to 0 in mean squares, so $\int_{0}^{t} b\left(u, x_{\varepsilon}(u), \alpha_{\varepsilon}(u)\right) d u$ converges to $\int_{0}^{t} \bar{b}(u, x(u), \bar{\alpha}(u)) d u$, where $\bar{b}(u, x, i)=\sum_{j=1}^{\infty} \nu^{i j}(u) b\left(u, x, s_{i j}\right)$. Combining the estimates obtained so far, we arrive at

$$
\begin{aligned}
& E h_{k}\left(x_{\varepsilon}\left(t_{k}\right), \bar{\alpha}_{\varepsilon}\left(t_{k}\right)\right)\left(\int_{t}^{t+s} \mathcal{D}_{\varepsilon}(t) g_{\varepsilon}\left(u, x_{\varepsilon}(u), \alpha_{\varepsilon}(u)\right) d u\right) \\
& \quad \rightarrow E h_{k}\left(x\left(t_{k}\right), \bar{\alpha}\left(t_{k}\right)\right)\left(\int_{t}^{t+s} \bar{b}(u, x(u), \bar{\alpha}(u)) d u+\int_{t}^{t+s} \bar{B}(u) g(x(u), \cdot)(\bar{\alpha}(u)) d u\right) .
\end{aligned}
$$

(4) In view of (A.13), for $i=1, \ldots, l$,

$$
A^{i}(t)\left(\begin{array}{c}
\widehat{g}\left(t, x, s_{i 1}\right) \\
\widehat{g}\left(t, x, s_{i 2}\right) \\
\vdots
\end{array}\right)=\left(\begin{array}{c}
\widetilde{b}\left(t, s_{i 1}\right) \frac{\partial \bar{g}(x, i)}{\partial x} \\
\widetilde{b}\left(t, s_{i 2}\right) \frac{\partial \bar{g}(x, i)}{\partial x} \\
\vdots
\end{array}\right)
$$

which has a unique solution. This implies that $\widehat{g}\left(t, x, s_{i j}\right)$ is a function of $(\partial / \partial x) \bar{g}(x, i)$. In view of (A.17), b(t,x, sij) is a function of $(\partial / \partial x) \widehat{g}\left(t, x, s_{i j}\right)$. Thus $b\left(t, x, s_{i j}\right)$ is a function of $\left(\partial^{2} / \partial x^{2}\right) \bar{g}(x, i)$.

Denote $\bar{b}(t, x, i)=(1 / 2) a(t, i)\left(\partial^{2} / \partial x^{2}\right) \bar{g}(x, i)$, where $a(t, i)$ is an appropriate function. Using an argument similar to that [29, pp. 200-203], it can be shown that $a(t, i) \geq 0$. Thus, $a(t, i)$ can be written as $a(t, i)=\sigma^{2}(t, i)$, where for each $i=$ $1,2, \ldots, l$,

$$
\begin{align*}
\sigma^{2}(t, i)=\sum_{k=1}^{\infty} \sum_{m=1}^{\infty} f\left(s_{i k}\right) f\left(s_{i m}\right) & {\left[\nu^{i k}(t) \int_{0}^{\infty} \psi_{0}^{k m}(i, u, t) d u\right.}  \tag{A.19}\\
& \left.+\nu^{i m}(t) \int_{0}^{\infty} \psi_{0}^{m k}(i, u, t) d u\right]
\end{align*}
$$

and $\psi_{0}^{k m}(i, s, t)$ is the $(k, m)$ th entry of $\Psi_{0}(i, s, t)$ given by

$$
\Psi_{0}(i, s, t)=\left(I-\left(\nu^{i}(s), \nu^{i}(s), \ldots\right)^{\prime}\right) \exp \left(A^{i}(s) t\right)
$$

This specifies the covariance structure of the limit process and establishes the desired martingale property and hence the theorem follows.
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# ACOUSTIC-ROTATIONAL INTERNAL FLOW CAUSED BY TRANSIENT SIDEWALL MASS ADDITION* 

P. L. STAAB ${ }^{\dagger}$, M. J. REMPE ${ }^{\ddagger}$, AND D. R. KASSOY ${ }^{\S}$


#### Abstract

Asymptotic and numerical methods are used to describe thermal transients in an internal flow caused by time-dependent, spatially distributed sidewall mass addition. Solutions are obtained for the temperature distribution and wall heat transfer, as well as the vorticity, in a high Reynolds number ( $R e$ ), low Mach number ( $M$ ), compressible flow in a cylinder. A multiple-scale analysis, valid in the limit of $M \rightarrow 0$ and $R e \rightarrow \infty$, is used to derive an equation for $O(M)$ acoustic disturbances arising from transient injection. The limit process is also used to obtain reduced equations for the rotational axial velocity field and the nonacoustic temperature variation arising from a balance of convection and transverse diffusion. The convection-diffusion equations are characterized by viscous and conductive transport on an $O(M)$ radial scale relative to the $O(1)$ nondimensional cylinder radius. These small-scale diffusive effects are pervasive throughout the entire cylinder in this large Re, injected flow. The thermal analysis presented here shows that the transient temperature disturbance consists of an $O(M)$ acoustic component and an $O(M)$ radially dependent "rotational" component arising from the convection and diffusion of large radial gradients. The latter are generated on the injection surface and then gradually fill the cylinder as time elapses. The radial gradient of temperature is $O(1)$, although the temperature disturbance is only $O(M)$. Results for the radial and axial variations of the instantaneous temperature distribution imply that the $O(M)$ acoustic and "rotational" temperature components make the largest contributions to the total energy transient. Smaller kinetic energy effects appear only at $O\left(M^{2}\right)$. These results emphasize the importance of modeling intense thermal transients, including the sidewall heat transfer, in addition to the more familiar vorticity distributions.
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1. Introduction. Time-dependent mass injection from the boundaries of cylinders and channels induces a transient internal flow characterized by the presence of coexisting rotational and irrotational (acoustic) phenomena. The velocity and vorticity dynamics in these high Reynolds number and low Mach number flows have been elucidated through the use of both linear and nonlinear mathematical models.

Linear analysis was initiated by Flandro [1] and later reviewed in Flandro [2]. More recent, related research advances are noted by Majdalani and Rienstra [3]. These studies focus on the evolution of very small, linear disturbances to the basic steady flow field induced by uniform mass addition at the boundary. Flow transients are driven by an assumed small quasi-steady pressure disturbance, independent of conditions on the flow boundary. The asymptotic methodology used to derive the disturbance equations implies that the magnitude of the assumed pressure field is smaller than the injection Mach number, typically $O\left(10^{-3}\right)$. It follows that the disturbance is about 0.1 of commensurately small vorticity at the injection surface, resulting primarily from

[^33]an inviscid interaction between the imposed pressure gradient transients and the fluid injected from the boundary, as well as subsequent penetration of vorticity into the flow field. These models supplement classical acoustic stability theory for solid rocket motors, reviewed by Culick and Yang [4], valid only for irrotational flow dynamics. Related, more general linear stability analyses, including the rotational flow effects, are given by Casalis, Avalon, and Pineau [5] and Venugopal, Najjar, and Moser [6, 7].

Nonlinear velocity transients in channel and cylinder configurations have also been investigated $[8,9,10,11,12,13,14]$. These asymptotic and numerical studies use an initial-boundary value problem (IBVP) approach to investigate the effect of imposed time-dependent disturbances, located on a boundary surface, on the internal flow dynamics. The asymptotic methodology is based on the limit $M \rightarrow 0$, where $M$ is the characteristic axial Mach number. In this case, the $O(M)$ pressure gradient transients, typically $1 \%$ to $10 \%$ of the baseline value and 10 to 100 times larger than those in the linear analyses, arise directly from the time-dependent boundary condition, often associated with variable mass addition. The evolution of $O(1 / M)$ transient vorticity, generated by an inviscid mechanism at the boundary, is described by a fully nonlinear convection-diffusion equation for a relatively large rotational axial velocity disturbance.

The vorticity generation concept was used originally by Cole and Aroesty [15] to describe high Reynolds number, external steady flow past a flat plate with massive injection (a magnitude larger than that permitted in traditional boundary layer theory). This concept has been generalized in $[8,9,10,11,12,13,14]$ to describe high Reynolds number, low Mach number, compressible transient internal flows. In contrast to the Cole and Aroesty theory, where viscosity is confined to a thin, separated shear layer, viscous effects are pervasive throughout the transient internal flow, affecting the diffusion of vorticity in a fundamental way.

An early asymptotic formulation for flow in a cylinder is described by Zhao [8] and more fully by Zhao et al. [9]. Significant transient endwall mass addition is the source of large disturbances in the flow field. A related computational study is given by Kirkkopru, Kassoy, and Zhao [10], where the source of large disturbances is an assumed pressure transient on the exit plane. Staab and Kassoy [11] extend the study in [9] to describe multidimensional flow in a cylinder arising from time-dependent endwall mass addition with an amplitude varying in the transverse direction.

The impact of sidewall mass addition transients are considered by Staab et al. [12]. In this case the acoustic field in a cylinder is directly attributable to the timedependent component of the axially distributed injection velocity. A related computational study by Kirkkopru et al. [13] predicts flow transients arising from a similar injection distribution on the walls of a cylinder. Staab and Kassoy [14] impose a sidewall transient injection velocity with axial and azimuthal dependence to induce a fully three-dimensional transient internal flow disturbance. Results include an axial component of the vorticity vector, in addition to the more familiar azimuthal component found in cylinders with symmetric injection.

The consequences of sidewall vorticity generation in transient internal flows have been observed in many related computational studies. Vuillot and Avalon [16] and Vuillot [17] provide early examples of vorticity penetration into channel flow. Lupoglazoff and Vuillot [18] consider the presence of vorticity shed from the injection surface of a channel. Many other examples are cited in $[8,9,10,11,12,13,14]$. More recently, Venugopal, Najjar, and Moser [6, 7] described the appearance of vorticity striations on a channel sidewall and their penetration into a turbulent internal flow.

These results support the predictions of vorticity spreading discussed in $[8,9,10,11$, $12,13,14]$ and $[19]$.

Solutions in $[1,2,3,4,5,6,7,8,9,10,11,12,13,14]$ and $[16,17,18]$ provide results for the pressure and velocity transients in the flow field, with little consideration of thermal effects. The latter have probably been relegated to secondary importance because the injected fluid is assumed to be isothermal. However, Staab et al. [12] show that unexpectedly large transient radial temperature gradients are generated at the injection surface by a nonconductive interaction between the local acoustic pressure transients and the injected fluid. These gradients are the source of unanticipated heat transfer at the surface, just as the radial gradients of axial velocity (vorticity) are the source of unanticipated shear stress on the surface. The radial temperature gradients will be convected into the internal flow field and diffused by conduction, analogous to the flow physics affecting the vorticity distribution in the internal flow field. Hegab's [19] computational model for channel flow with transient isothermal sidewall mass addition provides solutions for the time-history of the spatially varying temperature distribution in the channel and for the injection surface heat transfer.

The current work provides an asymptotic description of the temperature distribution and wall heat transfer for high Reynolds number ( $R e$ ), low Mach number ( $M$ ), compressible flow in a cylinder. An initial-boundary value approach is used to develop the model. When $t \leq 0$, a steady flow is generated by a steady, axially dependent, isothermal mass injection from the sidewall. Then for $t>0$, a similar magnitude, isothermal component of mass is added with oscillatory time-dependence and spatial variation in the axial direction.

A formal multiple-scale analysis in the limit of $M \rightarrow 0$ and $R e \rightarrow \infty$ is used to derive an equation for the acoustic response to the transient injection. The axial acoustic velocity is of the same order of magnitude as that of the initial steady flow. The limit process is also used to obtain reduced equations for the rotational axial velocity field and the associated "rotational" temperature variation above and beyond the acoustic response. The latter is described by two compatible equations. The first is a wave equation which describes a nonconductive interaction between the $O(M)$ local pressure transient and the injected fluid, leading to the generation of $O(1)$ radial gradients in the "rotational" temperature field. The second is a linear convection-diffusion equation with coefficients dependent on both the acoustic and rotational velocities. Velocities are obtained from a solution to an analogous nonlinear convection-diffusion equation. Diffusion in either case occurs on a small radial scale, $O(M)$ compared to the $O(1)$ nondimensional cylinder radius. Diffusive effects in this large $R e$ injected flow are pervasive throughout the entire cylinder.

The present temperature and velocity analysis incorporates an integral scaling transformation for the crucial small radial variable, used by Zhao [8] and Zhao et al. [9], in place of the linear scaling transformation used in [12]. Solutions written in terms of the former variable are valid for much longer time-scales than those in the latter.

The analysis presented here shows that the transient temperature disturbance consists of an acoustic component and a radially dependent "rotational" component arising from the convection and diffusion of large radial gradients. The latter are generated on the injection surface and then gradually fill the cylinder as time elapses. Results are given for the radial and axial variations of the instantaneous temperature distribution. Spatial waves in the radial coordinate are observed between the sidewall and an identifiable front, which moves toward the cylinder axis with increasing time.


Fig. 1. The geometric domain of the model is a cylinder of length $L^{\prime}$ and radius $R^{\prime}$, where the aspect ratio $\delta=\frac{L^{\prime}}{R^{\prime}} \gg 1$. Along the sidewall, $r^{\prime}=R^{\prime}$, a steady velocity, $V_{r w s}^{\prime}\left(z^{\prime}\right)$, and an unsteady velocity, $\widetilde{V}_{r w}\left(z^{\prime}\right)\left(1-\cos \omega^{\prime} t^{\prime}\right)$, are imposed, and the no-slip condition, $V_{z}^{\prime}=0$, is satisfied. A temperature $T_{0}^{\prime}$ is imposed along the sidewall and the endwall. A pressure node is imposed at the exit plane, $z^{\prime}=L^{\prime}$.

Temperature solutions are developed for two different spatial distributions of the mass addition. A comparison shows that the details of the internal flow are sensitive to the characteristics of the mass addition.

A comparison is made of new, long-time solutions for the spatially distributed temperature and velocity. Differences in characteristic spatial waves are observed and attributed to basic properties of the linear (for temperature) and nonlinear (for velocity convection-diffusion) equations.

A study of energy partitioning shows that the $O(M)$ acoustic and "rotational" temperature components make the largest contributions to the total energy transient. Smaller kinetic energy effects appear only at $\left(M^{2}\right)$. In addition, the longtime average of the largest acoustic temperature transient vanishes, while that associated with the "rotational" component is nonzero. This result emphasizes the importance of modeling the thermal transients, including the sidewall heat transfer in the cylinder.
2. Mathematical formulation. The flow occurs in a right circular cylinder of length $L^{\prime}$ and radius $R^{\prime}$. A pressure node is imposed at the exit plane, as shown in Figure 1, to simplify the calculation of the acoustic field arising from unsteady wall injection. Other, more physically viable pressure conditions at the exit plane could be employed to find alternative acoustic responses. However, the basic modeling concepts, in particular, the role of acoustics in generating intense transient vorticity and heat transfer, will be unaffected.

The mathematical model is based on the nondimensional, compressible NavierStokes equations in cylindrical coordinates:

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+M\left(\frac{1}{r} \frac{\partial}{\partial r}\left(r \rho V_{r}\right)+\frac{\partial}{\partial z}\left(\rho V_{z}\right)\right)=0 \tag{1}
\end{equation*}
$$

$$
\begin{align*}
\rho \frac{D V_{r}}{D t}= & -\frac{\delta^{2}}{\gamma M} \frac{\partial P}{\partial r}+\frac{M \delta^{2}}{R e}\left(2 \frac{\partial}{\partial r}\left(\mu\left(\frac{\partial V_{r}}{\partial r}-\frac{1}{3} \nabla \cdot \overline{\mathbf{V}}\right)\right)\right. \\
& \left.+\frac{\partial}{\partial z}\left(\mu\left(\frac{1}{\delta^{2}} \frac{\partial V_{r}}{\partial z}+\frac{\partial V_{z}}{\partial r}\right)\right)+2 \frac{\mu}{r}\left(\frac{\partial V_{r}}{\partial r}-\frac{V_{r}}{r}\right)\right)  \tag{2}\\
\rho \frac{D V_{z}}{D t}= & -\frac{1}{\gamma M} \frac{\partial P}{\partial z}+2 \frac{M}{R e} \frac{\partial}{\partial z}\left(\mu\left(\frac{\partial V_{z}}{\partial z}-\frac{1}{3} \nabla \cdot \overline{\mathbf{V}}\right)\right) \\
& +\frac{M \delta^{2}}{R e} \frac{\partial}{\partial r}\left(\mu\left(\frac{1}{\delta^{2}} \frac{\partial V_{r}}{\partial z}+\frac{\partial V_{z}}{\partial r}\right)\right)  \tag{3}\\
\rho C_{V} \frac{D T}{D t}= & -M(\gamma-1) P \nabla \cdot \overline{\mathbf{V}}+\frac{M^{3}(\gamma-1) \gamma}{R e} \Phi \\
& +\frac{M}{P r} \frac{\delta^{2}}{R e}\left(\frac{1}{r} \frac{\partial}{\partial r}\left(r \kappa \frac{\partial T}{\partial r}\right)+\frac{1}{\delta^{2}} \frac{\partial}{\partial z}\left(\kappa \frac{\partial T}{\partial z}\right)\right)  \tag{4}\\
P= & \rho T, \tag{5}
\end{align*}
$$

where

$$
\begin{aligned}
\nabla \cdot \overline{\mathbf{V}} & =\frac{\partial V_{r}}{\partial r}+\frac{V_{r}}{r}+\frac{\partial V_{z}}{\partial z} \\
\frac{D}{D t} & =\frac{\partial}{\partial t}+M\left(V_{r} \frac{\partial}{\partial r}+V_{z} \frac{\partial}{\partial z}\right)
\end{aligned}
$$

and $\Phi$ is the dissipation function. The nondimensionalized variables in (1)-(5) are defined by the following:

$$
\begin{gathered}
\rho=\frac{\rho^{\prime}}{\rho_{0}^{\prime}}, \quad P=\frac{P^{\prime}}{P_{0}^{\prime}}, \quad T=\frac{T^{\prime}}{T_{0}^{\prime}}, \quad V_{r}=\frac{V_{r}^{\prime}}{V_{r 0}^{\prime}}, \quad V_{z}=\frac{V_{z}^{\prime}}{V_{z 0}^{\prime}}, \\
r=\frac{r^{\prime}}{R^{\prime}}, \quad z=\frac{z^{\prime}}{L^{\prime}}, \quad t=\frac{t^{\prime}}{t_{a}^{\prime}}, \quad \kappa=\frac{\kappa^{\prime}}{\kappa_{0}^{\prime}}, \quad \mu=\frac{\mu^{\prime}}{\mu_{0}^{\prime}}, \quad C_{V}=\frac{C_{V}^{\prime}}{C_{V 0}^{\prime}},
\end{gathered}
$$

where $P_{0}^{\prime}$ is the initial static pressure in the cylinder and $\rho_{0}^{\prime}$ and $T_{0}^{\prime}$ are the density and temperature of the fluid being injected from the sidewall. The aspect ratio, given by $\delta=\frac{L^{\prime}}{R^{\prime}}$, where $\delta \gg 1$, is chosen to reflect the large aspect ratios found in typical large solid rocket motors. The induced characteristic axial velocity, $V_{z 0}^{\prime}$, is defined with respect to the injection reference sidewall velocity, $V_{r 0}^{\prime}$, by $\frac{V_{z 0}^{\prime}}{V_{r 0}^{\prime}}=\delta$, which is a global characteristic mass conservation statement.

Time is nondimensionalized by the axial acoustic time-scale, $t_{a}^{\prime}=\frac{L^{\prime}}{C_{0}^{\prime}}$, where $C_{0}^{\prime}=\left(\gamma \mathcal{R}^{\prime} T_{0}^{\prime}\right)^{\frac{1}{2}}$ is the speed of sound, $\mathcal{R}^{\prime}$ is the gas constant, and $\gamma$ is the ratio of specific heats. Thermal diffusivity, viscosity, and specific heat at constant volume, $\kappa_{0}^{\prime}, \mu_{0}^{\prime}$, and $C_{V 0}^{\prime}$, are characteristic properties of the single-species injected fluid. Also the axial Reynolds number, Prandtl number, and axial Mach number are defined as

$$
\begin{equation*}
R e=\frac{\rho_{0}^{\prime} V_{z 0}^{\prime} L^{\prime}}{\mu_{0}^{\prime}}, \quad \operatorname{Pr}=\frac{\mu_{0}^{\prime} C_{p 0}^{\prime}}{\kappa_{0}^{\prime}}, \quad M=\frac{V_{z 0}^{\prime}}{C_{0}^{\prime}} \tag{6}
\end{equation*}
$$

where $R e \gg 1, M \ll 1$, and $\operatorname{Pr}=O(1)$. It is also assumed that hard blowing, defined in Cole and Aroesty [15] by $\delta^{2} / R e \ll 1$ prevails. The nondimensional parameter $\delta^{2} / R e$ represents the inverse of the radial Reynolds number with characteristic speed $V_{r 0}^{\prime}$ and length $R^{\prime}$.
2.1. Boundary conditions. Initially, for $t \leq 0$, a steady internal flow is generated by an axisymmetric time-independent sidewall radial velocity, $V_{r}=-V_{r w s}(z)$. Subsequently, $t>0$, a transient disturbance is added to the steady value such that $V_{r}=-V_{r w s}(z)-\widetilde{V}_{r w}(z)(1-\cos \omega t)$ for $\omega=O(1)$. The transient mass addition is of the same magnitude as the steady component and is always positive, e.g., $\tilde{V}_{r w}(z)>0$.

The full boundary conditions for this axisymmetric problem are

$$
\begin{array}{ll}
z=0 ; & V_{z}=0, \quad V_{r}=0, \quad T=1, \\
z=1 ; & P=1, \\
r=0 ; & V_{r}=0, \quad \frac{\partial V_{z}}{\partial r}=\frac{\partial T}{\partial r}=\frac{\partial \rho}{\partial r}=\frac{\partial P}{\partial r}=0, \\
r=1 ; & V_{r}= \begin{cases}-V_{r w s}(z), \\
-V_{r w s}(z)-\widetilde{V}_{r w}(z)(1-\cos \omega t), & t>0,\end{cases} \\
r=1 ; & V_{z}=0, \quad T=1 . \tag{11}
\end{array}
$$

The unsteady radial boundary velocity is chosen to ensure that the axial acoustic velocity, driven by the fluctuations in the radial injection velocity, is of the same amplitude as the mean axial velocity flow. As a consequence, the model accommodates nonlinear phenomena.
3. Steady flow solutions. The solution to the steady equations is a base flow arising from the first boundary condition in (10). The steady flow is then altered by imposing the second unsteady boundary condition in (10). The initial step in finding solutions is to divide the velocities and thermodynamic variables,

$$
\begin{equation*}
\left(V_{r}, V_{z}, P, \rho, T\right)=\left(V_{r s}, V_{z s}, P_{s}, \rho_{s}, T_{s}\right)+\left(\widetilde{V}_{r}, \widetilde{V}_{z}, \widetilde{P}, \widetilde{\rho}, \widetilde{T}\right) \tag{12}
\end{equation*}
$$

where the subscript " $s$ " represents the steady part of the flow and ( ${ }^{\sim}$ ) represents the unsteady flow.

The steady variables are then expanded as

$$
\begin{align*}
\left(V_{r s}, V_{z s}\right) & \sim\left(V_{r 0 s}, V_{z 0 s}\right)+O(M) \\
\left(P_{s}, \rho_{s}, T_{s}\right) & \sim 1+M^{2}\left(P_{0 s}, \rho_{0 s}, T_{0 s}\right)+O\left(M^{3}\right) \tag{13}
\end{align*}
$$

for the limit $M \rightarrow 0$ and $\delta^{2} / R e \rightarrow 0$ (see [9, 12]). The leading-order steady equations for the velocity and pressure are found by substitution of (13) into (1)-(5),

$$
\begin{gather*}
\frac{1}{r} \frac{\partial\left(r V_{r 0 s}\right)}{\partial r}+\frac{\partial V_{z 0 s}}{\partial z}=0  \tag{14}\\
P_{0 s}=P_{0 s}(z)  \tag{15}\\
V_{r 0 s} \frac{\partial V_{z 0 s}}{\partial r}+V_{z 0 s} \frac{\partial V_{z 0 s}}{\partial z}=-\frac{1}{\gamma} \frac{\partial P_{0 s}}{\partial z}  \tag{16}\\
V_{r 0 s} \frac{\partial T_{0 s}}{\partial r}+V_{z 0 s} \frac{\partial T_{0 s}}{\partial z}=0 \tag{17}
\end{gather*}
$$

$$
\begin{equation*}
P_{0 s}=\rho_{0 s}+T_{0 s} \tag{18}
\end{equation*}
$$

and must satisfy the steady boundary conditions,

$$
\begin{array}{ll}
z=0 ; & V_{z 0 s}=0, \quad T_{0 s}=0 \\
z=1 ; & P_{0 s}=0, \\
r=0 ; & V_{r 0 s}=0, \quad \frac{\partial V_{z 0 s}}{\partial r}=\frac{\partial P_{0 s}}{\partial r}=\frac{\partial T_{0 s}}{\partial r}=\frac{\partial \rho_{0 s}}{\partial r}=0 \\
r=1 ; & V_{r 0 s}=-V_{r w s}(z), \quad V_{z 0 s}=0, \quad T_{0 s}=0 \tag{22}
\end{array}
$$

Equation (14) shows that the steady flow is incompressible, and the lack of viscous terms in (16) is noted. As shown by Staab et al. [12], evaluation of (16) along the sidewall, $r=1$, and use of the no-slip condition in (22) shows that a nonzero steady vorticity, $\Omega_{0 s}$, is generated on the sidewall,

$$
\begin{equation*}
\Omega_{0 s}(r=1, z)=\left(\frac{\partial V_{z 0 s}}{\partial r}-\frac{\partial V_{r 0 s}}{\partial z}\right)(r=1, z)=-\frac{1}{\gamma V_{r 0 s}} \frac{\partial P_{0 s}}{\partial z}+\frac{\partial V_{r w s}(z)}{\partial z} \tag{23}
\end{equation*}
$$

In contrast, the steady heat transfer along the sidewall, found from (17) and (22), $\frac{\partial T_{0 s}}{\partial r}(r=1, z)$, is zero. Last, (15) shows that the steady pressure varies only with $z$, a result of the large aspect ratio assumption, $\delta \gg 1$.

The solutions to (14)-(22) can be written as

$$
\begin{align*}
V_{r 0 s} & =-\frac{V_{r w s}(z)}{r} \sin \left(\frac{\pi}{2} r^{2}\right)  \tag{24}\\
V_{z 0 s} & =\left(\pi \int_{0}^{z} V_{r w s}(\widehat{z}) d \widehat{z}\right) \cos \left(\frac{\pi}{2} r^{2}\right)  \tag{25}\\
P_{0 s} & =\gamma \pi^{2} \int_{z}^{1} V_{r w s}(\widehat{z}) \int_{0}^{\widehat{z}} V_{r w s}(\tau) d \tau d \widehat{z}  \tag{26}\\
T_{0 s} & =0  \tag{27}\\
\rho_{0 s} & =\gamma \pi^{2} \int_{z}^{1} V_{r w s}(\widehat{z}) \int_{0}^{\widehat{z}} V_{r w s}(\tau) d \tau d \widehat{z} \tag{28}
\end{align*}
$$

The results in (24), (25), and (26), derived by Zhao et al. [9], reduce to those of Culick [20] and Taylor [21] when $V_{r w s}=1$. In the absence of conduction, (17) implies that the steady flow is isothermal.

The $r$-dependence of the steady radial velocity in (24) will be used in section 4 to define a useful coordinate transformation [9, 22], where

$$
\begin{equation*}
s(r) \equiv-\frac{\sin \left(\pi r^{2} / 2\right)}{r} \tag{29}
\end{equation*}
$$

The steady solutions in (24)-(28) provide the initial conditions for the full transient flow. Thus, from (12),

$$
\begin{equation*}
t=0, \quad\left(\widetilde{V}_{r}, \widetilde{V}_{z}, \widetilde{P}, \widetilde{\rho}, \widetilde{T}\right)=0 \tag{30}
\end{equation*}
$$

4. Integral transform. Zhao et al. [9] and Zhao and Kassoy [22] show that an integral transform of the radial variable facilitates solution development, particularly for the nonirrotational, transient flow components. The transformed radial variable,

$$
\begin{equation*}
\sigma(r)=\int_{1}^{r} \frac{1}{s(\hat{r})} d \hat{r}=-\frac{1}{\pi} \log \left(\tan \left(\frac{\pi r^{2}}{4}\right)\right) \tag{31}
\end{equation*}
$$

is used to calculate partial derivatives in $r$,

$$
\begin{equation*}
\frac{\partial}{\partial r}=\frac{1}{s} \frac{\partial}{\partial \sigma}, \quad \frac{\partial^{2}}{\partial r^{2}}=\frac{1}{s^{2}} \frac{\partial^{2}}{\partial \sigma^{2}}+\frac{d}{d r}\left(\frac{1}{s}\right) \frac{\partial}{\partial \sigma} \tag{32}
\end{equation*}
$$

where $s$ is defined in (29). The transform maps the radial domain $0 \leq r \leq 1$ to $0 \leq \sigma \leq \infty$. The sidewall of the cylinder is at $\sigma=0$, and the centerline is at $\sigma \rightarrow \infty$. The inverse of (31),

$$
\begin{equation*}
r(\sigma)=\frac{1}{\sqrt{\pi}} \sqrt{\tan ^{-1}\left(e^{-\pi \sigma}\right)} \tag{33}
\end{equation*}
$$

is used to convert $\sigma$-dependent functions to the original variable dependence.
Zhao et al. [9] show that two disparate length scales are needed to describe the solution dynamics since physical phenomena are occurring simultaneously on two disparate radial length scales. A multiple-scale analysis can be carried out in terms of the independent variables $\sigma_{1}$ and $\sigma_{2}$ defined by

$$
\begin{equation*}
\sigma_{1}=\sigma, \quad \sigma_{2}=\frac{\sigma}{M} \tag{34}
\end{equation*}
$$

The variable $\sigma$ in (31) can be interpreted physically as the nondimensional time required for a fluid particle injected from a $z$-location on the wall $(r=1)$ to reach a radial location $r \geq 0$. As the centerline is approached $(r \rightarrow 0)$, the value of $\sigma$ becomes unbounded because the steady radial speed in (24) is proportional to $O(r)$. It follows that the $\sigma$-variable is used to describe physical variations experienced by an injected fluid particle as it traverses the entire radius of the cylinder, $R^{\prime}$. In contrast, the second variable, $\sigma_{2}$, in (34) is used to describe physical variations occurring on the much shorter acoustic time $t_{A}^{\prime}=L^{\prime} / C o^{\prime}$, during which a fluid particle will move only a small radial distance relative to $R^{\prime}$. These simple physical interpretations of (31) and (34) stand in contrast to unsupported criticisms by Majdalani and Flandro [23] suggesting that the transformations are a "...conjectured set of scales found by intuition" and that they are "...different from the uniformly valid scales...prescribed by the problem's solvability condition." The latter remark refers to analysis found in their small disturbance theory and is not relevant to the nonlinear model considered in the present work.

In order to derive accurate reduced forms of the basic descriptive equations in the limit $M \rightarrow 0$, the radial variables in (34) must be introduced into (1)-(4) through the use of a chain rule

$$
\begin{equation*}
\frac{\partial}{\partial \sigma}=\frac{\partial}{\partial \sigma_{1}}+\frac{1}{M} \frac{\partial}{\partial \sigma_{2}} \tag{35}
\end{equation*}
$$

prior to taking limits. This approach differs from that of Majdalani and Van Moorhem [23, 24], who introduce the short scale only after deriving reduced equations based on an asymptotic limit for large Reynolds number. This nested expansion approach makes it difficult to account for all appropriate terms in each order of reduced equations.

Figure 2 shows a comparison of the new radial variable, $\sigma_{2}(r)$, to $r_{2}$. Equation (34) defines $\sigma_{2}(r)$, while $r_{2}$ is defined in Staab et al. [12] as $r_{2}=\frac{1-r}{M}$. The use of the radial variable $r_{2}$ in Staab et al. [12] restricts the maximum domain to $r_{2} \leq 1 / M$. The new variable's semi-infinite domain has no restriction. Both $r_{2}$ and $\sigma_{2}(r)$ are 0 at the sidewall and increase as they approach the centerline.


FIG. 2. Comparison of the new radial variable, $\sigma_{2}(r)$, to $r_{2}$, the radial variable used by Staab et al. [12].

Staab et al. [12] explain that the coupling between the time and radial direction, found from a method of characteristics solution (see section 5.5), implies a time restriction for a given spatial restriction. Analytic and numerical results in [12] show that $t \leq O(1 / M)$. This restriction is absent in the present study.
5. Unsteady flow. The mathematical analysis described here is a generalization and extension of that in Staab et al. [12]. First, the integral transformation in (31) and (34) facilitates the development of solutions valid for extended time values relative to the solutions in [12]. Second, the primary objective of the present modeling is to describe thermal effects including density variations occurring in the flow field. In contrast, the results in [12] describe only the velocity and pressure responses to transient sidewall mass injection for limited values of the time variable.

The modeling paradigm and asymptotic concepts used in [12] are informative with respect to the current work. At the same time, the mathematical analyses differ considerably because the use of the integral transform alters the equations in a substantive way. In this respect, a reader is likely to benefit from a systematic exposition of the asymptotic analysis.

The boundary conditions for the unsteady axisymmetric flow are found using (12), (13), and the difference between (7)-(11) and (19)-(22):

$$
\begin{align*}
& z=0 ; \widetilde{V}_{z}=0, \quad \widetilde{V}_{r}=0  \tag{36}\\
& z=1 ; \widetilde{P}=0  \tag{37}\\
& \sigma=0 ; \widetilde{V}_{r}=-\widetilde{V}_{r w}(1-\cos \omega t), \quad \widetilde{V}_{z}=0, \quad \tilde{T}=0  \tag{38}\\
& \sigma \rightarrow \infty ; \quad \widetilde{V}_{r} \rightarrow 0, \quad \frac{\partial \widetilde{V}_{z}}{\partial \sigma}=\frac{\partial \widetilde{T}}{\partial \sigma}=\frac{\partial \widetilde{P}}{\partial \sigma}=\frac{\partial \widetilde{\rho}}{\partial \sigma} \rightarrow 0 \tag{39}
\end{align*}
$$

Asymptotic expansions for the velocity and thermodynamic variables, in the limit $M \rightarrow 0$, are

$$
\begin{align*}
V_{z} & \sim V_{z 0 s}(z, r)+\sum_{n=0}^{\infty} M^{n} \widetilde{V}_{z n}(z, \sigma, t), \\
V_{r} & \sim V_{r 0 s}(z, r)+\sum_{n=0}^{\infty} M^{n} \widetilde{V}_{r n}(z, \sigma, t),  \tag{40}\\
(P, \rho, T) & \sim 1+\sum_{n=0}^{\infty} M^{n+1}\left(\widetilde{P}_{n}, \widetilde{\rho}_{n}, \widetilde{T}_{n}\right)
\end{align*}
$$

where the tilde ( $\sim$ ) denotes a time-dependent variable, as in (12). $V_{r 0 s}$ and $V_{z 0 s}$ are the steady solutions in (24) and (25).

The large aspect ratio and Reynolds number parameters are connected to the master asymptotic parameter, $M$, through the relations

$$
\begin{equation*}
\delta=\frac{k}{M}, \quad R e=\frac{1}{C M^{4}} \tag{41}
\end{equation*}
$$

where $k$ and $C$ are $O(1)$ constants. The first relationship defines the size of the large aspect ratio chamber relative to a small Mach number. It can be rewritten as $\delta^{2}=k / M_{i}$, where the typical size of the characteristic injection Mach number $M_{i}=V_{r o}^{\prime} / C_{o}^{\prime}=O\left(10^{-3}\right)$ (see [2]). This implies that the theory is valid for cylindrical rocket motors with aspect ratios roughly in the range 10 to 30 , values that are certainly found in practice.

The second relationship in (41) arises from the limit process analysis itself and is chosen to assure that the effects of viscosity and conductivity are pervasive in the cylinder and maximized with respect to the asymptotic limit, $M \rightarrow 0$.

Equation (41) is compatible with the hard blowing limit $\delta^{2} / R e \rightarrow 0$ as $M \rightarrow 0$. The relations in (41) permit one to accurately assess the order of magnitude of each and every term in (1)-(4) in the limit $M \rightarrow 0$, so that accurate reduced equation systems are derived at each order of $M$.
5.1. Leading-order equations in the limit $\boldsymbol{M} \rightarrow \mathbf{0}$. The derivatives related to the transformation in (31) and (35), the multiple-scale relationships in (34), the unsteady expansions in (40), and the relationship between the parameters $\delta, R e$, and $M$ in (41) are substituted into (1)-(5) prior to applying the limit $M \rightarrow 0$. The resulting $O\left(M^{0}\right)$ to $O\left(M^{2}\right)$ approximations of (1) are

$$
\begin{align*}
\frac{\partial \widetilde{V}_{r 0}}{\partial \sigma_{2}}= & 0  \tag{42}\\
\frac{\mathcal{D} \widetilde{\rho}_{0}}{\mathcal{D} t}= & -\frac{\partial \widetilde{V}_{z 0}}{\partial z}-\frac{1}{s} \frac{\partial \widetilde{V}_{r 1}}{\partial \sigma_{2}}-\frac{\widetilde{V}_{r 0}}{r}-\frac{1}{s} \frac{\partial \widetilde{V}_{r 0}}{\partial \sigma_{1}}  \tag{43}\\
\frac{\mathcal{D} \widetilde{\rho}_{1}}{\mathcal{D} t}= & \widetilde{\rho}_{0} \frac{\mathcal{D} \widetilde{\rho}_{0}}{\mathcal{D} t}-\frac{\widetilde{V}_{r 1}}{r}-\frac{1}{s}\left(\frac{\partial \widetilde{V}_{r 1}}{\partial \sigma_{1}}+\frac{\partial \widetilde{V}_{r 2}}{\partial \sigma_{2}}+\widetilde{V}_{r 1} \frac{\partial \widetilde{\rho}_{0}}{\partial \sigma_{2}}+\left(V_{r 0 s}+\widetilde{V}_{r 0}\right) \frac{\partial \widetilde{\rho}_{0}}{\partial \sigma_{1}}\right) \\
& -\frac{\partial \widetilde{V}_{z 1}}{\partial z}-\left(V_{z 0 s}+\widetilde{V}_{z 0}\right) \frac{\partial \widetilde{\rho}_{0}}{\partial z} \tag{44}
\end{align*}
$$

where

$$
\begin{equation*}
\frac{\mathcal{D}}{\mathcal{D} t} \equiv \frac{\partial}{\partial t}+\frac{V_{r 0 s}+\tilde{V}_{r 0}}{s} \frac{\partial}{\partial \sigma_{2}} \tag{45}
\end{equation*}
$$

The $\mathcal{D}$ symbol differentiates (45) from the substantial derivative below (5).

The $O\left(M^{0}\right)$ to $O\left(M^{2}\right)$ versions of the radial momentum equation (2),

$$
\begin{align*}
\frac{\partial \widetilde{P}_{0}}{\partial \sigma_{2}} & =0  \tag{46}\\
\frac{\partial \widetilde{P}_{1}}{\partial \sigma_{2}}+\frac{\partial \widetilde{P}_{0}}{\partial \sigma_{1}} & =0  \tag{47}\\
\frac{\partial \widetilde{P}_{2}}{\partial \sigma_{2}}+\frac{\partial \widetilde{P}_{1}}{\partial \sigma_{1}} & =0 \tag{48}
\end{align*}
$$

result from the large aspect ratio assumption.
The $O\left(M^{0}\right)$ and $O(M)$ terms of the axial momentum equation (3) result in

$$
\begin{align*}
\frac{\mathcal{D} \widetilde{V}_{z 0}}{\mathcal{D} t}= & -\frac{1}{\gamma} \frac{\partial \widetilde{P}_{0}}{\partial z}  \tag{49}\\
\frac{\mathcal{D} \widetilde{V}_{z 1}}{\mathcal{D} t}= & -\frac{1}{\gamma} \frac{\partial \widetilde{P}_{1}}{\partial z}-\frac{1}{\gamma} \frac{\partial P_{0 s}}{\partial z}+\frac{1}{\gamma} \widetilde{\rho}_{0} \frac{\partial \widetilde{P}_{0}}{\partial z}+\frac{C k^{2}}{s^{2}} \frac{\partial^{2} \widetilde{V}_{z 0}}{\partial \sigma_{2}^{2}}-\frac{\widetilde{V}_{r 1}}{s} \frac{\partial \widetilde{V}_{z 0}}{\partial \sigma_{2}} \\
& -\frac{\widetilde{V}_{r 0}+V_{r 0 s}}{s}\left(\frac{\partial \widetilde{V}_{z 0}}{\partial \sigma_{1}}+\frac{\partial V_{z 0 s}}{\partial \sigma_{1}}\right)-\left(\widetilde{V}_{z 0}+V_{z 0 s}\right)\left(\frac{\partial \widetilde{V}_{z 0}}{\partial z}+\frac{\partial V_{z 0 s}}{\partial z}\right) \tag{50}
\end{align*}
$$

where (49) has been used to simplify (50).
The $O(M)$ and $O\left(M^{2}\right)$ approximations to the energy equation (4) are

$$
\begin{align*}
& \frac{\mathcal{D} \widetilde{T}_{0}}{\mathcal{D} t}= \frac{\gamma-1}{\gamma} \frac{\partial \widetilde{P}_{0}}{\partial t}  \tag{51}\\
& \frac{\mathcal{D} \widetilde{T}_{1}}{\mathcal{D} t}=-\left(\frac{V_{r 0 s}+\widetilde{V}_{r 0}}{s} \frac{\partial \widetilde{T}_{0}}{\partial \sigma_{1}}+\frac{\widetilde{V}_{r 1}}{s} \frac{\partial \widetilde{T}_{0}}{\partial \sigma_{2}}+\left(V_{z 0 s}+\widetilde{V}_{z 0}\right) \frac{\partial \widetilde{T}_{0}}{\partial z}\right)  \tag{52}\\
&+\frac{\gamma-1}{\gamma}\left(\frac{\partial \widetilde{P}_{1}}{\partial t}+\left(V_{z 0 s}+\widetilde{V}_{z 0}\right) \frac{\partial \widetilde{P}_{0}}{\partial z}\right)+\frac{C k^{2}}{\partial P r} \frac{1}{s^{2}} \frac{\gamma^{2} \widetilde{T}_{0}}{\gamma \sigma_{2}^{2}} \\
&-\frac{(\gamma-1)^{2}}{\gamma^{2}}\left(\widetilde{P}_{0} \frac{\partial \widetilde{P}_{0}}{\partial t}-\widetilde{T}_{0} \frac{\partial \widetilde{P}_{0}}{\partial t}\right)
\end{align*}
$$

The somewhat complicated derivation of the latter appears in the appendix.
The $O(M)$ and $O\left(M^{2}\right)$ equations of state, found from (5), are

$$
\begin{align*}
& \widetilde{P}_{0}=\widetilde{\rho}_{0}+\widetilde{T}_{0}  \tag{53}\\
& \widetilde{P}_{1}=\widetilde{\rho}_{1}+\widetilde{T}_{1}+\widetilde{\rho}_{0} \widetilde{T}_{0} \tag{54}
\end{align*}
$$

The $\sigma_{1}$-dependence of the leading-order pressure, $\widetilde{P}_{0}$, is found by integration of (47) with respect to $\sigma_{2}$,

$$
\widetilde{P}_{1}=-\frac{\sigma_{2}}{s\left(\sigma_{1}\right)} \frac{\partial \widetilde{P}_{0}}{\partial \sigma_{1}}+\phi\left(\sigma_{1}, z, t\right)
$$

The first term on the right-hand side contains unacceptable secular growth with respect to $\sigma_{2}$, typical of a multiple-scale analysis. It must be suppressed by choosing

$$
\begin{equation*}
\frac{\partial \widetilde{P}_{0}}{\partial \sigma_{1}}=0 \tag{55}
\end{equation*}
$$

which, together with (46), implies that the pressure, $\widetilde{P}_{0}=\widetilde{P}_{0}(z, t)$, is planar throughout the cylinder. This result is typical of large aspect ratio cylinder geometries.

A similar analysis can be performed for $\widetilde{P}_{1}$ to show that

$$
\begin{equation*}
\frac{\partial \widetilde{P}_{1}}{\partial \sigma_{2}}=\frac{\partial \widetilde{P}_{1}}{\partial \sigma_{1}}=0 \tag{56}
\end{equation*}
$$

and hence the pressure $\widetilde{P}_{1}$ is also planar.
5.2. Leading-order solutions. Complete solutions for the variables $\widetilde{V}_{z 0}, \widetilde{V}_{r 0}$, $\widetilde{P}_{0}$, and $\tilde{T}_{0}$, described by (42)-(53) and the boundary conditions in (36)-(39), can now be obtained.

The solution development is analogous to that of Zhao et al. [9], in which the variables are split into weak ( - , implies radial dependence only on $\sigma_{1}$ ) and strong


$$
\begin{align*}
\widetilde{V}_{r 0} & =\bar{V}_{r 0}\left(z, t, \sigma_{1}\right), \\
\widetilde{V}_{r 1} & =\bar{V}_{r 1}\left(z, t, \sigma_{1}\right)+\widehat{V}_{r 1}\left(z, t, \sigma_{1}, \sigma_{2}\right), \\
\widetilde{V}_{z 0} & =\bar{V}_{z 0}\left(z, t, \sigma_{1}\right)+\widehat{V}_{z 0}\left(z, t, \sigma_{1}, \sigma_{2}\right),  \tag{57}\\
\widetilde{P}_{0} & =\bar{P}_{0}(z, t), \\
\widetilde{\rho}_{0} & =\bar{\rho}_{0}\left(z, t, \sigma_{1}\right)+\widehat{\rho}_{0}\left(z, t, \sigma_{1}, \sigma_{2}\right), \\
\widetilde{T}_{0} & =\bar{T}_{0}\left(z, t, \sigma_{1}\right)+\widehat{T}_{0}\left(z, t, \sigma_{1}, \sigma_{2}\right) .
\end{align*}
$$

The radial velocity $\widehat{V}_{r 0}$ has no strong component due to (42), while (46) and (55) preclude any radial dependence for pressure.

The naming convention "strong" and "weak" rotational flow has been used in Staab et al. [12]. Upon substitution of (57) into (42)-(53), two sets of equations can be derived. The weak terms are dependent only on $\sigma_{1}, z$, and $t$. In contrast, the strong rotational terms depend on $\sigma_{1}, \sigma_{2}, z$, and $t$.
5.3. Weak rotational equations. The leading-order weak rotational unsteady equations, derived from (43), (49), (51), and (53), are

$$
\begin{align*}
\frac{\partial \bar{\rho}_{0}}{\partial t} & =-\frac{1}{r} \frac{\partial\left(r \bar{V}_{r 0}\right)}{\partial r}-\frac{\partial \bar{V}_{z 0}}{\partial z}  \tag{58}\\
\frac{\partial \bar{V}_{z 0}}{\partial t} & =-\frac{1}{\gamma} \frac{\partial \bar{P}_{0}}{\partial z}  \tag{59}\\
\frac{\partial \bar{T}_{0}}{\partial t} & =\frac{\gamma-1}{\gamma} \frac{\partial \bar{P}_{0}}{\partial t}  \tag{60}\\
\bar{P}_{0} & =\bar{\rho}_{0}+\bar{T}_{0} \tag{61}
\end{align*}
$$

where the radial variable $\sigma_{1}$ has been replaced with the original radial variable, $r$, for convenience.

The boundary conditions for these equations are subsets of those in (36)-(39),

$$
\begin{align*}
z=0 ; & \bar{V}_{z 0}=0  \tag{62}\\
z=1 ; & \bar{P}_{0}=0,  \tag{63}\\
r=0 ; & \bar{V}_{r 0}=0, \quad \frac{\partial \bar{V}_{z 0}}{\partial r}=\frac{\partial \bar{T}_{0}}{\partial r}=\frac{\partial \bar{P}_{0}}{\partial r}=\frac{\partial \bar{\rho}_{0}}{\partial r}=0,  \tag{64}\\
r=1 ; & \bar{V}_{r 0}=-\widetilde{V}_{r w}(z)(\cos \omega t-1) . \tag{65}
\end{align*}
$$



Fig. 3. The temperature solution of $\bar{T}_{0}$ vs. $t$ at $z=0.5$ for $\omega=1$ has a period roughly equal to 45 time units.

The solutions to (58)-(65) are those found in Staab et al. [12],

$$
\begin{align*}
\bar{P}_{0} & =\sum_{n=0}^{\infty} \frac{2 c_{n} \gamma \omega}{\omega^{2}-b_{n}^{2}}\left(\frac{\omega}{b_{n}} \sin b_{n} t-\sin \omega t\right) \cos b_{n} z,  \tag{66}\\
\bar{V}_{z 0} & =\sum_{n=0}^{\infty} \frac{2 \omega c_{n}}{\omega^{2}-b_{n}^{2}}\left(\frac{\omega}{b_{n}}\left(1-\cos b_{n} t\right)-\frac{b_{n}}{\omega}(1-\cos \omega t)\right) \sin b_{n} z,  \tag{67}\\
\bar{T}_{0} & =\sum_{n=0}^{\infty} \frac{2 c_{n}(\gamma-1) \omega}{\omega^{2}-b_{n}^{2}}\left(\frac{\omega}{b_{n}} \sin b_{n} t-\sin \omega t\right) \cos b_{n} z,  \tag{68}\\
\bar{\rho}_{0} & =\sum_{n=0}^{\infty} \frac{2 \omega c_{n}}{\omega^{2}-b_{n}^{2}}\left(\frac{\omega}{b_{n}} \sin b_{n} t-\sin \omega t\right) \cos b_{n} z,  \tag{69}\\
\bar{V}_{r 0} & =-r \widetilde{V}_{r w}(z)(1-\cos \omega t), \tag{70}
\end{align*}
$$

where

$$
\begin{equation*}
c_{n}=2 \int_{0}^{1} \widetilde{V}_{r w}(z) \cos b_{n} z d z, \tag{71}
\end{equation*}
$$

and $b_{n}=(n+1 / 2) \pi$.
The $\bar{T}_{0}$ solution is planar and contains both a boundary condition response $(\sin \omega t)$ and eigenfunction $\left(\sin b_{n} t\right)$ relevant to the exit plane pressure node boundary condition. The latter can be rewritten as a sum of two counter-propagating planar waves, while the boundary condition response represents a standing wave. A time
series plot of $\bar{T}_{0}$ is found in Figure 3 at $z=0.5$ for $\omega=1$. The period is roughly 45 time units. The relatively small positive and negative peaks near $t=10,33$, and 55 will be seen in the results for the full temperature field, showing a connection between the acoustic field and the overall temperature variation.
5.4. Steady parts of the weak rotational solutions. Equations (67) and (70) reveal that $\bar{V}_{z 0}$ and $\bar{V}_{r 0}$ contain both mean and fluctuating parts. It will be shown in section 6 that the means of $\bar{V}_{z 0}$ and $\bar{V}_{r 0}$, important in describing the temperature dynamics, can be written [12] as

$$
\begin{align*}
& \bar{V}_{z 0 s}=2 \int_{0}^{z} \widetilde{V}_{r w}(\hat{z}) d \hat{z},  \tag{72}\\
& \bar{V}_{r 0 s}=-r \widetilde{V}_{r w}(z) . \tag{73}
\end{align*}
$$

5.5. Strong rotational equations. The leading-order strong rotational equations are found by subtracting (58)-(61) from (43), (49), (51), (53),

$$
\begin{align*}
\frac{\mathcal{D} \widehat{\rho}_{0}}{\mathcal{D} t} & =-\frac{\partial \widehat{V}_{z 0}}{\partial z}-\frac{1}{s} \frac{\partial \widehat{V}_{r 1}}{\partial \sigma_{2}}  \tag{74}\\
\frac{\mathcal{D} \widehat{V}_{z 0}}{\mathcal{D} t} & =0  \tag{75}\\
\frac{\mathcal{D} \widehat{T}_{0}}{\mathcal{D} t} & =0  \tag{76}\\
\widehat{\rho}_{0}+\widehat{T}_{0} & =0 \tag{77}
\end{align*}
$$

where $\frac{\mathcal{D}}{\mathcal{D} t}$ is defined in (45).
Equations (76) and (77) can be combined to show that

$$
\begin{equation*}
\frac{\mathcal{D} \widehat{\rho}_{0}}{\mathcal{D} t}=0 \tag{78}
\end{equation*}
$$

and therefore (74) can be written as

$$
\begin{equation*}
\frac{\partial \widehat{V}_{z 0}}{\partial z}+\frac{1}{s} \frac{\partial \widehat{V}_{r 1}}{\partial \sigma_{2}}=0 \tag{79}
\end{equation*}
$$

Equations (75), (76), and (78) are first-order wave equations defining invariance along characteristics defined by the radial velocity field, $V_{r 0 s}+\widetilde{V}_{r 0}$. The wave-like solutions to (75), (76), and (78) originate on the sidewall and convect toward the centerline with the local radial velocity. The solution to (76) for the temperature, $\widehat{T}_{0}$, is obtained following the procedures in Staab et al. [12].

The relevant initial/boundary conditions for (76) are

$$
\begin{align*}
t=0 ; & \widehat{T}_{0}=0  \tag{80}\\
\sigma_{1}=0 \quad \text { and } \quad \sigma_{2}=0 ; & \widehat{T}_{0}=-\bar{T}_{0}
\end{align*}
$$

where $\bar{T}_{0}$ is the solution in (68). The second condition demonstrates that the acoustic solution in (68) is a forcing function for $\hat{T}_{0}$. Equation (76), with the substantial derivative represented by (45), can be solved along a set of characteristics found by integration of

$$
\begin{equation*}
\frac{d \sigma_{2}}{d t}=\frac{V_{r 0 s}\left(\sigma_{1}, z\right)+\bar{V}_{r 0}\left(\sigma_{1}, z, t\right)}{s\left(\sigma_{1}\right)}=V_{r w s}(z)+\frac{\bar{V}_{r 0}}{s}, \tag{81}
\end{equation*}
$$

where $\sigma_{1}$ and $z$ are treated as constants in the multiple-scale analysis. It follows that (81) can be integrated from 0 to $t$ with the integration constant found from $\sigma_{2}=\xi$ at $t=0$, and $\sigma_{1}$ and $\sigma_{2}$ treated as independent variables. The equation characteristics are described by the result

$$
\begin{equation*}
\xi-\sigma_{2}=-t V_{r w s}(z)-\frac{r^{2} \widetilde{V}_{r w}(z)}{\sin \left(\pi r^{2} / 2\right)}\left(t-\frac{\sin \omega t}{\omega}\right) \tag{82}
\end{equation*}
$$

where $r$ is taken to be $r\left(\sigma_{1}\right)$ as defined by the inverse of the function in (31).
The characteristic, $\xi=0$, represents the front of the strongly rotational temperature distribution described by (76), which convects away from the sidewall toward the centerline with the speed defined by (81).

An alternative representation of the characteristic curves in (82) can be found by integration of (81) from $t^{\star}$ to $t$ with the integration constant found from $\sigma_{2}=0$ when $t=t^{\star}$,

$$
\begin{equation*}
\sigma_{2}=V_{r w s}(z)\left(t-t^{\star}\right)+\frac{r^{2} \tilde{V}_{r w}(z)}{\sin \left(\pi r^{2} / 2\right)}\left(t-t^{\star}+\frac{\sin \omega t^{\star}-\sin \omega t}{\omega}\right) \tag{83}
\end{equation*}
$$

This representation is useful because the solution to (76) along $\sigma_{1}=0$ can be found by integration and the application of the boundary/initial conditions in (80),

$$
\widehat{T}_{0}\left(t^{\star} ; z\right)= \begin{cases}0, & t^{\star} \leq 0  \tag{84}\\ -\bar{T}_{0}\left(t^{\star}, z\right), & t^{\star}>0\end{cases}
$$

The characteristic variable $t^{\star}$ is the solution of (83) for a given $\sigma_{2}, z$, and $t$ when $\sigma_{1}=0$.

This analysis yields only $\widehat{T}_{0}\left(\sigma_{1}=0, \sigma_{2}, z, t\right)$, given in (84). As is typical of a multiple-scale analysis, higher-order equations must be considered to resolve behavior on the longer scale, in this case, $\sigma_{1}$.
6. Higher-order considerations. The $O\left(M^{2}\right)$ energy equation in (52) is used in the higher-order analysis to determine the $\sigma_{1}$-dependence of the temperature, $\widehat{T}_{0}\left(\sigma_{1}, \sigma_{2}, z, t\right)$.

Similar to the procedure used for the lower-order variables, the $O\left(M^{2}\right)$ unsteady pressure and $O(M)$ unsteady axial velocity are written in the form

$$
\begin{align*}
\widetilde{P}_{1} & =\bar{P}_{1}(z, t) \\
\widetilde{V}_{z 1} & =\bar{V}_{z 1}\left(\sigma_{1}, z, t\right)+\widehat{V}_{z 1}\left(\sigma_{1}, \sigma_{2}, z, t\right)  \tag{85}\\
\widetilde{T}_{1} & =\bar{T}_{1}\left(\sigma_{1}, z, t\right)+\widehat{T}_{1}\left(\sigma_{1}, \sigma_{2}, z, t\right)
\end{align*}
$$

where the weak and strong rotational components of the temperature are denoted by the bar and caret superscripts, respectively. The pressure $\widetilde{P}_{1}$ is shown to be planar in (56), and therefore no radially dependent pressure term exists.

Substitution of (57) and (85) into (52) yields two sets of energy equations. The first set contains all of the terms of (52) with dependence on $\sigma_{1}, z$, and $t$,

$$
\begin{align*}
\frac{\partial \bar{T}_{1}}{\partial t}= & \frac{\gamma-1}{\gamma} \frac{\partial \bar{P}_{1}}{\partial t}-\left(V_{z 0 s}+\bar{V}_{z 0}\right) \frac{\partial \bar{T}_{0}}{\partial z}+\frac{\gamma-1}{\gamma}\left(V_{z 0 s}+\bar{V}_{z 0}\right) \frac{\partial \bar{P}_{0}}{\partial z} \\
& -\frac{(\gamma-1)^{2}}{\gamma^{2}}\left(\bar{P}_{0} \frac{\partial \bar{P}_{0}}{\partial t}-\bar{T}_{0} \frac{\partial \bar{P}_{0}}{\partial t}\right) \tag{86}
\end{align*}
$$

while the second equation is the difference between (52) and (86),

$$
\begin{align*}
\frac{\mathcal{D} \widehat{T}_{1}}{\mathcal{D} t} & =-\left(\frac{V_{r 0 s}+\bar{V}_{r 0}}{s} \frac{\partial \widehat{T}_{0}}{\partial \sigma_{1}}+\frac{\widetilde{V}_{r 1}}{s} \frac{\partial \widehat{T}_{0}}{\partial \sigma_{2}}+\left(V_{z 0 s}+\bar{V}_{z 0}+\widehat{V}_{z 0}\right) \frac{\partial \widehat{T}_{0}}{\partial z}+\widehat{V}_{z 0} \frac{\partial \bar{T}_{0}}{\partial z}\right) \\
& +\frac{\gamma-1}{\gamma} \widehat{V}_{z 0} \frac{\partial \bar{P}_{0}}{\partial z}-\frac{(\gamma-1)^{2}}{\gamma^{2}} \widehat{T}_{0} \frac{\partial \bar{P}_{0}}{\partial t}+\frac{C k^{2}}{\gamma \operatorname{Pr}} \frac{1}{s^{2}} \frac{\partial^{2} \widehat{T}_{0}}{\partial \sigma_{2}^{2}} \tag{87}
\end{align*}
$$

When (87) is integrated in time, several terms on the right-hand side are sources of unbounded solution behavior in time [12]. The unphysical secular behavior can be suppressed if

$$
\begin{equation*}
0=\frac{V_{r 0 s}+\bar{V}_{r 0 s}}{s} \frac{\partial \widehat{T}_{0}}{\partial \sigma_{1}}+\left(V_{z 0 s}+\bar{V}_{z 0 s}\right) \frac{\partial \widehat{T}_{0}}{\partial z}-\frac{C k^{2}}{\gamma \operatorname{Pr}} \frac{1}{s^{2}} \frac{\partial^{2} \widehat{T}_{0}}{\partial \sigma_{2}^{2}} \tag{88}
\end{equation*}
$$

which describes the complete solution $\widehat{T}_{0}\left(\sigma_{1}, \sigma_{2}, z, t\right)$. This convection-diffusion equation for the strongly rotational temperature field is analogous to that for the axial speed $\hat{V}_{z 0}$,

$$
\begin{equation*}
0=\frac{V_{r 0 s}+\bar{V}_{r 0 s}}{s} \frac{\partial \widehat{V}_{z 0}}{\partial \sigma_{1}}+\frac{\partial}{\partial z}\left(\widehat{V}_{z 0}\left(\frac{1}{2} \widehat{V}_{z 0}+V_{z 0 s}+\bar{V}_{z 0 s}\right)\right)-\frac{C k^{2}}{\gamma} \frac{1}{s^{2}} \frac{\partial^{2} \widehat{V}_{z 0}}{\partial \sigma_{2}^{2}} \tag{89}
\end{equation*}
$$

Both the first and third terms in (88) have analogues in (89) for $\operatorname{Pr}=1$. However, the axial convection term in (89) is nonlinear, while that in (88) is linear. Also, the solutions to the two equations will have different properties arising from the boundary conditions imposed on each.

The boundary conditions for (88) have the form

$$
\begin{align*}
z=0, & \widehat{T}_{0}=0  \tag{90}\\
\sigma_{2}=0, & \widehat{T}_{0}=\widehat{T}_{0}\left(t^{\star}, z\right) \\
\sigma_{1}, \sigma_{2} \rightarrow \infty, & \widehat{T}_{0} \rightarrow 0
\end{align*}
$$

The physical solution, $\widehat{T}_{0}(r, z, t)$, is found by evaluating the function $\widehat{T}_{0}\left(\sigma_{1}, \sigma_{2}, z, t\right)$ along $\sigma_{1}=M \sigma_{2}$ and returning to the original radial variable using (33). A numerical solution to (88) is described in section 11.
7. Density field dynamics. The complete leading-order temperature solution can be used to obtain the density. As with the temperature, the density is composed of a steady field, $\rho_{s}$, and an unsteady field, $\widetilde{\rho}$. The latter is defined by an asymptotic expansion in powers of $M$ as in (40). In short, the leading-order density field is $\rho=1+M\left(\widehat{\rho}_{0}+\bar{\rho}_{0}\right)+O\left(M^{2}\right)$, where $\bar{\rho}_{0}$ is the solution in (69) and $\widehat{\rho}_{0}$ is explained here.

The strongly rotational density, $\widehat{\rho}_{0}$, is found from (77), once $\widehat{T}_{0}$ is found from (88). The qualitative behavior of the density field is analogous to that of the temperature field. A large radial gradient of the density arising along the sidewall of the cylinder will be convected downstream and toward the centerline.
8. Heat transfer along the sidewall. The strongly rotational energy equation, (76) can be used to determine the heat transfer along the sidewall. The dimensional heat transfer per unit area,

$$
\begin{equation*}
q^{\prime}=\kappa^{\prime} \frac{\partial T^{\prime}}{\partial r^{\prime}} \tag{91}
\end{equation*}
$$

can be nondimensionalized using the definition

$$
q_{0}^{\prime}=\frac{\kappa_{0}^{\prime} T_{0}^{\prime}}{R^{\prime}}
$$

to find the first approximation

$$
\begin{equation*}
q^{\prime} \sim \frac{q_{0}^{\prime}}{V_{r 0 s}} \frac{\partial \widehat{T}_{0}}{\partial \sigma_{2}} \tag{92}
\end{equation*}
$$

where (32), (35), and (40) have been used. The characteristic radial heat flux $q_{0}^{\prime}$ is far larger than one might expect in a flow where the typical temperature variation is $O\left(M T_{0}^{\prime}\right)$. This $O(1)$, rather than $O(M)$, dependence arises from the presence of large radial gradients on the scale $O\left(M R^{\prime}\right)$.

The heat transfer along the sidewall can be found using the leading-order conservation of energy in (51), the sidewall boundary condition in (10), and the pressure solution in (66),

$$
\begin{align*}
\left(\frac{q_{\mathrm{wall}}^{\prime}}{q_{0}^{\prime}}\right) & =\left.q_{\text {wall }} \equiv \frac{1}{s} \frac{\partial \widehat{T}_{0}}{\partial \sigma_{2}}\right|_{\text {wall }}=\left.\frac{1}{\left(V_{r 0 s}+\widetilde{V}_{r 0}\right)} \frac{\partial \bar{T}_{0}}{\partial t}\right|_{\text {wall }} \\
& =\frac{1}{V_{r w s}+\widetilde{V}_{r w}(z) \sin \omega t} \sum_{n=0}^{\infty} \frac{2 c_{n}(\gamma-1) \omega}{\omega^{2}-b_{n}^{2}}\left(\cos b_{n} t-\cos \omega t\right) \cos b_{n} z \tag{93}
\end{align*}
$$

This surprising result shows that the basic heat transfer is determined by a nonconductive interaction between the acoustic field and the injected fluid.

It should be noted that the heat flux is found from a transport equation (51) in which conduction is absent. This property of the equations is analogous to that of the inviscid momentum equation in (75) which is compatible with the no-slip condition. Hard blowing problems $\left(\delta^{2} / R e \ll 1\right)$ are characterized by relatively diminished influence of transport effects on near-surface gradients.

Related wall heat transfer analyses have been done by Staab et al. [12], who present results for different frequencies of the sidewall mass addition.
9. Properties of $\widehat{\boldsymbol{T}}_{\mathbf{0}}$. The effective conductivity for the $\widehat{T}_{0}$-equation (88) is proportional to $s^{-1}\left(V_{r 0 s}+\bar{V}_{r 0 s}\right)^{-1}$. As the centerline is approached, $r \rightarrow 0$, the conductivity becomes unbounded like $1 / r^{2}$. In a linear conduction problem, such conductivity behavior implies that in the limit $r->0, \widehat{T}_{0} \rightarrow 0$.

Qualitatively, the linear convection-conduction equation (88) describes convection of thermal energy toward the centerline and downstream, and conduction in the radial direction. However, much more can be said about the properties of the equation. For example, (88) can be written as a linear conduction equation

$$
\begin{equation*}
\frac{\partial \widehat{T}_{0}}{\partial \sigma_{1}}=\frac{C k^{2}}{\gamma P r} \frac{1}{s\left(V_{r 0 s}+\bar{V}_{r 0 s}\right)} \frac{\partial^{2} \widehat{T}_{0}}{\partial \sigma_{2}^{2}} \tag{94}
\end{equation*}
$$

along characteristic curves $z=z\left(\sigma_{1}\right)$ defined by

$$
\begin{equation*}
\frac{d z}{d \sigma_{1}}=\frac{s\left(V_{z 0 s}+\bar{V}_{z 0 s}\right)}{V_{r 0 s}+\bar{V}_{r 0 s}} \tag{95}
\end{equation*}
$$

These curves are streamlines determined by the lowest-order total axial and radial speeds. The slope $d z / d \sigma_{1}>0$, as determined from the right-hand side of (95), which is positive for all $\sigma_{1}$ and $z$. The streamlines start on the sidewall, $\sigma_{1}=0$, and leave through the exit plane, $z=1$. All solutions for $\widehat{T}_{0}$ can be described along these characteristics. Such curves will not cross due to the lack of $\widehat{T}_{0}$ in (95), a result of the linear form of (88). Equation (95) can be evaluated for $r \rightarrow 0$ to show that the streamlines become parallel to the axis $(r=0)$ as $r \rightarrow 0$.

The heat equation in (94) can be solved using Fourier transform techniques. A simplified version is solved in Staab et al. [12] and used to show that solutions near the centerline decay with form

$$
\begin{equation*}
\lim _{r \rightarrow 0} \widehat{T}_{0} \sim\left(r \frac{\pi}{4}\right)^{\frac{C k^{2} \omega^{2}}{\pi(1+A)^{2}}} \tag{96}
\end{equation*}
$$

where the original variable $r$ has been used, $C$ and $k$ are the constants found in (41), and $A$ is an average transverse vorticity wave speed used to simplify the boundary condition. Equation (96) shows that the strongly rotational temperature $\widehat{T}_{0}$ goes to zero at the centerline. Only the acoustic solution, $\bar{T}_{0}$ in (68), contributes to the centerline temperature.
10. Solution development and numerical methodology. Solutions to (88) and (89) are found using a procedure similar to that employed by Staab et al. [12]. However, in this case there is no upper limit on the transformed radial variable, $\sigma_{2}$, so the solution can be solved for a much larger time domain.

First the results in (80)-(84) are used to find $\widehat{T}_{0}\left(\sigma_{1}=0, \sigma_{2}=0, z, t\right)$, which is the initial condition for (88). The numerical solution of $\widehat{T}_{0}\left(\sigma_{1}, \sigma_{2}, z, t\right)$ at each $z$ and $t$ is evaluated along $\sigma_{1}=M \sigma_{2}$ to yield the solution in $(\sigma, z, t)$-space. Finally, (33) is used to return to $(r, z, t)$-space.

It is noted that $t$ is an implicit variable in (88), with $\sigma_{1}$ playing the role of the timelike variable. For a given value of $t$ the solution to the wave equation (76) on $\sigma_{1}=0$ penetrates a distance defined by the front $\xi=0$ in (82). Equation (88) describes the convection and diffusion effects on $\widehat{T}_{0}$ between the wall and the front.

Equation (88) is solved via the method of lines, a numerical technique which employs a spatial discretization to reduce a time-dependent partial differential equation (PDE) to a system of ordinary differential equations (ODEs) in the timelike variable. Since convection is downstream, a second-order backward finite difference formula in the $z$-direction is the basis for the axial spatial discretization. In this manner the finite differencing is stable since all information comes from the upstream direction. A fourth-order centered finite difference formula is used for the $\frac{\partial^{2} \widehat{T}_{0}}{\partial \sigma_{2}^{2}}$ term. The discretization leads to a set of $N_{\sigma_{2}} \times N_{z}$ coupled ODEs, where $N_{z}$ and $N_{\sigma_{2}}$ are the number of gridpoints chosen in the $z$ - and $\sigma_{2}$-directions, respectively. This set of ODEs is solved using an adaptive fourth-order Runge-Kutta solver, a stable method for solving a set of ODEs that arise from the discretization of equations with both parabolic and hyperbolic terms.

The computational results in the following section are produced using 150 grid points in the radial direction and 50 in the axial direction. The figures shown in that section were produced with 300 radial gridpoints, where the new points are found using a spline interpolation based on the original 150 points. This was done in order to save computing time in making the plots since running the solver with high grid density takes much longer than performing a spline interpolation. Solving (88)
with 300 radial gridpoints took 89 minutes of computing time, whereas 150 radial gridpoints and then splines took only 10 minutes. All computations were carried out on a SuperSparc workstation.

Before discussing the error generated at each extra gridpoint from using splines, it is necessary to define the following variables:

$$
\begin{align*}
U_{150} & =\widehat{T}_{0} \quad \text { with } N_{\sigma_{2}}=150  \tag{97}\\
U_{300} & =\widehat{T}_{0} \quad \text { with } N_{\sigma_{2}}=300,  \tag{98}\\
U_{s} & =\operatorname{spline}\left(U_{150}\right) \tag{99}
\end{align*}
$$

where $U_{s}$ comes from taking $U_{150}$ and spline interpolating it to 300 points. The notation $N_{\sigma_{2}}$ denotes the number of gridpoints used in the $\sigma_{2}$-direction for the computational solution.

The error at each extra gridpoint is calculated using the following formula:

$$
\begin{equation*}
\epsilon=\frac{\left\|U_{300}-U_{s}\right\|_{\infty}}{\left\|U_{300}\right\|_{\infty}} \tag{100}
\end{equation*}
$$

The maximum error, $\epsilon$, computed using (100) on a representative test problem is $1.78 \times 10^{-2}$. This is considered to be acceptable since the next term in the asymptotic expansion for the temperature is $O(M)$ smaller than $\widehat{T}_{0}$ and the Mach numbers used in this study are slightly larger than the error. Therefore, the error associated with the asymptotic series is larger than that due to the spline interpolation process.
11. Results. The spatial distribution of the instantaneous temperature and temperature gradient are discussed in this section in order to explain the origin and evolution of thermal disturbances for the sidewall boundary condition in (10), with $V_{r w s}(z)=1$ and $\tilde{V}_{r w}(z)=0.2 \cos \left(\frac{\pi z}{2}\right) ;$

$$
\begin{equation*}
V_{r}=-1-0.2 \cos \left(\frac{\pi z}{2}\right)(1-\cos \omega t) \quad \text { at } \quad r=1 \tag{101}
\end{equation*}
$$

It is noted that the additional unsteady mass increase is on the order of $20 \%$ of that due to uniform injection.

Figure 4 shows the instantaneous rotational temperature $\widehat{T}_{0}$ variation with $r$ and $z$, for $M=0.02, \delta=20, \operatorname{Re}=3 \times 10^{5}, \omega=1, \operatorname{Pr}=1$, and $\gamma=1.4$ at $t=20$. The temperature disturbances, which begin on the sidewall, are driven by the third condition in (90). Three spatial waves characterized by large radial gradients have propagated into the cylinder interior to about $r=0.5$. Beyond this first wave the solution is $\widehat{T}_{0}=0$. The 0.001 -contour nearest the centerline will hereafter be referred to as the " $\widehat{T}_{0}$-front."

Two mechanisms give the surface in Figure 4 its characteristic morphology. First, along the sidewall of the cylinder $(r=1)$ the solution is given in (84). The timedependence of the solution along the edge is the negative of $\widehat{T}_{0}$ shown in Figure 3. The waves are generated along the sidewall and convected into the flow field by the radial velocity field as shown in (76), where the substantial derivative is defined in (45). The other mechanisms governing the shape of the solution are the convective and conductive effects in (88). The waves are convected toward the centerline and downstream and diffused on the length-scale associated with the $\sigma_{2}$-variable.

Observation of each temperature wave in Figure 4 shows that the magnitude decreases in the downstream direction. In contrast, the analogous rotational axial velocity increases with $z$ (see [12]). The difference can be attributed to the mathematical


FIG. 4. The variation of $\widehat{T}_{0}$ with $r$ and $z$ for $M=0.02, \delta=20, \operatorname{Re}=3 \times 10^{5}, \omega=1, \operatorname{Pr}=1$, $\gamma=1.4$, and at $t=20$. Temperature disturbances originate on the sidewall and convect toward the centerline. The temperature front has reached about $r=0.5$ at this time. The fluid ahead of the front remains at its initial temperature of $T=1$.
form of the acoustic solutions in (67) and (68). The acoustic axial velocity contains a $\sin \left(\frac{\pi z}{2}\right)$ term which increases with $z$, while the acoustic temperature has a $\cos \left(\frac{\pi z}{2}\right)$ term which decreases in the same region. These terms arise from the $z$-dependence of the sidewall radial velocity in (10). The radial sidewall velocity drives the acoustic temperature field that ultimately generates the strongly rotational temperature.

Figure 5 shows the $(r, z)$ variation of the complete temperature $T \sim 1+M\left(\widehat{T}_{0}+\right.$ $\left.\bar{T}_{0}\right)+O\left(M^{2}\right)$, where $\widehat{T}_{0}$ is the solution to (76) and (88) and $\bar{T}_{0}$ is defined in (68). The results are given at $t=20$ and 30 for the parameter values in Figure 4. Since the boundary condition in (10) has a period of $2 \pi$ when $\omega=1$, at $t=30$, one should expect to find about five spatial waves, as observed in Figure 5(b).

The instantaneous acoustic temperature, $\bar{T}_{0}$, is described by the "ramp" in Figures $5(\mathrm{a})$ and $5(\mathrm{~b})$, where $\widehat{T}_{0}=0$. Also, since it is proportional to $\cos \left(\frac{\pi z}{2}\right)$, it always approaches 0 at $z=1$. The variations with $z$ and $t$ differ according to the dependencies in (68). The impact of the $\widehat{T}_{0}$-solution can be observed in the region between the front location and $r=1$. Note the different vertical scales used in Figures 5(a) and $5(\mathrm{~b})$. The amplitude of the solution in Figure $5(\mathrm{a})$ is almost entirely greater than 1, while that in Figure 5(b) is mostly less than 1. Again, this difference arises from the instantaneous acoustic temperature field. It is noted from Figure 3 that $\widehat{T}_{0}$ is positive at $t=20$ and negative at $t=30$. Figure 6 , a contour plot of Figure 5 , shows clearly the axial shape of the waves and the radial location of the $\widehat{T}_{0}$-front near $r=0.45$. The pure acoustic field is associated with horizontal contours on the left side of the figure. To the right of the $\widehat{T}_{0}$-front and extending to the sidewall, tightly packed contours


FIg. 5. Variation of the complete temperature $T \sim 1+M\left(\widehat{T}_{0}+\bar{T}_{0}\right)$ with $r$ and $z$ for $M=0.02$, $\delta=20, \operatorname{Re}=3 \times 10^{5}, \omega=1, \operatorname{Pr}=1$, and $\gamma=1.4$ at (a) $t=20$ and (b) $t=30$. The characteristics of the field near $r=1$ are dominated by $\widehat{T}_{0}$, while that near the centerline is dominated by $\bar{T}_{0}$. Note that different vertical scales have been used for the two plots.
represent regions of large radial gradients. The shading depicts variations from the background of $T=1$.

A surface plot of the radial temperature gradient, $\frac{\partial T}{\partial r}$, is shown in Figure 7 using the parameters in Figure 5(a). Pronounced gradients persist up to the location of


Fig. 6. Contour plot of the complete temperature $T$ for the parameters in Figure 5(a).
the $\widehat{T}_{0}$-front. The variation in the temperature gradient, typically about 0.1 , is of the same magnitude as that for $\widetilde{V}_{r w}$. This is in contrast to the leading-order temperature variation, $T-1 \sim M\left(\widehat{T}_{0}+\bar{T}_{0}\right)+O\left(M^{2}\right)$, roughly .005 , as can be seen in Figure $5(\mathrm{a})$. The variation in the temperature gradient is roughly twenty times larger than that of the temperature in this case, a result of the short wavelength of the spatial oscillations in Figure 5(a). Since the conductive heat transfer is proportional to the temperature gradient, this means that surprisingly large amounts of heat transfer exist in the cylinder even though the temperature perturbations are small.

Figure $8(\mathrm{a})$ shows the $(r, z)$ variation of the rotational temperature, $\widehat{T}_{0}$, at $t=60$ with all the other parameters the same as those in Figure 5. At any given axial location, it can be seen that the amplitude of the radial oscillations varies considerably as one moves between the sidewall and the axis of the cylinder. The monotonic variations arise because the solution to (88) along $r=1$ is $-\bar{T}_{0}$, as shown in (84). Since $-\bar{T}_{0}$ is not monotonic in time, as shown in Figure 3, the waves that originate on the sidewall are not strictly decreasing in time. However, if one follows a given spatial wave originating at the sidewall and convecting into the cylinder, it will be observed that the wave magnitude is diminished. Staab et al. [12] have shown that this is the result of accumulated convection and diffusion. One may note the smaller amplitude spatial waves near the cylinder axis.

Figure 8(b) describes the spatial dependence of the strong rotational axial velocity, $\bar{V}_{z 0}$, for $t=60$ and the same parameter values as those for Figure 8(a). This longtime solution could not be obtained in the earlier work by Staab et al. [12] because of the limitations described earlier in section 4. The results in Figures 8(a) and $8(\mathrm{~b})$ show that the $\widehat{V}_{z 0}$ solution is damped more quickly in the radial direction than is the $\widehat{T}_{0}$ solution. This difference can be attributed to the characteristic of the


FIG. 7. The spatial distribution of the temperature gradient, $\frac{\partial T}{\partial r}$, for the same parameter values as in Figure 5(a). The temperature gradient is of the same magnitude as the radial velocity at the sidewall. Note that relatively large temperature gradients persist into the flow field, not just at the wall.
different convective terms in (88) and (89), particularly the nonlinear properties of the latter.

The radial spatial wave variation for $\widehat{T}_{0}$ differs from that of $\widehat{V}_{z 0}$, as shown at $t=20$ and $z=0.5$ in Figure 9. In part, this occurs because the acoustic solutions, $\bar{T}_{0}$ and $\bar{V}_{z 0}$, the drivers for the strong rotational solutions, are out of phase, as can be seen from (67) and (68). Here again it can be seen that there is a difference between the damping of spatial oscillations in $\widehat{T}_{0}$ and those in the $\widehat{V}_{z 0}$-waves as the centerline is approached.

Figures 10 and 11 describe the spatial variation of the complete temperature $T$ for the parameter values used in Figure 5(a) when the injection boundary condition is given by

$$
\begin{equation*}
V_{r}=-1-0.2 \cos ^{2}\left(\frac{3 \pi z}{2}\right)(1-\cos \omega t) \quad \text { at } \quad r=1 \tag{102}
\end{equation*}
$$

This injection distribution is employed to explore the impact of higher axial wave number variations on the internal flow dynamics. The $z$-dependence of this boundary condition is shown on the right-hand side of Figure 11, where positive velocity values are given to the right on the horizontal axis. A new acoustic solution was derived to satisfy (102).

The leading-order complete temperature solution is shown in Figure 10. The parameter values correspond to those in Figure 5(a). Three waves have propagated into the cylinder just as in Figure $5(\mathrm{a})$. Now, however, the waves contain a little more


FIG. 8. (a) Variation of the strong rotational temperature $\widehat{T}_{0}$ with $r$ and $z$ at time $t=60$ for the parameters used in Figure 5. The use of a radial variable integral transformation in (31) removes restrictions on the maximum time for which the solution can be found. (b) Variation of $\hat{V}_{z 0}$ with $r$ and $z$, the rotational axial velocity, for $t=60$.
axial variation, resulting from the higher wave number axial variation in the sidewall mass addition. The rate of radial wave propagation is axially dependent and directly related to variation in the mass addition, as implied by (76) and (81).

A comparison of the contour plots in Figures 6 and 11 is useful for observing the altered shape of the temperature waves for a given set of parameter values. The first


Fig. 9. Comparison of the radial variation of $\widehat{T}_{0}$ and $\widehat{V}_{z 0}$ at $z=0.5$ for $M=0.02, \delta=20$, $R e=3 \times 10^{5}, \omega=1, \operatorname{Pr}=1$, and $\gamma=1.4$ at $t=20$. The radial locations of the peaks differ because the acoustic solutions, $\bar{T}_{0}$ and $\bar{V}_{z 0}$, are qualitatively different, and the linear convective term in (88) differs from the nonlinear effect in $\widehat{V}_{z 0}$ ((see (89)).
waves adjacent to the sidewall have very little $z$-variation. However, the second and third waves in Figure 11 have crests with radial locations that vary considerably in the $z$-direction relative to those in Figure 6.

Figure 12 shows the location and shape of the .001-contour of the rotational temperature for 12 different times up to $t=60$ reading from right to left. As the front propagates toward the centerline, regions of relatively large curvature are convected downstream and swept out of the cylinder. Downstream convection can be followed by noting that the local minimum in the front location, marked with an X near $z=0.3$ at $t=5$, moves to a larger axial location at each new time value. It moves out of the cylinder by the time $t=30$ and leaves behind a front profile that has very little axial dependence.

The lack of axial variation near the centerline is similar to a result of Staab and Kassoy [14], who find that azimuthal variations along the sidewall driven by nonaxisymmetric wall injection are damped out near the centerline. Both the model in Staab and Kassoy [14] and that used here are without azimuthal and axial diffusion terms, respectively. These results show that axial convective terms are sufficient to produce these phenomena.
12. Summary of results and conclusions. A multiple-scale asymptotic analysis has provided the mathematical foundation for investigating the thermal properties of the compressible flow in a large aspect ratio cylinder with unsteady, axially


FIG. 10. The $(r, z)$ variation of $T \sim 1+M\left(\widehat{T}_{0}+\bar{T}_{0}\right)+O\left(M^{2}\right)$ for $M=0.02, \delta=20$, $\underset{\sim}{R} e=3 \times 10^{5}, \omega=1, \operatorname{Pr}=1$, and $\gamma=1.4$ at $t=20$ using the new radial sidewall velocity, $\widetilde{V}_{r w}(z)=0.2\left(\cos ^{2}\left(\frac{3 \pi z}{2}\right)\right)$. The curvature changes of the wave crests in the $z$-direction arise from the higher wave number axial variation of the sidewall mass addition in (102).
distributed sidewall mass addition. The latter drives significant planar acoustic disturbances in the low Mach number and high Reynolds number fluid flow. Although the temperature variations in the flow field are only $O(M)$, one can find larger-thanexpected $O(1)$ temperature gradients on the sidewall because the relevant radial length scale for gradients is $O(M)$ rather than $O(1)$. It follows that the transient heat transfer on the sidewall is rather more intense than one might expect and is controlled entirely by the injection-induced acoustic disturbances.

The current work extends the earlier study of Staab et al. [12], who predicted velocity and vorticity solutions for a limited range of time. This limitation is overcome by employing an integral transformation for the short-length-scale radial variable. When this transform is used in the asymptotic analysis, the time-scale for solution validity is extended considerably compared to the limitations found in Staab et al. [12]. As a result, long-time velocity and temperature results have been included here that were not possible previously.

Several interesting thermal phenomena have been observed in the cylinder.

1. The temperature gradient on the sidewall is $O(1)$, even though the fluctuations in the temperature are $O(M)$. This results in an unexpectedly large heat transfer on the sidewall.
2. The decay rate of the strongly rotational axial velocity waves is more pronounced and systematic than that of the corresponding rotational temperature waves. Since the results are for $\operatorname{Pr}=1$, the characteristic difference


Fig. 11. The contour plot of $T$ for the parameter values in Figure 10, showing the curvature in the crest locations of the waves. The crest shapes become more varied in the $z$-direction as one moves away from the wall. The $z$-dependence of the sidewall mass addition in (102) is shown on the righthand side. Axial variations in the sidewall mass addition create the curvature in the temperature contours.
in structure must be due to the impact of the differing axial convection process.
3. Increasing the wave number of the axial variation in mass addition causes axial variations in the front separating the irrotational and "rotational" temperature distributions when the front is not too close to the center line. However, the axial structure is lost when the front approaches the center line. Since axial diffusion is not present in the model, the result can be explained by the axial convection that transports fluid downstream and out of the cylinder.
The transient mass addition on the boundary of the cylinder causes work to be done on the system as well as producing acoustic disturbances. The latter interact with the fluid at the injection surface to create vorticity. As a result, the energy of the fluid can be partitioned into acoustic and rotational components. A careful analysis of the asymptotic results shows that the $O(M)$ acoustic and "rotational" temperature disturbances make the largest contributions to the total energy transient. Kinetic energy effects appear only at $O\left(M^{2}\right)$. The presence of thermal energy in the "rotational" disturbance, and of course kinetic energy associated with the rotational velocity disturbance, suggest that a purely acoustical analysis cannot accurately describe the partitioning of the energy in the flow.

The wall injection boundary condition in (10) simulates the transverse speed of hot gaseous products of reaction exiting the very thin combustion zone, typically on the order of millimeters $(\mathrm{O}(\mathrm{mm})$.$) adjacent to the burning rocket motor propellant.$ The speed is known to be compatible with the hard blowing approximation [15] used in section 2. The axial gas speed at the edge of the combustion zone is likely to be small compared to the transverse value because the zone thickness is small in absolute


Fig. 12. Front locations for $\widehat{T}_{0}=0.001$ at $t=5,10,15,20,23, \ldots, 60$. The front near $r=0.85$ corresponds to $t=5$, and each successive front is to the left of the one before it. The X's mark a local minimum in the front which gets convected downstream.
terms and the local transient, axial pressure gradient is $O(M)$. It follows that the no-slip condition imposed by (7) provides a reasonable first approximation to the model.

The isothermal boundary condition in (11) represents the temperature of the hot gaseous products, typically $2500 \mathrm{~K}-3000 \mathrm{~K}$ in dimensional value. The axial variation of the combustion zone flame temperature is likely to be small compared to the flame temperature because it is controlled primarily by gas phase exothermic chemical kinetics. Hence, the use of a spatially uniform temperature in (11) is a reasonable modeling approximation. In this respect the isothermal injection model provides a reasonable approximation of the physics occurring at the edge of the combustion zone.

The boundary condition on the radial speed in (7) is not satisfied by the solution provided. In fact a thin viscous boundary is required to provide a transition between the solutions given here and the endwall of the cylinder. This issue, discussed in [12], will not affect the solutions described here.

The model presented here does not include the effect of turbulent transition in the downstream portion of the cylinder, arising from hydrodynamic instability. Vorticity generated by turbulent flow will add to that arising from the deterministic mechanism explored in the current work. It would be worthwhile to ascertain the relative intensity of both components of the vorticity field. It should also be recognized that transient surface pressure fluctuations associated with the turbulent field will initiate additional vorticity via the deterministic process.

Appendix: Derivation of the higher-order energy equation. Derivations of (51) and (52) are given here to describe the algebraic manipulations. The complete set of $O(M)$ terms for the $\widetilde{T}_{0}$-equation is

$$
\begin{equation*}
\frac{\partial \widetilde{T}_{0}}{\partial t}+\frac{V_{r 0 s}+\widetilde{V}_{r 0}}{s} \frac{\partial \widetilde{T}_{0}}{\partial \sigma_{2}}=-(\gamma-1)\left(\frac{\widetilde{V}_{r 0}}{r}+\frac{1}{s} \frac{\partial \widetilde{V}_{r 0}}{\partial \sigma_{1}}+\frac{1}{s} \frac{\partial \widetilde{V}_{r 1}}{\partial \sigma_{2}}+\frac{\partial \widetilde{V}_{r 0}}{\partial z}\right) \tag{A1}
\end{equation*}
$$

Equation (43) can be used to reduce (A1) to

$$
\begin{equation*}
\frac{\mathcal{D} \widetilde{T}_{0}}{\mathcal{D} t}=(\gamma-1) \frac{\mathcal{D} \widetilde{\rho}_{0}}{\mathcal{D} t} \tag{A2}
\end{equation*}
$$

which can be further simplified by introducing (53),

$$
\begin{equation*}
\frac{\mathcal{D} \widetilde{T}_{0}}{\mathcal{D} t}=\frac{\gamma-1}{\gamma} \frac{\partial \widetilde{P}_{0}}{\partial t} \tag{A3}
\end{equation*}
$$

The $O\left(M^{2}\right)$ energy equation for $\widetilde{T}_{1}$ is derived in much the same way. The complete set of $O\left(M^{2}\right)$ terms is

$$
\begin{align*}
& \frac{\partial \widetilde{T}_{1}}{\partial t}+\frac{V_{r 0 s}+\widetilde{V}_{r 0}}{s} \frac{\partial \widetilde{T}_{1}}{\partial \sigma_{2}}+\frac{V_{r 0 s}+\widetilde{V}_{r 0}}{s} \frac{\partial \widetilde{T}_{0}}{\partial \sigma_{1}}+\frac{\widetilde{V}_{r 1}}{s} \frac{\partial \widetilde{T}_{0}}{\partial \sigma_{2}}+\left(V_{z 0 s}+\widetilde{V}_{z 0}\right) \frac{\partial \widetilde{T}_{0}}{\partial z}  \tag{A4}\\
& =\frac{C k^{2}}{P r} \frac{1}{s^{2}} \frac{\partial^{2} \widetilde{T}_{0}}{\partial \sigma_{2}^{2}}-(\gamma-1)\left(\frac{\widetilde{V}_{r 1}}{r}+\frac{1}{s} \frac{\partial \widetilde{V}_{r 1}}{\partial \sigma_{1}}+\frac{\partial \widetilde{V}_{r 2}}{s}+\frac{\partial \widetilde{V}_{z 1}}{\partial z}\right) \\
& -(\gamma-1) \widetilde{P}_{0}\left(\frac{\widetilde{V}_{r 0}}{r}+\frac{1}{s} \frac{\partial \widetilde{V}_{r 0}}{\partial \sigma_{1}}+\frac{1}{s} \frac{\partial \widetilde{V}_{r 1}}{\partial \sigma_{2}}+\frac{\partial \widetilde{V}_{z 0}}{\partial z}\right)
\end{align*}
$$

Then (43) and (44) can be used in (A4) to find

$$
\begin{align*}
\frac{\partial \widetilde{T}_{1}}{\partial t}+ & \frac{V_{r 0 s}+\widetilde{V}_{r 0}}{s} \frac{\partial \widetilde{T}_{1}}{\partial \sigma_{2}}+\frac{V_{r 0 s}+\widetilde{V}_{r 0}}{s} \frac{\partial \widetilde{T}_{0}}{\partial \sigma_{1}}+\frac{\widetilde{V}_{r 1}}{s} \frac{\partial \widetilde{T}_{0}}{\partial \sigma_{2}}+\left(V_{z 0 s}+\widetilde{V}_{z 0}\right) \frac{\partial \widetilde{T}_{0}}{\partial z} \\
= & (\gamma-1)\left(\frac{\mathcal{D} \widetilde{\rho}_{1}}{\mathcal{D} t}-\widetilde{\rho}_{0} \frac{\mathcal{D} \widetilde{\rho}_{0}}{\mathcal{D} t}+\widetilde{P}_{0} \frac{\mathcal{D} \widetilde{\rho}_{0}}{\mathcal{D} t}+\frac{V_{r 0 s}+\widetilde{V}_{r 0}}{s} \frac{\partial \widetilde{\rho}_{0}}{\partial \sigma_{1}}\right.  \tag{A5}\\
& \left.+\frac{\widetilde{V}_{r 1}}{s} \frac{\partial \widetilde{\rho}_{0}}{\partial \sigma_{2}}+\left(V_{z 0 s}+\widetilde{V}_{z 0}\right) \frac{\partial \widetilde{\rho}_{0}}{\partial z}\right) \\
& +\frac{C k^{2}}{P r} \frac{1}{s^{2}} \frac{\partial^{2} \widetilde{T}_{0}}{\partial \sigma_{2}^{2}}
\end{align*}
$$

Next, (53) and (54) are used to replace $\widetilde{\rho}_{0}$ and $\widetilde{\rho}_{1}$, respectively:

$$
\begin{align*}
\frac{\partial \widetilde{T}_{1}}{\partial t} & +\frac{V_{r 0 s}+\widetilde{V}_{r 0}}{s} \frac{\partial \widetilde{T}_{1}}{\partial \sigma_{2}}+\frac{V_{r 0 s}+\widetilde{V}_{r 0}}{s} \frac{\partial \widetilde{T}_{0}}{\partial \sigma_{1}}+\frac{\widetilde{V}_{r 1}}{s} \frac{\partial \widetilde{T}_{0}}{\partial \sigma_{2}}+\left(V_{z 0 s}+\widetilde{V}_{z 0}\right) \frac{\partial \widetilde{T}_{0}}{\partial z}  \tag{A6}\\
& =(\gamma-1)\left(\frac{\partial \widetilde{P}_{1}}{\partial t}-\frac{\mathcal{D} \widetilde{T}_{1}}{\mathcal{D} t}-\frac{\mathcal{D} \widetilde{\rho}_{0} \widetilde{T}_{0}}{\mathcal{D} t}+\widetilde{T}_{0} \frac{\mathcal{D} \widetilde{\rho}_{0}}{\mathcal{D} t}\right) \\
& +(\gamma-1)\left(-\frac{V_{r 0 s}+\widetilde{V}_{r 0}}{s} \frac{\partial \widetilde{T}_{0}}{\partial \sigma_{1}}-\frac{\widetilde{V}_{r 1}}{s} \frac{\partial \widetilde{T}_{0}}{\partial \sigma_{2}}-\left(V_{z 0 s}+\widetilde{V}_{z 0}\right) \frac{\partial \widetilde{T}_{0}}{\partial z}+\left(V_{z 0 s}+\widetilde{V}_{z 0}\right) \frac{\partial \widetilde{P}_{0}}{\partial z}\right) \\
& +\frac{C k^{2}}{P r} \frac{1}{s^{2}} \frac{\partial^{2} \widetilde{T}_{0}}{\partial \sigma_{2}^{2}}
\end{align*}
$$

Further simplification leads to

$$
\begin{align*}
& \frac{\mathcal{D} \widetilde{T}_{1}}{\mathcal{D} t}=-\left(\frac{V_{r 0 s}+\widetilde{V}_{r 0}}{s} \frac{\partial \widetilde{T}_{0}}{\partial \sigma_{1}}+\frac{\widetilde{V}_{r 1}}{s} \frac{\partial \widetilde{T}_{0}}{\partial \sigma_{2}}+\left(V_{z 0 s}+\widetilde{V}_{z 0}\right) \frac{\partial \widetilde{T}_{0}}{\partial z}\right)  \tag{A7}\\
& +\frac{\gamma-1}{\gamma}\left(\frac{\partial \widetilde{P}_{1}}{\partial t}+\left(V_{z 0 s}+\widetilde{V}_{z 0}\right) \frac{\partial \widetilde{P}_{0}}{\partial z}\right)+\frac{C k^{2}}{\gamma \operatorname{Pr}} \frac{1}{s^{2}} \frac{\partial^{2} \widetilde{T}_{0}}{\partial \sigma_{2}^{2}} \\
& -\frac{(\gamma-1)^{2}}{\gamma^{2}}\left(\widetilde{P}_{0} \frac{\partial \widetilde{P}_{0}}{\partial t}-\widetilde{T}_{0} \frac{\partial \widetilde{P}_{0}}{\partial t}\right),
\end{align*}
$$

which appears as (52) in section 5.1.
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#### Abstract

In this article, fundamental properties concerning the Turing patterns are considered in one-dimensional dissipative systems with gradient/skew-gradient structure introduced in [M. Kuwamura and E. Yanagida, Phys. D, 175 (2003), pp. 185-195]. It is a natural extension of free energy, which covers reaction-diffusion systems of activator-inhibitor type. The theory based on this concept provides a new perspective on a fundamental problem of what unique Turing pattern is to be selected among many.
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1. Introduction. There are many self-organized spatial patterns appearing from uniform steady state as various organs with complex structures are formed and developed from a simple cell. The problem of clarifying the essential mechanism of such a pattern formation process has attracted much attention. For this problem, Rashevsky [33] and Turing [35] suggested that, under certain conditions, chemicals can react and diffuse in such a way as to produce steady state heterogeneous spatial patterns of chemical and morphogen concentration. This is, currently, known as the Turing instability mechanism, which provides a fundamental and universal concept for the study of pattern formation in dissipative systems; we refer to standard texts Nicolis and Prigogine [27], Haken [15], Manneville [22], Mori and Kuramoto [24], Murray [25], and the references therein. This theoretical concept was also demonstrated by real experiments and careful observations by Ouyang and Swinney [29], Kondo and Asai [18], De Kepper, Perraud, Rudovics, and Dulos [8], Yamaguchi [36], and so on. The progress of study of the Turing instability gives us a useful viewpoint to understand pattern formation in various phenomena; however, some natural questions still remain. A typical question is this: when one observes a pattern formation process due to the Turing instability, why does a particular pattern often selected though various patterns appear? This problem is known as pattern selection, one of the main subjects in various fields of sciences, and there are some approaches to study the pattern selection problem; we refer to Cross and Hohenberg [7] and Nishiura [28]. One useful approach is to find a free energy (potential system or variational principle), which determines direction of time evolution of systems. It is quite natural, however, and there are few examples to apply this approach explicitly. The purpose of this paper is to study fundamental properties of spatially periodic patterns induced by the Turing instability under the one-dimensional gradient/skew-gradient dissipative structure introduced in Kuwamura and Yanagida [20]. It is a natural extension of the notion of free energy, which covers reaction-diffusion systems of activator-inhibitor type such as modified FitzHugh-Nagumo systems and Gierer-Meinhardt systems. Our results

[^34]clarify universal properties of the Turing patterns in dissipative systems, and become a first step to study a fundamental problem of what unique Turing pattern is to be selected among many. The organization of this paper is as follows. In the next section, we introduce the concept of gradient/skew-gradient dissipative structure following [20]. In section 3, we give a necessary condition for existence of nontrivial spatially periodic patterns due to the Turing instability. In section 4, we give a sufficient condition for instability of spatially periodic patterns in terms of convexity of (skew) free energy per unit length of periodic patterns in its wavenumber; this is known as the Eckhaus instability criterion. In section 5, we consider a quantity introduced in the previous section, which plays a crucial role in determining the instability of the Turing patterns. It is shown that this quantity is closely related to the validity of amplitude equation which describes dynamics in a sufficiently small neighborhood of the Turing bifurcation point. In section 6, we consider structures of the (skew) free energy per unit length of the Turing patterns. Under a certain nondegeneracy condition, uniqueness of the extremum of (skew) free energy is shown. Moreover, we give a simple formula for computing the wavenumber corresponding to the unique extremum near the Turing bifurcation point. In section 7 , we apply our results to concrete examples which are helpful to understand usefulness of the results obtained in previous sections. In section 8, combining the analytical results with numerical experiments, we study what Turing pattern is to be selected near a bifurcation point. The results suggest that the wavenumber corresponding to the unique extremum of (skew) free energy gives an upper bound for the wavenumber of the selected Turing pattern. Section 9 is devoted to a summary of this paper.
2. Gradient/skew-gradient dissipative structure. In this section, we introduce the concept of gradient/skew-gradient dissipative structure following [20]. Let us consider an $n$-component system on $\mathbf{R}$
\[

$$
\begin{equation*}
T u_{t}=D u_{x x}+f(u) \tag{2.1}
\end{equation*}
$$

\]

where $u(x, t)=\left(u_{1}, u_{2}, \ldots, u_{n}\right)^{T} \in \mathbf{R}^{n}$. We assume that $T$ is a nonnegative diagonal matrix and $D$ is a regular matrix such that (2.1) is well posed in an appropriate sense. As for a nonlinear term, we assume that

$$
\begin{equation*}
f(u)=Q \nabla_{u} F(u), \tag{2.2}
\end{equation*}
$$

where $Q$ is a symmetric matrix with $Q^{2}=I_{n}$, and that $F=F(u): \mathbf{R}^{n} \rightarrow \mathbf{R}$ is a smooth function. In addition, we assume that $D$ satisfies the condition

$$
\begin{equation*}
D^{T} Q=Q D \tag{2.3}
\end{equation*}
$$

which guarantees that $Q D$ is a nondegenerate symmetric matrix. We notice that the Jacobian matrix $f_{u}$ of $f$ satisfies

$$
\begin{equation*}
f_{u}(u)^{T} Q=Q f_{u}(u) \tag{2.4}
\end{equation*}
$$

Under these assumptions, we introduce an energy-like functional

$$
\begin{equation*}
\mathcal{E}[u]=\int\left\{\frac{1}{2}\left\langle D u_{x}, Q u_{x}\right\rangle-F(u)\right\} d x \tag{2.5}
\end{equation*}
$$

where $\langle$,$\rangle stands for a usual inner product on \mathbf{R}^{n}$. In fact, we can easily (formally) check

$$
\frac{d}{d t} \mathcal{E}[u(x, t)]=-\int\left\langle u_{t}, Q T u_{t}\right\rangle d x
$$

Definition 2.1. The system (2.1) is said to have gradient structure when $Q T$ is nonnegative symmetric and skew-gradient structure otherwise.

Although (2.5) is not monotone decreasing when $Q T$ is not nonnegative definite, according to Definition 2.1, we naturally think of the functional (2.5) as an extended kind of free energy. This framework covers not only usual gradient (potential) systems such as the real Ginzburg-Landau equation but also systems without (in the usual sense) potential such as reaction-diffusion systems of activator-inhibitor type.

The equation for stationary solutions of (2.1) admits structures of Hamiltonian dynamical systems (e.g., Arnold [2], Goldstein [13]). In fact,

$$
\begin{equation*}
D u_{x x}+f(u)=0 \tag{2.6}
\end{equation*}
$$

is rewritten in the canonical form

$$
\begin{equation*}
J Z_{x}=\frac{\partial H(Z)}{\partial Z} \tag{2.7}
\end{equation*}
$$

where $Z=\left(u, u_{x}\right)^{T}$,

$$
J=\left(\begin{array}{cc}
0 & -Q D \\
Q D & 0
\end{array}\right)
$$

is a skew-symmetric matrix by virtue of (2.3), and $H(Z)$ is a first integral (Hamiltonian) given by

$$
H(Z)=H\left(u, u_{x}\right):=\frac{1}{2}\left\langle D u_{x}, Q u_{x}\right\rangle+F(u)
$$

We give typical examples of dissipative systems with gradient/skew-gradient structure.

Real Ginzburg-Landau equation:

$$
\begin{aligned}
& u_{t}=u_{x x}+u\left(\mu-u^{2}-v^{2}\right), \quad v_{t}=v_{x x}+v\left(\mu-u^{2}-v^{2}\right) \\
& T=D=Q=I_{2}, \quad F=\mu\left(u^{2}+v^{2}\right) / 2-\left(u^{2}+v^{2}\right)^{2} / 4
\end{aligned}
$$

Modified FitzHugh-Nagumo systems:

$$
\begin{aligned}
& \tau_{1} u_{t}=d_{1} u_{x x}+\alpha u-u^{3}-v, \quad \tau_{2} v_{t}=d_{2} v_{x x}+u-\gamma v, \\
& T=\left(\begin{array}{cc}
\tau_{1} & 0 \\
0 & \tau_{2}
\end{array}\right), \quad D=\left(\begin{array}{cc}
d_{1} & 0 \\
0 & d_{2}
\end{array}\right), \quad Q=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \\
& F=F(u, v)=\frac{1}{2} \alpha u^{2}-\frac{1}{4} u^{4}-u v+\frac{1}{2} \gamma v^{2} .
\end{aligned}
$$

Gierer-Meinhardt system:

$$
\begin{gathered}
u_{t}=\varepsilon^{2} u_{x x}-\alpha u+\frac{u^{p}}{v^{q}}+\sigma, \quad \tau v_{t}=d v_{x x}-v+\frac{u^{r}}{v^{s}} \quad(p+1=r, q+1=s) \\
T=\left(\begin{array}{cc}
r & 0 \\
0 & q \tau
\end{array}\right), \quad D=\left(\begin{array}{cc}
r \varepsilon^{2} & 0 \\
0 & q d
\end{array}\right), \quad Q=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \\
F=F(u, v)=-\frac{\alpha r}{2} u^{2}+\frac{q}{2} v^{2}+\frac{u^{r}}{v^{q}}+r \sigma u
\end{gathered}
$$

As is verified in these two examples, in reaction-diffusion systems, diagonal entries of $Q$ determine types of components-either activator or inhibitor type. An entry 1 indicates an activator and -1 an inhibitor. The following example is a fourth order differential equation with gradient structure.

Swift-Hohenberg equation:

$$
u_{t}=\mu u-\left(1+\partial_{x x}\right)^{2} u-u^{3}
$$

In fact, by putting $v=u+u_{x x}$, we find that the above equation is rewritten as (2.1) with

$$
\begin{aligned}
& T=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right), \quad D=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right), \quad Q=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \\
& F=F(u, v)=\frac{\mu}{2} u^{2}-\frac{1}{4} u^{4}-u v+\frac{1}{2} v^{2} .
\end{aligned}
$$

For other examples, see [20].
3. Existence of Turing patterns. In this section, we briefly review construction of Turing patterns from a standard bifurcation theory (e.g., Iooss and Joseph [17], Murray [25]) and consider a necessary condition for existence of the Turing patterns.

A strategy was initiated by Turing [35] to study self-organized spatial patterns emerging from spatially homogeneous steady states and may be described as follows, in the framework of bifurcation theory: Let $\bar{u}$ be a spatially uniform steady state of (2.1), which is an onset of bifurcating patterns. We consider a situation in which $\bar{u}$ loses its stability and gives rise to the appearance of spatially periodic stationary solutions. Therefore, we begin with a linear stability analysis for $\bar{u}$. Let us consider the linearized equation of (2.1) at $u=\bar{u}$

$$
\begin{equation*}
T w_{t}=L w \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
L=D \partial_{x}^{2}+B \tag{3.2}
\end{equation*}
$$

and $B=f_{u}(\bar{u})$. Let us choose a bifurcation parameter $\mu$ in the linear operator $L$, i.e., $D$ or $B$. As usual, we are looking for solutions of the following form:

$$
\begin{equation*}
w=\Psi_{k} \exp (\lambda t+i k x), \quad \Psi_{k} \in \mathbf{C}^{n} \tag{3.3}
\end{equation*}
$$

That is to say, we look for solutions that have a temporal growth rate $\exp (\operatorname{Re}(\lambda) t)$ for perturbations with wavenumber $k$. Substituting (3.3) into (3.1), we have a system of linear equations in $\Psi_{k}$

$$
\begin{equation*}
\left(\lambda T+k^{2} D-B\right) \Psi_{k}=0 \tag{3.4}
\end{equation*}
$$

According to a standard bifurcation theory, in order for a stationary solution to bifurcate from $\bar{u}$ at $\mu=\mu_{k}$, it is necessary that (3.4) possesses a nontrivial solution for $\lambda=0$. Hence it follows from

$$
\begin{equation*}
\operatorname{det}\left(k^{2} D-B\right)=0 \tag{3.5}
\end{equation*}
$$



Fig. 1. The graph of $\mu=\hat{\mu}\left(k^{2}\right)$. The bifurcating patterns appear for $\mu>\hat{\mu}\left(k^{2}\right)$.
that $\mu_{k}$ is a function of $k^{2}$, denoted by

$$
\begin{equation*}
\mu_{k}=\hat{\mu}\left(k^{2}\right) . \tag{3.6}
\end{equation*}
$$

The bifurcation point $\mu_{c}$ is determined by

$$
\begin{equation*}
\left.\frac{\partial}{\partial \theta} \hat{\mu}(\theta)\right|_{\theta=k_{c}^{2}}=0, \quad \mu_{c}=\hat{\mu}\left(k_{c}^{2}\right), \tag{3.7}
\end{equation*}
$$

where $k_{c}$ is called the critical wavenumber. In what follows, we suppose that bifurcating patterns appear for $\mu>\mu_{c}$ without loss of generality (Figure 1). That is, in addition to (3.7), we assume

$$
\left.\frac{\partial}{\partial \theta^{2}} \hat{\mu}(\theta)\right|_{\theta=k_{c}^{2}}>0
$$

and

$$
\begin{equation*}
\operatorname{Re} \lambda=\operatorname{Re} \lambda\left(k^{2} ; \mu\right)<0 \tag{3.8}
\end{equation*}
$$

for $\mu<\mu_{c}$ and arbitrary $k$, where $\lambda=\lambda\left(k^{2} ; \mu\right)$ is the dispersion relation defined by $\operatorname{det}\left(\lambda T+k^{2} D-B\right)=0$. Condition (3.8) means that the spatially homogeneous steady state $\bar{u}$ must be stable before bifurcation occurs.

Under suitable conditions, we can construct small bifurcating stationary solutions of (2.1) with wavenumber $k$ close to $k_{c}$ near the bifurcation point $\mu_{c}$. From the above arguments, we expect that they are given by

$$
\begin{equation*}
\phi(x ; k, \mu)=a e^{i k x} \Psi_{k}+c . c .+ \text { h.o.t. } \tag{3.9}
\end{equation*}
$$

where $c . c$. and h.o.t. denote the complex conjugate and higher order terms with respect to $a$, respectively. Moreover, $\Psi_{k} \in \mathbf{C}^{n}$ is defined by

$$
\begin{equation*}
\left(k^{2} D-B\right) \Psi_{k}=0 \tag{3.10}
\end{equation*}
$$

for $\mu=\hat{\mu}\left(k^{2}\right)$ and $\left\langle\Psi_{k}, \Psi_{k}\right\rangle=1$, where $\langle$,$\rangle denotes the usual inner product in \mathbf{C}^{n}$, and $a=a\left(k, \mu-\hat{\mu}\left(k^{2}\right)\right) \geq 0$ is sufficiently small with $a(k, 0)=0$. In what follows, $\langle$, denotes the usual inner product in $\mathbf{R}^{n}$ or $\mathbf{C}^{n}$, and we do not explicitly mention this notation unless any confusion occurs. (3.9) is a family of spatially periodic stationary solutions parameterized by its wavenumber $k$ close to $k_{c}$.

Definition 3.1. (3.9) is called the Turing patterns when $k_{c} \neq 0$.

From a standard bifurcation theory, $a$ is determined by solving the following bifurcation equation in $a$ :

$$
\left[e^{i k x} \Psi_{k}^{*}+c . c ., L v+N(v)\right]=0
$$

where [, ] denotes the usual inner product of periodic functions, $v=a e^{i k x} \Psi_{k}+c . c$., $N(v)=f(\bar{u}+v)-B v$, and $\Psi_{k}^{*} \in \mathbf{C}^{n}$ corresponds to the kernel of $L^{*}$, the adjoint operator of $L$ for $\mu=\hat{\mu}\left(k^{2}\right)$, i.e.,

$$
\left(k^{2} D^{T}-B^{T}\right) \Psi_{k}^{*}=0 \text { for } \mu=\hat{\mu}\left(k^{2}\right)
$$

Under the gradient/skew-gradient structure, we can verify

$$
\begin{equation*}
\Psi_{k}^{*}=Q \Psi_{k} \tag{3.11}
\end{equation*}
$$

In fact, noting (2.3), (2.4), and $B=f_{u}(\bar{u})$, it follows from (3.10) that

$$
\left(k^{2} D^{T}-B^{T}\right) Q \Psi_{k}=Q\left(k^{2} D-B\right) \Psi_{k}=0
$$

Thus (under suitable approximation) we can solve

$$
\left[e^{i k x} Q \Psi_{k}+c . c ., L v+N(v)\right]=0
$$

with the aid of (3.10) and obtain $a=a\left(k, \mu-\hat{\mu}\left(k^{2}\right)\right)$. In this paper, we do not use any information about $a\left(k, \mu-\hat{\mu}\left(k^{2}\right)\right)$.

We now consider a condition concerning the critical wavenumber $k_{c}$. The following theorem shows that when $Q D$ is definite, Turing patterns (characterized by $k_{c} \neq 0$ ) can never be observed under the gradient/skew-gradient structure.

Theorem 3.2. If $Q D$ is definite, then $k_{c}=0$.
As far as reaction-diffusion systems are concerned, it is well recognized, theoretically and experimentally, that the existence of two types of components such as activator and inhibitor with different diffusion rates is a sufficient condition to produce Turing patterns with spatial structure ([1], [12], [25], [33], [35], [37]). On the other hand, this theorem proves that the existence of two types of components such as activator and inhibitor (cf. section 2) is a necessary condition to produce Turing patterns. In other words, Turing patterns with spatial structure cannot be produced by using only one type of reacting component corresponding to activator or inhibitor.

Proof of Theorem 3.2. We consider the case when $Q D$ is positive because a negative case can be similarly treated. Since (3.4) has a nontrivial solution for $\lambda=0$ at the bifurcation point, we consider a condition such that $\operatorname{det}(\nu D-B)=0$ holds for some $\nu \geq 0$. From elementary linear algebra, there exists a symmetric regular matrix $A$ with $A^{2}=Q D$ for positive $Q D$. By using $Q^{2}=I_{n}, B=f_{u}(\bar{u})$, and (2.2), we have

$$
\begin{aligned}
& \operatorname{det}(\nu D-B)=\operatorname{det} Q \operatorname{det}\left(\nu Q D-\nabla_{u}^{2} F(\bar{u})\right) \\
& = \pm \operatorname{det}\left(\nu A^{2}-\nabla_{u}^{2} F(\bar{u})\right)= \pm \operatorname{det} A \operatorname{det}\left(\nu I-A^{-1} \nabla_{u}^{2} F(\bar{u}) A^{-1}\right) \operatorname{det} A
\end{aligned}
$$

It is easily verified that $A^{-1} \nabla_{u}^{2} F(\bar{u}) A^{-1}$ is symmetric because $A$ and $\nabla_{u}^{2} F(\bar{u})$ are symmetric, so that all eigenvalues of $A^{-1} \nabla_{u}^{2} F(\bar{u}) A^{-1}$ are real. On the other hand, there exists no wavenumber $k$ satisfying $\operatorname{det}\left(k^{2} D-B\right)=0$ when uniform steady state $\bar{u}$ is stable. Hence, all eigenvalues of $A^{-1} \nabla_{u}^{2} F(\bar{u}) A^{-1}$ must be negative for a stable steady state $\bar{u}$. Thus, noting the fact that all eigenvalues of $A^{-1} \nabla_{u}^{2} F(\bar{u}) A^{-1}$ are
continuous real functions in parameters, we see that critical wavenumber $k_{c}$ at the bifurcation point must be equal to zero for any path in parameter space.

From the above theorem, $Q D$ is not definite when we observe nontrivial spatially periodic patterns. Our next question is what periodic pattern is selected near the Turing bifurcation point. As a first step in considering this problem, in the next section we consider linear instability of the Turing patterns because selected patterns are not unstable.
4. Instability of Turing patterns. First, we give a general instability criterion for a family of spatially periodic stationary solutions of (2.1).

Let $u=\varphi(x ; k)$ be a family of spatially periodic stationary solutions of (2.1) parameterized by its wavenumber $k$; that is, $\varphi(x ; k)$ satisfies

$$
\begin{gather*}
D \varphi_{x x}(x ; k)+f(\varphi(x ; k))=0,  \tag{4.1}\\
\varphi(x ; k)=\varphi(x+l(k) ; k),
\end{gather*}
$$

where $l(k)=2 \pi / k$ denotes the minimal spatial period of $\varphi(x ; k)$.
THEOREM 4.1. $\varphi(x ; k)$ is unstable if $\operatorname{sgn}\left(I(k) \cdot d^{2} E(k) / d k^{2}\right)<0$, where

$$
\begin{equation*}
I(k):=\int_{0}^{l(k)}\left\langle T \varphi_{x}(x ; k), Q \varphi_{x}(x ; k)\right\rangle d x \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
E(k):=\frac{1}{l(k)} \int_{0}^{l(k)}\left\{\frac{1}{2}\left\langle D \varphi_{x}(x ; k), Q \varphi_{x}(x ; k)\right\rangle-F(\varphi(x ; k))\right\} d x \tag{4.3}
\end{equation*}
$$

It should be noted that the above instability criterion does not require any other assumptions such as smallness and symmetry for $\varphi(x ; k)$. Since $I(k)>0$ from the definition of gradient systems, we immediately find that the following is true.

Corollary 4.2. For gradient systems, $\varphi(x ; k)$ is unstable if

$$
\frac{d^{2} E(k)}{d k^{2}}<0
$$

Recalling (2.5), we regard $E(k)$ as (skew) free energy per unit length for $\varphi(x ; k)$. Under the gradient/skew-gradient dissipative structure, instability of $\varphi(x ; k)$ is dependent on the convex property of $E(k)$ with respect to wavenumber $k$.

On the other hand, $I(k)$ is related to the ODE dynamics of (2.1) as well as the spatial dynamics (2.6). $I(k)$ may be reminiscent of the (time) action functional of systems with multisymplectic structures [4]. However, this is not correct. In fact, (2.6) can be rewritten as (2.7) which expresses symplectic (Hamiltonian) structure, while (2.1) cannot be rewritten as a system with multisymplectic structure. For more details, see [4] and the references therein.

From a viewpoint of Hamiltonian dynamical systems theory, Theorem 4.1 corresponds to the well-recognized (in)stability criterion for solutions with periodic structure in terms of the convexity of the averaged Lagrangian with respect to its wavenumber. In fact, we can regard $E(k)$ as the averaged Lagrangian of $\varphi(x ; k)$ because (2.6) (i.e., (4.1)) is the Euler-Lagrange equation for the Hamiltonian system (2.7) with Lagrangian

$$
L\left(\varphi, \varphi_{x}\right)=\frac{1}{2}\left\langle D \varphi_{x}, Q \varphi_{x}\right\rangle-F(\varphi)
$$

There is a wide range of literature concerning this topic; see well organized works by Bridges [4], Grillakis, Shatah, and Strauss [14], and the references therein.

Proof of Theorem 4.1. Let us consider the linearized eigenvalue problem

$$
\lambda T W=D W_{x} x+f_{u}(\varphi(x ; k)) W
$$

We investigate the (local) dispersion relation with respect to the Fourier mode $e^{i \nu x}$ that describes the behavior of critical eigenvalues to determine sideband instability of $\varphi(x ; k)$. According to [20], it is given by

$$
\begin{equation*}
\lambda=-D_{/ / \nu^{2}+\text { h.o.t. }} \tag{4.4}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{/ /}=-\frac{l^{2}}{I} \frac{d H}{d l} \tag{4.5}
\end{equation*}
$$

$l=l(k)=2 \pi / k$ is the minimal spatial period, $I$ is given by (4.2), and $H$ is a first integral for (4.1) (see also (2.7)) given by

$$
\begin{equation*}
H:=\frac{1}{2}\left\langle D \varphi_{x}, Q \varphi_{x}\right\rangle+F(\varphi) \tag{4.6}
\end{equation*}
$$

Moreover, by [20], we have

$$
\begin{equation*}
\frac{d H}{d l}=\frac{1}{l} \frac{d K}{d l} \quad \text { and } \quad \frac{d E}{d l}=-\frac{K}{l^{2}} \tag{4.7}
\end{equation*}
$$

where $E$ is given by (4.3), and

$$
K:=\int_{0}^{l}\left\langle D \varphi_{x}, Q \varphi_{x}\right\rangle d x
$$

Applying the chain rule of differentiation to (4.7), we have

$$
\begin{equation*}
\frac{d H}{d k}=\frac{1}{l} \frac{d K}{d k} \quad \text { and } \quad \frac{d E}{d k}=\frac{K}{2 \pi}, \tag{4.8}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\frac{d^{2} E}{d k^{2}}=\frac{1}{2 \pi}, \quad \frac{d K}{d k}=\frac{l}{2 \pi}, \quad \frac{d H}{d k}=-\frac{l}{k^{2}} \frac{d H}{d l} \tag{4.9}
\end{equation*}
$$

Thus, it follows from (4.4) and (4.5) that $\varphi(x ; k)$ is unstable if $\operatorname{sgn}\left(I(k) \cdot d^{2} E(k) / d k^{2}\right)$ $<0$.

We now apply Theorem 4.1 to $\phi(x ; k, \mu)$ defined by (3.9). To do so, setting $\varphi(x ; k)=\phi(x ; k, \mu)$ for any fixed $\mu$, we define

$$
\begin{equation*}
I(k, \mu):=\int_{0}^{l(k)}\left\langle T \phi_{x}(x ; k, \mu), Q \phi_{x}(x ; k, \mu)\right\rangle d x \tag{4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
E(k, \mu):=\frac{1}{l(k)} \int_{0}^{l(k)}\left\{\frac{1}{2}\left\langle D \phi_{x}(x ; k, \mu), Q \phi_{x}(x ; k, \mu)\right\rangle-F(\phi(x ; k, \mu))\right\} d x \tag{4.11}
\end{equation*}
$$

where $\phi(x ; k, \mu)$ is given by (3.9). Then it follows from Theorem 4.1 that $\phi(x ; k, \mu)$ is unstable if $\operatorname{sgn}\left(I(k, \mu) \cdot \partial_{k}^{2} E(k, \mu)\right)<0$. This is a general result regardless of $k_{c} \neq 0$ which gives the definition of the Turing patterns. Thus it turns out that $\mu=\mu_{E}(k)$ derived from $\partial_{k}^{2} E(k, \mu)=0$ plays a crucial role in determining the instability of $\phi(x ; k, \mu)$. In fact, as seen in section 7 , it coincides with the Eckhaus instability criterion [10] with respect to perturbations having a large spatial period. Recalling the fact that Theorem 4.1 does not require smallness of $\phi(x ; k, \mu)$, we see that the Eckhaus instability criterion is valid away from a bifurcation point in gradient/skew-gradient dissipative systems. There is a wide range of literature concerning the Eckhaus instability, and main references are given in [20].

To conclude this section, we prepare the following lemma for the subsequent analysis.

Lemma 4.3. For (4.2) and (4.3), we have

$$
\begin{gathered}
\frac{d E(k)}{d k}=\frac{1}{2 \pi} \int_{0}^{l(k)}\left\langle D \varphi_{x}(x ; k), Q \varphi_{x}(x ; k)\right\rangle d x \\
\frac{d^{2} E(k)}{d k^{2}}=\frac{l(k)}{2 \pi}\left(\left\langle D \varphi_{x}(x ; k), Q \varphi_{x k}(x ; k)\right\rangle-\left\langle D \varphi_{x x}(x ; k), Q \varphi_{k}(x ; k)\right\rangle\right)
\end{gathered}
$$

Proof. The first equality directly follows from (4.8). Moreover, it follows from (2.2), (2.3), (4.1), and (4.6) that

$$
\begin{aligned}
\frac{d H}{d k} & =\frac{1}{2}\left\langle D \varphi_{x k}, Q \varphi_{x}\right\rangle+\frac{1}{2}\left\langle D \varphi_{x}, Q \varphi_{x k}\right\rangle+\left\langle\nabla F(\varphi), \varphi_{k}\right\rangle \\
& =\frac{1}{2}\left\langle\varphi_{x k}, D^{T} Q \varphi_{x}\right\rangle+\frac{1}{2}\left\langle D \varphi_{x}, Q \varphi_{x k}\right\rangle+\left\langle Q \nabla F(\varphi), Q \varphi_{k}\right\rangle \\
& =\frac{1}{2}\left\langle\varphi_{x k}, Q D \varphi_{x}\right\rangle+\frac{1}{2}\left\langle D \varphi_{x}, Q \varphi_{x k}\right\rangle+\left\langle f(\varphi), Q \varphi_{k}\right\rangle \\
& =\left\langle D \varphi_{x}, Q \varphi_{x k}\right\rangle-\left\langle D \varphi_{x x}, Q \varphi_{k}\right\rangle
\end{aligned}
$$

where we used $Q=Q^{T}$ and $Q^{2}=I_{n}$. Thus, by (4.9) we see that the second equality is true.
5. Properties of $\boldsymbol{I}(\boldsymbol{k}, \boldsymbol{\mu})$. In this section, we consider properties of $I(k, \mu)$ defined by (4.10). The contents in this section are regardless of whether or not $k_{c} \neq 0$, which concerns the definition of the Turing patterns. First, we introduce the notion of the sign of $I(k, \mu)$ at the bifurcation point $\left(k_{c}, \mu_{c}\right)$.

Definition 5.1.

$$
\begin{equation*}
I_{c}=\left.\operatorname{Re}\left\langle T \Psi_{k}, Q \Psi_{k}\right\rangle\right|_{k=k_{c}} \tag{5.1}
\end{equation*}
$$

where $\Psi_{k}$ is defined by (3.10).
Since it follows from (3.9) and (4.10) that $\left.\lim _{\mu \downarrow \mu_{c}} \operatorname{sgn} I(k, \mu)\right|_{k=k_{c}}=\operatorname{sgn} I_{c}$, we call the sign of $I_{c}$ the sign of $I(k, \mu)$ at the bifurcation point $\left(k_{c}, \mu_{c}\right)$.

Remark 5.2. In gradient systems, $I_{c}>0$ from its definition.
In order to study the sign of $I_{c}$, we now derive the amplitude equation which describes dynamics of (2.1) in a sufficiently small neighborhood of the bifurcation point $\left(k_{c}, \mu_{c}\right)$. It was first derived by Newell and Whitehead [26] in the study of dynamics sufficiently close to the onset of thermal convection. The derivation presented here is
a standard one [7]. Let $\bar{u}$ be a spatially uniform steady state of (2.1). Since $\mu$ is a bifurcation parameter which is included in the linearized operator (3.2), we write

$$
L=L_{\mu}\left(\partial_{x}\right)=D \partial_{x}^{2}+B
$$

Then $L_{c}=L_{\mu_{c}}\left(\partial_{x}\right)$ has the following property:

$$
L_{c}\left(e^{i k_{c} x} \Psi_{k_{c}}\right)=0
$$

where

$$
\operatorname{det}\left(k_{c}^{2} D-B\right)=0
$$

and

$$
\begin{equation*}
\left(k_{c}^{2} D-B\right) \Psi_{k_{c}}=0, \quad \Psi_{k_{c}} \in \mathbf{C}^{n} \tag{5.2}
\end{equation*}
$$

On the other hand, substituting $u=\bar{u}+v$ into (2.1), we have

$$
\begin{equation*}
L v=K v-g(v) \tag{5.3}
\end{equation*}
$$

where $K=T \partial_{t}$ and $g(v)=f(\bar{u}+v)-B v=a_{2} v^{2}+a_{3} v^{3}+\cdots$. Let us set

$$
\varepsilon=\frac{\mu-\mu_{c}}{\mu_{c}}
$$

and suppose that

$$
\begin{equation*}
v=\varepsilon^{1 / 2} v_{0}+\varepsilon v_{1}+\varepsilon^{3 / 2} v_{2}+\cdots, \tag{5.4}
\end{equation*}
$$

where

$$
v_{0}=A(y, s) e^{i k_{c} x} \Psi_{k_{c}}+c . c .
$$

and $y=\varepsilon^{1 / 2} x$ and $s=\varepsilon t$. Here we suppose that the time dependence of dynamics of $v$ is expressed by only rescaled time variable $s$, not original $t$. It is well known that the dynamics of $A$ is given by the Ginzburg-Landau equation

$$
\begin{equation*}
\tau A_{s}=\alpha A_{y y}+\beta A-\gamma|A|^{2} A \tag{5.5}
\end{equation*}
$$

where $\alpha, \beta, \gamma$, and $\tau$ are some constants determined by the subsequent calculation. We are interested in $\tau$, though we can compute other constants $\alpha, \beta$, and $\gamma$. We now show that $\operatorname{sgn} \tau=\operatorname{sgn} I_{c}$. Noting $\partial_{x} \rightarrow \partial_{x}+\varepsilon^{1 / 2} \partial_{y}$ and $\mu=\mu_{c}+\varepsilon \mu_{c}$, the linear operator $L=L_{\mu}\left(\partial_{x}\right)$ in the left-hand side of (5.3) can be expanded in $\varepsilon$ as follows:

$$
\begin{equation*}
L=L_{0}+\varepsilon^{1 / 2} L_{1}+\varepsilon L_{2}, \tag{5.6}
\end{equation*}
$$

where $L_{0}=L_{\mu_{c}}\left(\partial_{x}\right)=L_{c}, L_{1}=L_{1}\left(\partial_{x}, \partial_{y}\right)$, and $L_{2}=L_{2}\left(\partial_{x}, \partial_{y}\right)$. Here we do not need the concrete expressions of $L_{1}$ and $L_{2}$. On the other hand, since the time variable of $v$ is only $s$, applying $\partial_{t} \rightarrow \varepsilon \partial_{s}$, the linear operator $K$ in the right-hand side of (5.3) can be expanded in $\varepsilon$ as follows:

$$
\begin{equation*}
K=\varepsilon T \partial_{s} \tag{5.7}
\end{equation*}
$$

Substituting (5.4), (5.6), and (5.7) into (5.3) and comparing each coefficient of powers in $\varepsilon$, we have

$$
\begin{align*}
& L_{c} v_{0}=0 \\
& L_{c} v_{1}=-L_{1} v_{0}-a_{2} v_{0}^{2}  \tag{5.8}\\
& L_{c} v_{2}=-L_{1} v_{1}-L_{2} v_{0}+T \partial_{s} v_{0}-2 a_{2} v_{0} v_{1}-a_{3} v_{0}^{3}
\end{align*}
$$

As a consequence, the dynamics of $A$ is determined by the solvability condition for $v_{2}$ in the third equation of (5.8). Since $\tau$ is determined by $T \partial_{s} v_{0}$ in the right-hand side of the third equation of (5.8), applying the solvability condition, we find that $\operatorname{sgn} \tau=\operatorname{sgn} \operatorname{Re}\left\langle T \Psi_{k_{c}}, \Psi_{k_{c}}^{*}\right\rangle$, where $\Psi_{k_{c}}^{*} \in \mathbf{C}^{n}$ corresponds to the kernel of $L_{c}^{*}$, the adjoint operator of $L_{c}$, i.e.,

$$
\left(k_{c}^{2} D^{T}-B^{T}\right) \Psi_{k_{c}}^{*}=0
$$

As was seen in (3.11), under the gradient/skew-gradient structure, we have $\Psi_{k_{c}}^{*}=$ $Q \Psi_{k_{c}}$. Hence it follows from (5.1) that $\operatorname{sgn} \tau=\operatorname{sgn} \operatorname{Re}\left\langle T \Psi_{k_{c}}, Q \Psi_{k_{c}}\right\rangle=\operatorname{sgn} I_{c}$.

Thus we see that $I_{c}$ determines the sign of time constant coefficient of amplitude equation (5.5), so that it affects the well posedness of (5.5). Next, we reconsider properties of $I_{c}$ from another viewpoint when $n=2$.

Let us recall a system of linear equations (3.4). When $n=2$, the determinant of coefficient matrix of (3.4) becomes a quadratic equation in $\lambda$ :

$$
\begin{equation*}
\alpha_{0} \lambda^{2}+\alpha_{1} \lambda+\alpha_{2}=0 \tag{5.9}
\end{equation*}
$$

where

$$
\begin{aligned}
& \alpha_{0}=\tau_{1} \tau_{2}>0 \\
& \alpha_{1}=\tau_{2}\left(k^{2} d_{11}-b_{11}\right)+\tau_{1}\left(k^{2} d_{22}-b_{22}\right)
\end{aligned}
$$

$T=\operatorname{diag}\left(\tau_{1}, \tau_{2}\right), B=\left(b_{i j}\right)$, and $D=\left(d_{i j}\right)$.
We now consider a relation between $\operatorname{sgn} \alpha_{1}$ and $\operatorname{sgn} I_{c}$ at the bifurcation point $\left(k_{c}, \mu_{c}\right)$. Let $A=k_{c}^{2} D-B$ for $\mu=\mu_{c}$. Then, we have

$$
\alpha_{1}=\tau_{2} a_{11}+\tau_{1} a_{22}
$$

where $A=\left(a_{i j}\right)$. On the other hand, we calculate $\left\langle T \Psi_{k_{c}}, Q \Psi_{k_{c}}\right\rangle$ explicitly. In the following calculation, we consider a case when $Q=\operatorname{diag}(1,-1)$ because other cases can be similarly treated. Since it follows from (5.2) that

$$
\begin{aligned}
& a_{11} p+a_{12} q=0 \\
& a_{21} p+a_{22} q=0
\end{aligned}
$$

where $(p, q)^{T}=\Psi_{k_{c}}$, we have

$$
\left\langle T \Psi_{k_{c}}, Q \Psi_{k_{c}}\right\rangle=\tau_{1}|p|^{2}-\tau_{2}|q|^{2}=\tau_{1}|p|^{2}-\tau_{2}|p|^{2} \frac{a_{11}}{a_{12}} \frac{a_{21}}{a_{22}}=\tau_{1}|q|^{2} \frac{a_{12}}{a_{11}} \frac{a_{22}}{a_{21}}-\tau_{2}|q|^{2} .
$$

Noting that $a_{12}=-a_{21}$ because $A^{T} Q=Q A$ by virtue of $(2.3),(2.4)$, and $B=f_{u}(\bar{u})$, we have

$$
\left\langle T \Psi_{k_{c}}, Q \Psi_{k_{c}}\right\rangle=|p|^{2} \frac{\tau_{2} a_{11}+\tau_{1} a_{22}}{a_{22}}=-|q|^{2} \frac{\tau_{2} a_{11}+\tau_{1} a_{22}}{a_{11}}
$$

Therefore, it follows from (5.1) that $\operatorname{sgn} \alpha_{1}=\operatorname{sgn} I_{c} \cdot \operatorname{sgn} a_{22}=-\operatorname{sgn} I_{c} \cdot \operatorname{sgn} a_{11}$.


Fig. 2. For $\mu>\hat{\mu}\left(k^{2}\right)$ near the Turing bifurcation point, there exists a unique extreme point of $E(k, \mu)$ given by $k_{m}=k_{m}(\mu)$.

On the other hand, the quadratic equation (5.9) must have roots with $\operatorname{Re} \lambda<0$ for $\mu<\mu_{c}$ and arbitrary $k$ as in (3.8) because the homogeneous steady state $\bar{u}$ must be stable for $\mu<\mu_{c}$. Therefore, $\alpha_{1}>0$ must be true for $\mu<\mu_{c}$ near the bifurcation point $\left(k_{c}, \mu_{c}\right)$, so that $\alpha_{1}>0$ holds at the bifurcation point. This implies that the assumption (3.8) cannot be satisfied by changing the sign of $I_{c}$. Thus we see that the sign of $I_{c}$ affects the instability of an underlying homogeneous steady state to be equipped with spatially periodic structure.

According to the justification theory of validity of amplitude equation (Collet and Eckmann [6], Eckhaus [11], Harten [16], Mielke and Schneider [23]), under certain conditions, the dynamics of (2.1) in a sufficiently small neighborhood of the bifurcation point $\left(k_{c}, \mu_{c}\right)$ is well approximated by (5.5) as long as (5.5) is well posed. Thus, recalling the definition of gradient systems, the above arguments lead us to the following observation.

ObSERVATION 5.3. The sign of a time constant coefficient of amplitude equation is determined by $I_{c}$, the sign of $I(k, \mu)$ at the bifurcation point $\left(k_{c}, \mu_{c}\right)$. It is closely related to the well posedness of the amplitude equation and the instability of the underlying homogeneous steady state to be equipped with spatially periodic structure. Moreover, it is necessary that $I_{c}>0$ so that the skew-gradient system can admit gradient structure in a sufficiently small neighborhood of the bifurcation point $\left(k_{c}, \mu_{c}\right)$.
6. Properties of $\boldsymbol{E}(\boldsymbol{k}, \boldsymbol{\mu})$. In this section, we consider properties of (skew) free energy $E(k, \mu)$ defined by (4.11) for the Turing patterns near the bifurcation point and establish the uniqueness of the extremum of $E(k, \mu)$. First, we introduce a nondegeneracy condition at the bifurcation point $\left(k_{c}, \mu_{c}\right)$.

Hypothesis 6.1. $E_{c}:=\left.\operatorname{Re} \partial_{k}\left\langle D \Psi_{k}, Q \Psi_{k}\right\rangle\right|_{k=k_{c}} \neq 0$, where $\Psi_{k}$ is defined by (3.10).

We call this hypothesis the nondegeneracy condition at the bifurcation point $\left(k_{c}, \mu_{c}\right)$. The following result shows uniqueness of the extremum of (skew) free energy.

TheOrem 6.2. Let us assume that the above hypothesis is met and $k_{c} \neq 0$.
(1) For any fixed $\mu>\mu_{c}$ near the Turing bifurcation point, there exists a unique extremum of $E(k)=E(k, \mu)$ in $(\underline{k}, \bar{k})$, where $\underline{k}$ and $\bar{k}$ are defined by $\hat{\mu}\left(\underline{k}^{2}\right)=\hat{\mu}\left(\bar{k}^{2}\right)=\mu$ with $\hat{\mu}$ given by (3.6).
(2) The wavenumber $k_{m}=k_{m}(\mu)$ corresponding to the extremum is approximately obtained by $\operatorname{Re}\left\langle D \Psi_{k}, Q \Psi_{k}\right\rangle=0$ near the Turing bifurcation point (Figure 2).

Remark 6.3. (1) Theorem 6.2 implies (cf. section 3) that if the Turing bifurcation parameter $\mu$ is in reaction term $f$ (not in $D$ ), then $k_{m}(\mu)$ is approximately given by $k_{c}$ (independent of $\mu$ ). In this case, we denote $k_{m}(\mu) \approx k_{c}$.
(2) As seen in the next section, $k_{c} \leq k_{m}(\mu)$ holds for two component gradient/skewgradient dissipative systems.
(3) The reader may expect that the above theorem can be proved by the theories in $[6,11,16,23]$ because the amplitude equation describes the dynamics in a sufficiently small neighborhood of the bifurcation point $\left(k_{c}, \mu_{c}\right)$. However, Theorem 6.2 is obtained by applying Theorem 4.1 and Lemma 4.3 , which are valid away from the bifurcation point. It is essentially different from the results obtained by using the amplitude equation derived at the bifurcation point.

When the above assumption is satisfied, $Q D$ is not definite because of Theorem 3.2. It is necessary for existence of $k$ satisfying $\operatorname{Re}\left\langle D \Psi_{k}, Q \Psi_{k}\right\rangle=0$. Moreover, we notice that the above result does not require any other assumptions, and that the unique extremum is the (global) minimum when $E_{c}>0$. In order to prove the above theorem, we prepare the following lemma.

LEMMA 6.4. Under the assumption of Theorem 6.2, the following hold near the Turing bifurcation point $\left(k_{c}, \mu_{c}\right)$ :
(i) When $E_{c}>0, d^{2} E / d k^{2}>0$ if $d E / d k=0$.
(ii) When $E_{c}<0, d^{2} E / d k^{2}<0$ if $d E / d k=0$.

Proof. We consider case (i) because (ii) can be similarly treated. We suppose that $0<\underline{k}<k_{c}<\bar{k}$ without loss of generality. In the following calculation, we neglect higher order terms of (3.9). By (3.9), we have

$$
\phi_{x}=i k a e^{i k x} \Psi_{k}+c . c .
$$

which yields

$$
\begin{align*}
\int_{0}^{l}\left\langle D \phi_{x}, Q \phi_{x}\right\rangle d x & =\int_{0}^{l}\left\langle D\left(i k a e^{i k x} \Psi_{k}+c . c .\right), Q\left(i k a e^{i k x} \Psi_{k}+c . c .\right)\right\rangle d x  \tag{6.1}\\
& =2 l k^{2} a^{2} \operatorname{Re}\left\langle D \Psi_{k}, Q \Psi_{k}\right\rangle
\end{align*}
$$

Hence it follows from Lemma 4.3 that $\operatorname{Re}\left\langle D \Psi_{k}, Q \Psi_{k}\right\rangle=0$ if $d E / d k=0$. On the other hand, since

$$
\begin{aligned}
& \phi_{x x}=-k^{2} a e^{i k x} \Psi_{k}+c . c . \\
& \phi_{x k}=i a e^{i k x} \Psi_{k}+i k\left(\partial_{k} a\right) e^{i k x} \Psi_{k}-k x a e^{i k x} \Psi_{k}+i k a e^{i k x}\left(\partial_{k} \Psi_{k}\right)+c . c . \\
& \phi_{k}=\left(\partial_{k} a\right) e^{i k x} \Psi_{k}+i x a e^{i k x} \Psi_{k}+a e^{i k x}\left(\partial_{k} \Psi_{k}\right)+c . c .
\end{aligned}
$$

we have

$$
\begin{aligned}
& \left\langle D \phi_{x}, Q \phi_{x k}\right\rangle \\
& \begin{aligned}
=\left\langle D\left(i k a e^{i k x} \Psi_{k}+c . c .\right),\right. & Q\left(i a e^{i k x} \Psi_{k}+i k\left(\partial_{k} a\right) e^{i k x} \Psi_{k}\right. \\
& \left.\left.\quad-k x a e^{i k x} \Psi_{k}+i k a e^{i k x}\left(\partial_{k} \Psi_{k}\right)+c . c .\right)\right\rangle
\end{aligned}
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\langle D \phi_{x x}, Q \phi_{k}\right\rangle \\
& =\left\langle D\left(-k^{2} a e^{i k x} \Psi_{k}+c . c .\right), Q\left(\left(\partial_{k} a\right) e^{i k x} \Psi_{k}+i x a e^{i k x} \Psi_{k}+a e^{i k x}\left(\partial_{k} \Psi_{k}\right)+c . c .\right)\right\rangle .
\end{aligned}
$$

Therefore, when $\operatorname{Re}\left\langle D \Psi_{k}, Q \Psi_{k}\right\rangle=0$, we have

$$
\left\langle D \phi_{x}, Q \phi_{x k}\right\rangle-\left\langle D \phi_{x x}, Q \phi_{k}\right\rangle=4 k^{2} a^{2} \operatorname{Re}\left\langle D \Psi_{k}, Q \partial_{k} \Psi_{k}\right\rangle
$$

On the other hand, since $Q=Q^{T}, Q D$ is a symmetric matrix by (2.3) and $\left.\partial_{k}(Q D)\right|_{k=k_{c}}=0$ by (3.7), we have

$$
\left.2 \operatorname{Re}\left\langle D \Psi_{k}, Q \partial_{k} \Psi_{k}\right\rangle\right|_{k=k_{c}}=\left.\operatorname{Re} \partial_{k}\left\langle Q D \Psi_{k}, \Psi_{k}\right\rangle\right|_{k=k_{c}}=\left.\operatorname{Re} \partial_{k}\left\langle D \Psi_{k}, Q \Psi_{k}\right\rangle\right|_{k=k_{c}}
$$

Thus, by (6.1) and Lemma 4.3, we see that near the Turing bifurcation point, $d^{2} E / d k^{2}>0$ holds if $d E / d k=0$ when $E_{c}>0$.

Proof of Theorem 6.2. Since $\phi(x ; \underline{k}, \mu)=\phi(x ; \bar{k}, \mu) \equiv \bar{u}$, we have $E(\underline{k})=E(\bar{k})$. Hence there exists $k_{0} \in(\underline{k}, \bar{k})$ such that $d E\left(k_{0}\right) / d k=0$. Moreover, by Lemmas 4.3 and 6.4 , we see that such a $k_{0}$ must be unique and approximately calculated by $\operatorname{Re}\left\langle D \Psi_{k}, Q \Psi_{k}\right\rangle=0$ because of (6.1).
7. Application. In this section, we apply our results to typical examples. They are helpful to understand the usefulness and meaning of our results.

First, we consider the real Ginzburg-Landau equation,

$$
\begin{equation*}
u_{t}=u_{x x}+u\left(\mu-u^{2}-v^{2}\right), \quad v_{t}=v_{x x}+v\left(\mu-u^{2}-v^{2}\right) \tag{7.1}
\end{equation*}
$$

which can be rewritten as (2.1) with $T=D=Q=I_{2}$ and $F=\mu\left(u^{2}+v^{2}\right) / 2-\left(u^{2}+\right.$ $\left.v^{2}\right)^{2} / 4$. By using Theorem 3.2, we see that (7.1) does not have the Turing patterns (characterized by $k_{c} \neq 0$ ) because $Q D=I_{2}$ is positive. It is well known, however, that (7.1) has a family of spatially periodic stationary solutions

$$
\phi(x ; k, \mu)=\sqrt{\mu-k^{2}}(\cos k x, \sin k x)
$$

They are trivial patterns because the critical wavenumber $k_{c}$ is equal to zero at the bifurcation point $\mu_{c}=0$. On the other hand, recalling Definition 2.1, (7.1) is a gradient system because $Q T=I_{2}$ is positive. Hence we apply Corollary 4.2 to the above family $\phi(x ; k, \mu)$ for any fixed $\mu$. It follows from direct calculation that

$$
E(k)=E(k, \mu)=-\frac{1}{4}\left(\mu-k^{2}\right)^{2}
$$

which yields

$$
E^{\prime \prime}(k)=\partial_{k}^{2} E(k, \mu)=\mu-3 k^{2}
$$

Thus, an instability criterion is given by $\mu=\mu_{E}(k)=3 k^{2}$, so that $\phi(x ; k, \mu)$ is unstable if $\mu<3 k^{2}$. This result is well known as the Eckhaus instability. For other examples of applications of Theorem 4.1 and Corollary 4.2; see [20].

Next, we apply Theorem 6.2 to the following model system with skew-gradient structure, which is studied in Ben-Jacob et al. [3]:

$$
\begin{equation*}
\tau_{1} u_{t}=d_{1} u_{x x}+\alpha\left(1-u^{2}\right) u-\beta v, \quad \tau_{2} v_{t}=d_{2} v_{x x}-\gamma\left(1+v^{2}\right) v+\beta u \tag{7.2}
\end{equation*}
$$

where $\alpha, \beta, \gamma, d_{1}, d_{2}, \tau_{1}$, and $\tau_{2}$ are positive constants. This equation is rewritten as (2.1) with

$$
\begin{aligned}
T & =\left(\begin{array}{cc}
\tau_{1} & 0 \\
0 & \tau_{2}
\end{array}\right), \quad D=\left(\begin{array}{cc}
d_{1} & 0 \\
0 & d_{2}
\end{array}\right), \quad Q=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \\
F & =F(u, v)=\frac{\alpha}{4}\left(1-u^{2}\right)^{2}-\beta u v+\frac{\gamma}{4}\left(1+v^{2}\right)^{2}
\end{aligned}
$$

As usual, we consider the linearized eigenvalue problem at the trivial steady state $\bar{u}=0$ and obtain a system of linear equations

$$
\begin{equation*}
\left(\lambda T+k^{2} D-B\right) \Psi_{k}=0 \tag{7.3}
\end{equation*}
$$

where $\left\langle\Psi_{k}, \Psi_{k}\right\rangle=1$, and

$$
B=\left(\begin{array}{cc}
\alpha & -\beta \\
\beta & -\gamma
\end{array}\right)
$$

It follows from $\operatorname{det}\left(k^{2} D-B\right)=0$ that

$$
\begin{equation*}
\beta^{2}-\left(\alpha-k^{2} d_{1}\right)\left(\gamma+k^{2} d_{2}\right)=0 \tag{7.4}
\end{equation*}
$$

so that (7.3) has nontrivial solution $\Psi_{k}=\left(p_{k}, q_{k}\right)^{T}$ for $\lambda=0$, where

$$
\begin{aligned}
& p_{k}^{2}=\frac{\beta^{2}}{\beta^{2}+\left(\alpha-k^{2} d_{1}\right)^{2}}:=g_{1}\left(k^{2}\right) \\
& q_{k}^{2}=\frac{\left(\alpha-k^{2} d_{1}\right)^{2}}{\beta^{2}+\left(\alpha-k^{2} d_{1}\right)^{2}}:=g_{2}\left(k^{2}\right)
\end{aligned}
$$

Hence, we have

$$
\begin{align*}
& \left\langle D \Psi_{k}, Q \Psi_{k}\right\rangle=d_{1} p_{k}^{2}-d_{2} q_{k}^{2}=d_{1} g_{1}\left(k^{2}\right)-d_{2} g_{2}\left(k^{2}\right)  \tag{7.5}\\
& \partial_{k}\left\langle D \Psi_{k}, Q \Psi_{k}\right\rangle=2 d_{1} k g_{1}^{\prime}\left(k^{2}\right)-2 d_{2} k g_{2}^{\prime}\left(k^{2}\right)  \tag{7.6}\\
& \left\langle T \Psi_{k}, Q \Psi_{k}\right\rangle=\tau_{1} p_{k}^{2}-\tau_{2} q_{k}^{2}=\tau_{1} g_{1}\left(k^{2}\right)-\tau_{2} g_{2}\left(k^{2}\right) \tag{7.7}
\end{align*}
$$

First, we choose $d_{2}$ as a Turing bifurcation parameter. By using (7.4), we have

$$
d_{2}=\hat{d}_{2}\left(k^{2}\right)=\frac{\beta^{2}}{k^{2}\left(\alpha-k^{2} d_{1}\right)}-\frac{\gamma}{k^{2}}
$$

for $0<k^{2}<\alpha / d_{1}$. By using $\hat{d}_{2}{ }^{\prime}=0$, we have

$$
\begin{equation*}
k_{c}^{2}=\frac{\alpha \sqrt{\beta^{2}-\alpha \gamma}}{d_{1}\left(\beta+\sqrt{\beta^{2}-\alpha \gamma}\right)}>0 \tag{7.8}
\end{equation*}
$$

and

$$
\begin{equation*}
d_{2}^{c}=\hat{d}_{2}\left(k_{c}^{2}\right)=\frac{d_{1}\left(\beta+\sqrt{\beta^{2}-\alpha \gamma}\right)^{2}}{\alpha^{2}} \tag{7.9}
\end{equation*}
$$

As was explained in section 3, we can construct the Turing patterns $\phi\left(x ; k, d_{2}\right)$ for $d_{2}>\hat{d}_{2}\left(k^{2}\right)$ near the bifurcation point $\left(k_{c}^{2}, \hat{d}_{2}\left(k_{c}^{2}\right)\right)$ provided

$$
\begin{equation*}
0<\alpha<\gamma \text { and } \beta^{2}-\alpha \gamma>0 \tag{7.10}
\end{equation*}
$$

By using (7.6), we can compute the value of $\partial_{k}\left\langle D \Psi_{k}, Q \Psi_{k}\right\rangle$ at $k=k_{c}$, which determines $E_{c}$. In fact, direct calculation yields

$$
\partial_{k}\left\langle D \Psi_{k}, Q \Psi_{k}\right\rangle=\frac{4 \beta^{2} d_{1}\left(d_{1}+d_{2}\right) k\left(\alpha-k^{2} d_{1}\right)}{\left(\beta^{2}+\left(\alpha-k^{2} d_{1}\right)^{2}\right)^{2}}>0
$$



Fig. 3. The minimizer of (skew) free energy for the Turing patterns of model equation (7.2): (a) The Turing bifurcation parameter $\mu=d_{2}$; (b) $\mu=\beta^{2}$.
which implies $E_{c}>0$. Thus we find that the Turing bifurcation point is nondegenerate and $E_{c}>0$ when $n=2$. Moreover, it follows from (7.5) and $\left\langle D \Psi_{k}, Q \Psi_{k}\right\rangle=0$ that the minimizer of (skew) free energy per unit length is given by

$$
\begin{equation*}
k_{m}^{2}=k_{m}^{2}\left(d_{2}\right)=\frac{\alpha}{d_{1}}-\frac{\beta}{\sqrt{d_{1} d_{2}}} \tag{7.11}
\end{equation*}
$$

Furthermore, by using (7.9), we can easily verify that

$$
k_{c}^{2}<k_{m}^{2}\left(d_{2}\right)
$$

holds provided $d_{2}>d_{2}^{c}$. Since the above calculation can be used in general two component systems with gradient/skew-gradient structure, the above results are universal features of two component systems with gradient/skew-gradient structure. These results are presented in Figure 3(a).

On the other hand, by using (7.7), we can compute the value of $\left\langle T \Psi_{k}, Q \Psi_{k}\right\rangle$ at $k=k_{c}$, which determines the sign of $I_{c}$. In fact, it follows from (7.7) and (7.8) that

$$
\operatorname{sgn} I_{c}=\operatorname{sgn}\left(2 \beta \tau_{1}\left(\beta+\sqrt{\beta^{2}-\alpha \gamma}\right)-\alpha\left(\gamma \tau_{1}+\alpha \tau_{2}\right)\right)
$$

Next, we choose $\beta^{2}$ as a Turing bifurcation parameter, which is a case treated in [3]. As was seen in section 3, we see that the Turing patterns appear for

$$
\beta^{2}<\hat{\beta}^{2}\left(k^{2}\right)=\left(\alpha-k^{2} d_{1}\right)\left(\gamma+k^{2} d_{2}\right)
$$

near the bifurcation point $\left(k_{c}^{2}, \beta_{c}^{2}\right)$, where

$$
\begin{equation*}
k_{c}^{2}=\frac{\alpha d_{2}-\gamma d_{1}}{2 d_{1} d_{2}}>0 \tag{7.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{c}^{2}=\hat{\beta}^{2}\left(k_{c}^{2}\right)=\frac{\left(\alpha d_{2}+\gamma d_{1}\right)^{2}}{4 d_{1} d_{2}} \tag{7.13}
\end{equation*}
$$

In this case, while Turing patterns appear for $\beta^{2}<\hat{\beta}^{2}\left(k^{2}\right)$, our results can also be applied. In a manner similar to the previous case, we obtain

$$
k_{m}^{2}=k_{m}^{2}\left(\beta^{2}\right)=\frac{\alpha d_{2}-\gamma d_{1}}{2 d_{1} d_{2}}
$$

Thus, as is shown in Figure 3(b), we verified that $k_{m} \approx k_{c}$ holds when the Turing bifurcation parameter is in the reaction term (not in $D$ ).

As we have observed in the arguments so far, the Turing bifurcation gives rise to a family of spatially periodic patterns with wavenumber $k$ close to the critical wavenumber $k_{c}$. The (skew) free energy on these patterns has an extreme value only at the pattern with a uniquely determined wavenumber $k_{m}$. When Turing bifurcations occur in actual systems, it is expected that the wavenumber $k_{m}$ plays an important role in determining which pattern, or, which wavenumber, is to be selected. In the next section, we investigate this problem for several concrete model systems by employing numerical experiments.
8. Pattern selection. In this section, combining numerical experiments with the analytical results obtained in the previous section, we investigate what pattern is to be uniquely selected among many near the Turing bifurcation point.

Let us explain our problem more specifically. We have discussed basic properties of the Turing patterns in an infinite domain. However, in real (numerical) experiments, they are observed in a finite domain. Thus we consider the gradient/skew-gradient systems (2.1) with (2.2) on a finite interval under the periodic boundary conditions

$$
\begin{align*}
& T u_{t}=D u_{x x}+f(u), \quad 0<x<L \\
& u(x, 0)=\varepsilon u_{0}(x) \tag{8.1}
\end{align*}
$$

where $\varepsilon$ and $|D| / L$ are sufficiently small, $|D|=\max \left|d_{i j}\right|$, and $u_{0}(x)$ is bounded. For each fixed $\mu$ near the Turing bifurcation point $\mu_{c}$, we numerically solve (8.1) by using the pseudospectral method and the discrete FFT. Then we study a spatial profile and the Fourier power spectrum of $u\left(x, T_{1}\right)$ for sufficiently large $T_{1}$. Notice that numerical computations sufficiently close to a (Turing) bifurcation point for sufficiently small $|D| / L$ are very delicate tasks.

According to [11], when $\mu$ is sufficiently close to $\mu_{c}$, the power spectrum of $u\left(x, T_{1}\right)$ for sufficiently large $T_{1}$ has a (bell) shape such as Figure $5(\mathrm{e})$ centered at $k=k_{c}$ if the power spectrum of an initial data $u_{0}(x)$ takes the maximal peak only at $k=k_{c}$. It should be noted that this is valid for general systems regardless of whether they have gradient/skew-gradient dissipative structures.

Here we are interested in a spatial profile and the Fourier power spectrum of $u\left(x, T_{1}\right)$ for sufficiently large $T_{1}$ for a uniform distribution $u_{0}(x) \in(-1 / 2,1 / 2)$ generated by pseudorandom numbers. Noting $k_{m}\left(\mu_{c}\right)=k_{c}$ and the above mentioned fact, we expect that the distribution of power spectrum of $u\left(x, T_{1}\right)$ is concentrated in a cluster centered at $k=k_{c}$ near the Turing bifurcation point $\mu=\mu_{c}$. We investigate the peak of distribution of power spectrum of $u\left(x, T_{1}\right)$ in the cluster.

Let us first consider the Swift-Hohenberg equation

$$
\begin{equation*}
u_{t}=\mu u-\left(1+\partial_{x x}\right)^{2} u-u^{3} . \tag{8.2}
\end{equation*}
$$

As seen in section $2,(8.2)$ is a gradient system that can be rewritten as (2.1). It is easy to see that (8.2) has a Turing bifurcation point $\mu_{c}=0$ with a critical wavenumber $k_{c}=1$. In fact, it is well known [5] that (8.2) has a family of spatially periodic stationary solutions

$$
\phi(x ; k, \mu)=\frac{2 a}{\sqrt{3}} \cos (k x)+O\left(a^{3}\right)
$$

where $a=\sqrt{\mu-\left(1-k^{2}\right)^{2}}$. Applying the results in the previous section, we find that $k_{m}(\mu) \approx k_{c}$ holds. This suggests that the power spectrum of $u\left(x, T_{1}\right)$ for sufficiently
large $T_{1}$ takes the maximal peak at $k_{c}=1$. We set $L=200 \pi$ so that $L / \lambda_{c}$ is an integer, where $\lambda_{c}=2 \pi$ is wavelength of the Turing pattern with wavenumber $k_{c}$. In this case, the discrete FFT can capture a variation of wavenumber of the Turing pattern in the accuracy $\delta k=2 \pi / L=0.01$. Notice that a relative variation of wavenumber to the basic pattern associated with $k_{c}=1$ is given by $\delta k / k_{c}=0.01$. For $\mu=0.01$ and $\varepsilon=0.0001$, Figures 4 and 5 show snapshots of spatial profiles and the Fourier power spectra of a numerical solution of (8.2). After sufficiently large time, the spatial profile in Figure $4(\mathrm{e})$ looks like a (meta)stable stationary pattern with spatially periodic structure. In what follows, $T_{1}$ is determined by the time when a solution of a system reaches a (meta)stable stationary pattern as in Figure 4(e). Notice that $T_{1}$ depends on an initial condition and all parameters in a system. In this case, we set $T_{1}=2000$. We regard a spatial pattern of $u\left(x, T_{1}\right)$ as the Turing pattern in our numerical experiments. Furthermore, we say that the Turing pattern with wavenumber 1.00 is selected because the Fourier power spectrum in Figure 5(e) has the maximal peak at $k=1.00$.

In order to study what Turing pattern is to be uniquely selected among many, we numerically solve (8.2) for some other initial data. In general, the Fourier power spectrum of $u\left(x, T_{1}\right)$ does not necessarily have a clear (bell) shape (for example, see Figure 6). Therefore, we compute the power spectra of $u\left(x, T_{1}\right)$ for 30 random initial data and take their average. The result shows that the wavenumber $k=1.00$ is selected with the highest probability. We call this wavenumber the selected wavenumber denoted by $k_{s}(\mu)$. In this case, $k_{s}(0.01)=1.00$. The selected wavenumbers for various $\mu$ are shown in Table 1.

Thus we see that $k_{s}(\mu) \approx k_{m}(\mu) \approx k_{c}$ holds near the Turing bifurcation point in this example.

Next, we treat again the model system (7.2) from the previous section:

$$
\tau_{1} u_{t}=d_{1} u_{x x}+\alpha\left(1-u^{2}\right) u-\beta v, \quad \tau_{2} v_{t}=d_{2} v_{x x}-\gamma\left(1+v^{2}\right) v+\beta u
$$

This system was used in Ben-Jacob et al. [3] for a study of patterns generated from small initial data with compact support in various dissipative systems. They studied the problem of front propagation of local Turing patterns generated by a small local perturbation into a linearly unstable steady state. For recent progress of this topic, we refer to Ebert and Saarloos [9] and Saarloos [34].

First, we consider a case $\mu=\beta^{2}$. As was seen in the previous section, in this case, $k_{m}(\mu) \approx k_{c}$ holds, and we may expect that $k_{s}(\mu) \approx k_{m}(\mu)$. In a manner similar to the previous example, we set $L=200 \pi$ for $k_{c}=1$. We choose $\alpha=1.0, \gamma=2.0, d_{1}=0.25$, and $d_{2}=1.0$ satisfying (7.12). Then, it follows from (7.13) that $\beta_{c}=1.5$. Moreover, noting (7.10), we choose $\beta=1.48$, so that the distance from the bifurcation point is given by $\left|\mu-\mu_{c}\right| / \mu_{c}=\left(\beta_{c}^{2}-\beta^{2}\right) / \beta_{c}^{2} \approx 0.0264889$.

For $\tau_{1}=\tau_{2}=1.0, \varepsilon=0.0001$, and these parameter values, numerically solving (7.2), we have a spatial profile and the Fourier power spectrum of $u\left(x, T_{1}\right)$ for $T_{1}=$ 3000 as in Figure 6. In a manner similar to the previous example, computing the power spectra of $u\left(x, T_{1}\right)$ for 30 random initial data, and taking their average, we determine that $k_{s}\left((1.48)^{2}\right)=0.97$. Moreover, the selected wavenumber $k_{s}(\mu)$ for various $\mu$ are shown in Table 2.

Contrary to our expectation, this statistical result shows that $k_{s}(\mu)$ does not necessarily coincide with $k_{m}(\mu)$. More precisely, $k_{s}(\mu) \approx k_{m}(\mu) \approx k_{c}$ holds in a sufficiently small neighborhood of the Turing bifurcation point, while $k_{s}(\mu)<k_{m}(\mu)$ holds slightly away from the bifurcation point. Similar results, as in Table 2, can also be obtained for other values of $\alpha, \gamma, d_{1}, d_{2}, \tau_{1}$, and $\tau_{2}$.
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FIG. 4. Snapshots of spatial profiles for numerical solutions of (8.2) in a window $0 \leq x \leq 50 \pi$; (a) $t=0$, (b) $t=50$, (c) $t=100$, (d) $t=1000$, (e) $t=2000$.
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Fig. 5. Snapshots of the Fourier power spectra for numerical solutions of (8.2) in a window $0.64 \leq k \leq 1.28$; (a) $t=0$, (b) $t=50$, (c) $t=100$, (d) $t=1000$, (e) $t=2000$.
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Fig. 6. A snapshot for numerical solutions of (7.2) at $t=3000$; (a) spatial profile in a window $0 \leq x \leq 50 \pi$, (b) the Fourier power spectrum in a window $0.64 \leq k \leq 1.28$.

Table 1
The selected wavenumbers $k_{s}(\mu)$ for various $\mu$.

| $\mu$ | $T_{1}$ | $k_{s}(\mu)$ |
| :---: | :---: | :---: |
| 0.01 | 2000 | 1.00 |
| 0.02 | 1500 | 1.00 |
| 0.05 | 1000 | 1.00 |
| 0.1 | 500 | 1.00 |

TABLE 2
The selected wavenumbers $k_{s}(\mu)$ for various $\mu$.

| $\mu$ | $\left\|\mu-\mu_{c}\right\| / \mu_{c}$ | $k_{c}\left(\approx k_{m}(\mu)\right)$ | $k_{s}(\mu)$ |
| :---: | :---: | :---: | :---: |
| $(1.49)^{2}$ | 0.0132889 | 1.00 | 0.99 |
| $(1.485)^{2}$ | 0.0199 | 1.00 | 0.97 |
| $(1.48)^{2}$ | 0.0264889 | 1.00 | 0.97 |
| $(1.46)^{2}$ | 0.0526222 | 1.00 | 0.94 |

Next, we consider the case $\mu=d_{2}$. As was seen in section 7 , in this case, $k_{m}=k_{m}(\mu)$ does not coincide $k_{c}$, and $k_{m}>k_{c}$ holds for $\mu>\mu_{c}$. In the following numerical experiments, we set $\tau_{1}=\tau_{2}=1.0, \varepsilon=0.0001$, and $L=200 \pi$ for $k_{c}=1$ as in the previous case. Noting (7.10), we choose $\alpha=1.0, \beta=1.5$, and $\gamma=2.0$. Then it follows from (7.8) and (7.9) that $d_{1}=0.25$ and $d_{2}^{c}=1.0$. In order to compare $k_{c}$ and $k_{m}$, by using (7.11), we choose $\mu=d_{2}$ such that $k_{m}(\mu)$ can be captured by the discrete FFT. In a manner similar to the previous case, we can obtain (see Table 3) the selected wavenumbers $k_{s}(\mu)$ for various $\mu=d_{2}$.

TABLE 3
$k_{s}(\mu)$ and $k_{m}(\mu)$ for various $\mu$ when $\alpha=1.0, \beta=1.5$, and $\gamma=2.0$.

| $\mu$ | $\left\|\mu-\mu_{c}\right\| / \mu_{c}$ | $k_{c}$ | $k_{s}(\mu)$ | $k_{m}(\mu)$ |
| :---: | :---: | :---: | :---: | :---: |
| 1.01354 | 0.0135359 | 1.00 | 1.00 | 1.01 |
| 1.02749 | 0.0274873 | 1.00 | 1.00 | 1.02 |
| 1.072 | 0.0720021 | 1.00 | 1.01 | 1.05 |
| 1.1562 | 0.156203 | 1.00 | 1.01 | 1.10 |

TABLE 4
$k_{s}(\mu)$ and $k_{m}(\mu)$ for various $\mu$ when $\alpha=1.0, \beta=1.43, \gamma=2.0$.

| $\mu$ | $\left\|\mu-\mu_{c}\right\| / \mu_{c}$ | $k_{c}$ | $k_{s}(\mu)$ | $k_{m}(\mu)$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.352115 | 0.0120813 | 1.00 | 1.01 | 1.02 |
| 0.358726 | 0.0310831 | 1.00 | 1.03 | 1.05 |
| 0.370618 | 0.0652656 | 1.00 | 1.05 | 1.10 |
| 0.383708 | 0.102891 | 1.00 | 1.08 | 1.15 |

Similarly, Table 4 shows a case in which $\alpha=1.0, \beta=1.43, \gamma=2.0, d_{1} \approx 0.129056$, and $d_{2}^{c} \approx 0.347912$.

In this example, the above statistical results show that $k_{s}(\mu) \approx k_{m}(\mu) \approx k_{c}$ holds in a sufficiently small neighborhood of the Turing bifurcation point, while $k_{s}(\mu) \leq$ $k_{m}(\mu)$ holds (slightly) away from the bifurcation point.

As expected, these numerical results show that $k_{s}(\mu) \approx k_{c}$ holds in a sufficiently small neighborhood of the Turing bifurcation point $\mu_{c}$. This is certainly true for any general system. On the other hand, the above results clearly show that $k_{s}(\mu) \approx k_{c}$ is not always true, even if $\mu$ is rather close to the bifurcation point $\mu_{c}$. Thus, the statement $k_{s}(\mu) \approx k_{c}$, which has been widely accepted as a working principle ${ }^{1}$ in many previous references, has to be modified so that it is valid in a realistic parameter region near the bifurcation point. As for gradient/skew-gradient dissipative systems, keeping Remark 6.3(2) in mind, we propose the following conjecture as a general (modified version of) pattern selection principle which is consistent with the above experimental results.

Conjecture 8.1. For gradient/skew-gradient dissipative systems, the inequality

$$
\begin{equation*}
k_{s}(\mu) \leq k_{m}(\mu) \tag{8.3}
\end{equation*}
$$

holds near the Turing bifurcation point.
The reader may wonder about the validity of the above conjecture because $k_{s}(\mu)$ has no precise definition; how can we predict $k_{s}(\mu)$ ? A partial answer for this problem is reported in a separate paper [21]. In fact, for two component gradient/skew-gradient systems, we can explain a mechanism which determines $k_{s}(\mu)$ and confirm the validity of (8.3) near the Turing bifurcation point. As for $n$-component systems, however, we do not know whether or not (8.3) is true because we have not yet performed analytical calculations and numerical experiments as in sections 7 and 8. In general,

[^35]some nondegeneracy conditions such as $E_{c}>0$ may be required, where $E_{c}$ is defined in Hypothesis 6.1.

The inequality (8.3) turns out to be very important in selection problems for roll patterns in two-dimensional problems. In [21], we verify the validity of the marginal stability hypothesis $[30,31,32]$, which asserts that the selected roll pattern is determined by $D_{\perp}=0$ corresponding to the zigzag instability criterion. As seen in [20], $D_{\perp}=0$ is given by $k_{m}(\mu)$ in gradient/skew-gradient dissipative systems. For roll patterns in two-dimensional problems, we can introduce $k_{s}(\mu)$ in a manner similar to the one-dimensional case, and we find that (8.3) plays a key role in studying marginal stability hypotheses for roll patterns in two-dimensional problems under the gradient/skew-gradient structure.
9. Summary. In this paper, we consider some fundamental properties of Turing patterns in gradient/skew-gradient dissipative systems. The results are summarized as follows:
(1) To prove that $Q D$ is definite, we cannot produce the Turing patterns (Theorem 3.2). This characterizes Turing patterns a little more precisely than commonly accepted explanations based on two types of components with opposing kinetics and different diffusion rates.
(2) To give an instability criterion for spatially periodic steady states (Theorem 4.1), it is represented in terms of $I(k)$ and $E(k) . E(k)$ is (skew) free energy per unit length of spatially periodic steady states and convexity of $E(k)$ in wavenumber $k$ determines the instability. This is an extension of the Eckhaus instability criterion. Notice that this criterion is valid far from a bifurcation point.

For any fixed bifurcation parameter $\mu$, we define $I(k, \mu)$ and $E(k, \mu)$ for spatially periodic patterns $\phi(x ; k, \mu)$ with wavenumber $k$ near a bifurcation point.
(3) The sign of $I(k, \mu)$ at a bifurcation point determines the sign of time constant coefficient of the amplitude equation, which describes dynamics in a sufficiently small neighborhood of the bifurcation point. Moreover, $I(k, \mu)$ affects the instability of the underlying homogeneous steady state to be equipped with spatially periodic structure (see Observation 5.3).
(4) Uniqueness of extremum of $E(k, \mu)$ in $k$ is established under the nondegeneracy condition (Theorem 6.2). This condition can be easily verified at the Turing bifurcation point.
(5) The wavenumber corresponding to the unique extremum of $E(k, \mu)$ gives an upper bound for the wavenumber of the Turing pattern to be uniquely selected among many near the Turing bifurcation point (Conjecture 8.1). The intrinsic symmetric property in the gradient/skew-gradient structure gives a prohibition law in selection of the Turing patterns near a bifurcation point.

As seen in section 7, from a practical viewpoint we propose the following calculation procedure to obtain the Turing pattern with minimum (skew) free energy per unit length:
(1) To verify that $Q D$ is not definite.
(2) To determine Turing bifurcation point, choose a bifurcation parameter $\mu$, seek the relation $\mu=\hat{\mu}\left(k^{2}\right)$ by solving $\operatorname{det}\left(k^{2} D-f_{u}(\bar{u})\right)=0$, and determine Turing bifurcation point $\mu_{c}$ and critical wavenumber $k_{c}$ by $\left.\partial_{\theta} \hat{\mu}(\theta)\right|_{\theta=k_{c}^{2}}=0$ and $\mu_{c}=$ $\hat{\mu}\left(k_{c}^{2}\right)$.
(3) To compute zero eigenvector $\Psi_{k}$ by $\left(k^{2} D-f_{u}(\bar{u})\right) \Psi_{k}=0$ for $\mu=\hat{\mu}\left(k^{2}\right)$.
(4) To check the hypothesis

$$
I_{c}:=\left.\operatorname{Re}\left\langle T \Psi_{k}, Q \Psi_{k}\right\rangle\right|_{k=k_{c}}>0 \text { and } E_{c}:=\left.\operatorname{Re} \partial_{k}\left\langle D \Psi_{k}, Q \Psi_{k}\right\rangle\right|_{k=k_{c}}>0 .
$$

(5) To compute the wavenumber $k_{m}=k_{m}(\mu)$ corresponding to minimizer of (skew) free energy by $\operatorname{Re}\left\langle D \Psi_{k}, Q \Psi_{k}\right\rangle=0$.

In addition to the above summary, we mention some remarks. First, we notice that if the bifurcation parameter $\mu$ is in reaction term $f($ not in $D), k_{m}(\mu) \approx k_{c}$ holds (Remark 6.3(1)). In many practical problems, $\mu$ is often an external parameter such as temparature, which is in the reaction term. Thus, recalling Conjecture 8.1, this suggests that a wavenumber to be selected is likely to deviate from $k_{c}$ to the left in one-dimensional problems.

Moreover, we notice that it is necessary that $I_{c}>0$ so that skew-gradient dissipative systems can admit gradient structure near a bifurcation point. On the other hand, when we change the sign of $I_{c}$, the underlying homogeneous steady state to be equipped with spatial structure becomes unstable, so that the spatial patterns lose their stability.

Furthermore, from the analytical results of section 7 , we find that in two component gradient/skew-gradient dissipative systems, the Turing bifurcation point is nondegenerate and $E_{c}>0$. This is a universal feature of two component systems. The degenerate case $E_{c}=0$ can be observed for $n \geq 3$, and the complex spatial patterns near the bifurcation point in this case will be reported in a separate paper.

Finally, we mention further problems that should be studied in the framework of our theory. They seem to be significant steps to understand pattern selection principle in various fields of science. First, we must clarify what mechanism determines the selected wavenumber $k_{s}(\mu)$ and verify Conjecture 8.1. In particular, we must clarify conditions to guarantee the validity of inequality (8.3) in general $n$-component gradient/skew-gradient systems. This study is now in progress and is treated in a forthcoming paper [21].

In section 8, we consider what Turing pattern is to be selected among many for small random initial data. We are also interested in small initial data with compact support which is natural from a practical viewpoint. In this case, a local Turing pattern generated by a small local perturbation propagates into a linearly unstable uniform steady state $[9,34]$. According to [9, 34], the wavenumber of spatially periodic structure of propagating patterns is determined by the (linear) marginal stability criterion, which yields a different one from $k_{c}, k_{m}(\mu)$, and $k_{s}(\mu)$ introduced here. Comparisons of our theory and theirs should be studied in the future.

In this paper, we consider pattern selection problems in a uniform environment. It is an ideal situation in which standard analysis such as asymptotic expansion can be easily performed. We are also interested in various cases that we meet in realistic problems. For example, the Turing parameter $\mu$ is dependent on spatial variable $x$, i.e., $\mu=\mu(x)$. This is known as a ramp problem [7, 19] which describes a bifurcation phenomena in a spatially nonuniform environment. In addition, a case in which $\mu$ is dependent on time variable $t$ should be studied to compare our theory with real experiments.

Although pattern selection problems attracted the attention of many researchers, convincing mathematical results are very few. In fact, they are essentially to classify basins of attraction for stable steady states, and it turns out to be quite difficult in many cases. Our strategy to study pattern selection problems is not to determine the basins of attraction for steady states. The aim of our theory is rather to order steady states by using an appropriate (energy) functional which provides useful and practical information to determine what steady state is to be selected. We believe that our approach is a first step in understanding pattern selection mechanisms in various dissipative systems.
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#### Abstract

A stability analysis is presented for neural field equations in the presence of finite propagation speed along axons and for a general class of connectivity kernels and synaptic properties. Sufficient conditions are given for the stability of equilibrium solutions. It is shown that the propagation delays play a significant role in nonstationary bifurcations of equilibria, whereas the stationary bifurcations depend only on the connectivity kernel. In the case of nonstationary bifurcations, bounds are determined on the frequencies of the resulting oscillatory solutions. A perturbative scheme is used to calculate the types of bifurcations leading to spatial patterns, oscillations, and traveling waves. For high propagation speeds a simple method is derived that allows the determination of the bifurcation type by visual inspection of the Fourier transforms of the kernel and its first moment. Results are numerically illustrated on a class of neurologically plausible systems with combinations of Gaussian excitatory and inhibitory connections.
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1. Introduction. In recent years, there has been growing interest in the mechanisms of spatiotemporal activity in neural tissue. In this field, applications of various experimental techniques $[37,21,39,41]$ revealed formations of different spatial patterns, traveling waves, and pulses [28, 43, 48], standing pulses (e.g., [18]), or irregular spatial patterns [2, 40]. Since neural tissue exhibits multiscale properties in space and time, the analysis of such activity represents a challenging task. However, reduced biological models at fixed scales in time and space simplify the analysis and allow for analytical treatments (see, e.g., [5, 12, 42] for review). In this context, a well-known approach is to focus on neuronal ensembles [46, 47, 29], which allows for the successful reconstruction of empirical data measured on a macroscopic scale [24, 30, 35, 34, 25].

On a small spatial level $(\sim 50 \mu m)$, model neurons may consist of two compartments: synapses, which convert incoming action potentials to postsynaptic potentials, and a trigger zone, where these potentials sum up and are reconverted to outgoing action potentials. Due to the large spatial density of neurons ( $\sim 10^{4}$ neurons $/ \mathrm{mm}^{3}$ ), one might consider ensemble activity on a larger spatial scale ( $>1 \mathrm{~mm}$ ), obtaining a coarse-grained description in space and time [46]. Consequently, macroscopic state variables of neuronal ensembles are mean pulse rates $P(x, t)$ and mean postsynaptic potentials $V(x, t)$, with $x$ and $t$ denoting the space and time coordinates, respectively. In the following, all quantities are meant to represent means of microscopic quantities.

Since the link between the microscopic description and the level of neural ensembles has been established in several previous works (e.g., $[46,38,5,4]$ ), we only briefly

[^36]outline the basic mechanisms of activity conversion in neuronal fields. At chemical passive synapses, incoming pulse activity $J(x, t)$ is converted to postsynaptic potentials by convolution with an impulse response function $h(t)$, yielding
$$
V(x, t)=\int_{-\infty}^{t} h(t-\tau) J(x, \tau) d \tau
$$

Since neuronal fields exhibit nonlocal interactions via axonal connections between synapses, incoming pulse activity obeys

$$
J(x, t)=\beta \int_{\Omega} K(x, y) P(y, t-\Delta(x, y)) d y+E(x, t)
$$

where $\Omega$ is an appropriate spatial domain, $K$ is the connectivity kernel, $\beta>0$ is a scaling factor, and $E$ is an additional external input. In the case of undamped axonal pulse propagation with finite velocity $v$ and no additional constant delay, we get $\Delta(x, y)=|x-y| / v$. Essentially, the chain of activity conversion closes by the conversion of postsynaptic potentials to pulse rates

$$
P(x, t)=S[V(x, t)],
$$

where $S$ is called the transfer function, which is taken to have a sigmoidal shape in most works. Considering all conversions, we obtain the integral equation

$$
V(x, t)=\beta \int_{-\infty}^{t} \int_{\Omega}(h(t-\tau) K(x, y) S[V(y, \tau-|x-y| / v)]+E(x, \tau)) d y d \tau
$$

We then recast the impulse response function as a Green's function and thus stipulate

$$
L h(t)=\delta(t)
$$

introducing a temporal differential operator $L$. Finally, we assume a homogeneous field where the connectivity $K(x, y)$ depends only on the distance $|x-y|$, and so we replace $K(x, y)$ by an even function $K(x-y)$. Hence, the final equation has the form

$$
\begin{equation*}
L(\partial / \partial t) V(x, t)=\beta \int_{\Omega} K(x-y) S(V(y, t-|x-y| / v)) d y+E(x, t) \tag{1.1}
\end{equation*}
$$

where $L$ is a polynomial and $L(\partial / \partial t)$ denotes a temporal differentiation operator with constant coefficients. We shall refer to (1.1) as an $n$ th-order system, where $n \geq 1$ is the order of $L$.

The model (1.1) has been treated in the literature in several contexts and with different choices for $L$. In most studies the effect of transmission speed has been neglected by letting $v=\infty$ in the model, the justification being that the signal propagation is sufficiently fast or the spatial scales of the problem are small [32]. Some recent works $[5,15,19,31,23,8]$ have addressed the case of finite $v$ by numerical investigations for particular choices of the kernel $K$. Our aim is to give an analytical treatment of the effects of finite transmission speeds for general $K$ and $L$, in relation to the stability and bifurcation of the equilibrium solutions.

In the next section we consider the equilibrium solutions of (1.1) and give a sufficient condition for their stability. Section 3 discusses the types of dynamics that may emerge when stability is lost. Here it is shown that the transmission speed needs to
be smaller than a certain threshold in order to have oscillatory bifurcations in firstand second-order systems. Furthermore, bounds are calculated for the frequencies of the oscillatory solutions. In section 4, a perturbative analysis is used to compute the bifurcating solutions, and a graphical method is given to determine the possible bifurcations for a given kernel. Applications to kernels derived from Gaussian distributions are presented in section 5 , and the paper concludes with a discussion of the results.
2. Stability of equilibrium solutions. For the rest of the paper we make the following assumptions regarding (1.1). For the spatial domain we assume $\Omega=\mathbf{R}$, although the results remain valid virtually without modification when $\Omega$ is a circle. The polynomial $L$ is stable; i.e., all its roots have negative real parts. The kernel $K: \mathbf{R} \rightarrow \mathbf{R}$ is continuous, integrable, and even; that is, $K(-z)=K(z)$ for all $z \in \mathbf{R}$. Finally, the transfer function $S: \mathbf{R} \rightarrow \mathbf{R}$ is differentiable and monotone increasing.

It is often convenient to normalize the time and space in (1.1). For instance, if $l$ and $\tau$ are some characteristic length and time of the physical problem, then one can define $\bar{t}=t / \tau, \bar{x}=x / l, \bar{V}(\bar{x}, \bar{t})=V(l \bar{x}, \tau \bar{t}), \bar{E}(\bar{x}, \bar{t})=E(l \bar{x}, \tau \bar{t}), \bar{L}(\partial / \partial \bar{t})=$ $\tau^{n} L\left(\tau^{-1} \partial / \partial \bar{t}\right), \bar{K}(\bar{z})=K(l \bar{z})$, and $\bar{v}=\tau v / l$ so that (1.1) becomes

$$
\bar{L}(\partial / \partial \bar{t}) \bar{V}(\bar{x}, \bar{t})=l \tau^{n} \beta \int_{\Omega} \bar{K}(\bar{x}-\bar{y}) S(\bar{V}(\bar{y}, \bar{t}-|\bar{x}-\bar{y}| / \bar{v})) d \bar{y}+\bar{E}(\bar{x}, \bar{t})
$$

which has the same form as (1.1). A common choice for characteristic time is $\tau^{n}=$ $1 / L(0)$, in which case $\bar{L}(0)=1$. Thus, without loss of generality we consider (1.1) with the assumption that $L(0)=1$. Most studies of neuronal fields assume first- or second-order time derivatives in (1.1). To address these models in a unified manner, we shall often refer to the following specific form:

$$
\begin{equation*}
L(\lambda)=\eta \lambda^{2}+\gamma \lambda+1, \quad \eta=0 \text { or } 1, \gamma>0 \tag{2.1}
\end{equation*}
$$

although certain results will be stated for arbitrary order stable polynomials $L$.
For a constant input $E(x, t) \equiv E^{*}$, an equilibrium solution $V(x, t) \equiv V^{*}$ satisfies

$$
\begin{equation*}
V^{*}=\beta \int_{-\infty}^{\infty} K(x-y) S\left(V^{*}\right) d y+E^{*} \tag{2.2}
\end{equation*}
$$

Let

$$
\begin{equation*}
\kappa=\int_{-\infty}^{\infty} K(z) d z=2 \int_{0}^{\infty} K(z) d z \tag{2.3}
\end{equation*}
$$

Then (2.2) can be written as

$$
\begin{equation*}
f\left(V^{*}\right) \stackrel{\text { def }}{=} V^{*}-\kappa \beta S\left(V^{*}\right)=E^{*} . \tag{2.4}
\end{equation*}
$$

If $S$ is bounded, then $f: \mathbf{R} \rightarrow \mathbf{R}$ is surjective; thus (2.4) has a solution $V^{*}$ for any $E^{*} \in \mathbf{R}$. The uniqueness of $V^{*}$ depends on the sign of $\kappa$ and the shape of $S$. If $S$ is positive and increasing on $\mathbf{R}$, such as a sigmoid function, and if $\kappa \leq 0$, then $f$ is increasing and hence also injective, in which case the solution $V^{*}$ is unique. On the other hand, if $\kappa>0$, then there may be multiple equilibria, as (2.4) can have more than one solution $V^{*}$ for a given $E^{*}$.

The stability of the equilibrium solution $V^{*}$ is determined by the linear variational equation

$$
\begin{equation*}
L(\partial / \partial t) u(x, t)=\alpha \int_{-\infty}^{\infty} K(x-y) u(y, t-|x-y| / v) d y \tag{2.5}
\end{equation*}
$$

where $u(x, t)=V(x, t)-V^{*}$ and $\alpha=\beta S^{\prime}\left(V^{*}\right) \geq 0$. We shall use $\alpha$ as a bifurcation parameter in the following sections. Using the ansatz $u(x, t)=e^{\lambda t} \varphi(x)$ in (2.5) one obtains

$$
\begin{equation*}
L(\lambda) \varphi(x)=\alpha \int_{-\infty}^{\infty} K(x-y) \exp (-\lambda|x-y| / v) \varphi(y) d y \tag{2.6}
\end{equation*}
$$

Thus $\varphi$ is an eigenfunction of an integral operator. Due to the difference kernel the eigenfunctions have the form $\varphi(x)=e^{i k x}$ for some $k \in \mathbf{R}$, and substituting into (2.6) followed by a change of variables $z=x-y$ in the integral gives

$$
\begin{equation*}
L(\lambda)=\alpha \int_{-\infty}^{\infty} K(z) \exp (-\lambda|z| / v) \exp (-i k z) d z \tag{2.7}
\end{equation*}
$$

The integral above is the Fourier transform of the function $K_{\lambda}(z)=K(z) \exp (-\lambda|z| / v)$ (up to a multiplicative factor, depending on which definition one uses), which is also equal to its cosine transform since $K_{\lambda}(z)$ is an even function of $z$. The dispersion relation (2.7) between the temporal and spatial modes $\lambda$ and $k$ is in general difficult to solve explicitly. A notable exception is the case of instantaneous information transmission, since when $v=\infty$, the right-hand side of (2.7) is independent of $\lambda$. In this paper we are interested in the effects of finite transmission speeds.

The solutions $(\lambda, k)$ of (2.7) correspond to the perturbations $u(x, t)=e^{\lambda t} e^{i k x}$ about the equilibrium solution, which grow or decay in time depending on whether $\operatorname{Re} \lambda$ is positive or negative, respectively, thus determining the stability of $V^{*}$. We give sufficient conditions for asymptotic stability.

Theorem 2.1. Let $c=\alpha \int_{-\infty}^{\infty}|K(z)| d z$. If

$$
\begin{equation*}
c<\min _{\omega \in \mathbf{R}}|L(i \omega)| \tag{2.8}
\end{equation*}
$$

then $V^{*}$ is asymptotically stable. In particular, if $L(\lambda)=\lambda+1$, then the condition

$$
\begin{equation*}
c<1 \tag{2.9}
\end{equation*}
$$

is sufficient for the asymptotic stability of $V^{*}$. If $L(\gamma)=\lambda^{2}+\gamma \lambda+1$ with $\gamma>0$, then $V^{*}$ is asymptotically stable provided that the condition

$$
\begin{equation*}
\frac{\gamma^{2}}{2}>1-\sqrt{1-c^{2}} \tag{2.10}
\end{equation*}
$$

holds, in addition to (2.9).
The following lemma will be useful in the proof of the theorem.
Lemma 2.2. Let $L(\lambda)$ be a polynomial whose roots have nonpositive real parts. Then

$$
|L(\sigma+i \omega)| \geq|L(i \omega)|
$$

for all $\sigma \geq 0$ and $\omega \in \mathbf{R}$.

Proof. If $\lambda_{k}$ denote the roots of $L$, then $L(\lambda)=\left(\lambda-\lambda_{1}\right)\left(\lambda-\lambda_{2}\right) \cdots\left(\lambda-\lambda_{n}\right)$, where $n$ is the order of $L$. Thus

$$
\begin{aligned}
|L(\sigma+i \omega)| & =\prod_{k=1}^{n}\left|\sigma+i \omega-\lambda_{k}\right| \\
& =\prod_{k=1}^{n}\left(\left(\sigma-\operatorname{Re}\left[\lambda_{k}\right]\right)^{2}+\left(\omega-\operatorname{Im}\left[\lambda_{k}\right]\right)^{2}\right)^{1 / 2}
\end{aligned}
$$

By assumption, $\sigma \geq 0$ and $\operatorname{Re}\left[\lambda_{k}\right] \leq 0$ for all $k$, so

$$
\begin{aligned}
|L(\sigma+i \omega)| & \geq \prod_{k=1}^{n}\left(\left(-\operatorname{Re}\left[\lambda_{k}\right]\right)^{2}+\left(\omega-\operatorname{Im}\left[\lambda_{k}\right]\right)^{2}\right)^{1 / 2} \\
& =\prod_{k=1}^{n}\left|i \omega-\lambda_{k}\right| \\
& =|L(i \omega)|
\end{aligned}
$$

Proof of Theorem 2.1. In the ansatz $u(x, t)=e^{\lambda t} e^{i k x}$, let $\lambda=\sigma+\mathrm{i} \omega$, where $\sigma$ and $\omega$ are real numbers. We will prove that $\sigma<0$ if (2.8) holds. Suppose by way of contradiction that (2.8) holds but $\sigma \geq 0$. From the dispersion relation (2.7) it follows that

$$
\begin{align*}
|L(\sigma+i \omega)| & =\alpha\left|\int_{-\infty}^{\infty} K(z) \exp (-(\sigma+i \omega)|z| / v) \exp (-i k z) d z\right| \\
& \leq \alpha \int_{-\infty}^{\infty}|K(z)||\exp (-(\sigma+i \omega)|z| / v)| d z \\
& \leq \alpha \int_{-\infty}^{\infty}|K(z)| d z=c \tag{2.11}
\end{align*}
$$

On the other hand, by Lemma 2.2,

$$
|L(i \omega)| \leq|L(\sigma+i \omega)|
$$

which together with (2.11) implies

$$
|L(i \omega)| \leq c
$$

for some $\omega \in \mathbf{R}$. This, however, contradicts (2.8). Thus $\sigma<0$, and the equilibrium solution is asymptotically stable. This proves the first statement of the theorem. In the specific case when $L$ is given by $L(\lambda)=\lambda+1$, one has $|L(i \omega)|^{2}=1+\omega^{2}$. Hence if (2.9) is satisfied, then

$$
c^{2}<1 \leq 1+\omega^{2}=|L(i \omega)|^{2} \quad \text { for all } \omega \in \mathbf{R}
$$

which is a sufficient condition for stability by (2.8). Similarly, suppose that $L$ has the form $L(\lambda)=\lambda^{2}+\gamma \lambda+1$ and that (2.9) and (2.10) are satisfied. Then

$$
|L(i \omega)|^{2}=\left(1-\omega^{2}\right)^{2}+(\gamma \omega)^{2}
$$

Now consider the function

$$
\begin{align*}
g(\omega) & \stackrel{\text { def }}{=}|L(i \omega)|^{2}-c^{2} \\
& =\omega^{4}+\left(\gamma^{2}-2\right) \omega^{2}+\left(1-c^{2}\right) . \tag{2.12}
\end{align*}
$$

If $\gamma^{2} \geq 2$, then $g(\omega)$ is positive for all $\omega$ by (2.9). On the other hand, if $\gamma^{2}<2$, then by (2.10)

$$
0<2-\gamma^{2}<2 \sqrt{1-c^{2}}
$$

implying that the discriminant $\left(\gamma^{2}-2\right)^{2}-4\left(1-c^{2}\right)$ is negative; thus $g$ has no real roots. Thus, in either case, $g(\omega)$ is positive, or, equivalently, $c<|L(i \omega)|$ for all $\omega$, and stability again follows by the first statement of the theorem.
3. Bifurcations. When $\alpha=0$, the eigenvalues $\lambda$ are simply given by the roots of $L$, so that $\operatorname{Re} \lambda<0$ by the assumption that $L$ is a stable polynomial, and the equilibrium point is asymptotically stable. As $\alpha$ is increased, stability can be lost if an eigenvalue $\lambda$ crosses the imaginary axis. At the critical transition there is an eigenvalue of the form $\lambda=i \omega, \omega \in \mathbf{R}$, and the dispersion relation (2.7) has the form

$$
\begin{equation*}
L(i \omega)=\alpha \int_{-\infty}^{\infty} K(z) \exp (-i(k z+\omega|z| / v)) d z \tag{3.1}
\end{equation*}
$$

The possibilities for the resulting behavior when $\alpha$ is near such a critical value can then be qualitatively classified as follows:
I. Stationary bifurcations
a. $\omega=0$ and $k=0$ : bifurcation to a spatially and temporally constant solution.
b. $\omega=0$ and $k \neq 0$ : bifurcation to a spatially periodic solution which is constant in time, leading to spatial patterns (Turing modes).
II. Nonstationary bifurcations
a. $\omega \neq 0$ and $k=0$ : Hopf bifurcation to periodic oscillations of a spatially uniform solution.
b. $\omega \neq 0$ and $k \neq 0$ : bifurcation to traveling waves, with wave speed equal to $\omega / k$.
The conditions for stationary bifurcations are easily characterized by the relation (3.1), recalling the assumption that $L(0)=1$. Thus for case Ia one has

$$
\begin{equation*}
1=\alpha \int_{-\infty}^{\infty} K(z) d z=\alpha \kappa \tag{3.2}
\end{equation*}
$$

with $\kappa$ as defined in (2.3). This is only possible if $\kappa>0$ and is the mechanism for appearance of multiple equilibrium solutions of (2.2). Similarly, the condition (2.7) for case Ib is

$$
\begin{equation*}
1=\alpha \int_{-\infty}^{\infty} K(z) \exp (i k z) d z=\alpha \hat{K}(k), \quad k \neq 0 \tag{3.3}
\end{equation*}
$$

where $\hat{K}$ denotes the Fourier transform of $K$. As $\alpha$ is increased from zero, the first mode that becomes unstable in the linearized equation is expected to give an indication of what would be observed in the full nonlinear system (1.1). Hence, spatial patterns are typically observed as bifurcations from equilibria if a nonzero $k$ is the first mode that loses stability. From (3.3) it follows that a necessary condition for this is that the maximum value of the Fourier transform of $K$ is positive and occurs at a nonzero frequency $k$.

It is clear from (3.2) and (3.3) that stationary bifurcations are independent of the order of the temporal differentiation operator $L$ or the transmission speed $v$. Their
analysis only involves the properties of the Fourier transform of the kernel function. On the other hand, $L$ and $v$ turn out to be crucial in nonstationary bifurcations. Indeed, our next result shows that a sufficiently small transmission speed is actually a necessary condition for nonstationary bifurcations in first- and second-order systems.

Theorem 3.1. Suppose $L(\lambda)=\eta \lambda^{2}+\gamma \lambda+1$, where $\eta$ may possibly be zero. If

$$
\begin{equation*}
v>\frac{\alpha}{|\gamma|} \int_{-\infty}^{\infty}|z K(z)| d z \tag{3.4}
\end{equation*}
$$

then (2.5) has no solutions of the form $u(x, t)=\exp i(\omega t+k x)$ with $\omega$ real and nonzero.

Proof. From the dispersion relation (2.7),

$$
\begin{aligned}
L(\lambda) & =\alpha \int_{-\infty}^{\infty} K(z) \exp (-\lambda|z| / v)(\cos k z-i \sin k z) d z \\
& =\alpha \int_{-\infty}^{\infty} K(z) \exp (-\lambda|z| / v) \cos k z d z
\end{aligned}
$$

since the function $K(z) \exp (-\lambda|z| / v)$ is even in $z$. Separating the real and imaginary parts of the above expression at the bifurcation value $\lambda=i \omega$ gives

$$
\begin{align*}
& \operatorname{Re} L(i \omega)=\alpha \int_{-\infty}^{\infty} K(z) \cos (\omega z / v) \cos (k z) d z  \tag{3.5}\\
& \operatorname{Im} L(i \omega)=-\alpha \int_{-\infty}^{\infty} K(z) \sin (\omega|z| / v) \cos (k z) d z \tag{3.6}
\end{align*}
$$

Suppose $L(\lambda)=\eta \lambda^{2}+\gamma \lambda+1$. Then $\operatorname{Im} L(i \omega)=\gamma \omega$, and (3.6) implies

$$
\begin{aligned}
|\gamma \omega| & =\alpha\left|\int_{-\infty}^{\infty} K(z) \sin (\omega|z| / v) \cos (k z) d z\right| \\
& \leq \alpha \int_{-\infty}^{\infty}|K(z) \sin (\omega z / v)| d z \\
& \leq \alpha \int_{-\infty}^{\infty}|K(z) \omega z / v| d z
\end{aligned}
$$

where we have used the estimate $|\sin (x)| \leq|x|$ for all $x \in \mathbf{R}$. If $\omega \neq 0$, then $|\omega|$ may be cancelled in the last inequality to yield

$$
|\gamma| \leq \frac{\alpha}{v} \int_{-\infty}^{\infty}|z K(z)| d z
$$

This, however, contradicts the assumption (3.4). Hence $\omega=0$, which proves the theorem.

We note that the above result is valid for first- and second-order systems; in higher order systems, bifurcation values $\lambda=i \omega \neq 0$ may occur even with $v=\infty$ [12].

For bifurcating oscillatory solutions, it is possible to put a priori bounds on the possible values of the frequencies $\omega$ in terms of the kernel function and the operator $L$, as given by the next result.

Theorem 3.2. Let $c$ be as defined in Theorem 2.1. Then there exists $B>0$, depending only on $L$ and $c$, such that

$$
\begin{equation*}
|\omega| \leq B \tag{3.7}
\end{equation*}
$$

whenever $u(x, t)=\exp i(\omega t+k x), \omega, k \in \mathbf{R}$, is a solution of (2.5). Furthermore, if $c<1$, then there exists $A>0$, depending only on $L$ and $c$, such that

$$
\begin{equation*}
0<A \leq|\omega| \tag{3.8}
\end{equation*}
$$

In particular, if $L(\lambda)=\lambda+1$, then

$$
\begin{equation*}
\omega^{2} \leq c^{2}-1 \tag{3.9}
\end{equation*}
$$

and if $L(\lambda)=\lambda^{2}+\gamma \lambda+1$, then

$$
\begin{array}{ccc}
\left(1-\frac{1}{2} \gamma^{2}\right)-\delta \leq \omega^{2} \leq\left(1-\frac{1}{2} \gamma^{2}\right)+\delta & \text { if } & 0 \leq c<1  \tag{3.10}\\
0 \leq \omega^{2} \leq\left(1-\frac{1}{2} \gamma^{2}\right)+\delta & \text { if } & c \geq 1
\end{array}
$$

where $\delta=\sqrt{\left(1-\frac{1}{2} \gamma^{2}\right)^{2}-1+c^{2}}$.
Remark. The existence of a solution of the form $u(x, t)=\exp i(\omega t+k x)$ implies that the equilibrium point is not asymptotically stable. It is then a consequence of Theorem 2.1 that the right sides of the inequalities in (3.9) and (3.10) are nonnegative.

Proof of Theorem 3.2. If $\lambda=i \omega$ satisfies the dispersion relation (2.7) for some $k$, then

$$
\begin{equation*}
|L(i \omega)| \leq \alpha \int_{-\infty}^{\infty}|K(z)| d z=c \tag{3.11}
\end{equation*}
$$

Since $|L(i \omega)| \rightarrow \infty$ as $\omega \rightarrow \pm \infty$ for any nonconstant polynomial $L$, the above inequality implies an upper bound $B$ on $|\omega|$, which proves (3.7). For the particular case when $L(\lambda)=\lambda+1,(3.11)$ gives

$$
|L(i \omega)|^{2}=\omega^{2}+1 \leq c^{2}
$$

proving (3.9). Similarly, for $L(\lambda)=\lambda^{2}+\gamma \lambda+1,(3.11)$ yields

$$
\begin{equation*}
|L(i \omega)|^{2}=\omega^{4}+\left(\gamma^{2}-2\right) \omega^{2}+1 \leq c^{2} \tag{3.12}
\end{equation*}
$$

If we let $u=\omega^{2}$, then the inequality above is equivalent to saying that possible values of $u \geq 0$ are those which render the function

$$
h(u) \stackrel{\text { def }}{=} u^{2}+\left(\gamma^{2}-2\right) u+\left(1-c^{2}\right)
$$

negative or zero. This is only possible if $h$ has at least one root in the interval $[0, \infty)$, implying that the discriminant $\left(\gamma^{2}-2\right)^{2}-4\left(1-c^{2}\right)$ is nonnegative. Letting $\delta=\sqrt{\left(1-\frac{1}{2} \gamma^{2}\right)^{2}-1+c^{2}}$, the roots of $h$ can be written as $\left(1-\frac{1}{2} \gamma^{2}\right) \pm \delta$. Thus $h\left(\omega^{2}\right) \leq 0$ for $\omega^{2}$ satisfying

$$
\begin{equation*}
\left(1-\frac{1}{2} \gamma^{2}\right)-\delta \leq \omega^{2} \leq\left(1-\frac{1}{2} \gamma^{2}\right)+\delta \tag{3.13}
\end{equation*}
$$

It remains to ensure that the interval above is a subset of $[0, \infty)$. If $c<1$, then it is easy to see that both roots of $h$ are nonnegative. For if the smaller root is negative, we have

$$
0>\left(1-\frac{1}{2} \gamma^{2}\right)-\delta>\left(1-\frac{1}{2} \gamma^{2}\right)-\left|1-\frac{1}{2} \gamma^{2}\right|
$$

so $\left(1-\frac{1}{2} \gamma^{2}\right)<0$. But then both the conditions (2.9) and (2.10) are satisfied, and by Theorem $2.1 \lambda=i \omega$ cannot be a solution to (2.7). On the other hand, if $c \geq 1$, then

$$
\left(1-\frac{1}{2} \gamma^{2}\right)-\delta \leq\left(1-\frac{1}{2} \gamma^{2}\right)-\left|1-\frac{1}{2} \gamma^{2}\right| \leq 0
$$

and

$$
\left(1-\frac{1}{2} \gamma^{2}\right)+\delta \geq\left(1-\frac{1}{2} \gamma^{2}\right)+\left|1-\frac{1}{2} \gamma^{2}\right| \geq 0
$$

So, in this case the lower bound on $\omega^{2}$ in (3.13) can be replaced by zero. This establishes (3.10). Finally, to prove (3.8) for arbitrary $L$ assume that $c<1$. Then $1=L(0)>c$. By the continuity of $L$ there exists $A>0$ such that $|L(i \omega)|>c$ whenever $|\omega| \leq A$. Since (3.11) is not satisfied, (2.5) does not have a solution of the form $\exp i(\omega t+k x)$ with $|\omega| \leq A$, which completes the proof.
4. Perturbative analysis. In order to study the type of bifurcations that may arise in a given situation, the dispersion relation (3.1) needs to be solved for $\omega$ and $k$. However, explicit solutions are difficult to obtain for general kernel functions. The results of the previous sections imply that in the absence of delays, one has a simpler case, where nonstationary bifurcations do not exist in first- and second-order systems. Consequently, the role of delays can be systematically examined by following the changes in the bifurcation structure as the value of the transmission speed is decreased from infinity. Hence we introduce the parameter $\varepsilon=1 / v$ and consider the change in dynamics as $\varepsilon$ is increased from zero. This leads to an approximation scheme that provides valuable insight into the effects of axonal delays in the dynamics of the system.

Consider the power series estimate

$$
\exp (-\lambda|z| / v)=\sum_{m=0}^{N} \frac{(-\lambda|z| / v)^{m}}{m!}+\mathcal{O}\left(v^{-(N+1)}\right)
$$

Substitution in the dispersion relation (2.7) at the bifurcation value $\lambda=i \omega$ gives a finite series in powers of $\varepsilon=1 / v$,

$$
\begin{align*}
L(i \omega) & =\alpha \int_{-\infty}^{\infty} K(z) \exp (-i k z)\left[\sum_{m=0}^{N} \frac{(-i \varepsilon \omega|z|)^{m}}{m!}+\mathcal{O}\left(\varepsilon^{N+1}\right)\right] d z \\
& =\alpha \sum_{m=0}^{N} \frac{(-i \varepsilon \omega)^{m}}{m!} \hat{K}_{m}(k)+\mathcal{O}\left(\varepsilon^{N+1}\right) \tag{4.1}
\end{align*}
$$

where the $\hat{K}_{m}$ denote the transforms of the moments of $K$ :

$$
\begin{equation*}
\hat{K}_{m}(k)=\int_{-\infty}^{\infty}|z|^{m} K(z) \exp (-i k z) d z=2 \int_{0}^{\infty} z^{m} K(z) \cos (k z) d z \tag{4.2}
\end{equation*}
$$

and the integrals are assumed to exist. Separating the real and imaginary parts of (4.1) then yields

$$
\begin{align*}
& \alpha^{-1} \operatorname{Re} L(i \omega)=\hat{K}_{0}(k)-\frac{\varepsilon^{2}}{2} \omega^{2} \hat{K}_{2}(k)+\frac{\varepsilon^{4}}{24} \omega^{4} \hat{K}_{4}(k)-\cdots  \tag{4.3}\\
& \alpha^{-1} \operatorname{Im} L(i \omega)=-\varepsilon \omega \hat{K}_{1}(k)+\frac{\varepsilon^{3}}{6} \omega^{3} \hat{K}_{3}(k)-\frac{\varepsilon^{5}}{120} \omega^{5} \hat{K}_{5}(k)+\cdots \tag{4.4}
\end{align*}
$$

The number of terms needed for the above series to be useful depends on the value of $\varepsilon$ as well as the shape of the kernel $K$. If $K$ is highly concentrated near the origin, then a few terms are sufficient. To make this precise, suppose that $K$ is of exponential order, which is a reasonable assumption in most practical situations. In other words, suppose there exist positive numbers $\kappa_{1}$ and $\kappa_{2}$ such that

$$
|K(z)| \leq \kappa_{1} \exp \left(-\kappa_{2}|z|\right) \quad \text { for all } z \in \mathbf{R}
$$

Then, by (4.2),

$$
\begin{aligned}
\left|\hat{K}_{m}(k)\right| & \leq \int_{-\infty}^{\infty}|z|^{m} \kappa_{1} \exp \left(-\kappa_{2}|z|\right) d z=2 \kappa_{1} \int_{0}^{\infty} z^{m} \exp \left(-\kappa_{2} z\right) d z \\
& =2 \kappa_{1} \kappa_{2}^{-(m+1)} \Gamma(m+1)=2 \kappa_{1} \kappa_{2}^{-(m+1)} m!
\end{aligned}
$$

so the $m$ th term in the series (4.1) is bounded in absolute value by

$$
2 \frac{\kappa_{1}}{\kappa_{2}}\left(\frac{\varepsilon|\omega|}{\kappa_{2}}\right)^{m} \leq 2 \frac{\kappa_{1}}{\kappa_{2}}\left(\frac{B}{\kappa_{2}} \varepsilon\right)^{m}
$$

where we have used Theorem 3.2 to bound the values of $\omega$. Hence, in case of small $\varepsilon$ (large transmission speed) or $B$ (e.g., small $\alpha$ ) or a large value of $\kappa_{2}$ (fast decay of $K$ away from the origin), the finite series has increased accuracy. We assume that at least one of these conditions is satisfied so that a small number of terms suffices to determine the general behavior.

In order to observe the qualitative effects of finite transmission speed, we thus neglect third- and higher order terms in $\varepsilon$ in the series (4.1). Then, for $L$ given by

$$
L(\lambda)=\eta \lambda^{2}+\gamma \lambda+1, \quad \eta=0 \text { or } 1, \gamma>0
$$

(4.3)-(4.4) become

$$
\begin{align*}
\alpha^{-1}\left(1-\eta \omega^{2}\right) & =\hat{K}(k)-\frac{1}{2} \varepsilon^{2} \omega^{2} \hat{K}_{2}(k),  \tag{4.5}\\
\alpha^{-1} \gamma \omega & =-\varepsilon \omega \hat{K}_{1}(k), \tag{4.6}
\end{align*}
$$

where we have substituted the more conventional notation $\hat{K}$ for the Fourier transform $\hat{K}_{0}$ of the kernel. For stationary bifurcations $(\omega=0)$, one obtains from the first equation that

$$
\begin{equation*}
\hat{K}(k)=1 / \alpha \tag{4.7}
\end{equation*}
$$

which is the same as the conditions (3.2)-(3.3) given by exact calculation. For a nonstationary bifurcation, $\omega \neq 0$, so (4.6) implies that

$$
\begin{equation*}
\hat{K}_{1}\left(k^{*}\right)=-\gamma / \varepsilon \alpha \tag{4.8}
\end{equation*}
$$

If $\hat{K}_{1}(k)$ assumes negative values, then it has a minimum since it is continuous and tends to zero as $k \rightarrow \pm \infty$; this minimum value corresponds to the first mode that loses stability as $\varepsilon$ or $\alpha$ is increased. More precisely, if

$$
\begin{equation*}
k^{*}=\min _{k} \hat{K}_{1}(k)=\min _{k} \int_{-\infty}^{\infty}|z| K(z) \exp (-i k z) d z \tag{4.9}
\end{equation*}
$$

exists and $\hat{K}_{1}\left(k^{*}\right)<0$, then $k^{*}$ is the sought solution of (4.8). Substituting $k^{*}$ into (4.5) gives

$$
\begin{equation*}
\omega^{2}=\frac{\alpha \hat{K}\left(k^{*}\right)-1}{\frac{1}{2} \alpha \varepsilon^{2} \hat{K}_{2}\left(k^{*}\right)-\eta}, \tag{4.10}
\end{equation*}
$$

which has a solution for $\omega$ whenever the right-hand side is nonnegative. This gives a simple procedure to calculate the pairs $(\omega, k)$ satisfying the dispersion relation and corresponding to the bifurcating solution $\exp (\omega t+k x)$.

It remains to determine what type of bifurcation actually occurs. This depends on the mode by which the equilibrium solution, which is stable for $\alpha=0$, loses its stability as the bifurcation parameter $\alpha$ is increased. The procedure described in the above paragraph gives a simple graphical method. Thus if one plots the curves $\hat{K}(k)$ and $-\hat{K}_{1}(k) / \gamma v$ in the same graph and thinks of $1 / \alpha$ as a horizontal line being lowered from $+\infty$, then the first intersection point specifies the bifurcation type. If the horizontal line touches the graph of $\hat{K}(k)$ first, then (4.7) is satisfied and a stationary bifurcation occurs. If, on the other hand, it touches $-\hat{K}_{1}(k) / \gamma v$ first, then (4.8) is satisfied and a nonstationary bifurcation occurs. Furthermore, the value of $k$ at the intersection point being zero or nonzero specifies whether the bifurcating solution is spatially constant or not, respectively. It is worthwhile to note that the types of bifurcations that can occur depends only the extremal values of $\hat{K}$ and $\hat{K}_{1}$ and not on the exact shapes of their graphs. This observation has two important consequences. First, the bifurcation structure depends on some general qualities of the kernel and not on its precise shape. And second, although our analysis is based on an approximation scheme, the qualitative conclusions regarding the type of bifurcations are generally robust, except for some degenerate cases, such as when the maximum values of $\hat{K}(k)$ and $-\hat{K}_{1}(k) / \gamma v$ are equal.

An example for the investigation of possible bifurcations is illustrated in Figure 1 for some typical kernel functions representing the possibilities for different types of inhibitory and excitatory interaction within the field. For each kernel type in the first column of the figure, the corresponding graphs of $\hat{K}(k)$ and $-\hat{K}_{1}(k) / \gamma v$ are plotted in the second column. By the argument outlined above, the possible bifurcations for each type of kernel can be directly read off from the graphs in the second column. The actual graphs in the figure are calculated from Gaussian distributions; however, it is clear that small variations in the graphs do not change the bifurcation types. In this way, it is possible to draw some general conclusions concerning different interaction kernels.

The analysis presented in this section is useful for understanding the relationship between the interactions within the field and the resulting dynamics. The stationary bifurcations of equilibria are determined by the Fourier transform $\hat{K}$ of the connectivity kernel. The nonstationary bifurcations, on the other hand, are characterized by the transforms of the moments of the kernel. For first- and second-order systems this characterization can be reduced to the consideration of the single term $\hat{K}_{1} / \gamma v$, over the parameter ranges where the approximation scheme is justified. Outside of this range, e.g., for very low transmission speeds, more terms need to be considered in the series (4.1), together with a numerical solution of the system (4.3)-(4.4). Nevertheless, already in the term $\hat{K}_{1} / \gamma v$ one can see the ingredients responsible for nonstationary bifurcations: the operator $L$ (through $\gamma$ ) representing the local temporal behavior, the kernel (through $\hat{K}_{1}$ ) representing spatial interaction, and the transmission speed $v$ connecting the two aspects of the dynamics. Figure 1 gives a summary of the bifurcations resulting from the interplay of these elements. In the next section we
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Fig. 1. Typical interaction kernels and possible bifurcation types. The first column shows the kernels, with the corresponding Fourier transforms in the second column. The maxima of $\hat{K}$ and $-\hat{K}_{1} / \gamma v$, respectively, determine the stationary and oscillatory bifurcations, the largest peak giving the actual bifurcation taking place as $\alpha$ is increased. Hence, depending on the value of $\gamma v$, some typical cases are (a) an excitatory field, possible bifurcations Ia and IIb; (b) an inhibitory field, possible bifurcation IIa; (c) local inhibition and lateral excitation, possible bifurcations Ia and IIb; (d) local excitation and lateral inhibition, possible bifurcations Ib and IIa or IIb. In the last subfigure, two distinct possibilities for $-\hat{K}_{1} / \gamma v$ are shown with dashed and dotted lines.
present numerical simulations for the corresponding dynamical behavior in the nonlinear system (1.1), obtained on the basis of the foregoing analysis.
5. Applications. We now examine the previous results numerically for a particular model. To this end, we set the differential operator to

$$
\begin{equation*}
L\left(\frac{\partial}{\partial t}\right)=\frac{\partial^{2}}{\partial t^{2}}+\gamma \frac{\partial}{\partial t}+1 \tag{5.1}
\end{equation*}
$$

and further specify the connectivity kernel. Since a neuronal field might exhibit excitatory and inhibitory connections, the kernel $K$ contains both excitatory and inhibitory distributions over space. In case of a homogeneous and isotropic neuronal field, a choice of $K$ is

$$
\begin{equation*}
K(z)=\frac{1}{\sqrt{\pi}}\left(a_{\mathrm{e}} e^{-z^{2}}-a_{\mathrm{i}} r e^{-r^{2} z^{2}}\right) \tag{5.2}
\end{equation*}
$$

where $a_{\mathrm{e}}, a_{\mathrm{i}}$ denote excitatory and inhibitory synaptic weights and $r=\sigma_{\mathrm{e}} / \sigma_{\mathrm{i}}$ gives the relation of excitatory and inhibitory spatial connectivity ranges $\sigma_{\mathrm{e}}$ and $\sigma_{\mathrm{i}}$. Since the present work treats dynamics on a mesoscopic spatial scale, it does not resolve single synapses and synaptic interaction is considered in terms of normalized distributions of excitatory and inhibitory connections as in (5.2). Thus a purely excitatory connection (Figure 1(a)) is obtained when $a_{\mathrm{i}}=0$ and $a_{\mathrm{e}}>0$, whereas the choice $a_{\mathrm{e}}=0$ and $a_{\mathrm{i}}>0$ gives an inhibitory connection (Figure 1(b)). Similarly, for $a_{\mathrm{e}}>a_{\mathrm{i}}>0$, local inhibition and lateral excitation (Figure 1(c)) or local excitation and lateral inhibition (Figure 1(d)) can be obtained by choosing $r>a_{\mathrm{e}} / a_{\mathrm{i}}$ or $0<r<1$, respectively. We shall mostly focus on these last two cases. Finally, we take $\beta=1$ and choose the transfer function in (1.1) as the sigmoid $S(y)=1 /(1+\exp (-1.8(y-3)))$ according to previous works [46, 36].

The subsequent temporal integration procedure applies a fourth-order RungeKutta algorithm, while the spatial integration algorithm discretizes the field into $N$ intervals and applies

$$
\begin{equation*}
\int_{0}^{l} f(z) d z \approx \sum_{i=1}^{N} \frac{1}{2}\left(f\left(z_{i}\right)+f\left(z_{i+1}\right)\right) \Delta x \tag{5.3}
\end{equation*}
$$

for any function $f$, with $l$ the field length and $\Delta x=l / N$. Further, for periodic boundary conditions, the integration obeys the circular rule

$$
\begin{equation*}
\int_{-\infty}^{\infty} K(|x-y|) f(y) d y \approx \int_{0}^{l} K(l / 2-|l / 2-|x-y||) f(y) d y \tag{5.4}
\end{equation*}
$$

5.1. Stability of $\boldsymbol{V}^{*}$. The equilibria $V^{*}$ are found from (2.4). Figure 2 shows solutions $V^{*}$ of (2.4) with respect to the external input for various values of $\kappa$. In the case where $\kappa>2.2$, there exist up to three solutions $\mathrm{A}, \mathrm{B}$, and C subject to the external input, whereas there is only a single solution for $\kappa \leq 2.2$. Theorem 2.1 gives a sufficient condition for the stability of these equilibria. Note that for $\gamma>\sqrt{2}$ the inequality (2.10) is automatically satisfied, so $c<1$ is a sufficient condition for asymptotic stability by the theorem. From (5.2) we have

$$
\begin{equation*}
c=\alpha\left|2 a_{\mathrm{e}} \Phi\left(x_{0}\right)-2 a_{\mathrm{i}} \Phi\left(x_{0} r\right)-\left(a_{\mathrm{e}}-a_{\mathrm{i}}\right)\right|, \quad x_{0}=\sqrt{\frac{1}{1-r^{2}} \ln \left(\frac{a_{\mathrm{e}}}{a_{\mathrm{i}} r}\right)}, \tag{5.5}
\end{equation*}
$$

where $\Phi$ is the Gaussian error function and $0<r<1$ or $r>a_{\mathrm{e}} / a_{\mathrm{i}}$. The spatial distance $x_{0}$ marks the change of sign of the kernel function and thus separates inhibitory from excitatory connections. The external input $E^{*}$ affects $c$ through $\alpha=S^{\prime}\left(V^{*}\right)$. In Figure 3, $c$ is plotted with respect to the input $E^{*}$ for $r=0.5$ and various parameter values of $a_{\mathrm{e}}, a_{\mathrm{i}}$ at the different equilibria $V^{*}$. Stability is guaranteed by Theorem 2.1 at least in the region $c<1$. In this line, Figure 4 shows a space-time plot of field


FIG. 2. Stationary constant fields $V^{*}$ plotted with respect to the external input $E^{*}$ for various parameters $\kappa$. Up to three solutions $A, B$, and $C$ may exist for a given input level.
activity that relaxes to a lower solution $A$ for $c=0.85$ (cf. Figure 2). On the other hand, at sufficiently high values of $\alpha$ (and thus of $c$ ), stability is lost since when

$$
\begin{equation*}
\alpha=\frac{1}{\kappa} \tag{5.6}
\end{equation*}
$$

the condition (3.2) for a type Ia bifurcation, is satisfied. This bifurcation point is also indicated in Figure 3. Therefore, the constant solutions denoted $B$ in Figures 2-3 are unstable. Interestingly, this general result shows accordance to findings in previous works for special connectivity kernels [36, 23]. Finally, in the region $c>1$ and $\alpha<1 / \kappa$, additional bifurcations might occur, yielding loss of stability. These are discussed in the following section.
5.2. Bifurcations. Recall that the external input defines the set of constant fields $V^{*}$, which subsequently determine the value of $\alpha$; hence $\alpha$ is an appropriate bifurcation parameter. For bifurcations to periodic patterns (Turing case Ib), the threshold condition from (3.3) reads

$$
\begin{equation*}
\alpha_{\mathrm{thr}}=\frac{1}{a_{\mathrm{e}} e^{-k_{0}^{2} / 4}-a_{\mathrm{i}} e^{-k_{0}^{2} / 4 r^{2}}}, \quad k_{0}^{2}=\frac{4 r^{2}}{r^{2}-1} \ln \frac{a_{\mathrm{e}} r^{2}}{a_{\mathrm{i}}} \tag{5.7}
\end{equation*}
$$

where $k_{0}=\arg \max _{k} \hat{K}(k)$. As $\alpha>0$, we obtain directly from (5.7) that $r<1$, i.e., there is no Turing instability for $r>1$. Figure 5 displays thresholds $\alpha_{\text {thr }}$ with respect to parameters $r$, confirming this finding. Figure 6 displays a space-time plot of the corresponding Turing instability with $r=0.5$.


Fig. 3. Parameter c from Theorem 2.1 plotted with respect to the external input $E^{*}$ for various parameters $a_{\mathrm{e}}, a_{\mathrm{i}}$ and $r=0.5, \gamma>\sqrt{2}$. The characters $A, B$, and $C$ denote stationary solutions (see Figure 2) and solutions in the region below the dashed line fulfill the sufficient condition of asymptotic stability. It turns out that stationary solutions $C$ are asymptotically stable for all external inputs in case of $a_{\mathrm{e}}=18, a_{\mathrm{i}}=10$ and $a_{\mathrm{e}}=60, a_{\mathrm{i}}=55$.


FIG. 4. Space-time plot of an asymptotically stable field for the Gaussian connectivity kernel and parameters $E^{*}=0.5, r=0.5, \gamma=2, a_{\mathrm{e}}=60, a_{\mathrm{i}}=55, v=100, \beta=1, N=400$. Initial values $V^{0}(x, t)$ are chosen randomly from a uniform distribution on $\left[V^{*}-0.1, V^{*}+0.1\right]$ for $t \in[-l / v, 0]$, where $l=40$. The gray scale encodes the deviations from the stationary solution.


FIG. 5. Thresholds of stationary Turing bifurcations $\alpha_{\mathrm{thr}}$ plotted for two parameter sets $a_{\mathrm{e}}, a_{\mathrm{i}}$. The regime of the Turing instability obeys $\alpha>\alpha_{\mathrm{thr}}$, i.e., the right-hand side of each curve. The thresholds $\alpha_{\text {thr }}$ are independent from the synaptic parameter $\gamma$ and the propagation speed $v$, while the external input $E^{*}$ determines $\alpha$ implicitly.

Next, we consider oscillatory phenomena. From Theorem 3.1, a necessary condition for oscillatory behavior is

$$
\begin{equation*}
v<v_{\mathrm{thr}}=\frac{\alpha}{|\gamma| \sqrt{\pi}}\left[\frac{a_{\mathrm{i}}}{r}-a_{\mathrm{e}}+2\left(a_{\mathrm{e}} e^{-x_{0}^{2}}-\frac{a_{\mathrm{i}}}{r} e^{-r^{2} x_{0}^{2}}\right)\right], \tag{5.8}
\end{equation*}
$$

with $x_{0}$ taken from (5.5). Figure 7 shows plots of thresholds $v_{\text {thr }}$ with respect to the parameter $r$ for two parameter couples of $a_{\mathrm{e}}, a_{\mathrm{i}}$. It turns out that condition (5.8) is fulfilled and oscillations are expected for a wide range of $r>1$, whereas $r<1$ (lateral inhibition) allows only for a small parameter regime. For appropriate parameters, the properties of the kernel and the temporal delays introduced by finite propagation speed interact in a way that destabilizes the stationary state and produces oscillations. Similar effects have also been found in previous works [6, 22].

Section 4 gives conditions for an oscillatory bifurcation in case of large propagation velocity. To obtain oscillating activity constant in space (case IIa), Figure 1(d) illustrates the conditions $r<1$ and $-\hat{K}_{1}(0) /(\gamma v)>\max _{k} \hat{K}(k)$, implying

$$
\begin{equation*}
\frac{a_{\mathrm{e}}-a_{\mathrm{i}} / r}{\gamma v \sqrt{\pi}}>a_{\mathrm{e}} e^{-k_{0}^{2} / 4}-a_{\mathrm{i}} e^{-k_{0}^{2} / 4 r^{2}} \tag{5.9}
\end{equation*}
$$

where $k_{0}$ is taken from (5.7). Figure 8 displays the corresponding spatiotemporal activity for appropriate parameters. From the figure, an oscillation frequency of about $\omega=0.28$ can be observed. This agrees well with the theory, as from (3.10)


FIG. 6. Space-time plot of the Turing instability, obtained for the Gaussian connectivity kernel and parameters $E^{*}=0.74, r=0.5, \gamma=2, a_{\mathrm{e}}=60, a_{\mathrm{i}}=55, v=100, \beta=1, N=400$, and $1 / \alpha=0.727$. Initial conditions $V^{0}(x, t)$ are chosen randomly from a uniform distribution on [ $\left.V^{*}-0.1, V^{*}+0.1\right]$ for $t \in[-l / v, 0]$, where $l=40$.
with $c \geq 1$ a frequency in the interval $[0,0.26]$ is predicted at the bifurcation. The small discrepancy arises from choosing the simulation parameters somewhat beyond the bifurcation values in order to obtain reasonably high amplitude solutions for visualization.

On the other hand, for traveling waves (case IIb) $k \neq 0$ and Figure 1(c) gives the conditions $r>a_{\mathrm{e}} / a_{\mathrm{i}}$ and $\max _{k}-\hat{K}_{1}(k) /(\gamma v)>\hat{K}(0)$. A series expansion for $\hat{K}_{1}$ [20] yields a single implicit condition for parameters $a_{\mathrm{e}}, a_{\mathrm{i}}, r$ and $k$. Figure 9 shows the corresponding space-time plot of the wave instability for appropriate parameters. Here $r>1$, and the field activity is shifted from local to lateral spatial locations, facilitating traveling waves.

Finally we examine how the phase velocity of traveling waves depends on the propagation velocity $v$ in the system. From (4.10) the phase velocity reads

$$
\begin{equation*}
v_{\mathrm{ph}}=\frac{\omega}{k^{*}}=\frac{v}{k^{*}} \sqrt{\frac{\alpha \hat{K}\left(k^{*}\right)-1}{\frac{1}{2} \alpha \hat{K}_{2}\left(k^{*}\right)-v^{2}}}, \tag{5.10}
\end{equation*}
$$

where $k^{*}$ solves (4.8). In Figure 10, $v_{\mathrm{ph}}$ is plotted and exhibits a slightly nonlinear dependence on the propagation velocity for the applied parameters. We point to the small ratio of phase velocity to propagation velocity in accordance with previous findings [32, 23].


Fig. 7. Thresholds of oscillatory phenomena $v_{\mathrm{thr}}$ for two parameter sets $a_{\mathrm{e}}, a_{\mathrm{i}}$. The sufficient condition for oscillations is fulfilled for $v<v_{\mathrm{thr}}$, i.e., the left-hand side of each curve.
6. Conclusion. We have presented an analysis of the stability of equilibrium solutions for a general class of neural field equations on the real line. The details of bifurcations arising from loss of stability provide important information concerning a variety of dynamical behavior that is of neuroscientific interest, including spatial patterns and traveling waves. The stationary bifurcations and the resulting spatial patterns depend only on the connectivity kernel, and are completely determined by its Fourier transform $\hat{K}(k)$. On the other hand, the axonal delays due to finite propagation speed are shown to have significant effects on the nonstationary bifurcations. In fact, we have proved that in first- and second-order systems, nonstationary bifurcations of equilibria can occur only if the delays are sufficiently large, that is, when the transmission speed is sufficiently small. This behavior is different from that of higher order systems, where nonstationary bifurcations can occur even in the absence of delays. By a perturbation approach we have expressed the conditions for bifurcation in terms of the Fourier transforms of the moments of the kernel function. For high signal transmission speeds, only the first kernel moment needs to be considered to draw qualitative conclusions. For first- and second-order systems this leads to a simple method for determining the possible bifurcation types by comparing the Fourier transforms $\hat{K}(k)$ and $-\hat{K}_{1}(k) / v \gamma$. Furthermore, the bifurcations depend only on the extremal values of the transforms, rather than the precise shapes of the kernels.

The analysis presented here, being applicable to a broad range of connectivity and synaptic properties and transfer functions, suggests some general conclusions on the types of nonlinear dynamics that can be observed in a fairly wide class of systems.


Fig. 8. Space-time plot of the Hopf instability leading to periodic oscillations of a spatially constant solution (type IIa bifurcation), obtained for the Gaussian connectivity kernel and parameters $E^{*}=0.91, r=0.2, \gamma=0.5, a_{\mathrm{e}}=18, a_{\mathrm{i}}=10, v=6, \beta=1, N=400$. Initial conditions are $V^{0}(x, t)=V^{*}+0.02$ for $t \in[-l / v, 0]$, with $V^{*}=0.11$ and $l=40$.

For instance, one generally expects to see oscillatory behavior whenever the signal transmission speed is sufficiently small. In fact, for completely general kernels, the peaks of $\hat{K}(k)$ and $-\hat{K}_{1}(k)$ are more likely to occur at some nonzero $k$ rather than at the precise value $k=0$. This suggests that in first- and second-order systems the prevalent dynamics arising from bifurcations of equilibria will be either spatial patterns or traveling waves, depending on whether the transmission speed is large or small, respectively. Nevertheless, more specific kernel types may dictate different dynamical behavior depending on the application.

There are many studies of discrete networks which exhibit in-phase periodic behavior by increased constant delay (e.g., [49, 6]) and propagation delay (e.g., [17, 26, $22]$ ). These studies consider specific network connectivities and obtain similar results with respect to the role of delays in oscillatory behavior. In this context, we would like to mention the recent work of Earl and Strogatz [9], who studied the stability of discrete, homogeneous oscillator networks with constant connection delays. They obtain a rather strong stability condition for global in-phase oscillations that is independent of the connectivity topology, provided each node has the same number of connections. The in-phase oscillations correspond to type IIa bifurcations in our study; however, we also have the possibility of other bifurcation types, indicating that the neural fields considered here can exhibit a richer range of dynamics. An important difference arises from the nature of the delays in the two models. In the discrete network with a constant connection delay, each unit knows the state of its neighbors


Fig. 9. Space-time plot of the wave instability (type IIb bifurcation), obtained for the Gaussian connectivity kernel and parameters $E^{*}=1.29, r=3, \gamma=2, a_{\mathrm{e}}=60, a_{\mathrm{i}}=55, v=1, \beta=1$, $N=400$. Initial conditions $V^{0}(x, t)$ are chosen randomly from a uniform distribution on $\left[V^{*}-\right.$ $\left.0.1, V^{*}+0.1\right]$ for $t \in[-l / v, 0]$, where $l=40$.



Fig. 10. The wave velocity of traveling waves with respect to axonal propagation velocity. Parameters are $\gamma=0.2,0.03 \leq \alpha \leq 0.11$ and $\omega / v \approx 0.7$ (left, for $v \approx 2$ ) and $\omega / v \approx 0.3$ (right, for $v \approx 7$ ), respectively.
at the same time instant (although not at the present time), so it is plausible that this type of arrangement favors in-phase oscillations. On the other hand, our model involves distance-dependent delays, for which travelling waves may be the more natural type of oscillatory behavior. The details of this interesting connection will be given in a future paper.

Our work is mostly motivated by experimental findings (e.g., [29, 44, 16]). In this line, the presented study aims to generalize the analysis of synaptically coupled neuronal fields in order to gain a classification scheme for observed spatiotemporal patterns. Here, we would like to mention the important generalization of Amari [1] in lateral-inhibition-type fields without axonal delay. Since neurophysiological properties of observed neural tissue are not accessible precisely, a classification scheme might link model functionals with observed phenomena. For example, observed traveling waves necessitate an axonal propagation velocity below a certain threshold defined by connectivity kernel properties and synaptic response properties (Theorem 3.1), and furthermore, their frequencies are confined to a bounded band (Theorem 3.2). In addition, this classification might be important for estimating interaction parameters from multisite neuronal data (e.g., [14]). Due to the large number of different activity phenomena, further studies in this area could incorporate additional mechanisms like standing and traveling pulse fronts as in [32, 33], boundary effects in local neuronal areas (e.g., [7]), the influence of external inputs $[45,10]$ local in space and time, or the constant delayed feedback found experimentally in thalamocortical connections [41] and visual areas $[27,11]$ and which has been addressed in several theoretical studies (e.g., $[13,5,3]$ ). In particular, the mutual treatment of both constant delayed feedback and propagation delay proposes new insights into information processing between distant brain areas. Moreover, consideration of neural fields in higher space dimensions might yield further interesting results.
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#### Abstract

We discuss the problem of deriving estimates for the resolvent of the linear operator associated with three-dimensional perturbations of plane Couette flow and determining its dependence on the Reynolds number $R$. Depending on the values of the parameters involved, we derive estimates analytically. For the remaining values of the parameters, we prove that deriving estimates for the resolvent can be reduced to estimating the solutions of a 4th-order linear homogeneous ordinary differential equation with nonhomogeneous boundary conditions. We study these boundary value problems numerically. Our results indicate the $L_{2}$ norm of the resolvent to be proportional to $R^{2}$.
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1. Introduction. It is well known that plane Couette flow is stable for infinitesimal perturbations for all values of the Reynolds number $R$ [12]. In laboratory experiments, though, transition to turbulence is observed for Reynolds numbers as low as approximately $350[4,16]$. This discrepancy may be caused by a small domain of attraction of the Couette flow. Therefore, it is of great interest to understand how this domain of attraction scales with the Reynolds number $R$.

The so-called resolvent technique for nonlinear differential equations allows one to derive nonlinear stability results from linear stability. To this end, one uses estimates for the resolvent of a linear operator. One of its advantages is the quantification of stability; that is, when successfully applied, the method gives information about the domain of attraction of a stable solution $[7,8]$.

For plane Couette flow, recent works use the resolvent technique to derive a threshold amplitude for perturbations of the base flow, that is, to give a lower bound on the size of perturbations that can lead to turbulence [9, 6, 2]. In this case, successful application of the method requires estimates for the resolvent $\left(s \mathcal{I}-\mathcal{L}_{R}\right)^{-1}$ of the linear operator $\mathcal{L}_{R}$ associated with perturbations of the base flow, for the parameter $s$ belonging to the unstable half-plane $\operatorname{Re}(s) \geq 0$. These estimates should show exactly how the norm of the resolvent depends on $R$. Our aim is to study this dependence.

For large enough values of $|s|$, depending on the Reynolds number, analytical estimates for the $L_{2}$ norm of the resolvent have already been proved [1, 10]. To derive an estimate valid for the whole unstable half-plane, direct numerical computations have been used indicating the $L_{2}$ norm of the resolvent to be proportional to $R^{2}$ $[6,17]$. In [10], $R$-dependent weighted norms are used. Direct numerical computations indicate that in one of the norms considered, the resolvent is proportional to $R$.

We study the three-dimensional case, with periodic boundary conditions in two of the directions. Our results indicate the $L_{2}$ norm of the resolvent to be proportional to $R^{2}$, agreeing with the computations in $[6,17]$. Our main result is a theorem showing

[^37]that the problem of proving the resolvent estimates can be reduced to estimating the solutions of a 4th-order homogeneous linear ordinary differential equation with nonhomogenous boundary conditions. Numerical computations, which are simple and reliable in this case, are used only to study the norms of the solutions of those boundary value problems. The analysis carried out here has other advantages. First of all, it clarifies the reasons for the $R^{2}$ growth of the $L_{2}$ norm of the resolvent, since it shows exactly where the extra factor of $R$ comes into the game. It also gives some physical insight about the problem, showing that different components of perturbations of the base flow have different scales with respect to $R$. We also discuss the reasons for the better dependence of the resolvent on $R$ when the weighted norm from [10] is used.
2. The problem. We first give some notations that will be used throughout this work.

In general, elements of $\mathbb{R}^{3}$ will be represented by boldface letters. The same letter may be used for one of the coordinates of the vector. For example, when convenient, we write $\mathbf{x}=(x, y, z) \in \mathbb{R}^{3}$. We denote by $\Omega$ the set

$$
\Omega:=[0,2 \pi] \times[0,2 \pi] \times[0,1] .
$$

The Euclidean inner product in $\mathbb{R}^{3}$ is denoted by $\cdot$; that is, for $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right)$, $\mathbf{y}=\left(y_{1}, y_{2}, y_{3}\right)$, we have

$$
\mathbf{x} \cdot \mathbf{y}=\sum_{i=1}^{3} x_{i} y_{i}
$$

The $L_{2}$ inner product and norm over $\Omega$ are denoted, respectively, by

$$
\left\langle\mathbf{u}_{1}, \mathbf{u}_{2}\right\rangle=\int_{\Omega} \overline{\mathbf{u}}_{1} \cdot \mathbf{u}_{2} d \mathbf{x}, \quad\|\mathbf{u}\|^{2}=\langle\mathbf{u}, \mathbf{u}\rangle
$$

In our choice of coordinates, the Couette flow is the vector field $\mathbf{U}=(0, z, 0)$, which is a steady solution of

$$
\begin{align*}
& \mathbf{U}_{t}+(\mathbf{U} \cdot \nabla) \mathbf{U}+\nabla P=\frac{1}{R} \Delta \mathbf{U} \\
& \nabla \cdot \mathbf{U}=0 \\
& \mathbf{U}(x, y, 0, t)=(0,0,0)  \tag{2.1}\\
& \mathbf{U}(x, y, 1, t)=(0,1,0) \\
& \mathbf{U}(x, y, z, t)=\mathbf{U}(x+2 \pi, y, z, t) \\
& \mathbf{U}(x, y, z, t)=\mathbf{U}(x, y+2 \pi, z, t)
\end{align*}
$$

for $P$ a constant. The positive parameter $R$ is the Reynolds number. We consider $R \geq 1$, since this is the physically interesting case. We also note that there are no technical reasons for this assumption, only a slight simplification of the presentation. Problem (2.1) describes the flow of an incompressible fluid between the two parallel planes $z=0$ and $z=1$, the plane $z=0$ at rest and the plane $z=1$ moving in the $y$ direction with constant velocity 1 .

We want to analyze the resolvent of the linear operator associated with perturbations of the Couette flow U. Therefore, we consider the initial boundary value
problem

$$
\begin{align*}
& \mathbf{u}_{t}+(\mathbf{u} \cdot \nabla) \mathbf{U}+(\mathbf{U} \cdot \nabla) \mathbf{u}+\nabla p=\frac{1}{R} \Delta \mathbf{u}+\mathbf{F}, \\
& \nabla \cdot \mathbf{u}=0, \\
& \mathbf{u}(x, y, 0, t)=\mathbf{u}(x, y, 1, t)=(0,0,0)  \tag{2.2}\\
& \mathbf{u}(x, y, z, t)=\mathbf{u}(x+2 \pi, y, z, t) \\
& \mathbf{u}(x, y, z, t)=\mathbf{u}(x, y+2 \pi, z, t) \\
& \mathbf{u}(x, y, z, 0)=(0,0,0)
\end{align*}
$$

which is the linearization of the equations governing three-dimensional perturbations $\mathbf{u}(\mathbf{x}, t)=(u(\mathbf{x}, t), v(\mathbf{x}, t), w(\mathbf{x}, t))$ of $\mathbf{U}$. The forcing $\mathbf{F}(\mathbf{x}, t)=(F(\mathbf{x}, t), G(\mathbf{x}, t), H(\mathbf{x}, t))$ is a given $C^{\infty}$ function, satisfying

$$
\begin{equation*}
\int_{0}^{\infty}\|\mathbf{F}(\cdot, t)\|^{2} d t<\infty, \quad \nabla \cdot \mathbf{F}=0 \tag{2.3}
\end{equation*}
$$

The pressure term $p(x, y, z, t)$ in (2.2) is determined up to a constant in terms of $\mathbf{u}$ by the linear elliptic problem

$$
\begin{gather*}
\Delta p=-\nabla \cdot((\mathbf{u} \cdot \nabla) \mathbf{U})-\nabla \cdot((\mathbf{U} \cdot \nabla) \mathbf{u})=-2 w_{y} \\
p_{z}(x, y, 0, t)=\frac{1}{R} w_{z z}(x, y, 0, t)  \tag{2.4}\\
p_{z}(x, y, 1, t)=\frac{1}{R} w_{z z}(x, y, 1, t)
\end{gather*}
$$

Moreover, if $p$ is given by the problem above, the solution $\mathbf{u}$ of (2.2) remains divergencefree. Therefore, we drop the continuity equation and write (2.2) as the linear evolution equation

$$
\begin{gather*}
\mathbf{u}_{t}=\mathcal{L}_{R} \mathbf{u}+\mathbf{F} \\
\mathbf{u}(\mathbf{x}, 0)=(0,0,0) \tag{2.5}
\end{gather*}
$$

where the linear operator $\mathcal{L}_{R}$ is defined by

$$
\begin{equation*}
\mathcal{L}_{R} \mathbf{u}:=\frac{1}{R} \Delta \mathbf{u}-(\mathbf{u} \cdot \nabla) \mathbf{U}-(\mathbf{U} \cdot \nabla) \mathbf{u}-\nabla p \tag{2.6}
\end{equation*}
$$

with $p$ given in terms of $\mathbf{u}$ by (2.4).
It was proven in [12] that all the eigenvalues of $\mathcal{L}_{R}$ have negative real part for all values of $R$ and that the eigenvalue with the greatest real part is at least at a distance proportional to $\frac{1}{R}$ from the imaginary axis. Our aim is to estimate the $L_{2}$ norm of the resolvent $\left(s \mathcal{I}-\mathcal{L}_{R}\right)^{-1}$ of $\mathcal{L}_{R}$ on the unstable half-plane $\operatorname{Re}(s) \geq 0$, and to determine its dependence on $R$. Our results indicate the resolvent constant $\sup _{\operatorname{Re}(s) \geq 0}\left\|\left(s \mathcal{I}-\mathcal{L}_{R}\right)^{-1}\right\|$ to be proportional to $R^{2}$, which agrees with the direct numerical computations of $[6,17]$. Our analysis clarifies the role played by each component of the function $\mathbf{u}$, and it allows us to determine the origin of the $R^{2}$ growth of the resolvent constant.
3. Estimates for the resolvent. For large $|s|$, estimates were already proved $[1,10]$. We state Theorem 1 from [1].

Theorem 3.1. If $\operatorname{Re}(s) \geq 0,|s| \geq 2 \sqrt{2}(1+\sqrt{R})$, then

$$
\left\|\left(s \mathcal{I}-\mathcal{L}_{R}\right)^{-1}\right\|^{2} \leq \frac{8}{|s|^{2}}(1+\sqrt{R})^{2} \leq 1
$$

Using these estimates and the maximum modulus theorem for holomorphic mappings in Banach spaces [3], one can prove (see [1]) that

$$
\begin{equation*}
\sup _{\operatorname{Re}(s) \geq 0}\left\|\left(s \mathcal{I}-\mathcal{L}_{R}\right)^{-1}\right\|=\sup _{\xi \in \mathbb{R}}\left\|\left(i \xi \mathcal{I}-\mathcal{L}_{R}\right)^{-1}\right\| . \tag{3.1}
\end{equation*}
$$

Therefore, for our purposes, it is sufficient to consider $s=i \xi$ purely imaginary. Using this result one can easily prove (see [1]) the following corollary.

Corollary 3.2. Let $s=i \xi, \xi \in \mathbb{R}$. If $|\xi| \geq 2(1+\sqrt{R})$, then

$$
\left\|\left(s \mathcal{I}-\mathcal{L}_{R}\right)^{-1}\right\|^{2} \leq \frac{8}{|s|^{2}}(1+\sqrt{R})^{2} \leq 1 .
$$

Hence, our aim is to estimate the resolvent $\left(s \mathcal{I}-\mathcal{L}_{R}\right)^{-1}$ for $s=i \xi, 0 \leq|\xi|<$ $2(1+\sqrt{R})$. We write the problem (2.2) componentwise:

$$
\begin{gather*}
u_{t}+z u_{y}+p_{x}=\frac{1}{R} \Delta u+F \\
v_{t}+z v_{y}+w+p_{y}=\frac{1}{R} \Delta v+G \\
w_{t}+z w_{y}+p_{z}=\frac{1}{R} \Delta w+H  \tag{3.2}\\
u_{x}+v_{y}+w_{z}=0 \\
u(\mathbf{x}, 0)=v(\mathbf{x}, 0)=w(\mathbf{x}, 0)=0
\end{gather*}
$$

with $u, v, w$ vanishing at $z=0, z=1$ and $2 \pi$ periodic in both $x$ and $y$ directions. Taking the Laplace transform with respect to $t$ of the equation in (2.5), we get the resolvent equation

$$
\begin{equation*}
s \widetilde{\mathbf{u}}=\mathcal{L}_{R} \widetilde{\mathbf{u}}+\widetilde{\mathbf{F}} . \tag{3.3}
\end{equation*}
$$

Componentwise, the transformed problem is

$$
\begin{gather*}
s \widetilde{u}+z \widetilde{u}_{y}+\widetilde{p}_{x}=\frac{1}{R} \Delta \widetilde{u}+\widetilde{F}, \\
s \widetilde{v}+z \widetilde{v}_{y}+\widetilde{w}+\widetilde{p}_{y}=\frac{1}{R} \Delta \widetilde{v}+\widetilde{G}, \\
s \widetilde{w}+z \widetilde{w}_{y}+\widetilde{p}_{z}=\frac{1}{R} \Delta \widetilde{w}+\widetilde{H},  \tag{3.4}\\
\widetilde{u}_{x}+\widetilde{v}_{y}+\widetilde{w}_{z}=0 .
\end{gather*}
$$

Our aim is to get an estimate of the form

$$
\begin{equation*}
\|\widetilde{\mathbf{u}}(\cdot, s)\|^{2} \leq C R^{\gamma}\|\widetilde{\mathbf{F}}(\cdot, s)\|^{2} \tag{3.5}
\end{equation*}
$$

for $\operatorname{Re}(s) \geq 0$, where $C$ is an absolute constant. Since the most important part of the argument is to determine the exponent $\gamma$, we keep the notation simple by representing by $C$ any absolute constant appearing in different parts of this work, possibly with different numerical values. We obtain $\gamma=4$, which implies the norm of the resolvent to be proportional to $R^{2}$. Actually, our analysis shows that different components of the velocity have different dependence on $R$. We get

$$
\begin{align*}
& \|\widetilde{u}\|^{2} \leq C R^{4}\|\widetilde{\mathbf{F}}\|^{2}, \\
& \|\widetilde{v}\|^{2} \leq C R^{4}\|\widetilde{\mathbf{F}}\|^{2},  \tag{3.6}\\
& \|\widetilde{w}\|^{2} \leq C R^{2}\|\widetilde{\mathbf{F}}\|^{2} .
\end{align*}
$$

The inequalities above provide some physical insight about the problem. For a given forcing, components of the perturbations which are parallel to the planes may grow as $R^{2}$, while the worst growth for the normal component is $R$.

To derive the estimates, we use the well-known equivalent formulation of the problem in terms of the normal velocity and the normal vorticity [13, 10]. The vorticity is defined by

$$
\begin{equation*}
\boldsymbol{\eta}=\left(\eta_{1}, \eta_{2}, \eta_{3}\right):=\mathbf{c u r l} \mathbf{u} . \tag{3.7}
\end{equation*}
$$

The transformed normal component of the velocity $\widetilde{w}$ is the solution of

$$
\begin{gather*}
\left(s+z \frac{\partial}{\partial y}\right) \Delta \widetilde{w}=\frac{1}{R} \Delta^{2} \widetilde{w}+\Delta \widetilde{H} \\
\widetilde{w}(x, y, 0, s)=\widetilde{w}(x, y, 1, s)=0  \tag{3.8}\\
\widetilde{w}_{z}(x, y, 0, s)=\widetilde{w}_{z}(x, y, 1, s)=0
\end{gather*}
$$

The transformed normal component of the vorticity $\widetilde{\eta}_{3}$ satisfies

$$
\begin{gather*}
\left(s+z \frac{\partial}{\partial y}\right) \widetilde{\eta}_{3}+\widetilde{w}_{x}=\frac{1}{R} \Delta \widetilde{\eta}_{3}+\widetilde{G}_{x}-\widetilde{F}_{y}  \tag{3.9}\\
\widetilde{\eta}_{3}(x, y, 0, s)=\widetilde{\eta}_{3}(x, y, 1, s)=0 .
\end{gather*}
$$

Expand in a Fourier series in the $x$ and $y$ directions. We represent by $k_{1}$ and $k_{2}$ the respective parameters. Let $k^{2}:=k_{1}^{2}+k_{2}^{2}$. The transformed functions $\widehat{w}, \widehat{\eta}_{3}$ are the solutions of the system

$$
\begin{gather*}
\frac{1}{R} \widehat{w}^{\prime \prime \prime \prime}-\left(s+\frac{2 k^{2}}{R}+i k_{2} z\right) \widehat{w}^{\prime \prime}+\left(s k^{2}+\frac{k^{4}}{R}+i k_{2} k^{2} z\right) \widehat{w}=k^{2} \widehat{H}-\widehat{H}^{\prime \prime} \\
\widehat{w}\left(k_{1}, k_{2}, 0, s\right)=\widehat{w}\left(k_{1}, k_{2}, 1, s\right)=\widehat{w}^{\prime}\left(k_{1}, k_{2}, 0, s\right)=\widehat{w}^{\prime}\left(k_{1}, k_{2}, 1, s\right)=0 \tag{3.10}
\end{gather*}
$$

and

$$
\begin{gather*}
\frac{1}{R} \widehat{\eta}_{3}^{\prime \prime}-\left(s+\frac{k^{2}}{R}+i k_{2} z\right) \widehat{\eta}_{3}=i k_{1} \widehat{w}+i k_{2} \widehat{F}-i k_{1} \widehat{G}  \tag{3.11}\\
\widehat{\eta}_{3}\left(k_{1}, k_{2}, 0, s\right)=\widehat{\eta}_{3}\left(k_{1}, k_{2}, 1, s\right)=0
\end{gather*}
$$

In the problems above, ' denotes the derivative with respect to $z$. The equations in (3.10) and (3.11) are, respectively, the classical Orr-Sommerfeld and Squire equations $[13,11,14,15]$. The transformed normal velocity $\widehat{w}$, solution of (3.10), acts as a forcing term in the equation of the transformed normal vorticity (3.11). To simplify the notation, we define the differential operators $T, T_{0}$ by

$$
\begin{gather*}
T:=\frac{1}{R} \mathcal{D}^{2}-\left(s+\frac{k^{2}}{R}+i k_{2} z\right), \\
T_{0}:=\mathcal{D}^{2}-k^{2} \tag{3.12}
\end{gather*}
$$

where $\mathcal{D}$ denotes the derivative with respect to $z$. Then, the differential equation in (3.10) is written as

$$
\begin{equation*}
T T_{0} \widehat{w}=N:=k^{2} \widehat{H}-\widehat{H}^{\prime \prime} \tag{3.13}
\end{equation*}
$$

The equation for the transformed normal vorticity is

$$
\begin{equation*}
T \widehat{\eta}_{3}=i k_{1} \widehat{w}+i k_{2} \widehat{F}-i k_{1} \widehat{G} \tag{3.14}
\end{equation*}
$$

Lemma 3.3 follows directly from Parseval's identity.
Lemma 3.3. If

$$
\begin{equation*}
\left\|\widehat{\mathbf{u}}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2} \leq C R^{\gamma}\left\|\widehat{\mathbf{F}}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2} \tag{3.15}
\end{equation*}
$$

for all $\left(k_{1}, k_{2}\right) \in \mathbb{Z} \times \mathbb{Z}$ and for all $s \in \mathbb{C}, \operatorname{Re}(s) \geq 0$, then

$$
\begin{equation*}
\left\|\left(s \mathcal{I}-\mathcal{L}_{R}\right)^{-1}\right\|^{2} \leq C R^{\gamma}, \quad \forall s \in \mathbb{C}, \operatorname{Re}(s) \geq 0 \tag{3.16}
\end{equation*}
$$

Therefore, we aim for an estimate of the form (3.15). We begin by estimating the normal velocity.
3.1. Estimates for the normal velocity. We separate the analysis into three cases: $k^{2} \geq \frac{R}{\sqrt{2}}, k=0$, and $0<k^{2}<\frac{R}{\sqrt{2}}$.

Case $k^{2} \geq \frac{R}{\sqrt{2}}$. The transformed normal velocity is the solution of problem (3.10). By Corollary 3.2, we need only to consider $s=i \xi, \xi \in \mathbb{R}, 0 \leq|\xi|<2(1+\sqrt{R})$. Therefore, (3.10) reads as

$$
\begin{gather*}
\frac{1}{R} \widehat{w}^{\prime \prime \prime \prime}-\left(i \xi+\frac{2 k^{2}}{R}+i k_{2} z\right) \widehat{w}^{\prime \prime}+\left(i \xi k^{2}+\frac{k^{4}}{R}+i k_{2} k^{2} z\right) \widehat{w}=N \\
\widehat{w}\left(k_{1}, k_{2}, 0, \xi\right)=\widehat{w}\left(k_{1}, k_{2}, 1, \xi\right)=\widehat{w}^{\prime}\left(k_{1}, k_{2}, 0, \xi\right)=\widehat{w}^{\prime}\left(k_{1}, k_{2}, 1, \xi\right)=0 \tag{3.17}
\end{gather*}
$$

where $N=k^{2} \widehat{H}-\widehat{H}^{\prime \prime}$. We prove the following theorem.
Theorem 3.4. If $k^{2} \geq \frac{R}{\sqrt{2}}$, then

$$
\begin{aligned}
& \left\|\widehat{w}^{\prime \prime}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2}+\left(k^{2}+k_{1}^{2}\right)\left\|\widehat{w}^{\prime}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2}+k^{4}\left\|\widehat{w}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2} \\
& \quad \leq C R^{2}\left\|\widehat{H}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2}
\end{aligned}
$$

Proof. Taking the inner product of the differential equation in (3.17) with $\widehat{w}$ and integrating by parts, one obtains

$$
\begin{align*}
& \frac{1}{R}\left\|\widehat{w}^{\prime \prime}\right\|^{2}+\left(\frac{2 k^{2}}{R}+i \xi\right)\left\|\widehat{w}^{\prime}\right\|^{2}+\left(i \xi k^{2}+\frac{k^{4}}{R}\right)\|\widehat{w}\|^{2}  \tag{3.18}\\
& \quad+i k_{2}\left\langle\widehat{w}, \widehat{w}^{\prime}\right\rangle+i k_{2}\left\langle\widehat{w}^{\prime}, z \widehat{w}^{\prime}\right\rangle+i k_{2} k^{2}\langle\widehat{w}, z \widehat{w}\rangle=\langle\widehat{w}, N\rangle
\end{align*}
$$

As can be easily checked through integration by parts, $\left\langle\widehat{w}, \widehat{w}^{\prime}\right\rangle$ is purely imaginary, and $\langle\widehat{w}, z \widehat{w}\rangle,\left\langle\widehat{w}^{\prime}, z \widehat{w}^{\prime}\right\rangle$ are both real. Hence, taking the real part of (3.18) and using the triangle inequality, one gets

$$
\begin{equation*}
\frac{1}{R}\left\|\widehat{w}^{\prime \prime}\right\|^{2}+\frac{2 k^{2}}{R}\left\|\widehat{w}^{\prime}\right\|^{2}+\frac{k^{4}}{R}\|\widehat{w}\|^{2}-\left|k_{2}\right|\left|\left\langle\widehat{w}, \widehat{w}^{\prime}\right\rangle\right| \leq|\langle\widehat{w}, N\rangle| \tag{3.19}
\end{equation*}
$$

We note that (3.19) is valid for all values of the parameters.
If $k_{2} \neq 0$, use the inequality

$$
\left|\left\langle\widehat{w}, \widehat{w}^{\prime}\right\rangle\right| \leq \frac{R}{4\left|k_{2}\right|}\|\widehat{w}\|^{2}+\frac{\left|k_{2}\right|}{R}\left\|\widehat{w}^{\prime}\right\|^{2}
$$

to get

$$
\begin{equation*}
\frac{1}{R}\left\|\widehat{w}^{\prime \prime}\right\|^{2}+\left(\frac{2 k^{2}}{R}-\frac{k_{2}^{2}}{R}\right)\left\|\widehat{w}^{\prime}\right\|^{2}+\left(\frac{k^{4}}{R}-\frac{R}{4}\right)\|\widehat{w}\|^{2} \leq|\langle\widehat{w}, N\rangle| \tag{3.20}
\end{equation*}
$$

Since $k^{2} \geq \frac{R}{\sqrt{2}}$ implies $\frac{k^{4}}{R}-\frac{R}{4} \geq \frac{k^{4}}{2 R}$, inequality (3.20) gives

$$
\begin{equation*}
\frac{1}{R}\left\|\widehat{w}^{\prime \prime}\right\|^{2}+\frac{k^{2}+k_{1}^{2}}{R}\left\|\widehat{w}^{\prime}\right\|^{2}+\frac{k^{4}}{2 R}\|\widehat{w}\|^{2} \leq|\langle\widehat{w}, N\rangle| \tag{3.21}
\end{equation*}
$$

The desired estimates follow from this inequality. To derive them, we first note that the differential equation in $(3.17)$ is linear. Therefore, if $\widehat{w}_{1}, \widehat{w}_{2}$ are the solutions of

$$
\begin{aligned}
& T T_{0} \widehat{w}_{1}=k^{2} \widehat{H} \\
& T T_{0} \widehat{w}_{2}=-\widehat{H}^{\prime \prime}
\end{aligned}
$$

both satisfying the same boundary conditions as $\widehat{w}$, then $\widehat{w}=\widehat{w}_{1}+\widehat{w}_{2}$. We prove estimates for $\widehat{w}_{1}$ and $\widehat{w}_{2}$.

Using inequality (3.21) for $\widehat{w}_{1}$, and the Cauchy-Schwarz inequality, one gets

$$
\begin{equation*}
\frac{1}{R}\left\|\widehat{w}_{1}^{\prime \prime}\right\|^{2}+\frac{k^{2}+k_{1}^{2}}{R}\left\|\widehat{w}_{1}^{\prime}\right\|^{2}+\frac{k^{4}}{2 R}\left\|\widehat{w}_{1}\right\|^{2} \leq k^{2}\left\|\widehat{w}_{1}\right\|\|\widehat{H}\| \tag{3.22}
\end{equation*}
$$

This inequality implies

$$
\begin{equation*}
\left\|\widehat{w}_{1}^{\prime \prime}\right\|^{2}+\left(k^{2}+k_{1}^{2}\right)\left\|\widehat{w}_{1}^{\prime}\right\|^{2}+k^{4}\left\|\widehat{w}_{1}\right\|^{2} \leq C R^{2}\|\widehat{H}\|^{2} \tag{3.23}
\end{equation*}
$$

For $\widehat{w}_{2}$, first note that

$$
\begin{equation*}
\left\langle\widehat{w}_{2}, \widehat{H}^{\prime \prime}\right\rangle=\left\langle\widehat{w}_{2}^{\prime \prime}, \widehat{H}\right\rangle \tag{3.24}
\end{equation*}
$$

since the boundary conditions satisfied by $\widehat{w}_{2}$ imply that the boundary terms after integration by parts vanish. Therefore, using (3.21), and the Cauchy-Schwarz inequality, we get

$$
\begin{equation*}
\frac{1}{R}\left\|\widehat{w}_{2}^{\prime \prime}\right\|^{2}+\frac{k^{2}+k_{1}^{2}}{R}\left\|\widehat{w}_{2}^{\prime}\right\|^{2}+\frac{k^{4}}{2 R}\left\|\widehat{w}_{2}\right\|^{2} \leq\left\|\widehat{w}_{2}^{\prime \prime}\right\|\|\widehat{H}\| \tag{3.25}
\end{equation*}
$$

This inequality implies

$$
\begin{equation*}
\left\|\widehat{w}_{2}^{\prime \prime}\right\|^{2}+\left(k^{2}+k_{1}^{2}\right)\left\|\widehat{w}_{2}^{\prime}\right\|^{2}+k^{4}\left\|\widehat{w}_{2}\right\|^{2} \leq C R^{2}\|\widehat{H}\|^{2} \tag{3.26}
\end{equation*}
$$

Since $\widehat{w}=\widehat{w}_{1}+\widehat{w}_{2}$, inequalities (3.23) and (3.26) imply

$$
\begin{equation*}
\left\|\widehat{w}^{\prime \prime}\right\|^{2}+\left(k^{2}+k_{1}^{2}\right)\left\|\widehat{w}^{\prime}\right\|^{2}+k^{4}\|\widehat{w}\|^{2} \leq C R^{2}\|\widehat{H}\|^{2} \tag{3.27}
\end{equation*}
$$

If $k_{2}=0$, then $k_{1} \neq 0$ and inequality (3.19) is

$$
\frac{1}{R}\left\|\widehat{w}^{\prime \prime}\right\|^{2}+\frac{2 k_{1}^{2}}{R}\left\|\widehat{w}^{\prime}\right\|^{2}+\frac{k_{1}^{4}}{R}\|\widehat{w}\|^{2} \leq|\langle\widehat{w}, N\rangle|
$$

From this inequality, estimates follow by the same argument as above, with no restriction on $k_{1}$.

Case $k=0$. In this case, we prove the following.

Theorem 3.5. If $k=0$, we have

$$
\begin{equation*}
\left\|\widehat{w}^{\prime \prime}(0,0, \cdot, s)\right\|^{2}+\left\|\widehat{w}^{\prime}(0,0, \cdot, s)\right\|^{2}+\|\widehat{w}(0,0, \cdot, s)\|^{2} \leq C R^{2}\|\widehat{H}(0,0, \cdot, s)\|^{2} \tag{3.28}
\end{equation*}
$$

Proof. For this case, problem (3.17) is

$$
\begin{gather*}
\frac{1}{R} \widehat{w}^{\prime \prime \prime \prime}-i \xi \widehat{w}^{\prime \prime}=-\widehat{H}^{\prime \prime}  \tag{3.29}\\
\widehat{w}(0,0,0, s)=\widehat{w}(0,0,1, s)=\widehat{w}^{\prime}(0,0,0, s)=\widehat{w}^{\prime}(0,0,1, s)=0
\end{gather*}
$$

where $s=i \xi$. Taking the inner product of the equation with $\widehat{w}$ and integrating by parts, one gets

$$
\begin{equation*}
\frac{1}{R}\left\|\widehat{w}^{\prime \prime}\right\|^{2}+i \xi\left\|\widehat{w}^{\prime}\right\|^{2}=-\left\langle\widehat{w}^{\prime \prime}, \widehat{H}\right\rangle \tag{3.30}
\end{equation*}
$$

Taking the real part of this equation, and using the Cauchy-Schwarz inequality on its right-hand side, we obtain

$$
\begin{equation*}
\left\|\widehat{w}^{\prime \prime}\right\|^{2} \leq R^{2}\|\widehat{H}\|^{2} \tag{3.31}
\end{equation*}
$$

Application of Poincaré's inequality twice gives us the estimate

$$
\begin{equation*}
\left\|\widehat{w}^{\prime \prime}\right\|^{2}+\left\|\widehat{w}^{\prime}\right\|^{2}+\|\widehat{w}\|^{2} \leq C R^{2}\|\widehat{H}\|^{2} \tag{3.32}
\end{equation*}
$$

Case $0<k^{2}<\frac{R}{\sqrt{2}}$. For this case, we show that the problem can be reduced to estimating the solutions of linear homogeneous ordinary differential equations with nonhomogeneous boundary conditions. The method used here is similar to the approach in [1] to estimate the stream function for the case of two space dimensions.

THEOREM 3.6. If, for all $R \geq 1$, the solutions $\phi_{1}\left(k_{1}, k_{2}, z, s\right)$ and $\phi_{2}\left(k_{1}, k_{2}, z, s\right)$ of

$$
\begin{array}{cc}
T T_{0} \phi_{1}=0, & T T_{0} \phi_{2}=0 \\
\phi_{1}\left(k_{1}, k_{2}, 0, s\right)=0, & \phi_{2}\left(k_{1}, k_{2}, 0, s\right)=0 \\
\phi_{1}\left(k_{1}, k_{2}, 1, s\right)=0, & \phi_{2}\left(k_{1}, k_{2}, 1, s\right)=0  \tag{3.33}\\
\phi_{1}^{\prime}\left(k_{1}, k_{2}, 0, s\right)=1, & \phi_{2}^{\prime}\left(k_{1}, k_{2}, 0, s\right)=0 \\
\phi_{1}^{\prime}\left(k_{1}, k_{2}, 1, s\right)=0, & \phi_{2}^{\prime}\left(k_{1}, k_{2}, 1, s\right)=1
\end{array}
$$

satisfy

$$
\begin{array}{cc}
|k|\left\|\phi_{1}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2} \leq C & |k|\left\|\phi_{2}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2} \leq C \\
\left\|\phi_{1}^{\prime}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2} \leq C & \left\|\phi_{2}^{\prime}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2} \leq C \tag{3.34}
\end{array}
$$

for some absolute constant $C>0$ and for all $0<k^{2}<\frac{R}{\sqrt{2}}$, s $=i \xi, \xi \in \mathbb{R}, 0 \leq|\xi|<$ $2(1+\sqrt{R})$, then

$$
\begin{equation*}
|k|\left\|\widehat{w}^{\prime}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2}+k^{2}\left\|\widehat{w}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2} \leq C R^{2}\|\widehat{\mathbf{F}}\|^{2} \tag{3.35}
\end{equation*}
$$

for all $R \geq 1,0<k^{2}<\frac{R}{\sqrt{2}}, s=i \xi, \xi \in \mathbb{R}, 0 \leq|\xi|<2(1+\sqrt{R})$.
Proof. The transformed normal velocity $\widehat{w}$ is the solution of

$$
\begin{gather*}
T T_{0} \widehat{w}=N \\
\widehat{w}(0)=\widehat{w}(1)=\widehat{w}^{\prime}(0)=\widehat{w}^{\prime}(1)=0 \tag{3.36}
\end{gather*}
$$

where $N=k^{2} \widehat{H}-\widehat{H}^{\prime \prime}$. To simplify the notation, we do not write explicitly the dependence of $\widehat{w}$ on all the parameters.

Let $g$ and $h$ be solution of the system

$$
\begin{gather*}
T h=\left(\frac{1}{R} \mathcal{D}^{2}-\left(i \xi+\frac{k^{2}}{R}+i k_{2} z\right)\right) h=N, \quad h(0)=h(1)=0 \\
T_{0} g=\left(\mathcal{D}^{2}-k^{2}\right) g=h, \quad g(0)=g(1)=0 \tag{3.37}
\end{gather*}
$$

Taking the inner product of the first equation with $h$, and integrating by parts, one gets

$$
\begin{equation*}
-\frac{1}{R}\left\|h^{\prime}\right\|^{2}-\frac{k^{2}}{R}\|h\|^{2}-i \xi\|h\|^{2}-i k_{2}\langle h, z h\rangle=\langle h, N\rangle \tag{3.38}
\end{equation*}
$$

Taking the real part of the equation above, and noting that $\langle h, z h\rangle \in \mathbb{R}$, we get

$$
\begin{equation*}
\frac{1}{R}\left\|h^{\prime}\right\|^{2}+\frac{k^{2}}{R}\|h\|^{2} \leq|\langle h, N\rangle| \tag{3.39}
\end{equation*}
$$

As done before, since the equation satisfied by $h$ in (3.37) is linear, we study separately $h_{1}, h_{2}$, the solutions of

$$
\begin{array}{ll}
T h_{1}=k^{2} \widehat{H}, & h_{1}(0)=h_{1}(1)=0 \\
T h_{2}=-\widehat{H}^{\prime \prime}, & h_{2}(0)=h_{2}(1)=0 \tag{3.40}
\end{array}
$$

For $h_{1}$, inequality (3.39) is

$$
\begin{equation*}
\frac{1}{R}\left\|h_{1}^{\prime}\right\|^{2}+\frac{k^{2}}{R}\left\|h_{1}\right\|^{2} \leq\left|\left\langle h_{1}, k^{2} \widehat{H}\right\rangle\right| \leq k^{2}\left\|h_{1}\right\|\|\widehat{H}\| \tag{3.41}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\left\|h_{1}\right\|^{2} \leq R^{2}\|\widehat{H}\|^{2} \tag{3.42}
\end{equation*}
$$

For $h_{2}$, using inequality (3.39) and integrating by parts once, we have

$$
\begin{equation*}
\frac{1}{R}\left\|h_{2}^{\prime}\right\|^{2}+\frac{k^{2}}{R}\left\|h_{2}\right\|^{2} \leq\left|\left\langle h_{2},-\widehat{H}^{\prime \prime}\right\rangle\right|=\left|\left\langle h_{2}^{\prime},-\widehat{H}^{\prime}\right\rangle\right| \leq\left\|h_{2}^{\prime}\right\|\left\|\widehat{H}^{\prime}\right\| \tag{3.43}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\left\|h_{2}^{\prime}\right\|^{2}+k^{2}\left\|h_{2}\right\|^{2} \leq C R^{2}\left\|\widehat{H}^{\prime}\right\|^{2} \tag{3.44}
\end{equation*}
$$

From (2.3), we have

$$
\begin{equation*}
\widehat{H}^{\prime}=-i k_{1} \widehat{F}-i k_{2} \widehat{G} \tag{3.45}
\end{equation*}
$$

Therefore, (3.44) gives

$$
\begin{equation*}
\left\|h_{2}^{\prime}\right\|^{2}+k^{2}\left\|h_{2}\right\|^{2} \leq C R^{2}\left(k_{1}^{2}\|\widehat{F}\|^{2}+k_{2}^{2}\|\widehat{G}\|^{2}\right) \leq C k^{2} R^{2}\left(\|\widehat{F}\|^{2}+\|\widehat{G}\|^{2}\right) \tag{3.46}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\left\|h_{2}\right\|^{2} \leq C R^{2}\left(\|\widehat{F}\|^{2}+\|\widehat{G}\|^{2}\right) \tag{3.47}
\end{equation*}
$$

Using (3.42) and (3.47), we conclude that $h=h_{1}+h_{2}$ satisfies

$$
\begin{equation*}
\|h\|^{2} \leq C R^{2}\left(\|\widehat{F}\|^{2}+\|\widehat{G}\|^{2}+\|\widehat{H}\|^{2}\right)=C R^{2}\|\widehat{\mathbf{F}}\|^{2} \tag{3.48}
\end{equation*}
$$

For $g$, estimates follow in a similar and simpler way. Taking the inner product of the second equation in (3.37) with $g$ and integrating by parts, one can prove that

$$
\begin{equation*}
k^{2}\left\|g^{\prime}\right\|^{2}+k^{4}\|g\|^{2} \leq C\|h\|^{2} \tag{3.49}
\end{equation*}
$$

Using the differential equation for $g$ in (3.37), one can also bound $g^{\prime \prime}$. Therefore, one gets

$$
\begin{equation*}
\left\|g^{\prime \prime}\right\|^{2}+k^{2}\left\|g^{\prime}\right\|^{2}+k^{4}\|g\|^{2} \leq C\|h\|^{2} \tag{3.50}
\end{equation*}
$$

Using (3.48) and (3.50), we conclude that

$$
\begin{equation*}
\left\|g^{\prime \prime}\right\|^{2}+k^{2}\left\|g^{\prime}\right\|^{2}+k^{4}\|g\|^{2} \leq C R^{2}\|\widehat{\mathbf{F}}\|^{2} \tag{3.51}
\end{equation*}
$$

It follows from the definition of $g$ that it satisfies

$$
\begin{align*}
T T_{0} g & =k^{2} \widehat{H}-\widehat{H}^{\prime \prime}  \tag{3.52}\\
g(0) & =g(1)=0
\end{align*}
$$

Therefore, $g$ satisfies the same differential equation satisfied by $\widehat{w}$, but with different boundary conditions, since $g^{\prime}(0)$ and $g^{\prime}(1)$ do not necessarily vanish. But those values can be estimated. Indeed, using the one-dimensional Sobolev inequality $\left|g^{\prime}\right|_{\infty}^{2} \leq$ $\left\|g^{\prime}\right\|^{2}+2\left\|g^{\prime}\right\|\left\|g^{\prime \prime}\right\|$, and (3.51), we have

$$
\begin{align*}
|k|\left|g^{\prime}(0)\right|^{2} & \leq\left|k\left\|\left.g^{\prime}\right|_{\infty} ^{2} \leq|k|\right\| g^{\prime}\left\|^{2}+2|k|\right\| g^{\prime}\| \| g^{\prime \prime}\left\|\leq C R^{2}\right\| \widehat{\mathbf{F}} \|^{2}\right. \\
\left|k \| g^{\prime}(1)\right|^{2} & \leq\left|k\left\|\left.g^{\prime}\right|_{\infty} ^{2} \leq|k|\right\| g^{\prime}\left\|^{2}+2|k|\right\| g^{\prime}\| \| g^{\prime \prime}\left\|\leq C R^{2}\right\| \widehat{\mathbf{F}} \|^{2}\right. \tag{3.53}
\end{align*}
$$

Now, let $\phi$ be the solution of

$$
\begin{align*}
& T T_{0} \phi=0 \\
& \phi(0)=\phi(1)=0 \\
& \phi^{\prime}(0)=g^{\prime}(0)  \tag{3.54}\\
& \phi^{\prime}(1)=g^{\prime}(1)
\end{align*}
$$

Then, $\widehat{w}=g-\phi$, as can be easily checked. Since we already have estimates for $g$, estimates for $\phi$ will imply estimates for $\widehat{w}$. Now, note that if $\phi_{1}$ and $\phi_{2}$ are the solutions of

$$
\begin{array}{cc}
T T_{0} \phi_{1}=0, & T T_{0} \phi_{2}=0, \\
\phi_{1}(0)=\phi_{1}(1)=0, & \phi_{2}(0)=\phi_{2}(1)=0, \\
\phi_{1}^{\prime}(0)=1, & \phi_{2}^{\prime}(0)=0  \tag{3.55}\\
\phi_{1}^{\prime}(1)=0, & \phi_{2}^{\prime}(1)=1,
\end{array}
$$

then $\phi=g^{\prime}(0) \phi_{1}+g^{\prime}(1) \phi_{2}$. Therefore, if for some absolute constant $C$ we have

$$
\begin{gather*}
|k|\left\|\phi_{1}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2} \leq C, \quad|k|\left\|\phi_{2}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2} \leq C \\
\left\|\phi_{1}^{\prime}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2} \leq C, \quad\left\|\phi_{2}^{\prime}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2} \leq C \tag{3.56}
\end{gather*}
$$

then, using (3.53), we get

$$
\begin{align*}
k^{2}\|\phi\|^{2} & \leq 2 k^{2}\left|g^{\prime}(0)\right|^{2}\left\|\phi_{1}\right\|^{2}+2 k^{2}\left|g^{\prime}(1)\right|^{2}\left\|\phi_{2}\right\|^{2} \leq C R^{2}\|\widehat{\mathbf{F}}\|^{2}  \tag{3.57}\\
|k|\left\|\phi^{\prime}\right\|^{2} & \leq 2|k|\left|g^{\prime}(0)\right|^{2}\left\|\phi_{1}^{\prime}\right\|^{2}+2\left|k\left\|\left.g^{\prime}(1)\right|^{2}\right\| \phi_{2}^{\prime}\left\|^{2} \leq C R^{2}\right\| \widehat{\mathbf{F}} \|^{2}\right.
\end{align*}
$$

Since $\widehat{w}=g-\phi$, inequalities (3.51) and (3.57) imply

$$
\begin{equation*}
|k|\left\|\widehat{w}^{\prime}\right\|^{2}+k^{2}\|\widehat{w}\|^{2} \leq C R^{2}\|\widehat{\mathbf{F}}\|^{2} \tag{3.58}
\end{equation*}
$$

which proves the theorem.
We study the solutions $\phi_{1}$ and $\phi_{2}$ of (3.55) numerically. These problems are suitable for a numerical approach for two main reasons: First, they are homogeneous problems, with fixed nonhomogeneous boundary conditions for all values of the parameters $k_{1}, k_{2}, \xi, R$. Second, they need to be studied only for bounded values of $k_{1}$, $k_{2}$, and $s$, namely for $0<k^{2}<\frac{R}{\sqrt{2}}$, and $s=i \xi, \xi \in \mathbb{R}, 0 \leq|\xi|<2(1+\sqrt{R})$. The results are shown in section 4 , providing evidence for the bounds (3.56).

Therefore, from the three cases studied above, we conclude that for all values of the parameters $k_{1}, k_{2}$, and $s$, we have

$$
\begin{gather*}
|k|\left\|\widehat{w}^{\prime}\right\|^{2}+k^{2}\|\widehat{w}\|^{2} \leq C R^{2}\|\widehat{\mathbf{F}}\|^{2}, \quad k^{2} \neq 0 \\
\left\|\widehat{w}^{\prime}\right\|^{2}+\|\widehat{w}\|^{2} \leq C R^{2}\|\widehat{\mathbf{F}}\|^{2}, \quad k=0 \tag{3.59}
\end{gather*}
$$

Having bounds for the normal velocity $\widehat{w}$, we now derive the bounds for the normal vorticity and use them to estimate $\widehat{u}, \widehat{v}$, the remaining components of the velocity.
3.2. Estimates for the normal vorticity. We prove the following theorem. Theorem 3.7. If the estimates (3.59) hold, then

$$
\begin{equation*}
\left\|\widehat{\eta}_{3}^{\prime}\right\|^{2}+k^{2}\left\|\widehat{\eta}_{3}\right\|^{2} \leq C R^{4}\|\widehat{\mathbf{F}}\|^{2} \tag{3.60}
\end{equation*}
$$

Moreover, inequality (3.60) implies

$$
\begin{equation*}
\|\widehat{u}\|^{2}+\|\widehat{v}\|^{2} \leq C R^{4}\|\widehat{\mathbf{F}}\|^{2} \tag{3.61}
\end{equation*}
$$

Proof. The function $\widehat{\eta}_{3}$ is the solution of

$$
\begin{gather*}
T \widehat{\eta}_{3}=\frac{1}{R} \widehat{\eta}_{3}^{\prime \prime}-\left(i \xi+\frac{k^{2}}{R}+i k_{2} z\right) \widehat{\eta}_{3}=i k_{1} \widehat{w}+i k_{2} \widehat{F}-i k_{1} \widehat{G}  \tag{3.62}\\
\widehat{\eta}_{3}\left(k_{1}, k_{2}, 0, \xi\right)=\widehat{\eta}_{3}\left(k_{1}, k_{2}, 1, \xi\right)=0
\end{gather*}
$$

Taking the inner product of the differential equation with $\widehat{\eta}_{3}$, and integrating by parts the first term of the resulting equation once, we get

$$
\frac{1}{R}\left\|\widehat{\eta}_{3}^{\prime}\right\|^{2}+\left(i \xi+\frac{k^{2}}{R}\right)\left\|\widehat{\eta}_{3}\right\|^{2}+i k_{2}\left\langle\widehat{\eta}_{3}, z \widehat{\eta}_{3}\right\rangle=-i k_{1}\left\langle\widehat{\eta}_{3}, \widehat{w}\right\rangle-i k_{2}\left\langle\widehat{\eta}_{3}, \widehat{F}\right\rangle+i k_{1}\left\langle\widehat{\eta}_{3}, \widehat{G}\right\rangle
$$

Since $\left\langle\widehat{\eta}_{3}, z \widehat{\eta}_{3}\right\rangle \in \mathbb{R}$, taking the real part of the equation above and using the CauchySchwarz inequality, we have

$$
\begin{equation*}
\frac{1}{R}\left\|\widehat{\eta}_{3}^{\prime}\right\|^{2}+\frac{k^{2}}{R}\left\|\widehat{\eta}_{3}\right\|^{2} \leq\left|k_{1}\right|\left\|\widehat{\eta}_{3}\right\|\|\widehat{w}\|+\left|k_{2}\right|\left\|\widehat{\eta}_{3}\right\|\|\widehat{F}\|+\left|k_{1}\right|\left\|\widehat{\eta}_{3}\right\|\|\widehat{G}\| \tag{3.63}
\end{equation*}
$$

If $k^{2}=0$, the desired estimates follow directly. For $k^{2} \neq 0,(3.63)$ implies

$$
\frac{|k|}{R}\left\|\widehat{\eta}_{3}\right\| \leq \frac{\left|k_{1}\right|}{|k|}\|\widehat{w}\|+\frac{\left|k_{2}\right|}{|k|}\|\widehat{F}\|+\frac{\left|k_{1}\right|}{|k|}\|\widehat{G}\| \leq\|\widehat{w}\|+\|\widehat{F}\|+\|\widehat{G}\| \leq C R\|\widehat{\mathbf{F}}\|
$$

where we used (3.59) to bound $\|\widehat{w}\|$. Therefore,

$$
\begin{equation*}
k^{2}\left\|\widehat{\eta}_{3}\right\|^{2} \leq C R^{4}\|\widehat{\mathbf{F}}\|^{2} \tag{3.64}
\end{equation*}
$$

Using (3.63) and (3.64), we can bound $\widehat{\eta}_{3}^{\prime}$ by

$$
\begin{equation*}
\left\|\widehat{\eta}_{3}^{\prime}\right\|^{2} \leq C R^{4}\|\widehat{\mathbf{F}}\|^{2} \tag{3.65}
\end{equation*}
$$

Inequalities (3.64) and (3.65) together give

$$
\begin{equation*}
\left\|\widehat{\eta}_{3}^{\prime}\right\|^{2}+k^{2}\left\|\widehat{\eta}_{3}\right\|^{2} \leq C R^{4}\|\widehat{\mathbf{F}}\|^{2} \tag{3.66}
\end{equation*}
$$

which proves the first part of the theorem.
We now use (3.64) to bound $\widehat{u}, \widehat{v}$, components of the velocity. The velocity components $u$ and $v$ can be recovered once one knows the normal velocity $w$ and normal vorticity $\eta_{3}$ by solving, with appropriate boundary conditions, the equations

$$
\begin{align*}
-u_{x x}-u_{y y} & =\eta_{3 y}+w_{x z}  \tag{3.67}\\
-v_{x x}-v_{y y} & =w_{y z}-\eta_{3 x} \tag{3.68}
\end{align*}
$$

For the transformed functions, the equations above are

$$
\begin{align*}
k^{2} \widehat{u} & =i k_{2} \widehat{\eta}_{3}+i k_{1} \widehat{w}^{\prime}  \tag{3.69}\\
k^{2} \widehat{v} & =i k_{2} \widehat{w}^{\prime}-i k_{1} \widehat{\eta}_{3} \tag{3.70}
\end{align*}
$$

Using (3.59) and (3.64), the estimates

$$
\begin{align*}
k^{2}\|\widehat{u}\| & \leq C R^{2}\|\widehat{\mathbf{F}}\|  \tag{3.71}\\
k^{2}\|\widehat{v}\| & \leq C R^{2}\|\widehat{\mathbf{F}}\| \tag{3.72}
\end{align*}
$$

follow.
Inequalities (3.59), (3.71), (3.72) and Corollary 3.2 together imply

$$
\begin{aligned}
\left\|\widehat{\mathbf{u}}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2} & =\left\|\widehat{u}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2}+\left\|\widehat{v}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2}+\left\|\widehat{w}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2} \\
& \leq C R^{4}\left\|\widehat{\mathbf{F}}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2}+C R^{4}\left\|\widehat{\mathbf{F}}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2}+C R^{2}\left\|\widehat{\mathbf{F}}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2} \\
& \leq C R^{4}\left\|\widehat{\mathbf{F}}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2}
\end{aligned}
$$

for all $\left(k_{1}, k_{2}\right) \in \mathbb{Z} \times \mathbb{Z}$ and for all $s \in \mathbb{C}, \operatorname{Re}(s) \geq 0$. By Lemma 3.3, this implies the resolvent estimate

$$
\begin{equation*}
\left\|\left(s \mathcal{I}-\mathcal{L}_{R}\right)^{-1}\right\|^{2} \leq C R^{4} \quad \forall s \in \mathbb{C}, \operatorname{Re}(s) \geq 0 \tag{3.73}
\end{equation*}
$$

Remarks about weighted norms. In [10], the authors define a weighted norm $\|\cdot\|_{3}$, which is given in our coordinate system by

$$
\begin{equation*}
\|\widetilde{\mathbf{u}}\|_{3}^{2}:=\|\widetilde{u}\|^{2}+\|\widetilde{v}\|^{2}+R^{2}\|\widetilde{w}\|^{2} \tag{3.74}
\end{equation*}
$$

Via direct numerical computations, they conclude that

$$
\begin{equation*}
\|\widetilde{\mathbf{u}}\|_{3}^{2} \leq C R^{2}\|\widetilde{\mathbf{F}}\|_{3}^{2} \tag{3.75}
\end{equation*}
$$

Our analysis shows that, if one gets estimates of the type (3.27) for all values of $k_{1}$, $k_{2}$, (that is, estimating the normal velocity by the normal component of the forcing only), inequality (3.75) follows. Indeed, in this case, the estimates for the normal vorticity would be

$$
\left\|\widehat{\eta}_{3}^{\prime}\right\|^{2}+k^{2}\left\|\widehat{\eta}_{3}\right\|^{2} \leq C R^{2}\|\widehat{F}\|^{2}+C R^{2}\|\widehat{G}\|^{2}+C R^{4}\|\widehat{H}\|^{2}
$$

Then, using (3.69) and (3.70),

$$
\begin{aligned}
& \|\widehat{u}\|^{2} \leq C R^{2}\|\widehat{F}\|^{2}+C R^{2}\|\widehat{G}\|^{2}+C R^{4}\|\widehat{H}\|^{2} \\
& \|\widehat{v}\|^{2} \leq C R^{2}\|\widehat{F}\|^{2}+C R^{2}\|\widehat{G}\|^{2}+C R^{4}\|\widehat{H}\|^{2}
\end{aligned}
$$

Therefore,

$$
\|\widehat{u}\|^{2}+\|\widehat{v}\|^{2}+R^{2}\|\widehat{w}\|^{2} \leq C R^{2}\|\widehat{F}\|^{2}+C R^{2}\|\widehat{G}\|^{2}+C R^{4}\|\widehat{H}\|^{2}=C R^{2}\|\widehat{\mathbf{F}}\|_{3}^{2}
$$

We believe this to be the case. In our argument though, we need to use all the components of the forcing $\widehat{\mathbf{F}}$ to bound $\widehat{w}$ for $0<k^{2}<\frac{R}{\sqrt{2}}$. We do not see how to overcome this technical difficulty at the moment. To get a better $R$ growth for the perturbations using our estimates, we could define a weighted norm $\|\cdot\|_{R}$, scaling the components of $\widehat{\mathbf{u}}$ in the obvious way:

$$
\begin{equation*}
\|\widehat{\mathbf{u}}\|_{R}^{2}:=\frac{1}{R^{2}}\|\widehat{u}\|^{2}+\frac{1}{R^{2}}\|\widehat{v}\|^{2}+\|\widehat{w}\|^{2} \tag{3.76}
\end{equation*}
$$

For this norm, we have

$$
\begin{equation*}
\|\widehat{\mathbf{u}}\|_{R}^{2} \leq C R^{2}\|\widehat{\mathbf{F}}\|^{2} \tag{3.77}
\end{equation*}
$$

but this does not imply a resolvent estimate, since we do not have the same norms on both sides of the inequality.
4. Numerical results. The only part of the argument that relies on numerical computations are the estimates for $\phi_{1}$ and $\phi_{2}$, solutions of

$$
\begin{gathered}
\frac{1}{R} \phi_{1}^{\prime \prime \prime \prime}-\left(i \xi+\frac{2 k^{2}}{R}+i k_{2} z\right) \phi_{1}^{\prime \prime}+\left(i \xi k^{2}+\frac{k^{4}}{R}+i k_{2} k^{2} z\right) \phi_{1}=0 \\
\phi_{1}\left(k_{1}, k_{2}, 0, \xi\right)=\phi_{1}\left(k_{1}, k_{2}, 1, \xi\right)=0 \\
\phi_{1}^{\prime}\left(k_{1}, k_{2}, 0, \xi\right)=1 \\
\phi_{1}^{\prime}\left(k_{1}, k_{2}, 1, \xi\right)=0
\end{gathered}
$$

and

$$
\begin{gathered}
\frac{1}{R} \phi_{2}^{\prime \prime \prime \prime}-\left(i \xi+\frac{2 k^{2}}{R}+i k_{2} z\right) \phi_{2}^{\prime \prime}+\left(i \xi k^{2}+\frac{k^{4}}{R}+i k_{2} k^{2} z\right) \phi_{2}=0 \\
\phi_{2}\left(k_{1}, k_{2}, 0, \xi\right)=\phi_{2}\left(k_{1}, k_{2}, 1, \xi\right)=0 \\
\phi_{2}^{\prime}\left(k_{1}, k_{2}, 0, \xi\right)=0 \\
\phi_{2}^{\prime}\left(k_{1}, k_{2}, 1, \xi\right)=1
\end{gathered}
$$



FIG. 1. $\max _{k_{1}, k_{2}, \xi}|k|\left\|\phi_{1}\left(k_{1}, k_{2}, \cdot, i \xi\right)\right\|^{2}$ for $0<k_{1}^{2}+k_{2}^{2}<\frac{R}{\sqrt{2}}, 0 \leq|\xi|<2(1+\sqrt{R})$.
for the parameter range

$$
\begin{gather*}
\left(k_{1}, k_{2}\right) \in \mathbb{Z}, \quad 0<k^{2}=k_{1}^{2}+k_{2}^{2}<\frac{R}{\sqrt{2}} \\
\xi \in \mathbb{R}, \quad 0 \leq|\xi|<2(1+\sqrt{R}) \tag{4.1}
\end{gather*}
$$

We solved these problems using the MATLAB boundary value problem solver BVP4C, which makes use of a collocation method. A detailed description of the routine, and the methods used therein, can be found in [5]. For each value of $R$, we calculate the maximum of $|k|\left\|\phi_{1}\left(k_{1}, k_{2}, \cdot, \xi\right)\right\|^{2},\left\|\phi_{1}^{\prime}\left(k_{1}, k_{2}, \cdot, \xi\right)\right\|^{2},\left\|\phi_{2}\left(k_{1}, k_{2}, \cdot, \xi\right)\right\|,\left\|\phi_{2}^{\prime}\left(k_{1}, k_{2}, \cdot, \xi\right)\right\|$ for the parameter range (4.1). The results, for values of $R$ up to 10000 , are shown in Figures 1-4. The curves for $\phi_{1}$ and $\phi_{2}$ are very similar. Actually, for all considered values of $R$, the absolute value of the difference between the values in Figures 1 and 3 is of order $10^{-6}$; the difference between the values in Figures 2 and 4 is of order $10^{-5}$. These results are shown in Figures 5 and 6.

The numerical computations were performed with different absolute and relative tolerances, using continuation in the Reynolds number for the initial guess of the solution. The results were similar in all cases. Moreover, one just needs to ensure that the values of the norms above are bounded. Therefore, the results should be reliable. They indicate that, for all $R$,

$$
\begin{gathered}
|k|\left\|\phi_{1}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2} \leq 1, \quad|k|\left\|\phi_{2}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2} \leq 1 \\
\left\|\phi_{1}^{\prime}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2} \leq 1, \quad\left\|\phi_{2}^{\prime}\left(k_{1}, k_{2}, \cdot, s\right)\right\|^{2} \leq 1
\end{gathered}
$$

for $0<k^{2}<\frac{R}{\sqrt{2}}, s=i \xi, \xi \in \mathbb{R}, 0 \leq|\xi|<2(1+\sqrt{R})$.
5. Conclusions. The estimates derived here indicate the $L_{2}$ norm of the resolvent of the linear operator associated with three-dimensional perturbations of plane


FIG. 2. $\max _{k_{1}, k_{2}, \xi}\left\|\phi_{1}^{\prime}\left(k_{1}, k_{2}, \cdot, i \xi\right)\right\|^{2}$ for $0<k_{1}^{2}+k_{2}^{2}<\frac{R}{\sqrt{2}}, 0 \leq|\xi|<2(1+\sqrt{R})$.


FIG. 3. $\max _{k_{1}, k_{2}, \xi}|k|\left\|\phi_{2}\left(k_{1}, k_{2}, \cdot, i \xi\right)\right\|^{2}$ for $0<k_{1}^{2}+k_{2}^{2}<\frac{R}{\sqrt{2}}, 0 \leq|\xi|<2(1+\sqrt{R})$.

Couette flow to be proportional to $R^{2}$ for the whole unstable half-plane $\operatorname{Re}(s) \geq$ 0 . They agree with previous numerical computations [6, 17]. In our argument though, numerical computations are used only to estimate the solutions of 4th-order


FIG. 4. $\max _{k_{1}, k_{2}, \xi}\left\|\phi_{2}^{\prime}\left(k_{1}, k_{2}, \cdot, i \xi\right)\right\|^{2}$ for $0<k_{1}^{2}+k_{2}^{2}<\frac{R}{\sqrt{2}}, 0 \leq|\xi|<2(1+\sqrt{R})$.


FIG. 5. $\left|\max _{k_{1}, k_{2}, \xi}\right| k\left|\left\|\phi_{1}\left(k_{1}, k_{2}, \cdot, i \xi\right)\right\|^{2}-\max _{k_{1}, k_{2}, \xi}\right| k\left|\left\|\phi_{2}\left(k_{1}, k_{2}, \cdot, i \xi\right)\right\|^{2}\right|$.


FIG. 6. $\left|\max _{k_{1}, k_{2}, \xi}\left\|\phi_{1}^{\prime}\left(k_{1}, k_{2}, \cdot, i \xi\right)\right\|^{2}-\max _{k_{1}, k_{2}, \xi}\left\|\phi_{2}^{\prime}\left(k_{1}, k_{2}, \cdot, i \xi\right)\right\|^{2}\right|$.
homogeneous linear ordinary differential equations, with nonhomogeneous boundary conditions. Deriving the estimates analytically for the entire unstable half-plane is an
open problem, as far as we know. We believe that Theorem 3.6 may be useful towards a complete proof of the resolvent estimates. We hope to address this question in the future.
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# BOOMING AND CRASHING POPULATIONS AND EASTER ISLAND* 
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#### Abstract

The population of Easter Island grew steadily for some time and then suddenly decreased dramatically. This is not the sort of behavior predicted by the usual logistic differential equation model of an isolated population or by the predator-prey model for a population using resources. We present a mathematical model that predicts this type of behavior when the growth rate of the resources, such as food and trees, is less than the rate at which resources are harvested. Our model is expressed mathematically as a system of two first-order differential equations, both of which are generalized logistic equations. Numerical solution of the equations, using realistic parameters, predicts values very close to archaeological observations of Easter Island. We analyze the model by using a coordinate transformation to blow up a singularity at the origin. Our analysis reveals surprisingly rich dynamics including a degenerate Hopf bifurcation.
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1. The model. At one time inhabitants of Easter Island prospered. They were sufficiently sophisticated, artistically and technologically, to build and transport the enormous mysterious statues for which the island is famous. Yet when westerners first came in contact with the island in the late eighteenth century, the inhabitants lived meagerly in flimsy huts and there were no trees left on the island. The island is extremely isolated, surrounded by over 1000 miles of ocean. Archaeological records indicate that a small group, about 50 to 150 people, sailed to Easter Island between 400 and 700 AD . The population grew to about 10,000 between 1200 and 1500 AD . It is thought that at this time the inhabitants built the biggest statues, had large boats, sailed on the ocean for fishing, and used the abundant large trees for building. The inhabitants overused the resources to the point of starvation and the island's human population decreased drastically. As a consequence of the population's actions, the large trees and other resources completely disappeared from the island. For a more detailed discussion of the history of Easter Island, see [4] and [8].

Neither of the standard elementary types of population models, logistic models and predator-prey models, predicts this sort of growth and decline. We present a system of differential equations for an isolated population that uses self-replenishing resources (such as trees, plants, and animals) which exhibits this booming and crashing behavior. We prove that if the population uses resources too quickly relative to the rate at which the resources replenish themselves, then the population will increase and then disappear in finite time. If the population uses the resources more slowly, then the population and resources do not disappear. A thorough characterization of solutions for various parameter values is given in Figure 5.

[^38]For our model, let $P$ be a population and let $R$ be the amount of resources. Our model is given by (1). To derive these equations, we assume that the resources would equilibrate in the absence of people. So when the population is zero the equation for the resources should be the standard logistic equation with $c, K>0$. As in the standard logistic model we call $c$ the growth rate of the resources and $K$ the carrying capacity. The constant $c$ has units of inverse time; it is the fraction by which the resource supply would increase per unit time were the resource supply far from the island's carrying capacity. The carrying capacity $K$ has the same units as $R$; it is the maximum resource supply that the island can support.

The term $-h P$ accounts for the harvesting of the resources. The constant $h$, the harvesting constant, has units of reciprocal time; it is on the order of the reciprocal of the average lifetime of members of the population. The population $P$ has units of persons, as does $R$; one unit of the resources is the amount of resources required to support a member of the population through his or her lifetime. We assume that the resources are accessible so that the amount of harvesting is proportional only to the population. This is a reasonable assumption for people on a small island.

At any given time the size of the population that our island can support depends on the amount of resources on the island. Given our choice of units, the island has the capacity to support $R$ people. The evolution of the population is described by a logistic equation with the carrying capacity equal to $R$.

$$
\begin{align*}
\frac{\mathrm{d} R}{\mathrm{~d} t} & =c R\left(1-\frac{R}{K}\right)-h P  \tag{1}\\
\frac{\mathrm{~d} P}{\mathrm{~d} t} & =a P\left(1-\frac{P}{R}\right)
\end{align*}
$$

The positive constant $a$ has units of inverse time. The quantity $a P$ is the net growth rate of the population in circumstances in which resources are abundant. Observe that when there are no resources $(R=0)$ the carrying capacity for the population is zero. This makes sense, but it causes mathematical trouble in the form of a singularity on the $P$-axis. The $P / R$ term in (1) places our model in the class of ratio-dependent models, a class that has recently received much attention in the population biology literature. (See [9].) In fact, a discrete predator-prey model analogous to ours has been used by Eberhardt in [5].

The main virtues of this model are that it incorporates a variable carrying capacity for the population and that it is based on a simple but sensible account of the interaction between a population and its resources. Moreover, the predictions of this model match archeological data for the population of Easter Island; the predictions of standard models, such as the logistic model and the Lotka-Volterra model, do not. Of course a model's prediction matching data is not sufficient, though it is necessary, to establish the model's validity.

Our model is notable for the singularity in (1) when $R=0$. Other models of populations similar to that of Easter Island do not involve such singularities; recent contributions to the literature have favored modified Lotka-Volterra models. Anderies [1] presents a general form for such models:

$$
\begin{align*}
\frac{\mathrm{d} R}{\mathrm{~d} t} & =\rho(R)-H(R, P)  \tag{2}\\
\frac{\mathrm{d} P}{\mathrm{~d} t} & =G(H, R) P
\end{align*}
$$

Here, $\rho(R)$ is the growth rate of the resources, $H=H(R, P)$ is the rate at which resources are harvested, and $G(H, R) P$ is the growth rate of the population; that is, $G$ is the difference between the per person birth and death rates.

Brander and Taylor [3] choose the logistic form $\rho(R)=c R(1-R / K)$ that we use in (1). Their harvesting rate is proportional to $P R$, while ours is simply proportional to $P$. For $G$, they use the linear function $G(H, R)=(b-d+\phi R)$, where $b$ is the birth rate, $d$ is the death rate, and $\phi$ is a constant. (The function $P(t)$, in Anderies's work and in the work of some other researchers in this field, is the labor pool, whereas we have considered, instead, the entire population.)

The harvesting model of Brander and Taylor accounts for the fact that as resources become scarce, less of the resources will be harvested per person. In our model, by contrast, the same amount of resources is harvested per person in all conditions. Consequently, our model does not capture details of low-resource conditions. The harvesting model, in which the harvesting rate is proportional to the amount of resources, seems to err in the other direction; it probably produces an underestimate of the harvesting rate in conditions of scarce resources. The truth is probably somewhere between the two models. While scarcity should diminish the harvesting rate, there will be a tendency for members of the population to maintain their standard of living at the cost of depleting resources. For conditions of plenty, our model seems sensible, and the assumption that the harvesting rate is proportional to the resources probably overestimates the harvesting rate.

Brander and Taylor use a population growth rate model in which the difference between the per person birth and death rates, $(b-d+\phi R)$, which is negative in the absence of resources, increases linearly with resources. In our population growth model, the difference between the per person birth and death rates is $a(1-P / R)$, which is proportional to the unused fraction of the island's carrying capacity.

The per person growth rate of Brander and Taylor has the familiar mathematical form of an exponential decay model in conditions of scarcity. In the absence of resources, the population in the Brander and Taylor model dies out exponentially. Our model has the population, along with the resources, die out exponentially in some cases and in finite time in other cases. The appealing feature, in our model, of allowing the population to die out in finite time comes at the cost of an unbounded per person death rate. As resources increase, the model of Brander and Taylor has the difference between the per person birth and death rates become arbitrarily large. In our model, when resources are more than sufficient for the population, the difference between the per person birth and death rates approaches a finite positive constant.

Brander and Taylor derive their model in the framework of neoclassical economics; they justify the form of their harvesting rate by maximizing a Cobb-Douglas utility function. Anderies [2] takes a similar approach. He improves on their model by introducing a more general type of utility function, a Stone-Geary utility function. In this way, Anderies allows for a structural change in the culture when resources are scarce. He derives a continuous per person harvesting rate that is constant in conditions of scarcity and approaches a smaller constant asymptotically like $1 / R$ in conditions of great abundance. This extra level of detail allows Anderies to fit the population data of Easter Island better than Brander and Taylor. (See graphs in [1] and [2].)

We have not embedded our model in neoclassical economic theory; we have simply made some plausible assumptions. We shall show, in section 2 , that with reasonable values of the parameters, our model fits the archaeological data for Easter Island
closely. In the rest of the paper, we elaborate upon what we consider our model's other virtue: its exceptionally rich dynamics. We expect that this feature of the model makes it valuable as an example of the sorts of behavior that even a simple two-dimensional population model can exhibit.

Discussions of mathematical models like ours-models of the interaction of a human population and its resources-often include speculation about implications of the analysis for the population of the earth as a whole. We shall do this too, but with misgivings; models like ours do not capture the causes of the growth and advancement of modern technological societies. For example, one of the premises of our model is that resources grow and flourish independent of humans, that the only effect that the humans have on the resources is that the humans harvest them. This is a simplification even for the case of the Easter Islanders, who probably engaged in some of the cultivation of resources that is a hallmark of technological civilizations. For modern civilization, even the idea of resources as something given, apart from humans, is wrong; human ingenuity turns natural materials and phenomena into resources. Finally, at the most abstract level, models like ours do not even address the essential issues of the survival of a species that does things like construct mathematical models of its interaction with its environment.

That said, our model suggests a scenario not often considered for the overpopulation of the Earth. If a population overuses its resources (for our model, if $h>c$ ), the population will become large while the resources decrease. This situation results in a gradual exponential population growth for an extended period of time and then a sudden catastrophic elimination of the population. (See Figure 2.)

In section 2 we compare numerical approximations of solutions to archaeological data of Easter Island. In section 3 we prove our main theorem and describe general behavior of solutions.
2. Archaeological data of Easter Island and the world population. In this section we compare the population of Easter Island and the population predicted by a numerical solution of (1). We also provide a projection of the world population under the assumption the humans are overusing their resources. It is well accepted that numerical models do not provide accurate numbers for projecting human populations, in part because the constants (growth rate, etc.) for human populations depend on ever-changing social and technological factors. However, mathematical models do provide the approximate "shape" of the graph of a human population. We provide the Easter Island model in part as confirmation that the shape of solutions to (1) is reasonable for the human population and apply a solution with this shape to the world's human population.

A good summary of Easter Island history is given in Cohen's excellent text [4] on global population:

The best current estimate is that the population began with a boatload of settlers in the first half millennium after Christ, perhaps around 400 A.D. The population remained low until about A.D. 1100. Growth then accelerated and the population then doubled every century until about 1400. Slower growth continued until at most 6000 to 8000 people occupied the island around 1600 . The maximum population may have reached 10,000 people in A. D. 1680. A Decline then set in. Jean François de Galaup Comte de La Pérouse, who visited the island in 1786, estimated a population of 2000 , and this estimate is now accepted as roughly correct.

The graph of population as a function of time for a numerical approximation to system 1 is shown in Figure 1. Note that the solution matches Cohen's historical estimate until around 1780. However, the population of Easter Island did not actually disappear as it does in the model. We expect that once the population became small enough, factors other than those considered in the model became important for the population. For example, records suggest that the people on Easter Island changed their diet to smaller animals and grasses after their larger ecosystem was destroyed.

In the numerical solution graphed in Figure 1 we used $a=.0044$, which is consistent with historical observations of developing countries prior to the second world war. We took the island's carrying capacity, $K$, to be 70,000 . It has been estimated (see [4]) that the amount of fertile land needed to supply food for one person is approximately 350 square meters, varying to a great degree depending on the type of land and climate. The area of Easter Island is approximately $166,000,000$ square meters. If all of it were fertile and if it were farmed efficiently, there would be enough food for 475,000 people. Since only some of the land is farmable, this makes our approximation of $K=70,000$ reasonable. The values $c=0.001$ and $h=0.025$ are more difficult to justify; we chose these values to fit the data. Note, however, that $h$ is on the order of the reciprocal of a lifespan as suggested in section 1.


Fig. 1. The graph of population versus time for a solution to (1) modeling the population of Easter Island. Each " $x$ " is a data point approximated using archaeology.

We do not claim that Figure 1 proves that the population of Easter Island evolved according to the dynamics of (1). But we think it suggests that these equations do provide a reasonable model for an isolated population with limited self-replenishing resources.

A numerical approximation of the world's population using (1) is shown in Figure 2. All of the units are in billions. We assume that the Earth's population in
the year 2000 is 6 (billion). For this approximation we use the carrying capacity of the Earth as $K=1000$. Approximations to the carrying capacity of the Earth vary widely, as do definitions of what the carrying capacity means. Estimations vary from 1 billion to 1,000 billion, (see [4]), and we choose the upper limit. The growth rate of the Earth's human population has been in the range from 1.73 to over 2 (again, see [4]). We use a conservative estimate of $a=1.5$. We choose $c$ and $h$ to model a situation where humans are barely overusing resources, $h=0.6, c=0.5$. The model suggests that the Earth's human population will grow steadily until it reaches a maximum of 350 billion in the year 2350 , and then over the next 20 years the population will decrease until either extinction or another model, such as small local farmers, becomes appropriate. As stated earlier, we make no claim to the accuracy of these numbers other than that the prospect of a collapse of a population, instead of a gradual leveling off, is an important scenario to consider. Recall that by Figure 5, the long term behavior of the solution, extinction or equilibrium, depends only on the harvesting rate and the growth rate of the resources.


Fig. 2. The graphs of population and resources versus time for a solution to (1) modeling the world's population.
3. Analysis of the equations. Solutions of (1) fall into three qualitatively different categories: solutions that are asymptotic to an equilibrium point with $P, R>$ 0 , solutions that approach the singularity at $P=R=0$, and periodic solutions. A characterization of solutions for various values of $h$ and $c$ is given in Figure 5.

The nullclines provide some insight into the behavior of the system. The nullcline on which $\mathrm{d} P / \mathrm{d} t=0$ consists of the lines

$$
P=0, \quad P=R
$$

The nullcline on which $\mathrm{d} R / \mathrm{d} t=0$ is the parabola $P=(c / h) R\left(1-\frac{R}{K}\right)$ or

$$
P=\frac{-c}{h K} R^{2}+\frac{c}{h} R
$$

(this can be determined by setting $\mathrm{d} R / \mathrm{d} t=0$ and solving for $P$ ). These nullclines are shown, along with the direction field and a numerically integrated solution, in Figures 3 and 4. The parabola $P=\left(\frac{-c}{h K}\right) R^{2}+\frac{c}{h} R$ always intersects the line $P=0$ at $(0,0)$ and $(K, 0)$. The point $(K, 0)$ is an equilibrium point, but the point $(0,0)$ is a singular point. The parabola $P=\left(\frac{-c}{h K}\right) R^{2}+\frac{c}{h} R$ intersects the line $P=R$ at $(0,0)$ and, if $c>h$, at $\left(\frac{K}{c}(c-h), \frac{K}{c}(c-h)\right)$. A characterization of solutions is given in Figure 5.


Fig. 3. The direction field for (1) is shown along with the nullclines and one numerically integrated solution. The constants are $a=.004, c=.01, K=25000, h=.015$. The initial condition for the solution is $P=75, R=K$, which were approximately the values when settlers first landed on Easter Island.

We simplify the equations without loss of generality by rescaling time so that $a=1$. This puts the differential equations in the form

$$
\begin{align*}
\frac{\mathrm{d} P}{\mathrm{~d} t} & =P\left(1-\frac{P}{R}\right)  \tag{3}\\
\frac{\mathrm{d} R}{\mathrm{~d} t} & =c R\left(1-\frac{R}{K}\right)-h P . \tag{4}
\end{align*}
$$



Fig. 4. The direction field for (1) is shown along with the nullclines and one numerically integrated solution. The constants are $a=.004, c=.01, K=25000, h=.005$. The initial condition for the solution is $P=75, R=K$, which were approximately the values when settlers first landed on Easter Island. (Note that the singularity along the $P$-axis causes improperly drawn vectors along the $P$-axis.)

We are most concerned about solutions that approach the origin, solutions that correspond to the disappearance of both the resources and the population. Standard local analysis near $(0,0)$ is not possible because of the singularity there. We blow up this singularity through a change of variables. Let

$$
\begin{align*}
& z=P  \tag{5}\\
& \xi=P / R
\end{align*}
$$

The equations in these new coordinates are

$$
\begin{align*}
z^{\prime} & =z(1-\xi)  \tag{6}\\
\xi^{\prime} & =(h-1) \xi^{2}+(1-c) \xi+\frac{c}{K} z
\end{align*}
$$

Note that the new system is free of singularities. We are most interested in values of the new coordinates for which $P$ and $R$ are both positive. For these values the change of variables is invertible. Note that the change of variables takes the first quadrant in $P, R$-coordinates to the first quadrant in $z, \xi$-coordinates, it takes vertical lines to themselves, and it is the identity mapping $(z=P, \xi=R)$ along the parabola


Fig. 5. The long-term behavior of solutions depending on the growth rate of resources, $c$, and the harvesting rate, $h$. The number in each region indicates the corresponding proposition.
$P=R^{2}$. Also, the region near $(0,0)$ with $P, R>0$ has been "blown up" to the region near the positive $\xi$-axis. In particular, if an orbit approaches $(0,0)$ with $P$ and $R$ asymptotically proportional to each other, the corresponding orbit in $(z, \xi)$ will approach the point $(0, \Theta)$, where $\Theta$ is the asymptotic proportion. If $P$ approaches 0 faster than $R$, we have $\xi \rightarrow 0$, and if $P$ approaches 0 slower than $P$, we get $\xi \rightarrow \infty$. Behavior near the positive $P$-axis is obscured. However, behavior here is easy to understand in $P, R$-coordinates: the equation for the resources reduces to a logistic equation and the population grows.

We denote the first quadrant $\{(z, \xi) \mid z>0, \xi>0\}$ by $\Omega$ and denote the region $\{(z, \xi) \mid z \geq 0, \xi>0\}$ by $\Omega^{*}$. Although the positive $\xi$-axis does not correspond to distinct values of $P$ and $R$-the whole axis corresponds to $P=R=0$-we need it to analyze asymptotic behavior. Our main tool will be the Lyapunov function $\lambda: \Omega \rightarrow \mathbb{R}$,

$$
\lambda(z, \xi)=z^{2 h-2}\left(\frac{K}{2 c} \xi^{2}-\frac{K}{c} \xi+\frac{z}{2 h-1}+\frac{K}{2 c}-\frac{K(1-h / c)}{2 h-2}\right)
$$

the properties of which will be established in Lemma 2. First we establish some qualitative behavior of the system. By linearizing the system about the point $\{(z, \xi)\}$ we obtain the Jacobian

$$
J=\left[\begin{array}{l}
1-\xi \\
\frac{c}{K} \\
\frac{1}{K} \\
2(h-1) \xi+1-c
\end{array}\right]
$$

The equilibrium points of our system are

- $(0,0)$, at which $J$ has eigenvalues 1 and $1-c$;
- $\left(0, \frac{c-1}{h-1}\right)$, at which $J$ has eigenvalues $\frac{h-c}{h-1}$ and $c-1$;
- $(K(1-h / c), 1)$, at which $J$ has eigenvalues $\frac{2 h-c-1 \pm \sqrt{(2 h-c-1)^{2}-4(c-h)}}{2}$.

The behavior of solutions depends in a surprisingly complex way on the constants $h$ and $c$. This dependence is summarized in Figure 5. Our main tools in establishing this characterization are Lemma 2, which establishes the properties of a Lyapunov function, and Lemma 3.

We shall begin our analysis with some lemmas about basic structural features of the system. We shall then use these lemmas to characterize the qualitative behavior of the system for various values of $h$ and $c$.

Lemma 1. The regions $\Omega$ and $\Omega^{*}$ are both positive invariant. That is, if a solution is in one of these regions initially, then it remains in the region as long as it exists.

Proof. The $\xi$-axis is invariant and the vector field is pointing into the first quadrant along the positive $z$-axis. Specifically, if $z>0$ and $\xi=0$, then $z^{\prime}=z$ and $\xi^{\prime}=\frac{c}{K}>0$. If $z=0$ and $\xi>0$, then $z^{\prime}=0$ and $\xi^{\prime}=(h-1) \xi^{2}+(1-c) \xi$.

Note that the regions are not negative invariant and that it is possible that orbits become unbounded in finite time.

Lemma 2. Let

$$
\lambda(z, \xi)=z^{2 h-2}\left(\frac{K}{2 c} \xi^{2}-\frac{K}{c} \xi+\frac{z}{2 h-1}+\frac{K}{2 c}-\frac{K(1-h / c)}{2 h-2}\right)
$$

(a) If $2 h-c-1=0, \lambda$ is constant on trajectories in $\Omega$.
(b) If $2 h-c-1<0, \lambda$ is strictly decreasing on trajectories in $\Omega$ that are not equilibria.
(c) If $2 h-c-1>0, \lambda$ is strictly increasing on trajectories in $\Omega$ that are not equilibria.
Proof. A direct (but not short) computation yields

$$
\lambda^{\prime}=(2 h-c-1)(K / c)(\xi-1)^{2} z^{2 h-2}
$$

where ' denotes the derivative with respect to time. Statement (a) follows directly from this computation.

To prove (b), assume $2 h-c-1<0$. Note that $\lambda^{\prime}<0$ except when $\xi=1$. By differentiating twice more, we obtain

$$
\begin{aligned}
\lambda^{\prime \prime}=(2 h & -c-1) \frac{K}{c}\left[2(\xi-1)\left(\xi^{\prime}\right) z^{2 h-2}+(\xi-1)^{2}(2 h-2) z^{2 h-1} z^{\prime}\right] \\
\lambda^{\prime \prime \prime}=(2 h & -c-1) \frac{K}{c}\left[2\left(\xi^{\prime}\right)\left(\xi^{\prime}\right) z^{2 h-2}+2(\xi-1)\left(\xi^{\prime \prime}\right) z^{2 h-2}\right. \\
& +2(\xi-1)\left(\xi^{\prime}\right)(2 h-2) z^{2 h-1} z^{\prime}+2(\xi-1)\left(\xi^{\prime}\right)(2 h-1) z^{2 h-1} z^{\prime} \\
& \left.+(\xi-1)^{2}(2 h-2)(2 h-1) z^{2 h}\left(z^{\prime}\right)^{2}+2(\xi-1)\left(\xi^{\prime}\right)(2 h-1) z^{2 h-1} z^{\prime \prime}\right]
\end{aligned}
$$

When $\xi=1$, we have $\lambda^{\prime \prime}=0$ and $\lambda^{\prime \prime \prime}$ is strictly negative unless $\xi^{\prime}=0$. Since the only points with $\xi=1$ and $\xi^{\prime}=0$ are equilibria, statement (b) follows. Statement (c) is proven similarly.

If $x_{e}$ is an equilibrium point, a function $L$ defined on a neighborhood of $x_{e}$ is called a Lyapunov function if it has a minimum at $x_{e}$ and is strictly decreasing on all trajectories other than $x_{e}$. The existence of a Lyapunov function establishes $x_{e}$ as an attractor or a stable equilibrium (see [7].) When the level sets of $L$ are compact and
$x_{e}$ is a global minimum, the point $x_{e}$ is a global attractor. Since the level sets of $\lambda$ are not all compact, we use topological methods to understand global behavior.

We say that an orbit $\gamma(t)$ is positively bounded if the positive orbit $O^{+}(\gamma)=$ $\{\gamma(t) \mid t>0\}$ is bounded. We say that $\gamma$ is positively unbounded if $O^{+}(\gamma)$ is unbounded. Lemma 2 allows us to prove Lemma 3, which characterizes the long term behavior of positively bounded solutions.

Lemma 3. Suppose that $2 h-c-1 \neq 0$. Any positively bounded solution beginning in $\Omega$ is asymptotic to an equilibrium point (in $\Omega^{*}$ ).

Proof. The $\omega$-limit set of a solution curve is defined to be

$$
\omega(\gamma)=\cap_{s>0} \overline{\cup_{t>s} \gamma(t)}
$$

where the overbar denotes closure. It is a standard result [7] that a point $p$ is in $\omega(\gamma)$ if and only if there is a sequence $\left\{t_{n}\right\}$ with $t_{n} \rightarrow \infty$ as $n \rightarrow \infty$ such that $\gamma\left(t_{n}\right) \rightarrow p$. This follows directly from the definition of $\omega(\gamma)$. Another standard result [7] is that any positively bounded solution has a nonempty $\omega$-limit set. This result follows from the Bolzano-Weierstrass theorem applied to the set $\{\gamma(n) \mid n \in \mathbb{N}\}$. Define the $\omega_{\Omega}$-limit set of $\gamma$ by $\omega_{\Omega}(\gamma)=\omega(\gamma) \cap \Omega$.

For this proof let $\gamma(t)=(z(t), \xi(t))$ denote a positively bounded solution of the differential equation beginning from an initial condition in $\Omega$. Since $\lambda$ is strictly monotonic on trajectories and continuous on $\Omega$, it must be constant on the $\omega_{\Omega}$-limit set of any solution. Hence the $\omega_{\Omega}$-limit set of any solution is the (possibly empty) union of equilibrium points.

We claim that if $\omega_{\Omega}(\gamma)$ contains an equilibrium point $p \in \Omega$, then $\omega(\gamma)=p$. For any $\delta>0$ there is a time $s \in \mathbb{R}$ such that $\gamma(t) \in B_{\delta}(p)$ for all $t>s$. Were this not so, then for every $\delta>0$ the set $\partial\left(B_{\delta}(p)\right) \cap \gamma\left(\right.$ where $\left.\partial\left(B_{\delta}(p)\right)=\left\{(z, \xi) \mid z^{2}+\xi^{2}=\delta\right\}\right)$ would be infinite and hence have a limit point in $\partial\left(B_{\delta}(p)\right)$, which we call $p_{\delta}$. Then $p_{\delta} \in \omega(\gamma)$ for each $\delta$, and the limit of $p_{\delta}$ as $\delta \rightarrow 0$ is $p$. Since our equilibrium points are isolated, infinitely many of these points are nonequilibrium points, which is impossible.

We have shown that $\omega(\gamma)$ either is a single equilibrium point in $\Omega$ or is contained in $\Omega^{*}-\Omega$. We claim that if $\omega(\gamma) \subseteq \Omega^{*}-\Omega$, then it consists of a single equilibrium point. Let $p \in \Omega^{*}-\Omega$ such that $p$ is not an equilibrium point. Since $\Omega^{*}-\Omega$ is the positive $\xi$-axis, $p$ is either in the stable manifold or in the unstable manifold of an equilibrium point in $\Omega^{*}-\Omega$. If $p$ is in the stable or unstable manifold of a sink or source, then it cannot be an $\omega$-limit point of an orbit in $\Omega$. Suppose that $p$ is in the unstable manifold of an equilibrium point $p_{e} \in \Omega^{*}-\Omega$ and $p \in \omega(\gamma)$ for some $\gamma(t)$. The unstable manifold of $p_{e}$ in $\Omega$ consists of an orbit extending into $\Omega$. By the Lambda lemma (see [6]), this orbit is in $\omega(\lambda)$, contradicting our earlier assertion that the only points of $\omega(\gamma)$ in $\Omega$ are equilibrium points. Similarly, $p$ cannot be in the stable manifold of a saddle. Hence, an $\omega$-limit set of a positively bounded orbit in $\Omega$ is a single equilibrium point.

In the next two lemmas we characterize unbounded solutions.
Lemma 4. If $h<1$, then all orbits are positively bounded.
Proof. Suppose that $\gamma(t)$ is positively unbounded. We claim that either $\xi \rightarrow \infty$ or $z \rightarrow \infty$. Otherwise, there exist an $M>0$ and a sequence $t_{1}, t_{2}, \ldots$ with $t_{n} \rightarrow \infty$ as $n \rightarrow \infty$ such that $\left\|\gamma\left(t_{n}\right)\right\|<M$ for all $n$. Then by the Bolzano-Weierstrass theorem the set $\left\{\gamma\left(t_{n}\right) \mid n \in \mathbb{N}\right\}$ would have a limit point $x_{0} \in B_{M}((0,0))$. This limit point would be in the $\omega$-limit set of $\gamma$. By the argument in the proof of Lemma 3, $\gamma(t)$ would have to be asymptotic to $x_{0}$ and $\gamma$ would be bounded.

The Poincaré sphere is a standard tool for analyzing the behavior of a twodimensional differential equation near infinity. (See [7, p. 169].) A simple calculation using the Poincaré sphere shows that for $h<1$ there are no orbits asymptotic to infinity. In the notation of [7], $P_{2}(X, Y)=-X Y, Q_{2}(X, Y)=(h-1) Y^{2}$, and hence the only equilibrium points on the circle at infinity are $\pm(1,0,0)$ and $\pm(0,1,0)$, and none of these have a stable manifold which intersects $\Omega$.

Lemma 5. If $h>1$, then any positively unbounded orbit has the property that $z(t) \rightarrow 0$ and $\xi(t) \rightarrow \infty$ as $t \rightarrow t_{*}$ for some finite $t_{*}$. Moreover, if $\xi>\max \left\{1, \frac{c-1}{h-1}\right\}$ at any time along an orbit, then the orbit is positively unbounded.

Proof. Assume $h>1$. Consider an orbit with initial condition $\left(z_{0}, \xi_{0}\right)$ with $z>0$ and $\xi>\max \left\{1, \frac{c-1}{h-1}\right\}$. We will show that any such orbit has the property that $z(t) \rightarrow 0$ and $\xi(t) \rightarrow \infty$ as $t \rightarrow t_{*}<\infty$. For such an orbit,

$$
\begin{aligned}
\xi^{\prime} & =(h-1) \xi\left(\xi+\frac{1-c}{h-1}\right)+\frac{c}{K} z \\
& >(h-1) \xi\left(\xi+\frac{1-c}{h-1}\right)>0
\end{aligned}
$$

Hence, $\xi(t)>\max \left\{1, \frac{c-1}{h-1}\right\}$ and $\xi^{\prime}(t)>(h-1) \xi\left(\xi+\frac{1-c}{h-1}\right)>0$ for all $t>0$.
The differential inequality $\xi^{\prime} \geq(h-1) \xi\left(\xi+\frac{1-c}{h-1}\right)$ implies that $\xi$ behaves like a solution of $x^{\prime}=x^{2}$; it approaches infinity in finite time. More precisely, this differential inequality can be integrated to yield

$$
\left(\frac{\xi\left(\xi_{0}+\frac{1-c}{h-1}\right)}{\xi_{0}\left(\xi+\frac{1-c}{h-1}\right)}\right)^{\frac{1}{1-c}}>e^{t}
$$

which implies that $\xi \rightarrow \infty$ before $t=\left(\ln \left(\xi_{0}+\frac{1-c}{h-1}\right)-\ln \left(\xi_{0}\right)\right) /(1-c)<\ln \left(\frac{h-c}{h-1}\right) /(1-c)<$ $\infty$.

We now show that $z(t) \rightarrow 0$ for this orbit. Since $z^{\prime}=z(1-\xi)$ and $\xi \rightarrow \infty$, it follows that $z(t)$ is eventually monotonic decreasing. Since $z(t)$ is bounded below by $0, z(t)$ converges to some value $z_{*} \geq 0$. Since $\xi^{\prime}=(h-1) \xi^{2}+(1-c) \xi+\frac{c}{K} z$ and $z$ is bounded, $\xi(t)$ is eventually monotonic increasing. Without loss of generality, assume that the initial condition for this orbit is $\left(z_{0}, \xi_{0}\right)$ and that $z$ is monotonic decreasing and $\xi$ is monotonic increasing for all $t \geq 0$. The positive orbit $(z(t), \xi(t)), t \geq 0$, then corresponds to the graph of a function $z=f(\xi), f:\left(\xi_{0}, \infty\right) \rightarrow\left(z_{*}, z_{0}\right)$. Then

$$
\frac{\mathrm{d} f}{\mathrm{~d} \xi}=\frac{\mathrm{d} z / \mathrm{d} t}{\mathrm{~d} \xi / \mathrm{d} t}<0
$$

and by the fundamental theorem of calculus

$$
\begin{align*}
z_{0}-z_{*} & =\int_{\xi_{0}}^{\infty} f^{\prime}(\xi) \mathrm{d} \xi  \tag{7}\\
& =\int_{\xi_{0}}^{\infty} \frac{f(\xi)(1-\xi)}{(h-1) \xi^{2}+(1-c) \xi+\frac{c}{K} f(\xi)} \mathrm{d} \xi
\end{align*}
$$

Note that $f^{\prime}(\xi)<0$ because $\xi^{\prime}>0$ and $z^{\prime}<0$. Since $z_{*} \leq f(\xi) \leq z_{0}$ for all $\xi$,

$$
\frac{f(\xi)(1-\xi)}{(h-1) \xi^{2}+(1-c) \xi+\frac{c}{K} f(\xi)}<\frac{z_{*}(1-\xi)}{(h-1) \xi^{2}+(1-c) \xi+\frac{c}{K} z_{0}}
$$

Observe that

$$
\lim _{\xi \rightarrow \infty} \frac{\frac{z_{*}(1-\xi)}{(h-1) \xi^{2}+(1-c) \xi+\frac{c}{K} z_{*}}}{\frac{-1}{\xi}} \geq \frac{z_{*}}{(h-c)} \geq 0
$$

with equality if and only if $z_{*}=0$. If $z_{*} \neq 0$, the limit comparison test for indefinite integrals implies that the integral in (7) diverges because the integral

$$
\int_{\xi_{0}}^{\infty} \frac{-1}{\xi} \mathrm{~d} \xi
$$

diverges. This is a contradiction since $z_{0}-z_{*}$ is finite. Hence $z(t) \rightarrow z_{*}=0$.
Now consider an orbit with initial condition $\left(z_{0}, \xi_{0}\right)$ with $z_{0}>0$ and $\xi_{0} \leq$ $\max \left\{1, \frac{c-1}{h-1}\right\}$. We will show that if $\xi(t)$ is bounded, then so is $z(t)$. This will complete the proof of the $h>1$ portion of the lemma. Suppose, to obtain a contradiction, that $z(t)$ is unbounded for some orbit $(z(t), \xi(t))$. Since the set $\xi^{\prime}=1$ is a parabola opening to the left, there is some $M$ such that if $z>M$, then $\xi^{\prime}>1$. Since $z(t)$ is unbounded and $z^{\prime}(t)=z(\xi-1)<z$, there are times $t_{a}<t_{b}$ with $z(t)>M$ for all $t \in\left[t_{a}, t_{b}\right]$ and $t_{b}-t_{a}>\max \left\{1, \frac{c-1}{h-1}\right\}$. Since $\Omega$ is positive invariant, $\xi\left(t_{a}\right)>0$. Hence,

$$
\xi\left(t_{b}\right)>\xi\left(t_{b}\right)-\xi\left(t_{a}\right)=\int_{t_{a}}^{t_{b}} \xi^{\prime} \mathrm{d} t>\int_{t_{a}}^{t_{b}} 1 \mathrm{~d} t>t_{b}-t_{a}>\max \left\{1, \frac{c-1}{h-1}\right\} .
$$

Therefore, by the previous assertion, $\xi(t) \rightarrow \infty$ and $z(t) \rightarrow 0$. This proves that $z(t)$ is bounded for positive time for all orbits.

In the course of this proof, we have established an upper bound on the time a population takes to disappear if the orbit begins in $\Omega$ with $\xi>\max \left\{1, \frac{c-1}{h-1}\right\}$. Specifically, $\xi \rightarrow \infty$ before $t=\left(\ln \left(\xi_{0}+\frac{1-c}{h-1}\right)-\ln \left(\xi_{0}\right)\right) /(1-c)<\ln \left(\frac{h-c}{h-1}\right) /(1-c)$. This implies that $P(t), R(t) \rightarrow 0$ while $t<\ln \left(\frac{h-c}{h-1}\right) /(1-c)<\infty$.

Proposition 1. Suppose that $h<c$ and $h<1$. Then all solutions beginning in $\Omega$ are asymptotic to the stable equilibrium at $(z, \xi)=(\Gamma, 1)$, where $\Gamma=K(1-h / c)$. Hence, in $P, R$-coordinates, all solutions beginning in the first quadrant are asymptotic to the equilibrium at $(P, R)=(\Gamma, \Gamma)$.

Proof. Since $h<1$, by Lemma 4 every solution is bounded and approaches an equilibrium solution. For these parameter values the equilibrium solutions in $\Omega^{*}$ are $(0,0),(K(1-h / c), 1)$, and possibly $\left(0, \frac{c-1}{h-1}\right)$. The only equilibrium with a nonempty stable manifold in $\Omega$ is $(K(1-h / c), 1)$. Hence, all solutions are asymptotic to this equilibrium.

Proposition 2. If $h>c$ and $h<1$, then $(z, \xi) \rightarrow\left(0, \frac{c-1}{h-1}\right)$ as $t \rightarrow \infty$ for all solutions. Hence, $(P, R) \rightarrow(0,0)$ as $t \rightarrow \infty$ with

$$
\frac{P}{R} \sim \frac{c-1}{h-1} .
$$

Proof. Since $h<1$, by Lemma 4 all solutions are bounded. The only equilibrium point in $\Omega^{*}$ with a nonempty stable manifold in $\Omega$ is $\left(0, \frac{c-1}{h-1}\right)$. By Lemma 3 , all solutions are asymptotic to ( $0, \frac{c-1}{h-1}$ ).

An alternative proof of Proposition 2 is based on the Lyapunov function

$$
L=\frac{1}{2}\left(\xi+\frac{1-c}{h-1}\right)^{2}+\frac{c}{K} z
$$



Fig. 6. The phase planes with $c=1, h=0.5$, and $K=1$ satisfying the hypothesis of Proposition 1. The nullclines are indicated by dashed lines.


Fig. 7. The phase planes with $c=0.3, h=0.6$, and $K=1$ satisfying the hypothesis of Proposition 2. The same set of initial conditions is used for the solutions shown in each coordinate system. The nullclines are indicated by dashed lines.
with

$$
\frac{\mathrm{d} L}{d t}=(h-1) \xi\left(\xi+\frac{1-c}{h-1}\right)^{2}+\frac{c}{K}\left(\frac{h-c}{h-1}\right) z
$$

which is negative when $c<h<1$. Moreover, the level sets of $L$ are compact. This constitutes an alternate proof that $\left(0, \frac{c-1}{h-1}\right)$ is a global attractor.

Proposition 3. If $h>c$ and $h>1$, then $z \rightarrow 0$ and $\xi \rightarrow \infty$ in finite time for all solutions. Hence, $(P, R)$ goes to the singularity at $(0,0)$ in finite time with

$$
\frac{P}{R} \rightarrow \infty
$$



FIG. 8. The phase planes with $c=1, h=2$, and $K=1$ satisfying the hypothesis of Proposition 3. The nullclines are indicated by dashed lines.

Proof. For our parameter values the only equilibrium solutions in $\Omega^{*}$ are $(0,0)$ and possibly $\left(0, \frac{c-1}{h-1}\right)$. The equilibrium $(0,0)$ is unstable and $\left(0, \frac{c-1}{h-1}\right)$ is unstable if $\left(0, \frac{c-1}{h-1}\right) \in \Omega^{*}$. Therefore, there are no solutions in $\Omega$ that are asymptotic to an equilibrium solution. By Lemma 3, all solutions are unbounded. By Lemma 5, $z(t) \rightarrow 0$ and $\xi(t) \rightarrow \infty$ in finite time for all solutions.

Proposition 4. Suppose that $h<c, h>1$, and $2 h-c-1>0$. For almost every solution, $z(t) \rightarrow 0$ and $\xi(t) \rightarrow \infty$ in finite time. There is one solution with $\xi(t) \rightarrow \frac{c-1}{h-1}$ and one unstable equilibrium solution at $(K(1-h / c), 1)$.

In $P, R$-coordinates, almost every solution goes to the singularity at $(0,0)$ in finite time with

$$
\frac{P}{R} \rightarrow \infty
$$

There is one solution that is asymptotic to $(0,0)$ with $P / R \sim \frac{c-1}{h-1}$ and one unstable equilibrium solution at $(K(1-h / c), K(1-h / c))$.

Proof. For our parameter values the equilibrium solutions in $\Omega^{*}$ are $(0,0),\left(0, \frac{c-1}{h-1}\right)$, and $(K(1-h / c), 1)$. The equilibrium at $(0,0)$ is a saddle with its stable manifold contained in $\Omega^{*}-\Omega$. The equilibrium at $\left(0, \frac{c-1}{h-1}\right)$ is a saddle, and its stable manifold is a solution extending into $\Omega$. The equilibrium at $(K(1-h / c), 1)$ is unstable. Therefore, all solutions except $(K(1-h / c), 1)$ and the stable manifold $\left(0, \frac{c-1}{h-1}\right)$ are unbounded by Lemma 3. By Lemma $5, z(t) \rightarrow 0$ and $\xi(t) \rightarrow \infty$ in finite time for these solutions.

Proposition 5. Suppose that $h<c, h>1$, and $2 h-c-1<0$. Let $A$ denote the region

$$
0<z<\frac{-K(2 h-1)}{2 c}\left(\xi^{2}-2 \xi+\frac{2 h-c-1}{h-1}\right)
$$

All orbits that intersect $A$ approach the equilibrium point $(\Gamma, 1)$ asymptotically; in fact, these solutions constitute the basin of attraction of this sink. The single solution stable manifold of $\left(0, \frac{c-1}{h-1}\right)$ is a separatrix. All other solutions have the property that $z \rightarrow 0, \xi \rightarrow \infty$ in finite time.


Fig. 9. The phase planes with $c=2.5, h=2$, and $K=1$ satisfying the hypothesis of Proposition 4. The nullclines are indicated by dashed lines.


FIG. 10. The phase planes with $c=3, h=1.5$, and $K=1$ satisfying the hypothesis of Proposition 5. The nullclines are indicated by dashed lines.

In $P, R$-coordinates, there is an open set of orbits which are asymptotic to the equilibrium at $(P, R)=(\Gamma, \Gamma)$. There is an open set of orbits which approach $(0,0)$ in finite time. There is a single solution that is asymptotic to $(0,0)$ with $P / R \sim \frac{c-1}{h-1}$ as $t \rightarrow \infty$, and this solution is the separatrix between the two open sets.

Proof. By solving $\lambda=0$ we obtain

$$
z=\frac{-K(2 h-1)}{2 c}\left(\xi^{2}-2 \xi+\frac{2 h-c-1}{h-1}\right) .
$$

It is easy to see that $\lambda<0$ on $A$ and $(\Gamma, 1) \in A$. Observe that the only equilibrium point in $\bar{A}$ whose stable manifold has a nonempty intersection with $A$ is $(\Gamma, 1)$. Since $\lambda^{\prime}(t)<0$ for all orbits in $\Omega$ by Lemma 2 , all orbits are forward asymptotic to $(\Gamma, 1)$.

The stable manifold of $\left(0, \frac{c-1}{h-1}\right)$ in $\Omega$ is a single orbit. Denote this orbit by $\alpha(t)$.

Near $\left(0, \frac{c-1}{h-1}\right)$, there is a well-defined notion of above and below $\alpha$. Orbits just above $\alpha$ follow the unstable manifold of $\left(0, \frac{c-1}{h-1}\right)$ up the $\xi$-axis. Eventually $\xi(t)>\frac{c-1}{h-1}$ for these solutions. Since $2 h-c-1<0$, we have $c-1>2(h-1)$ and $\frac{c-1}{h-1}=\max \left\{1, \frac{c-1}{h-1}\right\}$. Therefore, $\xi(t) \max \left\{1, \frac{c-1}{h-1}\right\}$ for each of these solutions and $z(t) \rightarrow 0, \xi(t) \rightarrow \infty$ by Lemma 5.

Orbits just below $\alpha$ follow the unstable manifold of $\left(0, \frac{c-1}{h-1}\right)$ down the $\xi$-axis into the region $A$, and these orbits are asymptotic to $(\Gamma, 1)$. Therefore, $\alpha$ is the separatrix between orbits asymptotic to $(\Gamma, 1)$ and ones that approach $(0, \infty)$ in finite time. By Lemmas 3 and 5 , every orbit is asymptotic to $(\Gamma, 1)$, $\left(0, \frac{c-1}{h-1}\right)$, or $(0, \infty)$.

Proposition 6. Suppose that $h<c, h>1$, and $2 h-c-1=0$. Let $A$ denote the region

$$
0<z<\frac{-K(2 h-1)}{2 c}\left(\xi^{2}-2 \xi\right)
$$

There is a heteroclinic orbit from $(0,0)$ to $\left(0, \frac{c-1}{h-1}\right)$. The boundary of $A$ consists of this orbit, a heteroclinic orbit in $\Omega^{*}-\Omega$ from $(0,0)$ to $\left(0, \frac{c-1}{h-1}\right)$, and these two equilibrium points. All orbits inside $A$ are periodic. All orbits outside of $A$ approach $(0, \infty)$ in finite time.

In $P, R$-coordinates, there is a heteroclinic orbit from $(K, 0)$ to ( 0,0 ). This orbit together with the orbit in the $R$-axis from $(0,0)$ to $(K, 0)$ and these two equilibrium points forms a limit cycle. Orbits within this limit cycle are all periodic. Orbits outside of this limit cycle approach $(0,0)$ in finite time.


FIG. 11. The phase planes with $c=6, h=3.5$, and $K=1$ satisfying the hypothesis of Proposition 6. The nullclines are indicated by dashed lines.

Proof. For this case, $\lambda^{\prime}(t)=0$ by Lemma 2 , so $\lambda$ is an integral of the system. We want to show that it is a nondegenerate integral. The gradient of $\lambda$ is

$$
\begin{aligned}
\nabla \lambda= & \left((2 h-2) z^{2 h-3}\left(\frac{K}{2 c} \xi^{2}-\frac{K}{c} \xi+\frac{z}{2 h-1}+\frac{K}{2 c}-\frac{K(1-h / c)}{2 h-2}\right)\right. \\
& \left.+\frac{z^{2 h-2}}{2 h-1}, z^{2 h-2} \frac{K}{c}(\xi-1)\right)
\end{aligned}
$$

Since $\partial \lambda / \partial \xi=z^{2 h-2} \frac{K}{c}(\xi-1)$, if $\nabla \lambda=0$ in $\Omega$, then $\xi=1$. Substituting $\xi=1$ into $\partial \lambda / \partial z=0$ gives $z=\Gamma$. Hence, the only point in $\Omega$ where $\nabla \lambda=\mathbf{0}$ is the equilibrium $(\Gamma, 1)$, and $\lambda$ is nondegenerate.

From (3) with $2 h-c-1=0$, solving $\lambda=0$, we get

$$
z=\frac{-K(2 h-1)}{2 c}\left(\xi^{2}-2 \xi\right) .
$$

This is a parabola opening to the left. It intersects the $\xi$-axis at $\xi=0, \frac{c-1}{h-1}$. Since $\lambda$ is constant along solutions, this parabola is a heteroclinic orbit.

By direct computation, $\lambda(1, \Gamma)=\frac{-\Gamma^{2 h-1}}{(2 h-2)(2 h-1)}$. The orbits with $\frac{-\Gamma^{2 h-1}}{(2 h-2)(2 h-1)}<$ $\lambda<0$ are nested periodic orbits in $A$ that enclose convex regions containing ( $1, \Gamma$ ). This follows from differentiation of $\lambda$.

There are no equilibria outside $\bar{A}$. Hence, by the Poincaré-Bendixson theorem, all orbits outside of $A$ are unbounded. By Lemma 5, all of these orbits approach $(0, \infty)$ in finite time.

In conclusion we note that our system undergoes a degenerate Hopf bifurcation when $h<c, h>1$, and $2 h-c-1$ changes sign. The equilibrium at $(K(1-h / c), 1)$ changes from a spiral source for $2 h-c-1>0$ to a spiral sink for $2 h-c-1>0$. When such a transition occurs through a classic Hopf bifurcation, a single periodic orbit emerges from (or contracts to) the equilibrium point. The Hopf bifurcation theorem (see [7]) identifies a large class of conditions under which such bifurcations occur. Our system falls through the cracks of the theorem; the theorem applies to all systems except those whose Taylor coefficients at the equilibrium satisfy a certain equation, and the Taylor coefficients of our system satisfy that equation.
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#### Abstract

We give an exposition of Plücker vectors for a system of joint axes in projective 3 -space. We use Plücker vectors to analyze dependencies among joint axes and in particular to show that two rotational joints rigidly joined by a bar and each with 3 degrees of freedom always form a 5 -dimensional system. We introduce the concept of reduced redundancy in a dependent set of projective Lines and argue that reduced redundancy in the axes of a body position increases injury risk. We apply this to a simple two-joint model of bowling in cricket and show by analysis of some experimental data that reduced redundancy around ball release is observed in some cases.


Key words. Plücker coordinates, human motion, reduced redundancy, injury risk
AMS subject classifications. 51N15, 51505, 70E17, 70E60, 92C10, 92C50
DOI. 10.1137/S0036139903429658

1. Introduction. A variety of techniques exist for the mathematical analysis of human motion, including techniques that are also used in robotics [15, 2]. However, to our knowledge, nobody has yet employed the formalisms and insights of projective geometry, well known in robotics [18, 3].

We are motivated by the analysis of certain complicated athletic effects achieved by throwlike motions, such as a topspin serve in tennis and an away-swinger in cricket. It is clear that the brief interval ending in the release of the ball is crucial: after release, the ball is in free fall, except for some aerodynamic and gyroscopic effects. Thus the athlete must release the ball in a particular state of motion (translational as well as rotational).

Several questions arise: By what movements of the joints does a given athlete achieve a given effect? Is there more than one way to achieve a given effect? Do some effects require motions that are inherently more risky than others, and if so, can this risk be characterized analytically?

Many of these questions can be illuminated by using techniques from the mathematics of robotics, in which the following are possible: a simple description which unifies all aspects of the motion of the athlete and the ball, a representation in which rotation and translation are easily combined, and a level of generality at which all cases of reduced mobility can be found (and explicitly calculated).

In this report, we analyze what appears to us be a simple, interesting case: the motion of a cricketer's arm (much simplified) near the moment of delivery. We regard the hips as fixed, the torso as rigid, and the waist and shoulder as joints, each of which provides 3 degrees of freedom. Alert readers will notice that we ignore the elbow, wrist, and fingers, as well as any contact motion of the ball in the hand prior to release. For our purposes, it is assumed that the requirements of a given delivery have prescribed the motion at the center of the wrist. However, we will see that in our

[^39]model in all positions there are only 5 degrees of freedom for the motion of the ball. Consequently, our system of 6 axes possesses intrinsic redundancy by design! It can be regarded as the solution of nature to the human desire to accomplish complicated motions. Indeed, kinematic redundancy offers an opportunity to distribute stress over many joints (see also [15]). Our main result is to prove the existence of special positions where reduced redundancy occurs: that is, for a given motion the amount of rotation about one or more joint axes is fixed, while there is some freedom in distributing motion about the remaining joint axes. These positions should not be confused with standard kinematic singularities, as no decrease of mobility is involved; 5 degrees of freedom are always maintained. We interpret reduced redundancy as a source of injury risk.

The paper is organized as follows: First, we describe the use of Plücker coordinates as a unified framework for computations concerning rotations and translations in many linked joints. Second, we describe a simplified model for the motion of an arm in the act of releasing a legal cricket delivery, a motion associated with risk of overuse injury $[12,14,11]$. Third, we analyze the degrees of freedom for the motion of the ball in this model, for the general case as well as all special cases; this includes a full analysis of reduced redundancy. Fourth, we discuss the analysis from two points of view: the prevention of injury and the forbidden motions of the wrist. Finally, we show that reduced redundancies indeed occur in real bowling actions by analyzing data from two bowlers with an injury history.
2. Plücker coordinates for human motion. Human motion is the result of rotations around joint axes, at least, infinitesimally in the first approximation (that is, neglecting the play in the joints and the deformation of bone, cartilage, and ligament). However, the desired motion of the end effector (in our case, the cricket ball) will in general have components of both rotation and translation. In projective geometry, translation can be rendered as rotation about an axis at infinity. In this view, all motions are rotations, and Plücker coordinates are merely a convenient way of describing them.
2.1. Projective points. In projective geometry, we identify all points on a line through the origin in $\mathbb{R}^{4}$ with a projective Point in the corresponding projective space $\mathbb{P}^{3}$. Thus the vector $\mathbf{x}=(\lambda a, \lambda b, \lambda c, \lambda d) \in \mathbb{R}^{4}$ corresponds to $\mathbf{p} \in \mathbb{P}^{3}$ for all $\lambda \neq 0$. Such a 4 -vector is referred to as a set of homogeneous coordinates for $\mathbf{p}$. By the usual convention, the hyperplane $H: x_{4}=1$ in $\mathbb{R}^{4}$ is considered as (a copy of) affine 3-space. All Points of $\mathbb{P}^{3}$ which correspond to lines intersecting this hyperplane are called finite points, and these are identified with the affine point of $H$ where they intersect. So for finite points,

$$
(a, b, c, d) \sim(a / d, b / d, c / d, 1) \sim(a / d, b / d, c / d)
$$

Notice that some lines through the origin in $\mathbb{R}^{4}$ do not intersect the hyperplane $H$, and therefore some projective Points are not finite. They are said to lie at infinity, and they are represented by homogeneous coordinates with 0 as the fourth coordinate: $(a, b, c, 0)$.

Similarly, planes through the origin of $\mathbb{R}^{4}$ correspond to Lines in $\mathbb{P}^{3}$. If such a plane is parallel to the hyperplane $H$, then it represents a Line at infinity. Finally, each 3-dimensional subspace of $\mathbb{R}^{4}$ is associated with a Plane in $\mathbb{P}^{3}$. The Plane corresponding to $x_{4}=0$ is the Plane at infinity of $\mathbb{P}^{3}$, and it contains all Points at infinity.
2.2. Plücker coordinates. From an algebraic point of view, a chosen set of homogeneous coordinates for a Point $\mathbf{p} \in \mathbb{P}^{3}$ represents a vector in the vector space $V=\mathbb{R}^{4}$. Now we can consider the exterior algebra built on $V$ :

$$
\wedge V=V^{(0)} \oplus V^{(1)} \oplus V^{(2)} \oplus V^{(3)} \oplus V^{(4)}
$$

which enables us to make computations with scalars $\left(\mathbb{R}=V^{(0)}\right)$, vectors $\left(V=V^{(1)}\right)$, but also with more complicated objects called antisymmetric tensors, and this in the same framework. The exterior product $\wedge$ is a bilinear, antisymmetric operation on $\wedge V$, such that for $\mathbf{A} \in V^{(i)}$ and $\mathbf{B} \in V^{(j)}$ we get $\mathbf{A} \wedge \mathbf{B} \in V^{(i+j)}$ if $i+j \leq 4$ or $\mathbf{A} \wedge \mathbf{B}=\mathbf{0}$ otherwise (also in the case $i+j \leq 4$ it can happen that $\mathbf{A} \wedge \mathbf{B}=\mathbf{0}$ in $\left.V^{(i+j)}\right)$.

Example 1. The elements in $V^{(2)}$ (the so-called 2-tensors) are products $\mathbf{p} \wedge \mathbf{q}$ of vectors $\mathbf{p}$ and $\mathbf{q}$ in $V$, or linear combinations of these. Notice that $\mathbf{p} \wedge \mathbf{q}=\mathbf{0}$ in $V^{(2)}$ if $\mathbf{p}$ and $\mathbf{q}$ represent the same projective point, due to the antisymmetry.

For the reader who is not familiar with the exterior algebra it suffices to know for our purposes that each tensor can be regarded as just some vector, and $V^{(i)}$ as a real vector space of dimension $\binom{4}{i}$. For example, $V^{(2)} \cong \mathbb{R}^{6}$. Furthermore, using the standard basis of $V$, there is a canonical way to construct a basis for $V^{(i)}$. The corresponding coordinates arising in this manner for tensors are called Plücker coordinates.

Let us be more specific in the case of 2-tensors, because they will be needed most in this article. If $\mathbf{L} \in V^{(2)}$ then we have 6 Plücker coordinates for $\mathbf{L}$, by convention labeled by double-indices:

$$
\mathbf{L}=\left(L_{12}, L_{13}, L_{14}, L_{23}, L_{24}, L_{34}\right)
$$

In the special case that $\mathbf{L}=\mathbf{p} \wedge \mathbf{q}$ with $\mathbf{p}=\left(p_{1}, p_{2}, p_{3}, p_{4}\right)$ and $\mathbf{q}=\left(q_{1}, q_{2}, q_{3}, q_{4}\right)$, there is an easy rule to obtain the coordinates for $\mathbf{L}: L_{i j}=p_{i} q_{j}-p_{j} q_{i}$.

$$
\mathbf{p} \wedge \mathbf{q}=\left(\begin{array}{l}
p_{1} q_{2}-p_{2} q_{1} \\
p_{1} q_{3}-p_{3} q_{1} \\
p_{1} q_{4}-p_{4} q_{1} \\
p_{2} q_{3}-p_{3} q_{2} \\
p_{2} q_{4}-p_{4} q_{2} \\
p_{3} q_{4}-p_{4} q_{3}
\end{array}\right)
$$

the elements of which are the $2 \times 2$ minors of the matrix $\left(\begin{array}{cccc}p_{1} & p_{2} & p_{3} & p_{4} \\ q_{1} & q_{2} & q_{3} & q_{4}\end{array}\right)$ in lexicographic order. If $\mathbf{p}$ and $\mathbf{q}$ represent different projective Points, then $\mathbf{L}=\mathbf{p} \wedge \mathbf{q}$ represents the projective Line through these two Points. Of course, many other 2-tensors represent the same Line in $\mathbb{P}^{3}$. Indeed, we can use a multiple of $\mathbf{p}$ or $\mathbf{q}$ without changing the involved projective Points, or we can even choose another pair of Points on the same Line. Fortunately, the new 2-tensor $\mathbf{L}^{\prime}=\mathbf{p}^{\prime} \wedge \mathbf{q}^{\prime}$ will always be a multiple of $\mathbf{L}: \mathbf{L}^{\prime}=\alpha \mathbf{L}$. We conclude that the Plücker coordinates of $\mathbf{L}$ can be considered as a 6 -tuple of homogeneous coordinates for the projective Line represented by $\mathbf{L}$. Notice that Lines at infinity are characterized by having Plücker coordinates with $L_{14}=L_{24}=L_{34}=0$.

Because not every 2-tensor in $V^{(2)}$ can be written as the exterior product of two vectors in $V$, not every 6 -tuple of Plücker coordinates represents a Line in $\mathbb{P}^{3}$. More precisely, one can prove that $\left(L_{12}, L_{13}, L_{14}, L_{23}, L_{24}, L_{34}\right)$ corresponds to a projective line if and only if it differs from zero and the Grassmann-Plücker relation is satisfied:

$$
\begin{equation*}
L_{14} L_{23}-L_{24} L_{13}+L_{34} L_{12}=0 \tag{GP}
\end{equation*}
$$

Thus, "most" 6 -tuples in $\mathbb{R}^{6}$ are not the Plücker coordinates of a projective Line. However, there is an interesting theorem, Poinsot's central axis theorem, which says that each 2-tensor $\mathbf{A}$ not obeying (GP) can be expressed as a sum $\mathbf{A}=\mathbf{L}+\mathbf{M}$ such that

1. $\mathbf{L}$ corresponds to a finite Line (not at infinity),
2. $\mathbf{M}$ corresponds to a Line at infinity,
3. Every affine Plane through $\mathbf{M}$ is perpendicular to $\mathbf{L}$.

Let us give one more illustration of Plücker coordinates. Given is a 2-tensor $\mathbf{A}=\left(A_{12}, A_{13}, A_{14}, A_{23}, A_{24}, A_{34}\right)$ and a vector $\mathbf{p}=\left(p_{1}, p_{2}, p_{3}, p_{4}\right)$. Then $\mathbf{P}=\mathbf{A} \wedge \mathbf{p}$ belongs to the 4-dimensional space $V^{(3)}: \mathbf{P}=\left(P_{123}, P_{124}, P_{134}, P_{234}\right)$, with

$$
\begin{aligned}
P_{123} & =A_{12} p_{3}-A_{13} p_{2}+A_{23} p_{1}, \\
P_{124} & =A_{12} p_{4}-A_{14} p_{2}+A_{24} p_{1}, \\
P_{134} & =A_{13} p_{4}-A_{14} p_{3}+A_{34} p_{1}, \\
P_{234} & =A_{23} p_{4}-A_{24} p_{3}+A_{34} p_{2} .
\end{aligned}
$$

In particular, if $\mathbf{A}$ represents a projective Line, which moreover does not contain the projective Point represented by $\mathbf{p}$, then $\mathbf{P}$ represents the projective Plane determined by this Line and this Point. If the Point lies on the Line, then $\mathbf{P}=\mathbf{0}$. In any case, if a 3 -tensor differs from zero, it will represent a Plane in $\mathbb{P}^{3}$. Furthermore, it is the Plane at infinity if and only if $P_{124}=P_{134}=P_{234}=0$. On the other hand, if $\mathbf{P} \in V^{(3)}$ represents a finite Plane, the vector $\left(P_{234},-P_{134}, P_{124}\right) \in \mathbb{R}^{3}$ is perpendicular to the associated affine plane.

For a good introduction to Plücker coordinates and antisymmetric tensors, including the formal definitions, we refer to [18].
2.3. Dependencies among lines. A set of Lines in $\mathbb{P}^{3}$, finite or at infinity, is called independent (resp., dependent) if the corresponding 2-tensors are linearly independent (resp., dependent) in $V^{(2)}$ or, equivalently, if the corresponding Plücker coordinates are linearly independent (resp., dependent) in $\mathbb{R}^{6}$. These concepts are defined in algebraic terms; nevertheless, the possible dependencies among projective Lines have a transparent geometric characterization. We refer to [5] for a complete description of this. We quote only those situations that will be relevant for our analysis.

- Two Lines can only be dependent when they coincide.
- Three Lines are dependent if and only if they lie in the same Plane and go through the same Point.
- Four Lines are dependent if and only if at least one of the following cases occur:

1. Three of the four Lines are dependent.
2. The four Lines lie in the same Plane.
3. The four Lines go through the same Point.
4. Two of the Lines lie in a Plane $\alpha$, intersecting in Point $p$, and the remaining two Lines lie in a Plane $\beta$, intersecting in Point $q$, such that the Planes $\alpha$ and $\beta$ meet in the line $p q$.
5. The four Lines belong to the same system of rulers on a quadratic surface.
In particular, if we are given two parallel Lines (intersecting at infinity), then a linear combination of their Plücker coordinates will always represent a Line in the
unique Plane through the given Lines, and which either lies at infinity, or which is parallel to the given Lines. Four parallel Lines in 3-space are always dependent.

Example 2. As an illustration, let us consider a situation of 4 Lines, with $\mathbf{L}_{1}, \mathbf{L}_{2}, \mathbf{L}_{3}$ concurrent (but not coplanar) through Point $\mathbf{p}$, and $\mathbf{L}_{4}$ not containing p. Clearly, these 4 Lines are independent. By taking linear combinations of the 3 concurrent Lines we can generate any Line $\mathbf{L}$ through $\mathbf{p}$. Furthermore, if $\mathbf{L}$ happens to intersect $\mathbf{L}_{4}$ (in $\mathbf{q}$, say), then linear combinations of $\mathbf{L}$ and $\mathbf{L}_{4}$ generate Lines through $\mathbf{q}$, lying in the Plane determined by $\mathbf{L}$ and $\mathbf{L}_{4}$. If $\mathbf{L}$ and $\mathbf{L}_{4}$ do not intersect each other, then we cannot obtain new Lines by combining them (a violation of (GP)). We conclude that the Lines which depend on $\mathbf{L}_{1}, \mathbf{L}_{2}, \mathbf{L}_{3}, \mathbf{L}_{4}$, are exactly those that contain $\mathbf{p}$ or that lie in the Plane through $\mathbf{L}_{4}$ and $\mathbf{p}$.

Next, we will elaborate on a special case which will be important for the applications in this paper.

Theorem 2.1. Let $\mathbf{W}_{1}, \mathbf{W}_{2}, \mathbf{W}_{3}$ and $\mathbf{S}_{1}, \mathbf{S}_{2}, \mathbf{S}_{3}$ be two triples of concurrent Lines in $\mathbb{P}^{3}$ through different Points $\mathbf{w}$ and $\mathbf{s}$. Assume moreover that $\mathbf{W}_{1}, \mathbf{W}_{2}, \mathbf{W}_{3}$ are not coplanar, neither are $\mathbf{S}_{1}, \mathbf{S}_{2}, \mathbf{S}_{3}$. Then the set $\left\{\mathbf{W}_{1}, \mathbf{W}_{2}, \mathbf{W}_{3}, \mathbf{S}_{1}, \mathbf{S}_{2}, \mathbf{S}_{3}\right\}$ always has rank 5. Or more explicitly, these 6 Lines are always dependent but always contain a subset of 5 Lines which is independent.

Proof. Choose a Plücker vector $\mathbf{P}$ to represent the Line sw. By abuse of notation, we let $\mathbf{W}_{1}, \ldots, \mathbf{S}_{3}$ stand for the Plücker vectors of the corresponding lines as well. Then there exist linear combinations

$$
\begin{aligned}
& \mathbf{P}=\alpha_{1} \mathbf{W}_{1}+\alpha_{2} \mathbf{W}_{2}+\alpha_{3} \mathbf{W}_{3} \\
& \mathbf{P}=\beta_{1} \mathbf{S}_{1}+\beta_{2} \mathbf{S}_{2}+\beta_{3} \mathbf{S}_{3}
\end{aligned}
$$

which gives rise to the claimed dependency:

$$
\alpha_{1} \mathbf{W}_{1}+\alpha_{2} \mathbf{W}_{2}+\alpha_{3} \mathbf{W}_{3}-\beta_{1} \mathbf{S}_{1}-\beta_{2} \mathbf{S}_{2}-\beta_{3} \mathbf{S}_{3}=\mathbf{0}
$$

Next, we observe that at least one of $\left\{\mathbf{S}_{1}, \mathbf{S}_{2}, \mathbf{S}_{3}\right\}$ does not pass through $\mathbf{w}$, say $\mathbf{S}_{1}$. From the example above we learn that $\left\{\mathbf{W}_{1}, \mathbf{W}_{2}, \mathbf{W}_{3}, \mathbf{S}_{1}\right\}$ is a set of independent Lines, and moreover, the only Lines which are dependent on these 4 Lines are Lines through $\mathbf{w}$, or Lines in the Plane determined by $\mathbf{S}_{1}$ and $\mathbf{w}$. Because the triple $\left\{\mathbf{S}_{1}, \mathbf{S}_{2}, \mathbf{S}_{3}\right\}$ is assumed to be nonplanar, it is impossible that both $\mathbf{S}_{2}$ and $\mathbf{S}_{3}$ depend on $\left\{\mathbf{W}_{1}, \mathbf{W}_{2}, \mathbf{W}_{3}, \mathbf{S}_{1}\right\}$, which completes the proof.
2.4. Describing kinematics by Plücker coordinates. For a more extended exposition of the material presented in this paragraph, we refer to [18] and [4]. Consider a motion of a rigid body $B$ in 3 -space. Then, every point $p$ of $B$ traces a path, $p=p(t)$. If the motion is sufficiently smooth from a mathematical point of view, we can compute the derivative at a certain time $t_{0}$, giving us the infinitesimal motion of $B$ at $t=t_{0}$. This results in a velocity vector $v_{p}=\dot{p}\left(t_{0}\right)$ for every point $p$ of $B$. The rigidity of $B$ can be translated into the statement that for every pair of its points $\{p, q\}$ the distance between these points must remain constant during the motion,

$$
\|p(t)-q(t)\|^{2}=\text { constant }
$$

or infinitesimally (preserved distance property),

$$
\begin{equation*}
\left(v_{p}-v_{q}\right) \cdot(p-q)=0 \tag{PDP}
\end{equation*}
$$

From now on, when we use the term "motion," we always mean an infinitesimal rigid motion: the assignment of a velocity vector to every point of $B$ such that (PDP) is
satisfied. Thus, we associate a vector $v_{p}$ to every point $p$ of $B$, taking (PDP) into account.

One important example of such a motion is a spatial rotation about the origin. Here, there is always a line $A$ involved, the so-called axis of rotation, containing the origin. Points on $A$ remain fixed (zero velocity vector), but for other points $p$ the velocity $v_{p}$ is perpendicular to the plane determined by $A$ and $p$. As a matter of fact, the rotation is specified by a vector $\omega$ along $A$, such that $v_{p}=\omega \times p$ (vector cross product). The length of $\omega$ is called the angular velocity, and together with the distance of $p$ from the axis $A$, it determines the length of $v_{p}$.

Another fundamental motion is a translation along a given vector $v$. Here, we have a constant velocity: for every point $p$ we put $v_{p}=v$.

A crucial theorem says that every rigid motion is the composition of rotations and translations, or infinitesimally, the velocity vectors can be written as the sum of rotation velocities and/or translation velocities.

Consider a rotation about some axis $A$, not necessarily containing the origin. If we embed affine 3 -space into $\mathbb{P}^{3}$, as described in section 2.1 , then we can associate with $A$ a projective line $\mathbf{A}$, and hence a Plücker vector $\mathbf{P}_{A}$. For each point $p$ in $\mathbb{R}^{3}$ we choose the standard homogeneous coordinates for the associated projective point $\mathbf{p}$ (having $p_{4}=1$ ). Now we can define the "motion of $\mathbf{p}$ " as the following 3-tensor:

$$
M(\mathbf{p})=\mathbf{M}=\mathbf{P}_{A} \wedge \mathbf{p} \in V^{(3)}
$$

To see that this makes sense, consider a vector $\mathbf{M}=\left(M_{123}, M_{124}, M_{134}, M_{234}\right)$ of Plücker coordinates. This determines the vector $v_{p}=\left(M_{234},-M_{134}, M_{124}\right) \in \mathbb{R}^{3}$, which is zero if $p \in A$, or else it is perpendicular to the plane determined by $p$ and A. And indeed, as one can prove that (PDP) holds for these vectors, they represent a rotation about axis $A$. The unused coordinate $M_{123}$ in $M(\mathbf{p})$ is determined by the fact that this 3 -tensor corresponds to a plane through $\mathbf{p}$. Of course, the magnitude of the vectors $v_{p}$ depends on the chosen Plücker coordinates $\mathbf{P}_{A}$ for $\mathbf{A}$, but then again there are an infinite number of possible rotations about axis $A$ in $\mathbb{R}^{3}$. One can say that the magnitude of the chosen Plücker vector accounts for the involved angular velocity. We conclude that the 2 -tensor $\mathbf{P}_{A}$ encodes both the rotation axis $A$ and the angular velocity. Therefore, it is called the center of the motion. Taking a multiple of $\mathbf{P}_{A}$ does not change the axis, only the angular velocity. If you are interested in the velocity of a specific point $p$ under this motion, just perform the exterior product $\mathbf{P}_{A} \wedge \mathbf{p}$, using standard homogeneous coordinates for $\mathbf{p}$.

Now that we have put spatial rotations in the setting of projective geometry, we can extend the notion of rotation axis. Indeed, we can take $\mathbf{A}$ to be a line at infinity, so if $\mathbf{P}=\mathbf{P}_{A}$, then $\mathbf{P}_{14}=\mathbf{P}_{24}=\mathbf{P}_{34}=\mathbf{0}$. If we copy the previous computations for some point $p$, we observe, surprisingly, that the last three Plücker coordinates of $M(\mathbf{p})$ do not depend on $p$. Therefore, we see that $v_{p}$ is a constant vector if we perform a rotation about an axis at infinity, which must be a translation! More precisely, $v_{p}=\left(\mathbf{P}_{23},-\mathbf{P}_{13}, \mathbf{P}_{12}\right)$, a vector which is perpendicular to any plane in $\mathbb{R}^{3}$ whose projective extension contains the given axis at infinity $\mathbf{A}$. For the sake of uniformity, we will again call the 2 -tensor $\mathbf{P}_{A}$ the center of the motion, and the 3-tensor $M(\mathbf{p})$ the motion itself of the point $p$.

Our arguments will directly take place in $\mathbb{P}^{3}$ or $\wedge \mathbb{R}^{4}$, but readers who like to switch to affine space now and then should remember

$$
\begin{aligned}
p=\left(p_{1}, p_{2}, p_{3}\right) & \longrightarrow \mathbf{p}=\left(p_{1}, p_{2}, p_{3}, 1\right), \\
v_{p}=\left(M_{234},-M_{134}, M_{124}\right) & \longleftarrow M(\mathbf{p})=\left(M_{123}, M_{124}, M_{134}, M_{234}\right)
\end{aligned}
$$

In this setting, the zero-tensor in $V^{(3)}$ corresponds to the zero velocity.
As mentioned before, composing two motions comes down to adding the velocity vectors in each point $p$. Let the corresponding centers of motion be denoted by $\mathbf{C}_{1}$ and $\mathbf{C}_{2}$, Plücker vectors in $\mathbb{R}^{6}$. Then the resulting motion of $p$ equals

$$
\mathbf{C}_{1} \wedge \mathbf{p}+\mathbf{C}_{2} \wedge \mathbf{p}=\left(\mathbf{C}_{1}+\mathbf{C}_{2}\right) \wedge \mathbf{p}
$$

due to a basic property of the exterior product. Now we can consider $\mathbf{C}=\mathbf{C}_{1}+\mathbf{C}_{2}$ to be the center of the composite motion. This means that every Plücker vector $\mathbf{P}$ in $\mathbb{R}^{6}$ can play the part of a center of some motion. More precisely, if $\mathbf{P}$ represents a projective Line (satisfying (GP)), then it gives rise to a rotation (finite line) or a translation (line at infinity); otherwise it is the center of a composition of rotations and translations. As a consequence of Poinsot's central axis theorem (section 2.2) we can be even more specific in the latter case. To this end, we define a screw motion as the composition of a rotation (infinitesimal, of course) about some axis, and a translation (ditto) along the same axis. If a motion is not a pure translation or rotation, then it is a screw motion.

From now on, Plücker coordinates of 2-tensors (the space $\mathbb{R}^{6}$ ) are interpreted as centers of infinitesimal rigid motions.
3. A simple model for bowling a cricket delivery. Biomechanical models for cricket motions are not that rare, but few exist for bowling [1, 11]. For our purposes, a model simpler than either of these will suffice. We make the following assumptions about motion just prior to delivery:

1. There is no rotation in the elbow (as is required in a legal delivery).
2. There is no rotation in the wrist, and the state of motion of the ball upon release prescribes the motion of the so-called tool center (a term from robotics), which we take to be the wrist.
3. The spine is taken as rigid but free to rotate as if its base is attached to the pelvis in a ball joint (i.e., we ignore deformation of the torso), and the shoulder is rigidly joined to the spine.
4. The joint axes of both joints pass through the center of the joint.

For greater realism, one might add more joints; for example, it is known that the shoulder does rotate relative to the torso [8], and the ball might leave the hand in a contact motion. This is not conceptually difficult but is computationally and experimentally challenging. The same applies to relaxing assumption 4, to allow noncoincident joint axes. Still more challenging would be the direct modeling of muscle groups (as in $[6,16]$ ), as this would increase the number of axes of rotation substantially, and one might be hard put to identify an axis of rotation for every muscle group, particularly those with attachments over more than one joint.
3.1. Introducing the joint axes of our model. With assumptions 1 to 4, the system reduces to two joints, which we call the waist $(w)$ and the shoulder $(s)$. Although in general $w$ may be in motion, there is no loss of generality if we place $w$ at the fixed origin and identify its joint axes with axes of a reference coordinate system $X Y Z$. They are interpreted as follows: for a person standing, $X$ points horizontally forward, $Y$ horizontally points to the left, and $Z$ points vertically along the spine, in our case upwards.

We choose units of length so that the right shoulder joint $s$ is at $(0,-1,1)$ in the system; since the torso is rigid, it stays there. The three joint axes through $s$ follow the usual convention: We choose $S_{1}$ as the axis that passes through shoulder and


FIG. 3.1. Configuration of joint axes in our simplified model of a right-handed cricket bowler, facing away from the reader. $\mathbf{w}$ is the waist joint and $\mathbf{s}$ is the shoulder joint. Distances are normalized so that the shoulder is at $(0,-1,1)$ in the waist joint axes. The dashed line corresponds to the arm in standard position: horizontal, palm down. Note that the shoulder axes move with the arm so that $S_{3}$ is always pointing in the same direction as the palm.
elbow, in the direction of the shoulder, and $S_{2}, S_{3}$ perpendicular to each other and to $S_{1}$ so that when the arm is extended sideways horizontally wrist down, $S_{2}$ points forwards and $S_{3}$ points downwards. This means that the $S_{1} S_{2} S_{3}$ system moves with the arm, and in particular that $S_{3}$ is always perpendicular to the palm. The general configuration is illustrated in Figure 3.1.

We note that some of our results below depend on the choice of shoulder axes. In particular, we find a case where rotation about the $s_{3}$ axis plays a significant role in predicting injury risk. This would be indefensible if all we knew of the shoulder joint was that it had 3 degrees of rotational freedom, because our result would disappear under many other apparently equivalent choice of axes.

However, we do know more about how the shoulder moves and about the motion of the arm of a fast bowler near the point of release. In that context, the $s_{1} s_{2} s_{3}$ system as described above is preferred and has intrinsic interpretation for two reasons. First, $s_{1}$ is an anatomically intrinsic axis in all rotations of the shoulder, because of the role of the rotator cuff, which are the only muscles that cause rotation around $s_{1}$. Second, during the final phase of the delivery of a fast ball in cricket, the bowler's arm moves in a plane. Near the moment of release, the direction of $s_{3}$ is tangential to this motion (since these bowlers aim for high speed deliveries), so the plane of motion is the $s_{1} s_{3}$ plane, and in that plane the motion is a pure rotation around the $s_{2}$ axis. By orthogonality to both the $s_{1}$ and $s_{2}$ axes, the $s_{3}$ axis is also intrinsic.
3.2. Plücker coordinates of the $\mathbf{6}$ joint axes. The positions of the waist and the shoulder are given by

$$
w=\left(\begin{array}{llll}
0 & 0 & 0 & 1
\end{array}\right) \quad \text { and } \quad s=\left(\begin{array}{llll}
0 & -1 & 1 & 1
\end{array}\right)
$$

The directions of the joint axes are

$$
\begin{aligned}
W_{1} & =\left(\begin{array}{llll}
1 & 0 & 0 & 0
\end{array}\right), \\
W_{2} & =\left(\begin{array}{llll}
0 & 1 & 0 & 0
\end{array}\right), \\
W_{3} & =\left(\begin{array}{llll}
0 & 0 & 1 & 0
\end{array}\right), \\
S_{1} & =\left(\begin{array}{llll}
a_{1} & b_{1} & c_{1} & 0
\end{array}\right), \\
S_{2} & =\left(\begin{array}{llll}
a_{2} & b_{2} & c_{2} & 0
\end{array}\right), \\
S_{3} & =\left(\begin{array}{llll}
a_{3} & b_{3} & c_{3} & 0
\end{array}\right) .
\end{aligned}
$$

The six centers of rotation are then

$$
\begin{aligned}
& P_{1}=W_{1} \wedge w=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)=\left(\begin{array}{llllll}
0 & 0 & 1 & 0 & 0 & 0
\end{array}\right), \\
& P_{2}=W_{2} \wedge w=\left(\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)=\left(\begin{array}{llllll}
0 & 0 & 0 & 0 & 1 & 0
\end{array}\right), \\
& P_{3}=W_{3} \wedge w=\left(\begin{array}{llll}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)=\left(\begin{array}{llllll}
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right) \text {, } \\
& P_{4}=S_{1} \wedge s=\left(\begin{array}{cccc}
a_{1} & b_{1} & c_{1} & 0 \\
0 & -1 & 1 & 1
\end{array}\right)=\left(\begin{array}{cccccc}
-a_{1} & a_{1} & a_{1} & b_{1}+c_{1} & b_{1} & c_{1}
\end{array}\right) \text {, } \\
& P_{5}=S_{2} \wedge s=\left(\begin{array}{cccc}
a_{2} & b_{2} & c_{2} & 0 \\
0 & -1 & 1 & 1
\end{array}\right)=\left(\begin{array}{cccccc}
-a_{2} & a_{2} & a_{2} & b_{2}+c_{2} & b_{2} & c_{2}
\end{array}\right) \text {, } \\
& P_{6}=S_{3} \wedge s=\left(\begin{array}{cccc}
a_{3} & b_{3} & c_{3} & 0 \\
0 & -1 & 1 & 1
\end{array}\right)=\left(\begin{array}{cccccc}
-a_{3} & a_{3} & a_{3} & b_{3}+c_{3} & b_{3} & c_{3}
\end{array}\right) .
\end{aligned}
$$

We collect these in the columns of the motion matrix $M$ :

$$
M=\left(\begin{array}{cccccc}
0 & 0 & 0 & -a_{1} & -a_{2} & -a_{3} \\
0 & 0 & 0 & a_{1} & a_{2} & a_{3} \\
1 & 0 & 0 & a_{1} & a_{2} & a_{3} \\
0 & 0 & 0 & b_{1}+c_{1} & b_{2}+c_{2} & b_{3}+c_{3} \\
0 & 1 & 0 & b_{1} & b_{2} & b_{3} \\
0 & 0 & 1 & c_{1} & c_{2} & c_{3}
\end{array}\right)
$$

All the information regarding configurations of the joints and possible motions can be found by analyzing $M$. More precisely, infinitesimally, the motion of the wrist is a composition of a rotation about $w$ and a rotation about $s$ (in our model). Thus, the center of this motion is a linear combination of the six Plücker coordinates which we assigned to the six given axes. This motivates us to define the column space of the matrix $M$ to be the motion space (of the wrist in the given position of the human body), $\mathbb{M S}$. Recall from Theorem 2.1 that the matrix $M$ always has rank equal to 5 , implying a constant dimension of 5 for the motion space. Notice that we never obtain the full $\mathbb{R}^{6}$ as motion space in our model; this would require including further rotations in our model, such as about the elbow or the wrist.
3.3. Possible motions under the model. Suppose the human body (in particular, the torso and the bowling arm) is in a certain position. If one intends to propel the ball in some specific way, then this is accomplished by performing an infinitesimal motion with the hand. In our model, the only way to realize a hand motion is by means of rotations about the waist ( 3 joint axes) and/or about the shoulder ( 3 joint
axes). Every (infinitesimal) rotation about one of these 6 axes is given by an appropriate multiple of the corresponding Plücker vector. We conclude that the motion of the ball is controlled by a 2 -tensor which is a linear combination of the 6 Plücker vectors of our model; that is, it belongs to the column space of the matrix $M$ (MS). In particular, a linear combination which gives the zero 2-tensor corresponds to not moving at all (the zero center of motion).

Clearly, the first two rows of $M$ are equal in magnitude but opposite in sign. This implies that every possible motion is represented by a 2 -tensor with opposite Plücker coordinates in the first two places,

$$
\mathbf{B}=(-a, a, b, c, d, e)
$$

or equivalently, a possible motion is a point of $\mathbb{R}^{6}$ in the hyperplane $\mathbb{H}: p_{12}=-p_{13}$, so $\mathbb{M S} \subset \mathbb{H}$. Furthermore, since both spaces have dimension 5 , we can state that $\mathbb{M S}=\mathbb{H}$.

Example 3. Try to perform a pure translation with your hand along the $Z$-axis (the direction of the spine) by only using the waist joint and the shoulder joint. You will not succeed! The algebraic proof for this goes as follows. Each translation along $Z$ is represented by a set of Plücker coordinates of the line at infinity of the $X Y$-plane. This means that it is a multiple of

$$
(1,0,0,0) \wedge(0,1,0,0)=(1,0,0,0,0,0)
$$

which is not a possible motion, because it does not belong to $\mathbb{H}$.
Example 4. In an analogous fashion we see that a pure translation along the $Y$-axis is not possible. Indeed, such a translation is always represented by a multiple of $(0,1,0,0,0,0)$, the Plücker vector for the line at infinity of the $X Z$-plane.

Example 5. However, a translation along the $X$-axis appears to be possible (this is the direction perpendicular to the plane of the torso; fortunately for cricketers, this direction is the one they want the ball to go). Indeed, the corresponding 2-tensor is a multiple of $(0,0,1,0,0,0)$, the line at infinity of $Y Z$; hence it belongs to $\mathbb{M S}$. But how can this be accomplished in practice? Let $L$ be the line through $s$ and parallel to $Y$. Because the Plücker vector of $L$ is a linear combination of the Plücker vectors of $S_{1}$, $S_{2}$, and $S_{3}$, any rotation about $L$ can be realized. Notice that $L$ lies in the $Y Z$-plane, as does the shoulder joint $s$ in our model. Because $Y$ and $L$ intersect at infinity, an appropriate linear combination of their Plücker vectors yields the line at infinity of $Y Z$. We conclude that a pure translation along $X$ can be realized by composing a rotation about $Y$ and a rotation about $L$.

Forbidden motions are interesting for two reasons. First, they are a simple way of describing what is possible. Second, they have an associated injury risk: attempting forbidden motion will introduce extremely large stresses, and coming close to forbidden motion (in the sense of a path through the motion space) may also require large stresses, a well-known phenomenon in robotics [3].
3.4. Critical positions of the human body. In our model, the possible motions are supported by six joint axes, each with a natural physical interpretation. Giving the spatial positions of these six axes determines what we will call the "position of the human body." In the previous sections we explained that our analysis of cricket bowling comes down to exploring the linear relations between the Plücker coordinates of these six axes. To simplify computations we are entitled to make the fixed coordinate frame coincide with the three waist axes, and that is what we did in
section 3.2 , yielding the simple structure of matrix $M$. So, in fact, by describing a body position we will mean the specification of the relative position of the shoulder axes with respect to the waist axes. It needs 3 parameters to be specified in order to fix the orientation of $S_{1} S_{2} S_{3}$ relative to $W_{1} W_{2} W_{3}(=X Y Z)$, for example the 3 Euler angles. Thus the very limited positions of the human body relevant to this paper can be regarded as points in a 3 -dimensional space Pos.
3.5. Redundancy and supports. As a consequence of Theorem 2.1 we know that, in each position of the body, our six joint axes span a 5 -dimensional space ( $\mathbb{M} \mathbb{S}$ ). We say that our kinematic system has a generic redundancy. Further, still in each position, basic linear algebra teaches us that we have a 1-dimensional space of linear dependencies between our six 2 -tensors $(6-5=1)$. Redundancy in a model for human motion is also treated in [15], where the emphasis is also on the potential for fatigue management but the operational definition and mathematical treatment are different.

Definition 3.1. The support of a linear dependency among a set $A$ of vectors is the subset of $A$ consisting of exactly those vectors with nonzero coefficient in this dependency.

In a given position of the body, each (nontrivial) linear dependency of the six joint axes is a multiple of every other one. Thus, we can define merely the "support of a body position" without specifying the linear dependency. Notice that, whatever position we are in, we always use the same notation for our six joints axes; hence the support can always be considered as a subset of $J=\left\{X, Y, Z, S_{1}, S_{2}, S_{3}\right\}$. This can be mathematically encoded in a map:

$$
\text { supp }: \operatorname{Pos} \rightarrow 2^{J}: p \mapsto \operatorname{supp}(p)
$$

Before proceeding, let us explain the relevance of the this concept. Suppose the body is in some position $p$. Let $\mathbf{M}=\left(M_{12}, M_{13}, M_{14}, M_{23}, M_{24}, M_{34}\right)$ be the motion in $\mathbb{M S}$ that we want to perform. This is achieved by finding appropriate coefficients (angular velocities):

$$
\mathbf{M}=\alpha \mathbf{X}+\beta \mathbf{Y}+\gamma \mathbf{Z}+\sigma_{1} \mathbf{S}_{1}+\sigma_{2} \mathbf{S}_{2}+\sigma_{3} \mathbf{S}_{3}
$$

where the bold font reminds us of the fact that we switched to Plücker vectors (or 2 -tensors). Now suppose that $\operatorname{supp}(p)=\left\{Y, Z, S_{3}\right\}$, corresponding to the following relation:

$$
\lambda \mathbf{Y}+\mu \mathbf{Z}+\nu \mathbf{S}_{3}=\mathbf{0}
$$

with nonzero coefficients $\lambda, \mu, \nu$. Then we can realize the same motion $\mathbf{M}$ as

$$
\mathbf{M}=\alpha \mathbf{X}+(\beta+k \lambda) \mathbf{Y}+(\gamma+k \mu) \mathbf{Z}+\sigma_{1} \mathbf{S}_{1}+\sigma_{2} \mathbf{S}_{2}+\left(\sigma_{3}+k \nu\right) \mathbf{S}_{3}
$$

with $k$ an arbitrary constant. This means that the efforts done by $Y, Z$, and $S_{3}$ can be traded among each other, while the contributions by $X, S_{1}$, and $S_{2}$ are given by fixed coefficients with no chance for compensation. From this we learn two important things:

1. The concept of redundancy of joint axes is inherent to the human body. It is the solution supplied by nature to distribute the necessary efforts among the several joints for achieving a certain motion.
2. Positions in which the human body has abundant support are less strenuous than positions with limited support.
3.6. Critical positions. Now we arrive at the core of this paper. We will classify the possible supports in our model. A position of the human body is called critical if the support is smaller than expected, that is, smaller than in generic positions. We say that a critical position suffers from redundancy with reduced support or shortly, reduced redundancy. Our first observation says that the required work for joint axis $X$ can never be compensated by one of the other five axes.

Theorem 3.2. For each position $p \in \operatorname{Pos}$ we have that $X \notin \operatorname{supp}(p)$.
Proof. Since the shoulder joint $s$ is assumed to lie in the $Y Z$-plane, the Line $\mathbf{L}=s w$ is a linear combination of $\mathbf{Y}$ and $\mathbf{Z}$. And of course, $\mathbf{L}$ is a linear combination of $\mathbf{S}_{1}, \mathbf{S}_{2}, \mathbf{S}_{3}$; hence the set $\left\{\mathbf{S}_{\mathbf{1}}, \mathbf{S}_{\mathbf{2}}, \mathbf{S}_{\mathbf{3}}, \mathbf{Y}, \mathbf{Z}\right\}$ is dependent. Because the motion space $\mathbb{M} \mathbb{S}$ has dimension 5 in every position, $\mathbf{X}$ cannot be a linear combination of $\mathbf{S}_{1}, \mathbf{S}_{2}, \mathbf{S}_{3}, \mathbf{Y}, \mathbf{Z}$; hence, it does not belong to the support.

THEOREM 3.3. Let p be a position of the human body. We distinguish three cases for the Line $\mathbf{L}=s w$.

1. The Line $\mathbf{L}$ is not contained in a plane determined by any two Lines of $\left\{\mathbf{S}_{\mathbf{1}}, \mathbf{S}_{\mathbf{2}}, \mathbf{S}_{\mathbf{3}}\right\}$. In this case

$$
\operatorname{supp}(p)=\left\{\mathbf{S}_{\mathbf{1}}, \mathbf{S}_{\mathbf{2}}, \mathbf{S}_{\mathbf{3}}, \mathbf{Y}, \mathbf{Z}\right\}
$$

2. The Line $\mathbf{L}$ does not coincide with a line of $\left\{\mathbf{S}_{\mathbf{1}}, \mathbf{S}_{\mathbf{2}}, \mathbf{S}_{\mathbf{3}}\right\}$, but it lies in the plane generated by two of them $\left(\mathbf{L} \in \mathbf{S}_{\mathbf{i}} \mathbf{S}_{\mathbf{j}}\right)$. Then

$$
\operatorname{supp}(p)=\left\{\mathbf{S}_{\mathbf{i}}, \mathbf{S}_{\mathbf{j}}, \mathbf{Y}, \mathbf{Z}\right\}
$$

3. The Line $\mathbf{L}$ coincides with one of $\left\{\mathbf{S}_{\mathbf{1}}, \mathbf{S}_{\mathbf{2}}, \mathbf{S}_{\mathbf{3}}\right\}$ (i.e., $\mathbf{L}=\mathbf{S}_{\mathbf{i}}$ ). Then

$$
\operatorname{supp}(p)=\left\{\mathbf{S}_{\mathbf{i}}, \mathbf{Y}, \mathbf{Z}\right\}
$$

Proof. The claims are an immediate consequence of what is said in section 2.3.
In case 3 , if $\mathbf{L}=\mathbf{S}_{\mathbf{i}}$, then the Lines $\mathbf{Y}, \mathbf{Z}, \mathbf{S}_{\mathbf{i}}$ are concurrent and coPlanar, and so they are dependent. The support cannot be smaller, because this would mean that at least two of these lines coincide.

In case 2 , either Lines $\mathbf{S}_{\mathbf{i}}, \mathbf{S}_{\mathbf{j}}, \mathbf{Y}, \mathbf{Z}$ are coPlanar or the pairs $\{\mathbf{Y}, \mathbf{Z}\}$ and $\left\{\mathbf{S}_{\mathbf{i}}, \mathbf{S}_{\mathbf{j}}\right\}$ determine two Planes that meet in the line sw through their intersections. In both cases, the four Lines are dependent. Furthermore, no three of them are concurrent, implying that the support is not smaller.

In case 1, we can rule out the five possibilities for the dependency of four lines (section 2.3). We refer to Theorem 3.2 for the claim that $\left\{\mathbf{S}_{\mathbf{1}}, \mathbf{S}_{\mathbf{2}}, \mathbf{S}_{\mathbf{3}}, \mathbf{Y}, \mathbf{Z}\right\}$ is a dependent set.

Remark. Cases 2 and 3 of the previous theorem correspond to the critical positions of our model.
4. Reduced redundancy as injury risk. It is known that high levels of fitness are attained in many cricketers [13]; nevertheless, injuries are fairly common [10] and fatigue may play a significant role [7]. This is not the place to review the mechanisms of overuse injury (the interested reader is referred to [17] as a starting point). We adopt the common perspective that overuse injuries start as microinjuries such as bruised bone and microtorn ligament. We suggest that overuse is more likely in situations of reduced redundancy. In such cases, no compensation that reduces the strain on a microinjured site is possible. The subject, in repeating the action, is condemned to repeating, at the same intensity, a motion that already caused a microinjury. By contrast, the ability to achieve a desired motion with a range of different
joint rotations amounts to having the option of avoiding a motion that has caused a microinjury. The probability of overuse injury should decrease; hence, redundancy should correlate with reducing the risk of overuse injury. If so, then bowlers whose body position at ball release has more reduced redundancy than others should be at higher risk of injury, because such bowlers are less able to adapt. We also assume that microinjury is more likely in fatigued tissues, and hence adopt the view that reducing the probability of overuse injury is equivalent to reducing fatigue.
4.1. The role of the various joint axes. We interpret a joint axis that does not belong to the support in a given body position as a "necessary" axis of that position.

The joint axis $X$ is through the "waist" joint and perpendicular to the pelvis; it is more or less parallel to the direction of the ball around the time of release. It is always a necessary axis, so for a particular desired motion, the amount of sideways bending of the spine is prescribed. ${ }^{1}$ One implication of this is that injury risk due to this motion cannot be modified.

We noted above that a largely supported redundancy should help to reduce fatigue. Similarly, if an axis is necessary then no fatigue management can reduce the rate of tiring in structures involved in rotations around it. While the human body will have many more joint axes, our analysis suggests that bowlers will find it hard to compensate for fatigue related to rotation around the $X$-axis. Anecdotal evidence suggests that bowlers may attempt compensation by "falling over" as they tire. However, studies on changes in bowling action over long spells [9] have not reported rotation around this axis, so no scientific judgment is possible.

In critical positions we even suffer from reduced redundancy. The calculations for reduced redundancy depend on the choice of shoulder axes. We argued above that the $s_{1}$ axis is anatomically an intrinsic axis of rotation and that $s_{2}$ is dynamically an intrinsic axis of rotation for fast bowlers, because the motion of the arm is in the $s_{1} s_{3}$ plane around the time of delivery of a fast ball.

In the bowling of a cricket fast ball, the worst-case scenario of reduced redundancy is that $S_{1}$ passes through the waist joint, which corresponds to case 3 above and implies that rotation about the other two shoulder axes are prescribed in all motions. Let us consider the simplest (and also most common) example: a straight arm. For such bowlers, the most risky action is one in which wrist, elbow, shoulder, and waist all lie on the same line very near or at the moment of delivery. Their ability to modify the amount of rotation will be limited to axes $S_{1}, Y$, and $Z$; thus one expects overuse injury related to such rotations to be less common. So for them tradeoffs are only possible among axial rotations of the arm, twisting of the spine, and bending forward at the waist. On the other hand, coaches need to be aware that changing the rotation in one of these axes will cause compensation in the other two axes.

We note that this situation is avoided by releasing the ball either behind or in front of the plane of the torso (more on this below) by a round-arm action, where $S_{1}$ is nearer to horizontal, and by a very upright action, where $S_{1}$ is nearer to vertical. Vertical action is usually encouraged by coaches but in some cases may tend to align the wrist with shoulder and waist and so increase injury risk.

Furthermore, $Y$ and $Z$ are never necessary, so that the amount of twisting and bending (backwards/forwards, that is) can be modified. Thus, in case of excessive

[^40]rotation in these directions at the waist, it should be possible to modify the bowler's action to reduce these, no matter what the configuration of their joints at the moment of delivery. For instance, excessive twisting around the $Z$-axis during the delivery stride is currently regarded as a major source of injury risk (the "mixed" action, which starts with hips and shoulders facing forwards; then the shoulders rapidly rotate and counterrotate - see [9, 12] and many others). Our study suggests that bowlers using a mixed action should be able to change action with relative ease.

Finally, is it possible to deliver a cricket ball with a maximally supported redundancy? Yes, but such actions are unusual and discouraged by coaches. The Line $\mathbf{L}$ in the analysis above corresponds to the line through waist and shoulder; it is required that this line be perpendicular to none of the shoulder joint axes. For instance, suppose that at delivery, the $X$ and $S_{3}$ axes are parallel (certainly an aim in some deliveries by fast- and medium- pace bowlers). Then the wrist should not be in the plane formed by spine and shoulder (otherwise case 2 applies: $\mathbf{L}$ perpendicular to $\mathbf{S}_{2}$ or, equivalently, $\mathbf{L}$ is a linear combination of $\mathbf{S}_{\mathbf{1}}$ and $\mathbf{S}_{\mathbf{3}}$ ). So these bowlers should deliver such balls from behind or in front of the torso (the former seems to be common). The other axes have similar requirements. $\mathbf{L}$ perpendicular to $\mathbf{S}_{1}$ would be an excessively round-arm action and perhaps unlikely (though it could occur in the slinging action of some fast bowlers). L perpendicular to $\mathbf{S}_{3}$ is perhaps harder to avoid but should still be rare; for instance a round-arm action with the palm down at the moment of release, which might occur in some spin bowling actions.
4.2. An example. We give an analysis of the action of two medium-fast bowlers, both from the youth academy and hence at risk of injury, as potentially elite mediumfast or fast bowlers. The data were kindly provided by Janine Gray of Sports Science Institute of South Africa, who collected the data on these two bowlers as part of a larger study. Both subjects were 17 years old and free of injury at the time the data were collected. Bowler B had a long history of injuries, some of them from noncricket activities. In particular, he had suffered a stress injury to the lower back, which was seen as due to cricket. Bowler A had never been injured. Their historical workloads were different-Bowler B had played cricket from early boyhood, while Bowler A was a recent recruit to the game.

For each bowler, reflectors were attached to the body surface. Under stroboscopic lighting (frequency 120 Hz ), video cameras recorded the positions of the reflectors at intervals (interval length about 8 milliseconds). The following reflectors were used in the calculation below: two on the wrist, one on the shoulder, and three on the waist. The three waist coordinates were assumed to lie at the vertices of a symmetric trapezium, and the center of its circumrectangle was calculated to give $w$, the center of the waist joint. In calculating $s$, the center of the shoulder joint, we assumed that the shoulder is fixed relative to the waist, so a simple correction allowed us to move from the position of the reflector on the acromion to $s$. The midpoint of the two reflectors on the wrist provided the position of $r$, the center of the wrist. In Figures 4.1 and 4.2 we depict aspects of the raw data: wrist position as a function of time for both bowlers.

Calculation of redundancy then proceeds as follows. The simple subtraction $w-s$ and normalization gave us the unit vector $\mathbf{l}$, which gives the direction of the Line $\mathbf{L}$ through waist and shoulder. Similarly, $s-r$ gives $\mathbf{s}_{\mathbf{1}}$, the direction of $S_{1}$. Since the wrist reflectors lie in the $S_{1} S_{2}$-plane as does $\mathbf{s}_{\mathbf{1}}$, simple orthogonalization gives $\mathbf{s}_{\mathbf{2}}$, and $\mathbf{s}_{\mathbf{3}}$ is then available as the cross-product of $\mathbf{s}_{\mathbf{1}}$ and $\mathbf{s}_{\mathbf{2}}$. The dot products of $\mathbf{l}$ with the $\mathbf{s}_{\mathbf{i}}$ are then calculated, giving the direction cosines of $\mathbf{l}$ in the $S_{1} S_{2} S_{3}$ axes. When


FIG. 4.1. Wrist position as a function of time for Bowler A. The three diagrams give different aspects. (a) Wrist height as a function of time. (b) Wrist path in the YZ-plane (movement is leftward on diagram). (c) Wrist path in the XZ-plane. Height and displacement in millimeters; time steps 0.83 milliseconds apart.


Fig. 4.2. Wrist position as a function of time for Bowler B. The three diagrams give different aspects. (a) Wrist height as a function of time. (b) Wrist path in the YZ-plane. (c) Wrist path in the XZ-plane. Height and displacement in millimeters; time steps 0.83 milliseconds apart.

$L$ Direction Cosines in $S 1 S 2 S 3$ bowler B


Fig. 4.3. Reduced redundancy as revealed by the direction of the waist-shoulder line in shoulder coordinates. Curves give direction cosines of $L$, the line from waist to shoulder, in the axes $S 1, S 2$, and S3 of the shoulder; they are plotted against time steps (one unit of time is a few milliseconds). Vertical lines indicate the approximate points of release. Whenever one of the direction cosines goes to zero, reduction of redundancy occurs and the corresponding axis is absent from the support of the body position. Bowler A maintains full support until well after the moment of delivery, but Bowler $B$ loses the $S_{3}$ axis from the support of the motion for about 15 milliseconds on either side of the moment of release.
reduced redundancy occurs, then $\mathbf{l}$ is perpendicular to one or two of the $\mathbf{s}_{\mathbf{i}}$ - that is, one of the direction cosines is zero. This is easily spotted on a graph of direction cosines vs. time (see Figure 4.3).

The plots in Figure 4.3 cover approximately 0.4 s in time and forward motion of about 2 meters in space. Note that for Bowler A all three direction cosines stay well
away from zero in the period prior to release, but that for Bowler B the $S_{3}$ axis goes to zero about 15 milliseconds before release, and stays there for about 30 milliseconds. With respect to our choice of axes, Bowler B operates with reduced redundancy around the time of release of the ball, but not Bowler A. This suggests that Bowler B may be less able to modify his action to cope with fatigue. This is consistent with their injury history, as Bowler B indeed has had more injuries than Bowler A. However, it is also true that Bowler B has had much more opportunity for overuse than Bowler A, due to a far longer playing career. We hope to track both subjects to test whether indeed Bowler A will remain relatively free from overuse injury, as we predict.

## REFERENCES

[1] A. Burnett, C. Barrett, R. Marshall, B. Elliott, and R. Day, Three-dimensional measurement of lumbar spine kinematics for fast bowlers in cricket, Clin. Biomech., 13 (1998), pp. 574-593.
[2] L. Chèze, C. Gutierrez, R. San Marcelino, and J. Dimmet, Biomechanics of upper limb using robotic techniques, Human Movement Sci., 15 (1996), pp. 477-496.
[3] J. Craig, Introduction to Robotics, Addison-Wesley, 1989.
[4] H. Crapo and W. Whiteley, Statics of frameworks and motions of panel structures: A projective geometric introduction, Struct. Topol., 6 (1982), pp. 43-82.
[5] A. Dandurand, The rigidity of compound spatial grids, Struct. Topol., 10 (1984), pp. 41-56.
[6] P. Eberhard, T. Spägele, and A. Gollhofer, Investigations for the dynamical analysis of human motion, Multibody Sys. Dynam., 3 (1999), pp. 1-20.
[7] B. Elliot, Back injuries and the fast bowler in cricket, J. Sports Sci., 18 (2000), pp. 983-991.
[8] B. Elliott, R. Wallis, S. Sakurai, D. Lloyd, and T. Besier, The measurement of shoulder alignment in cricket fast bowling, J. Sports Sci., 20 (2002), pp. 407-510.
[9] P. Glazier, G. Paradisis, and S.-M. Cooper, Anthropometric and kinematic influences on release speed in men's fast-medium bowling, J. Sports Sci., 18 (2000), pp. 1013-1021.
[10] T. Leary and J. A. White, Acute injury incidence in professional county club cricket players, British J. Sports Med., 34 (2000), pp. 145-147.
[11] D. Lloyd, J. Alderson, and B. Elliott, An upper limb kinematic model for the examination of cricket bowling: A case study of Mutiah Muralitheran, J. Sports Sci., 18 (2000), pp. 975982.
[12] A. McGrath and C. Finch, Bowling Cricketing Injuries Over: A Review of the Literature, Tech. Report 105, Monash University Accident Research Centre, 1996.
[13] T. Noakes and J. Durandt, Physiological requirements of cricket, J. Sports Sci., 18 (2000), pp. 919-929.
[14] M. Portus, P. Sinclair, S. Burke, D. Moore, and P. Farhart, Cricket fast bowling performance and technique and the influence of selected physical factors during an 8-over spell, J. Sports Sci., 18 (2000), pp. 999-1011.
[15] V. Potkonjak, S. Tzafestas, D. Kostic, and G. Djordjevic, Human-like behaviour of robot arms: General considerations and the handwriting task-Part I: Mathematical description of human-like motion: distributed positioning and virtual fatigue, Robotics and Computer Integrated Manufacturing, 17 (2001), pp. 305-315.
[16] A. van den Bogert and H. Schamhardt, Multi-body modelling and simulation of animal locmotion, Acta Anatomica, 146 (1993), pp. 95-102.
[17] A. van Mechelen, Running injuries. A review of the epidemiological literature, Sports Medicine, 14 (1992), pp. 320-335.
[18] N. White, Grassmann-Cayley algebra and robotics, J. Intelli. Robot. Sys., 11 (1994), pp. 91107.

# ON THE GEOMETRIC FLOW OF KIRCHHOFF ELASTIC RODS* 

CHUN-CHI LIN ${ }^{\dagger}$ AND HARTMUT R. SCHWETLICK ${ }^{\ddagger}$


#### Abstract

Recently, rod theory has been applied to the mathematical modeling of bacterial fibers and biopolymers (e.g., DNA) to study their mechanical properties and shapes (e.g., supercoiling). In static rod theory, an elastic rod in equilibrium is the critical point of an elastic energy. This induces a natural question of how to find elasticae. In this paper, we focus on how to find the critical points by means of gradient flows. We relate a geometric function of curves to the isotropic Kirchhoff elastic energy of rods so that the generalized elastic curves are the centerlines of elastic rods in equilibrium. Thus, the variational problem for rods is formulated in curve geometry. This problem turns out to be a generalization of curve-straightening flows, which induce nonlinear fourth-order evolution equations. We establish the long time existence of length-preserving gradient flow for the geometric energy. Furthermore, by studying the asymptotic behavior, we show that the limit curves are the centerlines of the Kirchhoff elastic rods in equilibrium.
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1. Introduction. Recently, rod theory has been applied to the mathematical modeling of bacterial fibers and biopolymers (e.g., DNA) to study their mechanical properties and shapes (e.g., supercoiling). In static rod theory, an elastic rod in equilibrium is the critical point of an elastic energy. This induces a natural question of how to find elasticae. In our project, we ask the question, Starting from a given rod configuration $\Gamma$ in $\mathbb{R}^{3}$, can we find the critical points of a Kirchhoff elastic energy, or the so-called elasticae, by means of geometric gradient flows? In order to keep the model problem in this paper simple, we consider only a special isotropic Kirchhoff elastic energy. For more general rod theory, readers are referred to [1].

Suppose $f: I=\mathbb{R} / \mathbb{Z} \rightarrow \mathbb{R}^{3}$ is the centerline of a closed rod. Let $\gamma=\left|\partial_{x} f\right|$, $d s=\gamma d x$ be the arclength element, and $\partial_{s}=\gamma^{-1} \partial_{x}$ be the arclength differentiation. Denote by $T=\partial_{s} f$ the unit tangent vector and by $\kappa=\partial_{s}^{2} f$ the curvature vector of $f$. A rod configuration $\Gamma$ is a framed curve described by $\left\{f(s) ; T(s), M_{1}(s), M_{2}(s)\right\}$, where the material frame $\left\{T, M_{1}, M_{2}\right\}$ forms an orthonormal frame field along $f$. Thus, we can write the skew-symmetric system

$$
\left(\begin{array}{c}
T^{\prime} \\
M_{1}^{\prime} \\
M_{2}^{\prime}
\end{array}\right)=\left(\begin{array}{ccc}
0 & m_{1} & m_{2} \\
-m_{1} & 0 & m \\
-m_{2} & -m & 0
\end{array}\right)\left(\begin{array}{c}
T \\
M_{1} \\
M_{2}
\end{array}\right)
$$

with arbitrary functions $m_{1}(s), m_{2}(s)$, and $m(s)$. Consider the Kirchhoff elastic energy $\mathcal{E}$ of an isotropic $\operatorname{rod} \Gamma$, defined by

$$
\mathcal{E}[\Gamma]:=\int_{I}\left(\alpha \cdot\left(m_{1}^{2}+m_{2}^{2}\right)+\beta \cdot m^{2}\right) d s
$$

[^41]with material constants $\alpha>0$ and $\beta \geq 0$. The term involving $\alpha$ gives the bending energy, while the term involving $\beta$ gives the twisting energy.

Whenever a smooth curve $f$ has no inflection points, the Frenet frame field $\{T, N, B\}$ along $f$ is well defined. By using the Frenet frame field, it can be easily verified that

$$
\begin{equation*}
\mathcal{E}[\Gamma]=\int_{I}\left(\alpha|\kappa|^{2}+\beta m^{2}\right) d s \tag{1.1}
\end{equation*}
$$

(e.g., see [7]). A natural frame is an orthonormal frame field along a given curve $f$, which is uniquely determined by its initial data at a point and the skew-symmetric system,

$$
\left(\begin{array}{l}
T^{\prime} \\
U^{\prime} \\
V^{\prime}
\end{array}\right)=\left(\begin{array}{ccc}
0 & u & v \\
-u & 0 & 0 \\
-v & 0 & 0
\end{array}\right)\left(\begin{array}{c}
T \\
U \\
V
\end{array}\right)
$$

(see [3] or [7, p. 607]). A natural frame can be thought as a frame without twisting. As we denote by $\theta$ the angle from $U$ to $M_{1}$ with $\theta(0)=0$, one can verify that $m$ is equal to the twisting rate, i.e., $m(s)=\theta^{\prime}(s)$. Whenever $f$ contains no inflection points, the Frenet frame is well defined along $f$. Denote by $\phi$ the angle from $U$ to $N$; then it is easy to verify that the torsion of the curve satisfies $\tau=\phi^{\prime}$. Denote by $\Psi:=\theta-\phi$ the angle from $N$ to $M_{1}$ and let $\triangle \Psi:=\Psi(L)-\Psi(0)$, where $L$ is the total length of $f$. By these notations, we have

$$
\begin{equation*}
T w[\Gamma]=\int_{I} m d s=\triangle \Psi+\int_{I} \tau d s \tag{1.2}
\end{equation*}
$$

It is worth mentioning here that whenever $f$ contains neither self-intersection nor inflection points, applying the so-called Fuller-Calugareanu-White formulas provides another approach to derive (1.2). This approach is less general and less direct, but it reveals the topological meaning of $\triangle \Psi$, although the total twisting number of $\Gamma$, $T w[\Gamma]$, and the total torsion of $f, \int_{I} \tau d s$, are not topological invariants. We thus set up the boundary value problem by prescribing a real number, $\triangle \Psi$, which is called the endpoint condition of rod configurations in the rest of this paper. From above, we would like to emphasize that the bending energy and twisting energy interact as rod configurations achieving the critical points of the elastic energy. More precisely, the twisting depends on the centerlines of rods as well. Otherwise, the twisting energy and bending energy can be considered separately, and the resulting centerlines of rod elasticae would simply be curve elasticae.

In [7], Langer and Singer proposed to study the generalized elastic curves by introducing the geometric functional $\widetilde{\mathcal{F}}$ of curves $f: I \rightarrow \mathbb{R}^{3}$,

$$
\begin{equation*}
\widetilde{\mathcal{F}}[f]:=\lambda_{3} \mathcal{K}[f]+\lambda_{2} \mathcal{T}[f]+\lambda_{1} \mathcal{L}[f] \tag{1.3}
\end{equation*}
$$

where

$$
\mathcal{K}[f]:=\int_{I} \frac{1}{2}|\kappa|^{2} d s, \mathcal{T}[f]:=\int_{I} \tau d s, \mathcal{L}[f]:=\int_{I} d s
$$

and $\lambda_{i}$ in (1.3) are Lagrange multipliers for $i=1,2$. According to their formulation, a generalized elastic curve $f$ in equilibrium is a critical point of the elastic energy $\widetilde{\mathcal{F}}$
among the class of curves with fixed total torsion $\mathcal{T}[f]=T_{0}$ and length $\mathcal{L}[f]=L$. As long as $\lambda_{i}$ together with the fixed total torsion $T_{0}$ fit certain relations, they showed that $f$ is the centerline of an isotropic elastic rod in equilibrium. The problems considered in this paper and in (1.3) are closely related to curve straightening flows. To the authors' knowledge, curve straightening flows have been studied by Wen [9], Polden [8], Koiso [6], and Dziuk, Kuwert, and Schätzle [4]. At the beginning, we tried to apply the method used in the problems of curve straightening flows to the geometric functional $\widetilde{\mathcal{F}}$ proposed in [7]. However, an essential difficulty coming from the constraint of fixing the total torsion fails this approach. Namely, after multiplying the term of the first variation of the total torsion $\mathcal{T}[f]$ by its Lagrange multiplier, the method of $L^{2}$ curvature estimates combined with Gagliardo-Nirenberg-type interpolation inequalities used in the problems of curve straightening flows fails, because this term has higher power of derivatives in total than those from $\mathcal{K}[f]$.

In order to resolve the difficulty mentioned above, we propose another approach based on Theorem 1.1 below. We learn from [5] and [7] that a symmetric elastic rod (or, equivalently, an isotropic elastic rod) must have a constant twisting rate. Observe that among all isotropic rod configurations $\Gamma$ with constant twisting rate $m=\frac{\mathcal{T}[f]+\triangle \Psi}{L}$, and fixed length $L$ but without inflection points, we have the identity

$$
\mathcal{E}[\Gamma]=\mathcal{G}_{\triangle \Psi, L}[f]:=2 \alpha \mathcal{K}[f]+\frac{\beta}{L}(\mathcal{T}[f]+\triangle \Psi)^{2}
$$

Theorem 1.1 basically means that the equilibrium elastic rods must stay in the subclass of rod configurations with constant twisting rate and fixed length $L$. Thus, in order to find closed elastic rods of $\mathcal{E}$, we work with the geometric functional

$$
\begin{equation*}
\mathcal{F}[f]:=\mathcal{G}_{\triangle \Psi, L}[f]+\lambda_{1} \cdot(\mathcal{L}[f]-L), \tag{1.4}
\end{equation*}
$$

where $\lambda_{1}$ is the Lagrange multiplier. It turns out that working with the functional $\mathcal{G}_{\triangle \Psi, L}$ of curves with fixed length $L$ is more suitable than working directly with the $\operatorname{rod}$ energy $\mathcal{E}$ in our geometric approach.

THEOREM 1.1. Let $f: I=\mathbb{R} / \mathbb{Z} \rightarrow \mathbb{R}^{3}$ be the centerline of a closed rod $\Gamma$. Assume $f$ contains no inflection points. Then, subject to variations of fixed length $L$ and endpoint condition $\triangle \Psi$ in (1.2), $\Gamma$ is an equilibrium of the elastic energy $\mathcal{E}$ if and only if $f$ is a critical point of the geometric functional $\mathcal{F}$ and the twisting rate is equal to the constant $\frac{\Delta \Psi+\mathcal{T}[f]}{L}$.

The inflection points in the above theorem simply mean points of zero curvature. We exclude the situation of the limit curves containing inflection points because our argument in Theorem 1.1 relies on the formulation of Frenet frames, which are illdefined at an inflection point. By the first variational formulas in Lemma 3.1, we obtain, for the length-preserving $L^{2}$ gradient flow of $\mathcal{F}$ the evolution equation,

$$
\begin{equation*}
\partial_{t} f=\lambda_{3} \cdot\left(-\nabla_{s}^{2} \kappa-\frac{|\kappa|^{2}}{2} \kappa\right)+\lambda_{2}(t) \cdot \nabla_{s}(T \times \kappa)+\lambda_{1}(t) \cdot \kappa \tag{1.5}
\end{equation*}
$$

where $f:[0, \infty) \times I \rightarrow \mathbb{R}^{3}$ has smooth initial data $f_{0}$. Here, the covariant derivative
$\nabla_{s} \eta$ denotes the normal component of $\partial_{s} \eta$, i.e., $\nabla_{s} \eta=\partial_{s} \eta-\left\langle\partial_{s} \eta, T\right\rangle T$, and
(1.7) $\quad \lambda_{2}(t):=\frac{2 \beta}{L}(\mathcal{T}[f]+\triangle \Psi), \quad L, \beta>0$,
(1.8) $\quad \lambda_{3}:=2 \alpha, \quad \alpha>0$.

Notice that $\lambda_{1}(t)$ in (1.6) is chosen so that $\frac{d}{d t} \mathcal{L}\left[f_{t}\right]=0$ for all time. The following theorem is the main result of this paper.

Theorem 1.2. For any real number $\triangle \Psi$ and any smooth initial closed curve $f_{0}$, there exists a smooth solution to the $L^{2}$-gradient flow in (1.5) until the appearance of inflection points. With the assumption of no inflection points appearing during the flow, the curves subconverge to $f_{\infty}$, an equilibrium of the energy functional $\mathcal{F}$, after reparametrization by arclength and translation. Furthermore, if $f_{\infty}$ contains no inflection points, then $f_{\infty}$ is the centerline of an equilibrium Kirchhoff elastic rod with constant total twisting rate $\frac{\mathcal{T}\left[f_{\infty}\right]+\Delta \Psi}{L}$.

This paper is arranged as follows. In section 2 we introduce further notation and collect the results needed from [4]. Since most of these preliminaries follow the lines in [4], the reader is recommended to consult [4] for further details. In section 3 we present the proof of the main results. Finally, section 4 is devoted to the numerical treatment of the problem. We explain the algorithm we have used and show several computational results.

## 2. Preliminaries.

Lemma 2.1 (Lemma 2.1 in [4]). Suppose $\phi$ is any normal field along $f$ and $f:[0, \epsilon) \times I \rightarrow \mathbb{R}^{n}$ is a time-dependent curve satisfying $\partial_{t} f=V+\varphi T$, where $V$ is the normal velocity and $\varphi=\left\langle T, \partial_{t} f\right\rangle$. Then the following formulas hold:

$$
\begin{align*}
\nabla_{s} \phi & =\partial_{s} \phi+\langle\phi, \kappa\rangle T  \tag{2.1}\\
\partial_{t}(d s) & =\left(\partial_{s} \varphi-\langle\kappa, V\rangle\right) d s  \tag{2.2}\\
\partial_{t} \partial_{s}-\partial_{s} \partial_{t} & =\left(\langle\kappa, V\rangle-\partial_{s} \varphi\right) \partial_{s},  \tag{2.3}\\
\partial_{t} T & =\nabla_{s} V+\varphi \cdot \kappa,  \tag{2.4}\\
\partial_{t} \phi & =\nabla_{t} \phi-\left\langle\nabla_{s} V+\varphi \kappa, \phi\right\rangle T,  \tag{2.5}\\
\nabla_{t} \kappa & =\nabla_{s}^{2} V+\langle\kappa, V\rangle \kappa+\varphi \cdot \nabla_{s} \kappa,  \tag{2.6}\\
\left(\nabla_{t} \nabla_{s}-\nabla_{s} \nabla_{t}\right) \phi & =\left(\langle\kappa, V\rangle-\partial_{s} \varphi\right) \nabla_{s} \phi+\langle\kappa, \phi\rangle \nabla_{s} V-\left\langle\nabla_{s} V, \phi\right\rangle \cdot \kappa . \tag{2.7}
\end{align*}
$$

Lemma 2.2 (Lemma 2.2 in [4]). Suppose $f:[0, \widehat{T}) \times I \rightarrow \mathbb{R}^{n}$ moves in a normal direction with velocity $\partial_{t} f=V$, $\phi$ is a normal vector field along $f$, and $\nabla_{t} \phi+\nabla_{s}^{4} \phi=$ $Y$. Then

$$
\begin{equation*}
\frac{d}{d t} \frac{1}{2} \int_{I}|\phi|^{2} d s+\int_{I}\left|\nabla_{s}^{2} \phi\right|^{2} d s=\int_{I}\langle Y, \phi\rangle d s-\frac{1}{2} \int_{I}|\phi|^{2}\langle\kappa, V\rangle d s \tag{2.8}
\end{equation*}
$$

Furthermore, $\psi=\nabla_{s} \phi$ satisfies the equation

$$
\begin{equation*}
\nabla_{t} \psi+\nabla_{s}^{4} \psi=\nabla_{s} Y+\langle\kappa, \phi\rangle \nabla_{s} V-\left\langle\nabla_{s} V, \phi\right\rangle \kappa+\langle\kappa, V\rangle \psi \tag{2.9}
\end{equation*}
$$

For normal vector fields $\phi_{1}, \ldots, \phi_{k}$ along $f$, we denote by $\phi_{1} * * * \phi_{k}$ a term of the type

$$
\phi_{1} * * * \phi_{k}= \begin{cases}\left\langle\phi_{i_{1}}, \phi_{i_{2}}\right\rangle \cdots\left\langle\phi_{i_{k-1}}, \phi_{i_{k}}\right\rangle & \text { for } k \text { even } \\ \left\langle\phi_{i_{1}}, \phi_{i_{2}}\right\rangle \cdots\left\langle\phi_{i_{k-2}}, \phi_{i_{k-1}}\right\rangle \cdot \phi_{i_{k}} & \text { for } k \text { odd }\end{cases}
$$

where $i_{1}, \ldots, i_{k}$ is any permutation of $1, \ldots, k$. Slightly more generally, we allow some of the $\phi_{i}$ to be functions, in which case the $*$-product reduces to multiplication. For a normal vector field $\phi$ along $f$, we denote by $P_{\nu}^{\mu}(\phi)$ any linear combination of terms of the type $\nabla_{s}^{i_{1}} \phi * \cdots * \nabla_{s}^{i_{\nu}} \phi$ with universal constant coefficients, where $\mu=i_{1}+\cdots+i_{\nu}$ is the total number of derivatives. Notice that the following formulas hold:

$$
\left\{\begin{array}{l}
\nabla_{s}\left(P_{b}^{a}(\phi) * P_{d}^{c}(\phi)\right)=\nabla_{s} P_{b}^{a}(\phi) * P_{d}^{c}(\phi)+P_{b}^{a}(\phi) * \nabla_{s} P_{d}^{c}(\phi),  \tag{2.10}\\
P_{b}^{a}(\phi) * P_{d}^{c}(\phi)=P_{b+d}^{a+c}(\phi), \nabla_{s} P_{d}^{c}(\phi)=P_{d}^{c+1}(\phi) .
\end{array}\right.
$$

Similarly, we denote by $Q_{\nu}^{\mu}(\kappa)$ the linear combination of $\partial_{s}^{i_{1}} \kappa * * * \partial_{s}^{i_{\nu}} \kappa$, where $i_{1}+\cdots+i_{\nu}=\mu$.

The following lemma states the important interpolation inequality for higher order curvature functionals.

Lemma 2.3 (Proposition 2.5 in [4]). For any term $P_{\nu}^{\mu}(\kappa)$ with $\nu \geq 2$ which contains only derivatives of $\kappa$ of order at most $k-1$, we have

$$
\begin{equation*}
\int_{I}\left|P_{\nu}^{\mu}(\kappa)\right| d s \leq c \mathcal{L}[f]^{1-\mu-\nu}\|\kappa\|_{2}^{\nu-\gamma}\|\kappa\|_{k, 2}^{\gamma} \tag{2.11}
\end{equation*}
$$

where $\gamma=\left(\mu+\frac{1}{2} \nu-1\right) / k, c=c(n, k, \mu, \nu)$, and

$$
\|\kappa\|_{k, p}:=\sum_{i=0}^{k}\left\|\nabla_{s}^{i} \kappa\right\|_{p}, \quad\left\|\nabla_{s}^{i} \kappa\right\|_{p}:=\mathcal{L}[f]^{i+1-\frac{1}{p}}\left(\int_{I}\left|\nabla_{s}^{i} \kappa\right|^{p} d s\right)^{\frac{1}{p}}
$$

Moreover, if $\mu+\frac{1}{2} \nu<2 k+1$, then $\gamma<2$ and we have for any $\varepsilon>0$,

$$
\begin{equation*}
\int_{I}\left|P_{\nu}^{\mu}(\kappa)\right| d s \leq \varepsilon \int_{I}\left|\nabla_{s}^{k} \kappa\right|^{2} d s+c \varepsilon^{\frac{-\gamma}{2-\gamma}}\left(\int_{I}|\kappa|^{2} d s\right)^{\frac{\nu-\gamma}{2-\gamma}}+c\left(\int_{I}|\kappa|^{2} d s\right)^{\mu+\nu-1} \tag{2.12}
\end{equation*}
$$

Lemma 2.4 (Lemma 2.6 in [4]). We have the identities

$$
\begin{align*}
& \nabla_{s} \kappa-\partial_{s} \kappa=|\kappa|^{2} T  \tag{2.13}\\
& \nabla_{s}^{m} \kappa-\partial_{s}^{m} \kappa=\sum_{i=1}^{\left[\frac{m}{2}\right]} Q_{2 i+1}^{m-2 i}(\kappa)+\sum_{i=1}^{\left[\frac{m+1}{2}\right]} Q_{2 i}^{m+1-2 i}(\kappa) T \tag{2.14}
\end{align*}
$$

Lemma 2.5 (Lemma 2.7 in [4]). Assume the bounds $\|\kappa\|_{L^{2}} \leq \Lambda_{0}$ and $\left\|\nabla_{s}^{m} \kappa\right\|_{L^{1}} \leq$ $\Lambda_{m}$ for $m \geq 1$. Then for any $m \geq 1$ one has

$$
\begin{equation*}
\left\|\partial_{s}^{m-1} \kappa\right\|_{L^{\infty}}+\left\|\partial_{s}^{m} \kappa\right\|_{L^{1}} \leq c_{m}\left(\Lambda_{0}, \ldots, \Lambda_{m}\right) \tag{2.15}
\end{equation*}
$$

3. Proof of the main results. The formulas in the next lemma can be directly verified by applying the general formulas in Lemma 2.1. Thus, we skip the detail of the computation and leave the verification to the reader.

Lemma 3.1. Let $f: I=\mathbb{R} / \mathbb{Z} \rightarrow \mathbb{R}^{3}$ represent a smooth curve in $\mathbb{R}^{3}$ without inflection points. Then, for any variation $f_{\varepsilon}(x)=f(x)+\varepsilon W(x)$, where $f, W \in$
$C^{\infty}(I)$, one has the following:

$$
\begin{aligned}
\frac{d}{d \varepsilon} L_{\varepsilon=0} \mathcal{L}\left[f_{\varepsilon}\right]= & -\int_{I}\langle\kappa, W\rangle d s+[\langle T, W\rangle]_{0}^{L} \\
\frac{d}{d \varepsilon} L_{\varepsilon=0} \mathcal{T}\left[f_{\varepsilon}\right]= & -\int_{I}\left\langle\nabla_{s}(T \times \kappa), W\right\rangle d s \\
& +\left[\left\langle\nabla_{s}^{2}(W-\langle W, T\rangle T)+\langle W, T\rangle \cdot \nabla_{s} \kappa, \frac{B}{|\kappa\rangle}\right\rangle+\langle W, T \times \kappa\rangle\right]_{0}^{L} \\
\frac{d}{d \varepsilon} L_{\varepsilon=0} \mathcal{K}\left[f_{\varepsilon}\right]= & \int_{I}\left\langle\nabla_{s}^{2} \kappa+\frac{|\kappa|^{2}}{2} \kappa, W\right\rangle d s \\
& +\left[\langle T, W\rangle \cdot \frac{|\kappa|^{2}}{2}+\left\langle\kappa, \nabla_{s}(W-\langle W, T\rangle T)\right\rangle-\left\langle\nabla_{s} \kappa, W\right\rangle\right]_{0}^{L}
\end{aligned}
$$

Proof of Theorem 1.1. If we perturb the rod configuration $\Gamma$ of a given elastic rod in equilibrium without perturbing the centerline $f$, then

$$
\begin{equation*}
0=\delta \mathcal{E}[\Gamma]=\beta \cdot \delta \int_{I} m^{2} d s=2 \beta \cdot \int_{I} m \cdot(\delta m) d s \tag{3.1}
\end{equation*}
$$

By the endpoint condition in (1.2) and the formula $m(s)=\theta^{\prime}(s)$, we conclude that $m$ is a constant and

$$
m=\frac{(\triangle \Psi+\mathcal{T}[f])}{L}=L^{-1} \int_{I} m d s
$$

Thus, any closed Kirchhoff elastic rod in equilibrium with endpoint condition $\triangle \Psi$ and length $L$ belongs to the subclass of rod configurations $\mathcal{A}_{\triangle \Psi, L}$, where

$$
\mathcal{A}_{\triangle \Psi, L}:=\left\{\Gamma: m(s)=\frac{\triangle \Psi+\mathcal{T}[f]}{L}, \mathcal{L}[f]=L\right\}
$$

Observe that for any rod configurations $\Gamma \in \mathcal{A}_{\triangle \Psi, L}$, we have

$$
\begin{equation*}
\mathcal{E}[\Gamma]=\mathcal{G}_{\triangle \Psi, L}[f] \tag{3.2}
\end{equation*}
$$

Now, perturbations of $\Gamma$ preserving the length in the subclass of rod configurations $\mathcal{A}_{\triangle \Psi, L}$ induce the variational equation

$$
\delta\left(\mathcal{G}_{\triangle \Psi, L}[f]+\lambda_{1} \cdot(\mathcal{L}[f]-L)\right)=0
$$

where $\lambda_{1}$ is the Lagrange multiplier.
Conversely, by assuming that $f$ is the critical point of $\mathcal{F}$, we have

$$
\delta_{L} \mathcal{G}_{\triangle \Psi, L}[f]=0
$$

where $\delta_{L}$ denotes perturbations of preserving the length. The rod configuration $\Gamma$ has constant twisting rate $\frac{(\triangle \Psi+\mathcal{T}[f])}{L}$; therefore $\Gamma \in \mathcal{A}_{\triangle \Psi, L}$. Thus,

$$
\delta_{L} \mathcal{E}[\Gamma]=\delta_{L} \mathcal{G}_{\triangle \Psi, L}[f]=0
$$

Proof of Theorem 1.2. The proof is motivated by the arguments in [4]. Recalling that no inflection point is on the initial curve, the short time existence is a standard
argument. We thus skip it here and focus on the long time existence and asymptotic behavior.

To prove global bounds we wish to estimate higher Sobolev norms of the curvature. Their evolution is given by

$$
\nabla_{t} \nabla_{s}^{m} \kappa=-\nabla_{s}^{4} \nabla_{s}^{m} \kappa+\text { tensors of lesser order. }
$$

Therefore we arrive at

$$
\frac{d}{d t} \frac{1}{2} \int_{I}\left|\nabla_{s}^{m} \kappa\right|^{2} d s+\int_{I}\left|\nabla_{s}^{m+2} \kappa\right|^{2} d s=\text { terms of lesser order. }
$$

It will not be necessary to compute the error terms explicitly; it is sufficient to keep track of their scaling. In other words, we have to know the order of the derivatives involved. Using the notation introduced before, the next lemma characterizes the error terms coming from the twist term, i.e., dealing with the new situation that the total torsion is included in our energy.

Lemma 3.2. For $m \geq 2$, we have the formula

$$
\begin{aligned}
\nabla_{s}^{m}(T \times \kappa) & =T \times \nabla_{s}^{m} \kappa+\sum_{a_{1}, b_{1}, c_{1}, d_{1}}\left[P_{b_{1}}^{a_{1}}(\kappa) \times P_{d_{1}}^{c_{1}}(\kappa)\right]^{\perp} \\
& +\sum_{i=1,2}\left[\left(P_{a_{2}^{(i)}, b_{2}^{(i)}, c_{2}^{(i)}, d_{2}^{(i)}, e_{2}^{(i)}, f_{2}^{(i)}}^{a_{2}^{i}}(\kappa) \times P_{d_{2}^{i}}^{c_{2}^{i}}(\kappa)\right) * P_{f_{2}^{i}}^{e_{2}^{i}}(\kappa)\right]^{\perp} \\
& +\sum_{i=1,2} \sum_{a_{3}^{(i)}, b_{3}^{(i)}, c_{3}^{(i)}, d_{3}^{(i)}}\left(\left(T \times P_{b_{3}^{(i)}}^{a_{3}^{(i)}}(\kappa)\right) * P_{d_{3}^{(i)}}^{c_{3}^{(i)}}(\kappa)\right)
\end{aligned}
$$

where the sums are taken such that $\left(a_{1}+c_{1}\right)+\left(b_{1}+d_{1}\right) / 2=m,\left(a_{2}^{(i)}+c_{2}^{(i)}+e_{2}^{(i)}\right)+$ $\left(b_{2}^{(i)}+d_{2}^{(i)}+f_{2}^{(i)}\right) / 2=m-i$, and $\left(a_{3}^{(i)}+c_{3}^{(i)}\right)+\left(b_{3}^{(i)}+d_{3}^{(i)}\right) / 2=m-i+1 / 2$ for $i \in\{1,2\}$.

Proof of Lemma 3.2. We first need the following formulas, which easily can be verified by applying (2.1). Assume $P_{b}^{a}(\phi)$ and $P_{d}^{c}(\phi)$ are normal vector fields; then

$$
\left\{\begin{align*}
& \nabla_{s}\left(P_{b}^{a}(\phi) \times P_{d}^{c}(\phi)\right)= {\left[\left(\nabla_{s} P_{b}^{a}(\phi)+\left\langle\kappa, P_{b}^{a}(\phi)\right\rangle \cdot T\right) \times P_{d}^{c}(\phi)\right.}  \tag{3.3}\\
&\left.+P_{b}^{a}(\phi) \times\left(\nabla_{s} P_{d}^{c}(\phi)+\left\langle\kappa, P_{d}^{c}(\phi)\right\rangle \cdot T\right)\right]^{\perp} \\
& \nabla_{s}\left(T \times P_{d}^{c}(\phi)\right)=\left[\kappa \times P_{d}^{c}(\phi)\right]^{\perp}+T \times P_{d}^{c+1}(\phi)
\end{align*}\right.
$$

where $[\cdots]^{\perp}$ denotes its normal component and $\times$ denotes the exterior product in $\mathbb{R}^{3}$. Notice that in (3.3), we use + instead of - for our convenience because the sign is meaningless as using universal constant coefficients in those terms, $P_{\beta}^{\alpha}(\phi)$.

Now the proof is an induction argument. As $m=2$,

$$
\nabla_{s}^{2}(T \times \kappa)=T \times \nabla_{s}^{2} \kappa+\left(\kappa \times \nabla_{s} \kappa\right)^{\perp}=T \times \nabla_{s}^{2} \kappa+\left(P_{1}^{0}(\kappa) \times P_{1}^{1}(\kappa)\right)^{\perp}
$$

As $m \geq 3$, we apply (2.1), (2.10), and (3.3) in the following calculation:

$$
\begin{aligned}
\nabla_{s}^{m}(T \times \kappa)= & \nabla_{s}\left\{T \times \nabla_{s}^{m-1} \kappa+\sum_{a_{1}, b_{1}, c_{1}, d_{1}}\left[P_{b_{1}}^{a_{1}}(\kappa) \times P_{d_{1}}^{c_{1}}(\kappa)\right]^{\perp}\right. \\
& +\sum_{i=1}^{2} \sum_{a_{2}^{(i)}, b_{2}^{(i)}, c_{2}^{(i)}, d_{2}^{(i)}, e_{2}^{(i)}, f_{2}^{(i)}}\left[\left(P_{b_{2}^{i}}^{a_{2}^{i}}(\kappa) \times P_{d_{2}^{i}}^{c_{2}^{i}}(\kappa)\right) * P_{f_{2}^{i}}^{e_{2}^{i}}(\kappa)\right]^{\perp} \\
& \left.+\sum_{i=1}^{2} \sum_{a_{3}^{(i)}, b_{3}^{(i)}, c_{3}^{(i)}, d_{3}^{(i)}}\left(\left(T \times P_{b_{3}^{(i)}}^{a_{3}^{(i)}}(\kappa)\right) * P_{d_{3}^{(i)}}^{c_{3}^{(i)}}(\kappa)\right)\right\} \\
= & \nabla_{s}\left\{I_{1}+I_{2}+\sum_{i=1}^{2} I_{3}^{(i)}+\sum_{i=1}^{2} I_{4}^{(i)}\right\} .
\end{aligned}
$$

1. 

$$
\nabla_{s} I_{1}=\nabla_{s}\left[T \times \nabla_{s}^{m-1} \kappa\right]=T \times \nabla_{s}^{m} \kappa+\left[P_{1}^{0}(\kappa) \times P_{1}^{m-1}(\kappa)\right]^{\perp}
$$

2. 

$$
\begin{aligned}
\nabla_{s} I_{2}= & \sum_{a_{1}, b_{1}, c_{1}, d_{1}} \nabla_{s}\left[P_{b_{1}}^{a_{1}}(\kappa) \times P_{d_{1}}^{c_{1}}(\kappa)\right]^{\perp} \\
= & \sum_{s}\left[P_{b_{1}}^{a_{1}}(\kappa) \times P_{d_{1}}^{c_{1}}(\kappa)\right]-\left\langle P_{b_{1}}^{a_{1}}(\kappa) \times P_{d_{1}}^{c_{1}}(\kappa), T\right\rangle \cdot \kappa \\
= & \sum_{a_{1}, b_{1}, c_{1}, d_{1}}\left[\left(\left(P_{b_{1}}^{a_{1}+1}(\kappa)+P_{b_{1}+1}^{a_{1}}(\kappa) T\right) \times P_{d_{1}}^{c_{1}}(\kappa)\right)\right. \\
& +\left(P_{b_{1}}^{a_{1}}(\kappa) \times\left(P_{d_{1}}^{c_{1}+1}(\kappa)+P_{b_{1}+1}^{a_{1}}(\kappa) T\right)\right]^{\perp}+\left(T \times P_{b_{1}}^{a_{1}}(\kappa)\right) * P_{d_{1}+1}^{c_{1}}(\kappa) \\
= & \sum_{a, b, c, d}\left[P_{b}^{a}(\kappa) \times P_{d}^{c}(\kappa)\right]^{\perp}+\sum_{A, B, C, D}\left(T \times P_{B}^{A}(\kappa)\right) * P_{D}^{C}(\kappa),
\end{aligned}
$$

where $(a+c)+(b+d) / 2=\left(a_{1}+c_{1}\right)+\left(b_{1}+d_{1}\right) / 2+1$ and $(A+C)+(B+D) / 2=$ $\left(a_{1}+c_{1}\right)+\left(b_{1}+d_{1}\right) / 2+1 / 2$.
3.

$$
\begin{aligned}
& \nabla_{s} I_{3}^{(i)}=\sum_{a_{2}^{(i)}, b_{2}^{(i)}, c_{2}^{(i)}, d_{2}^{(i)}, e_{2}^{(i)}, f_{2}^{(i)}} \nabla_{s}\left[\left(P_{b_{2}^{i}}^{a_{i}^{i}}(\kappa) \times P_{d_{2}^{i}}^{c_{2}^{i}}(\kappa)\right) * P_{f_{2}^{i}}^{e_{2}^{i}}(\kappa)\right]^{\perp} \\
& =\sum_{a_{2}^{(i)}, b_{2}^{(i)}, c_{2}^{(i)}, d_{2}^{(i)}, e_{2}^{(i)}, f_{2}^{(i)}} \nabla_{s}\left[\left(P_{b_{2}^{(i)}}^{a_{2}^{(i)}}(\kappa) \times P_{d_{2}^{(i)}}^{c_{2}^{(i)}}(\kappa)\right) * P_{f_{2}^{e_{2}^{(i)}}}^{e^{(i)}}(\kappa)\right] \\
& -\left\langle\left(P_{b_{2}^{(i)}}^{a_{2}^{(i)}}(\kappa) \times P_{d_{2}^{(i)}}^{c_{2}^{(i)}}(\kappa)\right) * P_{f_{2}^{(i)}}^{e_{2}^{(i)}}(\kappa), T\right\rangle \cdot \kappa \\
& =\sum_{a_{2}^{(i)}, b_{2}^{(i)}, c_{2}^{(i)}, d_{2}^{(i)}, e_{2}^{(i)}, f_{2}^{(i)}} \nabla_{s}\left[\left(P_{b_{2}^{(i)}}^{a_{2}^{(i)}}(\kappa) \times P_{d_{2}^{(i)}}^{c_{(i)}^{(i)}}(\kappa)\right)\right] * P_{f_{2}^{(i)}}^{e^{(i)}}(\kappa) \\
& +\left(P_{b_{2}^{(i)}}^{a_{2}^{(i)}}(\kappa) \times P_{d_{2}^{(i)}}^{c_{2}^{(i)}}(\kappa)\right) * \nabla_{s} P_{f_{2}^{(i)}}^{e_{(i)}^{(i)}}(\kappa) \\
& -\left\langle\left(P_{b_{2}^{(i)}}^{a_{2}^{(i)}}(\kappa) \times P_{d_{2}^{(i)}}^{c_{2}^{(i)}}(\kappa)\right) * P_{f_{2}^{(i)}}^{e^{(i)^{2}}}(\kappa), T\right\rangle \cdot \kappa \\
& =\sum_{a, b, c, d, e, f}\left[\left(P_{b}^{a}(\kappa) \times P_{d}^{c}(\kappa)\right) * P_{f}^{e}(\kappa)\right]^{\perp}+\sum_{A, B, C, D}\left(T \times P_{B}^{A}(\kappa)\right) * P_{D}^{C}(\kappa),
\end{aligned}
$$

where $(a+c+e)+(b+d+f) / 2=\left(a_{2}^{(i)}+c_{2}^{(i)}+e_{2}^{(i)}\right)+\left(b_{2}^{(i)}+d_{2}^{(i)}+f_{2}^{(i)}\right) / 2+1$ and $(A+C)+(B+D) / 2=\left(a_{2}^{(i)}+c_{2}^{(i)}\right)+\left(b_{2}^{(i)}+d_{2}^{(i)}\right) / 2+1 / 2$.
4.

$$
\begin{aligned}
\nabla_{s} I_{4}^{(i)}= & \sum_{a_{3}^{(i)}, b_{3}^{(i)}, c_{3}^{(i)}, d_{3}^{(i)}} \nabla_{s}\left[\left(T \times P_{b_{3}^{(i)}}^{a_{3}^{(i)}}(\kappa)\right) * P_{d_{3}^{(i)}}^{c_{3}^{(i)}}(\kappa)\right] \\
= & \sum_{a_{3}^{(i)}, b_{3}^{(i)}, c_{3}^{(i)}, d_{3}^{(i)}}\left\{\partial_{s}\left[\left(T \times P_{b_{3}^{(i)}}^{a_{3}^{(i)}}(\kappa)\right) * P_{d_{3}^{(i)}}^{c_{3}^{(i)}}(\kappa)\right]\right\}^{\perp} \\
= & \sum_{a_{3}^{(i)}, b_{3}^{(i)}, c_{3}^{(i)}, d_{3}^{(i)}}\left\{\left(P_{1}^{0}(\kappa) \times P_{b_{3}^{(i)}}^{a_{3}^{(i)}}(\kappa)+\left(T \times P_{b_{3}^{(i)}}^{a_{3}^{(i)}+1}(\kappa)\right)\right) * P_{d_{3}^{(i)}}^{c_{3}^{(i)}}(\kappa)\right\}^{\perp} \\
& +\left(T \times P_{b_{3}^{(i)}}^{a_{3}^{(i)}}(\kappa)\right) * P_{d_{3}^{(i)}}^{c_{3}^{(i)}+1}(\kappa) \\
= & \sum_{a, b, c, d}\left[\left(P_{b}^{a}(\kappa) \times P_{d}^{c}(\kappa)\right) * P_{f}^{e}(\kappa)\right]^{\perp}+\sum_{A, B, C, D}\left(T \times P_{B}^{A}(\kappa)\right) * P_{D}^{C}(\kappa),
\end{aligned}
$$

where $(a+c+e)+(b+d+f) / 2=\left(a_{3}^{(i)}+c_{3}^{(i)}\right)+\left(b_{3}^{(i)}+d_{3}^{(i)}\right) / 2+1 / 2$ and $(A+C)+$ $(B+D) / 2=\left(a_{3}^{(i)}+c_{3}^{(i)}\right)+\left(b_{3}^{(i)}+d_{3}^{(i)}\right) / 2+1$.

The proof is finished by summing up all of these terms from part 1 through part 4.

Lemma 3.3 (corresponding to Lemma 2.3 in [4]). Suppose

$$
\partial_{t} f=-\nabla_{s}^{2} \kappa+\sigma|\kappa|^{2} \kappa+\lambda_{1} \kappa+\lambda_{2} \nabla_{s}(T \times \kappa),
$$

where $\sigma, \lambda_{i} \in \mathbb{R}$. Then, for $m \geq 0$, the derivatives of the curvature $\phi_{m}=\nabla_{s}^{m} \kappa$ satisfy

$$
\begin{align*}
& \nabla_{t} \phi_{m}+\nabla_{s}^{4} \phi_{m}  \tag{3.4}\\
& =P_{3}^{m+2}(\kappa)+\sigma \cdot\left(P_{3}^{m+2}(\kappa)+P_{5}^{m}(\kappa)\right)+\lambda_{1} \cdot\left(\nabla_{s}^{m+2} \kappa+P_{3}^{m}(\kappa)\right) \\
& \quad+\lambda_{2} \cdot\left(\nabla_{s}^{m+3}(T \times \kappa)+\nabla_{s}^{m+1}(T \times \kappa) * P_{2}^{0}(\kappa)+\cdots+\nabla_{s}^{1}(T \times \kappa) * P_{2}^{m}(\kappa)\right) .
\end{align*}
$$

The statement is still true when $\lambda_{i}=\lambda_{i}(t)$ depends on time.
Proof of Lemma 3.3. The case of $m=0$ follows from (2.6) and the definition of $\partial_{t} f$,

$$
\begin{aligned}
\nabla_{t} \kappa & =-\nabla_{s}^{4} \kappa+\sigma \cdot\left(\nabla_{s}^{2}\left(|\kappa|^{2} \kappa\right)+|\kappa|^{4} \kappa\right)+\lambda_{1} \cdot\left(\nabla_{s}^{2} \kappa+|\kappa|^{2} \kappa\right) \\
& +\lambda_{2} \cdot\left(\nabla_{s}^{3}(T \times \kappa)+\kappa\left\langle\kappa, \nabla_{s}(T \times \kappa)\right\rangle\right)
\end{aligned}
$$

For $m \geq 1,(3.4)$ can be inductively derived by using (2.9),

$$
\begin{aligned}
& \nabla_{t} \phi_{m}+\nabla_{s}^{4} \phi_{m} \\
& =\nabla_{s}\left[P_{3}^{m+1}(\kappa)+\sigma \cdot\left(P_{3}^{m+1}(\kappa)+P_{5}^{m-1}(\kappa)\right)+\lambda_{1} \cdot\left(\nabla_{s}^{m+1} \kappa+P_{3}^{m-1}(\kappa)\right)\right. \\
& \left.\quad+\lambda_{2} \cdot\left(\nabla_{s}^{m+2}(T \times \kappa)+\nabla_{s}^{m}(T \times \kappa) * P_{2}^{0}(\kappa)+\cdots+\nabla_{s}^{1}(T \times \kappa) * P_{2}^{m-1}(\kappa)\right)\right] \\
& \quad+\left\langle\kappa \kappa, \phi_{m-1}\right\rangle \cdot \nabla_{s}\left[-\nabla_{s}^{2} \kappa+\sigma|\kappa|^{2} \kappa+\lambda_{1} \kappa+\lambda_{2} \nabla_{s}(T \times \kappa)\right] \\
& \quad-\left\langle\nabla_{s}\left[-\nabla_{s}^{2} \kappa+\sigma|\kappa|^{2} \kappa+\lambda_{1} \kappa+\lambda_{2} \nabla_{s}(T \times \kappa)\right], \phi_{m-1}\right\rangle \cdot \kappa \\
& \left.\quad+\left.\left\langle\kappa,-\nabla_{s}^{2} \kappa+\sigma\right| \kappa\right|^{2} \kappa+\lambda_{1} \kappa+\lambda_{2} \nabla_{s}(T \times \kappa)\right\rangle \cdot \phi_{m} \\
& = \\
& \quad P_{3}^{m+2}(\kappa)+\sigma \cdot\left(P_{3}^{m+2}(\kappa)+P_{5}^{m}(\kappa)\right)+\lambda_{1} \cdot\left(\nabla_{s}^{m+2} \kappa+P_{3}^{m}(\kappa)\right) \\
& \quad+\lambda_{2} \cdot\left(\nabla_{s}^{m+3}(T \times \kappa)+\nabla_{s}^{m+1}(T \times \kappa) * P_{2}^{0}(\kappa)+\cdots+\nabla_{s}^{1}(T \times \kappa) * P_{2}^{m}(\kappa)\right) .
\end{aligned}
$$

By (2.8) and (3.4), we have

$$
\begin{align*}
& \frac{d}{d t} \frac{1}{2} \int_{I}\left|\nabla_{s}^{m} \kappa\right|^{2} d s+\int_{I}\left|\nabla_{s}^{m+2} \kappa\right|^{2} d s+\lambda_{1}(t) \int_{I}\left|\nabla_{s}^{m+1} \kappa\right|^{2} d s  \tag{3.5}\\
& =\lambda_{1}(t) \int_{I}\left\langle\nabla_{s}^{m} \kappa, P_{3}^{m}(\kappa)\right\rangle d s+\int_{I}\left\langle\nabla_{s}^{m} \kappa, P_{3}^{m+2}(\kappa)+P_{5}^{m}(\kappa)\right\rangle d s \\
& \quad+\lambda_{2}(t) \int_{I}\left\langle\nabla_{s}^{m} \kappa, \nabla_{s}^{m+3}(T \times \kappa)+\nabla_{s}^{m+1}(T \times \kappa) * P_{2}^{0}(\kappa)\right. \\
& \left.\quad+\cdots+\nabla_{s}^{1}(T \times \kappa) * P_{2}^{m}(\kappa)\right\rangle d s .
\end{align*}
$$

Notice that estimating terms in (3.5) is the key argument of this paper. One can verify from Lemma 3.1 that

$$
\begin{align*}
\frac{d}{d t} \mathcal{F}\left[f_{t}\right] & =2 \alpha \frac{d}{d t} \mathcal{K}[f]+\frac{2 \beta}{L}(\mathcal{T}[f]+\triangle \Psi) \frac{d}{d t} \mathcal{T}[f]+\lambda_{1}(t) \cdot \frac{d}{d t} \mathcal{L}[f]  \tag{3.6}\\
& =\int_{I}\left\langle 2 \alpha\left(\nabla_{s}^{2} \kappa+\frac{|\kappa|^{2}}{2} \kappa\right)-\lambda_{2}(t) \nabla_{s}(T \times \kappa)-\lambda_{1}(t) \kappa, \partial_{t} f\right\rangle d s \\
& =-\int_{I}\left|2 \alpha\left(-\nabla_{s}^{2} \kappa-\frac{|\kappa|^{2}}{2} \kappa\right)+\lambda_{2}(t) \nabla_{s}(T \times \kappa)+\lambda_{1}(t) \kappa\right|^{2} d s \\
& \leq 0 .
\end{align*}
$$

Note that $\lambda_{1}(t)$ is chosen to fulfill $\mathcal{L}\left[f_{t}\right] \equiv L$. From (3.6), $\mathcal{F}\left[f_{t}\right]$ is nonincreasing as $t$ is increasing. Thus,

$$
\begin{aligned}
\frac{\beta}{L}\left(\mathcal{T}\left[f_{t}\right]+\triangle \Psi\right)^{2} & \leq 2 \alpha \mathcal{K}\left[f_{t}\right]+\frac{\beta}{L}\left(\mathcal{T}\left[f_{t}\right]+\triangle \Psi\right)^{2} \\
& =\mathcal{G} \triangle \Psi, L\left[f_{t}\right]=\mathcal{F}\left[f_{t}\right] \leq \mathcal{F}\left[f_{0}\right] \\
& =2 \alpha \mathcal{K}\left[f_{0}\right]+\frac{\beta}{L}\left(\mathcal{T}\left[f_{0}\right]+\triangle \Psi\right)^{2}
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\left|\lambda_{2}(t)\right|=\frac{2 \beta}{L}|\mathcal{T}[f]+\triangle \Psi| \leq C\left(f_{0}, \triangle \Psi, \alpha, \beta, L\right) \tag{3.7}
\end{equation*}
$$

is uniformly bounded. Furthermore, by (3.6),

$$
\begin{equation*}
\|\kappa\|_{L^{2}}^{2}=2 \mathcal{K}\left[f_{t}\right] \leq C\left(f_{0}, \alpha\right) \tag{3.8}
\end{equation*}
$$

Thus $\|\kappa\|_{L^{2}}^{2}$ is uniformly bounded for any $t \geq 0$.
By applying (2.12), (3.7), (3.8), and Lemma 3.2, the sum of the last two terms in (3.5) satisfies the inequality

$$
\begin{align*}
& \int_{I}\left\langle\nabla_{s}^{m} \kappa, P_{3}^{m+2}(\kappa)+P_{5}^{m}(\kappa)\right\rangle d s  \tag{3.9}\\
& +\lambda_{2}(t) \int_{I}\left\langle\nabla_{s}^{m} \kappa, \nabla_{s}^{m+3}(T \times \kappa)+\nabla_{s}^{m+1}(T \times \kappa) * P_{2}^{0}(\kappa)\right. \\
& \left.\quad+\cdots+\nabla_{s}^{1}(T \times \kappa) * P_{2}^{m}(\kappa)\right\rangle d s \\
& \leq C\left(f_{0}, \Delta \Psi, \alpha, \beta, L\right) \cdot\left(\varepsilon \int_{I}\left|\nabla_{s}^{m+2} \kappa\right|^{2} d s+C\left(f_{0}, m, \varepsilon\right)\right)
\end{align*}
$$

Now we estimate the term involving $\lambda_{1}(t)$ on the right-hand side of (3.5). Since $\kappa=\partial_{s}^{2} f$, by applying the Poincaré inequality to $\partial_{s} f$, we have the estimate

$$
L\|\kappa\|_{L^{2}}^{2} \geq 4 \pi^{2}
$$

Thus, by applying (2.11) to the right-hand side of (1.6) involving $\lambda_{1}(t)$, we have the estimates

$$
\begin{aligned}
& \left|\lambda_{1}(t)\right| \\
& \leq C\left(f_{0}, \Delta \Psi, \alpha, \beta, L\right) \cdot \int_{I}\left(\left|P_{2}^{2}(\kappa)\right|+\left|P_{4}^{0}(\kappa)\right|+\left|P_{2}^{1}(\kappa)\right|\right) d s \\
& \leq C \cdot\left(\|\kappa\|_{m+2,2}^{\frac{2}{m+2}} \cdot\|\kappa\|_{2}^{2-\frac{2}{m+2}}+\|\kappa\|_{m+2,2}^{\frac{1}{m+2}} \cdot\|\kappa\|_{2}^{4-\frac{2}{m+2}}+\|\kappa\|_{m+2,2}^{\frac{1}{m+2}} \cdot\|\kappa\|_{2}^{2-\frac{1}{m+2}}\right)
\end{aligned}
$$

and

$$
\left|\int_{I}\left\langle\nabla_{s}^{m} \kappa, P_{3}^{m}(\kappa)\right\rangle d s\right| \leq \int_{I}\left|P_{4}^{2 m}(\kappa)\right| d s \leq c(m, L) \cdot\|\kappa\|_{m+2,2}^{2-\frac{3}{m+2}} \cdot\|\kappa\|_{2}^{2+\frac{3}{m+2}}
$$

Therefore,

$$
\begin{align*}
& \left|\lambda_{1}(t) \int_{I}\left\langle\nabla_{s}^{m} \kappa, P_{3}^{m}(\kappa)\right\rangle d s\right|^{\leq C\left(f_{0}, \Delta \Psi, \alpha, \beta, L, m\right) \cdot\left(\|\kappa\|_{m+2,2}^{2-\frac{1}{m+2}}+\|\kappa\|_{m+2,2}^{2-\frac{2}{m+2}}\right)}  \tag{3.10}\\
& \leq \varepsilon \int_{I}\left|\nabla_{s}^{m+2} \kappa\right|^{2} d s+C\left(f_{0}, \triangle \Psi, \alpha, \beta, L, m, \varepsilon\right)
\end{align*}
$$

where the last inequality comes from applying Young's inequality and the inequality

$$
\|\kappa\|_{k, 2}^{2} \leq c(k)\left(\left\|\nabla_{s}^{k} \kappa\right\|_{2}^{2}+\|\kappa\|_{2}^{2}\right)
$$

(can be yielded by a standard interpolation inequality; see [2]).
The remaining term in (3.5) to be estimated is $\lambda_{1}(t) \cdot \int_{I}\left|\nabla_{s}^{m+1} \kappa\right|^{2} d s$, which is the borderline case as applying the above estimates. In other words, the interpolation technique fails now. Instead, we use the observation that the total torsion is invariant under the rescaling; therefore, the rescaling argument in [4] still works. More precisely, it can be verified that as we rescale $f$ by $f^{(\rho)}=p+\rho(f-p)$, we have the properties $\mathcal{K}\left[f^{(\rho)}\right]=\frac{1}{\rho} \mathcal{K}[f], \mathcal{T}\left[f^{(\rho)}\right]=\mathcal{T}[f]$ and $\mathcal{L}\left[f^{(\rho)}\right]=\rho \mathcal{L}[f]$. Taking the derivative of $\mathcal{F}\left[f^{(\rho)}\right]$ at $\rho=1$ and using (1.5), we have

$$
2 \alpha \mathcal{K}[f]-\lambda_{1} \mathcal{L}[f]=-\frac{d}{d \rho} \mathcal{F}\left[f^{(\rho)}\right] \bigsqcup_{\rho=1}=\int_{I}\left\langle\partial_{t} f, f-p\right\rangle d s
$$

Thus, as long as $p=p(t)$ is properly chosen, e.g., $p=L^{-1} \int_{I} f d s$, and by the energy identity

$$
\begin{equation*}
\frac{d}{d t} \mathcal{F}\left[f_{t}\right]=-\int_{I}\left|\partial_{t} f\right|^{2} d s \tag{3.11}
\end{equation*}
$$

one has the inequality

$$
-\lambda_{1}(t) \leq L^{1 / 2}\left\|\partial_{t} f\right\|_{L^{2}}
$$

which implies the estimate

$$
\int_{0}^{t}\left(\lambda_{1}^{-}(\tau)\right)^{2} d \tau \leq C\left(f_{0}, \triangle \Psi, \alpha, \beta, L\right)
$$

where $\lambda_{1}^{-}(t)=-\min \left\{0, \lambda_{1}(t)\right\}$. By applying integration by parts and the Hölder inequality, we have

$$
\begin{equation*}
-\lambda_{1} \int_{I}\left|\nabla_{s}^{m+1} \kappa\right|^{2} d s \leq \varepsilon \cdot \int_{I}\left|\nabla_{s}^{m+2} \kappa\right|^{2} d s+c(\varepsilon) \cdot\left(\lambda_{1}^{-}\right)^{2} \cdot \int_{I}\left|\nabla_{s}^{m} \kappa\right|^{2} d s \tag{3.12}
\end{equation*}
$$

Note that by applying the Poincaré inequality twice, we have

$$
\begin{equation*}
\int_{I}\left|\nabla_{s}^{m+2} \kappa\right|^{2} d s \geq\left(\frac{2 \pi}{L}\right)^{4} \int_{I}\left|\nabla_{s}^{m} \kappa\right|^{2} d s \tag{3.13}
\end{equation*}
$$

Now, by (3.5), (3.9), (3.10), (3.12), (3.13), and a small enough number $\varepsilon=$ $\varepsilon\left(f_{0}, \triangle \Psi, \alpha, \beta, L, m\right)>0$, we have

$$
\begin{equation*}
\frac{d}{d t} \int_{I}\left|\nabla_{s}^{m} \kappa\right|^{2} d s+C_{1} \cdot \int_{I}\left|\nabla_{s}^{m} \kappa\right|^{2} d s \leq C_{2} \cdot\left(1+\left(\lambda_{1}^{-}(t)^{2}\right) \cdot \int_{I}\left|\nabla_{s}^{m} \kappa\right|^{2} d s\right) \tag{3.14}
\end{equation*}
$$

where we let $C_{i}=C_{i}\left(f_{0}, \Delta \Psi, \alpha, \beta, L, m\right)>0$ for all $i \in \mathbb{Z}$, from now on. Let

$$
u_{m}(t):=\exp \left(C_{1} \cdot t\right) \cdot \int_{I}\left|\nabla_{s}^{m} \kappa\right|^{2} d s
$$

By applying the Gronwall inequality to (3.14), we have

$$
u_{m}(t) \leq e^{a(t)} \cdot\left(u_{m}(0)+C_{2} \cdot \int_{0}^{t} e^{C_{1} \cdot \tau} d \tau\right)
$$

where

$$
a(t)=\int_{0}^{t} C_{2} \cdot\left(\lambda_{1}^{-}(\tau)\right)^{2} d \tau \leq C\left(f_{0}, \triangle \Psi, \alpha, \beta, L, m\right)
$$

Therefore, we obtain

$$
\begin{align*}
\left\|\nabla_{s}^{m} \kappa\right\|_{L^{2}}^{2}(t) & \leq C\left(f_{0}, \triangle \Psi, \alpha, \beta, L, m\right) \cdot\left(1+e^{-C_{1} \cdot t} \cdot\left\|\nabla_{s}^{m} \kappa\right\|_{L^{2}}^{2}(0)\right)  \tag{3.15}\\
& \leq C\left(f_{0}, \triangle \Psi, \alpha, \beta, L, m\right)
\end{align*}
$$

for all $m \geq 0$. In addition, from the definition of $\lambda_{1}$ in (1.6), we conclude that $\left|\lambda_{1}\right| \leq C\left(f_{0}, \triangle \Psi, \alpha, \beta, L\right)$. Notice that one has the estimate

$$
\begin{equation*}
\left\|\partial_{s}^{m-1} \kappa\right\|_{L^{\infty}} \leq c \cdot\left\|\partial_{s}^{m} \kappa\right\|_{L^{1}} \quad \forall m \geq 1 \tag{3.16}
\end{equation*}
$$

Now, by applying the induction argument on $m$, and using Lemmas 2.4 and 2.5, (3.15), (3.16), and the Hölder inequality, we derive the inequalities

$$
\begin{equation*}
\left\|\nabla_{s}^{m} \kappa\right\|_{L^{\infty}}+\left\|\partial_{s}^{m} \kappa\right\|_{L^{\infty}} \leq C\left(f_{0}, \triangle \Psi, \alpha, \beta, L, m\right) \forall m \geq 0 \tag{3.17}
\end{equation*}
$$

On the asymptotic behavior of the flow, we choose a subsequence of curves $f(t, \cdot)$ which converges smoothly to a curve $f_{\infty}$, after reparametrizations of arclength and translations. Lemma 3.3 and (3.17) imply

$$
\begin{equation*}
\left\|\nabla_{t}\left(\nabla_{s}^{m} \kappa\right)\right\|_{L^{\infty}} \leq C\left(f_{0}, \triangle \Psi, \alpha, \beta, L, m\right) \forall m \geq 0 \tag{3.18}
\end{equation*}
$$

From (3.17) and (3.18), one sees that for $u(t):=\int_{I}\left|\partial_{t} f\right|^{2} d s$, the inequality

$$
\left|u^{\prime}(t)\right| \leq C\left(f_{0}, \triangle \Psi, \alpha, \beta, L\right)
$$

holds. On the other hand, the energy identity, (3.11), implies $u(t) \in L^{1}([0, \infty))$. Therefore, $u(t) \rightarrow 0$ as $t \rightarrow \infty$. In other words, $f_{\infty}$ is independent of $t$ and thus, by (1.5), is an equilibrium of $\mathcal{F}$. Now, by Theorem 1.1, the proof is finished.
4. Numerical algorithm. We base our numerical treatment on the algorithm proposed in [4] and implement the new nonlinear term $\lambda_{2} \nabla_{s}(T \times \kappa)$ explicitly in time.

First, observe that the divergence form of the main part in the evolution equation admits a weak formulation of the flow. In fact, we have

$$
\nabla_{s}^{2} \kappa+\frac{1}{2}|\kappa|^{2} \kappa-\lambda_{2} \nabla_{s}(T \times \kappa)=\partial_{s}\left(\partial_{s} \kappa+\frac{3}{2}|\kappa|^{2} T-\lambda_{2} T \times \kappa\right)
$$

Second, the common way of avoiding higher order elements for the discretization is to rewrite the equation as a second-order system for position vector $f$ and the mean curvature vector $\kappa$ :

$$
\begin{align*}
\partial_{t} f+\partial_{s}\left(\partial_{s} \kappa+\frac{3}{2}|\kappa|^{2} T-\lambda_{2} T \times \kappa\right) & =\lambda_{1} \kappa  \tag{4.1}\\
\partial_{s}^{2} f & =\kappa \tag{4.2}
\end{align*}
$$

The weak form of the problem leads in one space dimension to a difference scheme. Decompose $I=\mathbb{R} / \mathbb{Z}=\cup_{1}^{N} I_{j}$ into intervals $I_{j}=\left[x_{j-1}, x_{j}\right)$, where $x_{j}$ are the nodal points. We discretize the space $H^{1}\left(I, \mathbb{R}^{3}\right)$ by the space

$$
X_{h}=\left\{g \in C^{0}\left(I, \mathbb{R}^{3}\right):\left.g\right|_{I_{j}} \in_{1}\left(I_{j}\right)\right\}=\left(\operatorname{span}\left\{\phi_{1}, \ldots, \phi_{N}\right\}\right)^{n}
$$

of periodic piecewise affine functions spanned by the nodal basis functions $\phi_{j} \in X_{h}$ satisfying $\phi_{j}\left(x_{i}\right)=\delta_{i j}$. The discretization parameter is given by $h=\max _{j} h_{j}, h_{j}=$ $\left|I_{j}\right|$. We use the pointwise interpolation $I_{h} g, g \in C^{0}\left(I, \mathbb{R}^{3}\right)$ uniquely defined by $I_{h} g \in X_{h}$ and $I_{h} g\left(x_{j}\right)=g\left(x_{j}\right)$ for all $j=1, \ldots, N$. A discrete (weak) solution to (4.1) is then a pair of functions $\left(f_{h}, \kappa_{h}\right):[0, T] \rightarrow X_{h} \times X_{h}$,

$$
f_{h}(x, t)=\sum_{j=1}^{N} f_{j}(t) \phi_{j}(x), \quad \kappa_{h}(x, t)=\sum_{j=1}^{N} \kappa_{j}(t) \phi_{j}(x)
$$

satisfying for all $\phi_{h}, \psi_{h} \in X_{h}$ the weak problem

$$
\begin{align*}
& \int_{I}\left(I_{h}\left(\partial_{t} f_{h} \phi_{h}\right)\left|\partial_{x} f_{h}\right|-\frac{\partial_{x} \kappa_{h}}{\left|\partial_{x} f_{h}\right|} \partial_{x} \phi_{h}-\frac{3}{2}\left|\kappa_{h}\right|^{2} \frac{\partial_{x} f_{h}}{\left|\partial_{x} f_{h}\right|} \partial_{x} \phi_{h}\right) d x  \tag{4.3}\\
& =\int_{I}\left(\lambda_{1} \frac{\partial_{x} f_{h}}{\left|\partial_{x} f_{h}\right|} \times \kappa_{h} \partial_{x} \phi_{h}+\lambda_{2} I_{h}\left(\kappa_{h} \phi_{h}\right)\left|\partial_{x} f_{h}\right|\right) d x=0 \\
& \quad-\int_{I} \frac{\partial_{x} f_{h}}{\left|\partial_{x} f_{h}\right|} \partial_{x} \psi_{h} d x=\int_{I} I_{h}\left(\kappa_{h} \psi_{h}\right)\left|\partial_{x} f_{h}\right| d x \tag{4.4}
\end{align*}
$$

In the time direction we discretize semi-implicitly. In particular, the new nonlinear term $\lambda_{2} \nabla_{s}(T \times \kappa)$ in our flow equation is treated explicitly. For functions defined on the time interval $[0, T]$ we use the notation $g^{m}=g(\cdot, m k), k M=T$.

Algorithm. For given initial data $f_{0}(x)$ and nodal points of the parameterization $x_{j}, j=1, \ldots, N$ let $f_{j}^{0}=f_{0}\left(x_{j}\right), h_{j}^{0}=\left|f_{j}^{0}-f_{j-1}^{0}\right|$, and

$$
\kappa_{j}^{0}=\frac{2}{h_{j+1}^{0}\left(h_{j}^{0}+h_{j+1}^{0}\right)} f_{j+1}^{0}-\frac{2}{h_{j}^{0} h_{j+1}^{0}} f_{j}^{0}+\frac{2}{h_{j}^{0}\left(h_{j}^{0}+h_{j+1}^{0}\right)} f_{j-1}^{0}
$$

where we use the extensions $f_{0}^{0}=f_{N}^{0}, f_{N+1}^{0}=f_{1}^{0}, h_{0}^{0}=h_{N}^{0}, h_{N+1}^{0}=h_{1}^{0}$.
For $m=0, \ldots, M-1$ we set

$$
\begin{gathered}
h_{j}^{m}=\left|f_{j}^{m}-f_{j-1}^{m}\right| \\
\beta_{j}^{m}=\left|\kappa_{j-1}^{m}\right|^{2}+\kappa_{j-1}^{m} \kappa_{j}^{m}+\left|\kappa_{j}^{m}\right|^{2} \\
\gamma_{j}^{m}=\frac{f_{j}^{m}-f_{j-1}^{m}}{h_{j}^{m}} \times \frac{\kappa_{j}^{m}+\kappa_{j-1}^{m}}{2}
\end{gathered}
$$

and solve for $f_{j}^{m+1}, \kappa_{j}^{m+1}$ in

$$
\begin{array}{r}
\frac{\beta_{j}^{m}}{2 h_{j}^{m}} f_{j-1}^{m+1}+\left(\frac{h_{j}^{m}+h_{j+1}^{m}}{2 k}-\frac{\beta_{j}^{m}}{2 h_{j}^{m}}-\frac{\beta_{j+1}^{m}}{2 h_{j+1}^{m}}\right) f_{j}^{m+1}+\frac{\beta_{j+1}^{m}}{2 h_{j+1}^{m}} f_{j+1}^{m+1} \\
+\frac{1}{h_{j}^{m}} \kappa_{j-1}^{m+1}-\left(\frac{1}{h_{j}^{m}}+\frac{1}{h_{j+1}^{m}}+\frac{\lambda_{1}^{m}}{2}\left(h_{j}^{m}+h_{j+1}^{m}\right)+\lambda_{2}^{m} *\right) \kappa_{j}^{m+1}+\frac{1}{h_{j+1}^{m}} \kappa_{j+1}^{m+1} \\
=\frac{h_{j}^{m}+h_{j+1}^{m}}{2 k} f_{j}^{m}+\lambda_{2}^{m}\left(\gamma_{j+1}^{m}-\gamma_{j}^{m}\right), \\
\frac{1}{h_{j}^{m}} f_{j-1}^{m+1}-\left(\frac{1}{h_{j}^{m}}+\frac{1}{h_{j+1}^{m}}\right) f_{j}^{m+1}+\frac{1}{h_{j+1}^{m}} f_{j+1}^{m+1}=\frac{h_{j}^{m}+h_{j+1}^{m}}{2} \kappa_{j}^{m} .
\end{array}
$$

Here, the Lagrange multipliers are computed according to

$$
\begin{aligned}
& \lambda_{2}^{m}=\frac{2 \beta}{L^{m}}\left(\tau^{m}+\Delta \Psi\right) \\
& \lambda_{1}^{m}=-\frac{\sum_{j=1}^{N}\left(\left|\kappa_{j}^{m}-\kappa_{j-1}^{m}\right|^{2} / h_{j}^{m}+\left(f_{j}^{m}-f_{j-1}^{m}\right) \cdot\left(\kappa_{j}^{m}-\kappa_{j-1}^{m}\right) \beta_{j}^{m} / 2 h_{j}^{m}+\lambda_{2}^{m} \Gamma_{j}^{m}\right)}{\sum_{j=1}^{N} h_{j}^{m} \beta_{j}^{m} / 3}
\end{aligned}
$$

where

$$
\begin{aligned}
\Gamma_{j}^{m} & =\kappa_{j}^{m} \cdot\left(\gamma_{j+1}^{m}-\gamma_{j}^{m}\right) \\
\tau^{m} & =-3 \sum_{j=1}^{N} \Gamma_{j}^{m} / \beta_{j}^{m} \\
L^{m} & =\sum_{j=1}^{N} h_{j}^{m}
\end{aligned}
$$

The algorithm is intrinsic in the sense that it does not explicitly depend on the grid parameter $h=\max _{j} h_{j}$. Nevertheless, during time evolution the distribution of nodes drift away from the equidistant grid. Thus, we redistribute the nodes tangentially according to arclength if the ratio $\max _{j} h_{j} / \min _{j} h_{j}$ exceeds 2 .

We also mention that the linear system for $f_{j}^{m+1}, \kappa_{j}^{m+1}$ can be decoupled, giving a linear system for $f_{j}^{m+1}$ alone. The tridiagonal structure of the matrices is then replaced by a five-diagonal structure, where the periodicity of the curve implies nonzero elements in the upper right and lower left corners. The implementation of a fifth-diagonal linear solver can easily be generalized to such a situation.

Computations and figures. Let us first note that numerical computations show that the flat circle is a stationary solution which continues to stay stable for small values of $\beta$. For increasing values of $\beta$ the circle loses stability, and we observe nontrivial equilibria of nonzero total torsion.

Figure 4.1 shows a table of stationary states for given values of $\Delta \Psi$ in the interval $(-\pi, \pi)$. Observe that equilibria corresponding to the same absolute value of $\Delta \Psi$ bend into the opposite direction leading to a reflection symmetry w.r.t. the horizontal plane.

It is interesting to see that the issue of inflection points comes into play if $|\Delta \Psi|$ approaches the value $\pi$. Then the corresponding asymptotic stationary curve contains


FIG. 4.1. Stationary curves of length 6.31 for $\beta=35$ and $\Delta \Psi=-3.1,-2,-1,-0.5,0,0.5,1,2,3.1$. points having a very small magnitude of the curvature vector $\kappa$. We mentioned before that the flow equation and the computation of the torsion $\tau$ gets ill-defined in such a situation. We observe this problem also in our computations in the sense that the flow gets numerically unstable if curves with points of small $|\kappa|$ evolve.


FIG. 4.2. Evolution of a curve of length 18.9 under the flow with $\beta=60, \Delta \Psi=-2$ at times $t=0,1,2,3,4,6,8,13,52$.

The next table in Figure 4.2 presents the evolution of a strongly bent initial curve unfolding along our flow to a stationary curve. Recalling the different lengths, the curve is similar (but not identical) to the one from Figure 4.1.
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#### Abstract

The ratio-dependent predator-prey model exhibits rich interesting dynamics due to the singularity of the origin. The objective of this paper is to study the dynamical properties of the ratio-dependent predator-prey model with nonzero constant rate harvesting. For this model, the origin is not an equilibrium. It is shown that numerous kinds of bifurcation occur for the model, such as the saddle-node bifurcation, the subcritical and supercritical Hopf bifurcations, Bogdanov-Takens bifurcation, the homoclinic bifurcation, and the heteroclinic bifurcation, as the values of parameters of the model vary. Hence, there are different parameter values for which the model has a limit cycle, or a homoclinic loop, or a heteroclinic orbit, or a separatrix connecting a saddle and a saddle-node. These results reveal far richer dynamics compared to the model with no harvesting.
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1. Introduction. In population dynamics, both ecologists and mathematicians are interested in the following Michaelis-Menten-type predator-prey model, the socalled ratio-dependent predator-prey model:

$$
\begin{align*}
& \dot{x}=r x\left(1-\frac{x}{K}\right)-\frac{c x y}{m y+x}, \\
& \dot{y}=y\left(-D+\frac{f x}{m y+x}\right) \tag{1.1}
\end{align*}
$$

where $x(t)$ and $y(t)$ represent population densities of prey and predator at time $t$, respectively. $r, K, c, m, D$, and $f$ are positive constants. The prey grows with intrinsic growth rate $r$ and carrying capacity $K$ in the absence of predation. $D$, $c, m$, and $f$ stand for the predator death rate, capturing rate, half saturation constant, and conversion rate, respectively. The reason for the model is that numerous field and laboratory experiments and observations (Abrams and Ginzburg [1], Arditi and Berryman [3], Arditi and Ginzburg [4], Arditi, Ginzburg, and Akcakaya [5], Akcakaya, Arditi, and Ginzburg [2], Cosner et al. [14], and Gutierrez [20]) showed that functional and numerical responses over typical ecological timescales ought to depend on the densities of both prey and predators, especially when predators must search for food (and therefore must share or compete for food). The suitable functional response is a ratio-dependent response function, which, roughly, the per capita predator growth rate should be a function of the ratio of prey to predator abundance. For more biological background concerning the model, the reader can refer to the above references

[^42]and the extensive references cited. The dynamics of system (1.1) has been studied extensively (Berezovskaya, Karev, and Arditi [7], Hsu, Hwang, and Kuang [21], Jost, Arino, and Arditi [22], Kuang [23], Kuang and Beretta [24], Xiao and Ruan [29], and references therein). Research on the ratio-dependent predator-prey model (1.1) revealed rich interesting dynamics such as deterministic extinction, existence of multiple attractors, and existence of a stable limit cycle. It was shown in [7], [21], and [29] that system (1.1) has very complicated dynamics close to the origin: there exist numerous kinds of topological structures in a neighborhood of the origin, including parabolic orbits, elliptic orbits, hyperbolic orbits, and any combination thereof, depending on the different values of parameters. Thus, the origin is a degenerate equilibrium with high codimension. Mathematically, from the point of view of bifurcation, it is a very interesting question what kinds of bifurcation will occur when system (1.1) is perturbed by a small constant term. From the perspective of biology, the complicated dynamics clearly indicates that for the ratio-dependent model, even if there is a positive equilibrium, both prey and predator can still go extinct for some values of parameters, and the extinction occurs in two distinct ways. One of the ways is that both species become extinct regardless of the initial densities such as the Gause's classic observation of mutual extinction. The other way is that both species will die out only if the initial prey/predator ratio is too low. Some researchers regard such interesting dynamics as "pathological behavior" and hope to remove it so as to guarantee the persistence of the system. From the point of view of human needs, the exploitation of biological resources and the harvesting of populations are commonly practiced in fishery, forestry, and wildlife management. There is a wide range of interest in the use of bioeconomic models to gain insight into the scientific management of renewable resources like fisheries and forestries. It is related to the optimal management of renewable resources (an excellent introduction to optimal management of renewable resources is given by Clark in [13]). Generally speaking, it is necessary to consider the harvesting of populations in some models. Taking into consideration the above two-fold reasons, we focus on the ratio-dependent predator-prey model with constant harvesting. For mathematical simplicity, let us first nondimensionalize system (1.1) as in Kuang and Beretta [24] with the following scaling:
$$
t \rightarrow r t, \quad x \rightarrow x / K, \quad y \rightarrow m y / K
$$

Then system (1.1) takes the form

$$
\begin{align*}
& \dot{x}=x(1-x)-\frac{a x y}{y+x} \\
& \dot{y}=y\left(-d+\frac{b x}{y+x}\right) \tag{1.2}
\end{align*}
$$

where $a=\frac{c}{m r}, b=\frac{f}{r}$, and $d=\frac{D}{r}$ are positive constants. For simplicity, in the following, we keep the biological implications of parameters $a, b$, and $d$ the same as $c, f$, and $D$, respectively.

In this paper, we assume that the predator in the model (1.2) is not of commercial importance. The prey is continuously being harvested at a constant rate by a harvesting agency. The harvesting activity does not affect the predator population directly. It is obvious that the harvesting activity does reduce the predator population indirectly by reducing the availability of the prey to the predator.

We formulate the problem as:

$$
\begin{align*}
\dot{x} & =x(1-x)-\frac{a x y}{y+x}-h \\
\dot{y} & =y\left(-d+\frac{b x}{y+x}\right) \tag{1.3}
\end{align*}
$$

where $h$ represents the rate of harvesting or removal; hence, $h>0$.
The objective of this paper is to systematically study the dynamical properties of the ratio-dependent predator-prey model with constant harvesting. It will be better for us to determine how the constant harvesting affects the dynamics of system (1.3). The occurrence of change of structure, or bifurcation, in a system with parameters is a major way to predict global dynamics of the system. By making local calculations, we give bifurcation analysis for system (1.3) and show that system (1.3) can exhibit numerous kinds of bifurcation phenomena in terms of the original parameters in the model, including the bifurcation of cusp type of codimension 2 (i.e., Bogdanov-Takens bifurcation), the heteroclinic bifurcation, and the separatrix connecting a saddle-node and a saddle bifurcation. However, the ratio-dependent model (1.2) cannot undergo these bifurcations. From the point of view of the optimal management of renewable resources, the aim is to determine how much we can harvest without altering dangerously the harvested population. According to Clark in [13], the management of renewable resources has been based on the maximum sustainable yield (MSY), with the property that any larger harvest rate will lead to the depletion of the population (eventually to zero). If $x$ is harvested by some process of overexploitation (i.e., $\left.h>h_{M S Y}\right)$, then the prey species can be led to extinction. The most rapid recovery of the population is achieved by means of a moratorium on harvesting, i.e., $h=0$. In this paper, qualitative and bifurcation analyses are combined to determine $h_{M S Y}=\frac{1}{4}$ for the model (1.3). Biologically, when $h \geq \frac{1}{4}$, overharvesting of prey species occurs for model (1.3), which may lead to the collapse of the whole system. Hence, $0<h<\frac{1}{4}$ is of interest for model (1.3). Another noteworthy prediction from model (1.3) is that prey and predator species cannot become extinct simultaneously (mutual extinction) for all values of parameters and initial values. This, however, contradicts the observation of mutual extinction for the ratio-dependent model (1.2). Thus, prey harvesting prevents mutual extinction as a possible outcome of predator-prey interaction and removes the "pathological behavior" of model (1.2).

This paper is organized as follows. In section 2 , we study the existence of the equilibria and various types of dynamical behavior in the small neighborhood of the equilibrium for the model (1.3). Some proofs of various types of dynamics are placed in the appendices. We also describe the phase portraits and the biological ramifications of our results. In section 3 we consider all possible bifurcations of the model depending on all parameters. We show that the model exhibits the saddle-node bifurcation, the subcritical and supercritical Hopf bifurcations, the Bogdanov-Takens bifurcation of codimension 2 , the separatrix connecting a saddle and a saddle-node bifurcation, and the heteroclinic bifurcation in terms of the original parameters. The paper ends with a brief discussion.
2. General phase portraits analysis of equilibria. In this section, we consider the ratio-dependent predator-prey system with a constant rate harvesting:

$$
\begin{align*}
& \dot{x}=x(1-x)-\frac{a x y}{y+x}-h \triangleq f_{1}(x, y) \\
& \dot{y}=y\left(-d+\frac{b x}{y+x}\right) \triangleq f_{2}(x, y) \tag{2.1}
\end{align*}
$$

where $a, h, d$, and $b$ are positive parameters. From the standpoint of biology, we are interested only in the dynamics of system (2.1) in the closed first quadrant $R_{+}^{2}$. Thus, we consider only the biologically meaningful initial condition

$$
x(0) \geq 0, \quad y(0) \geq 0
$$

Straightforward computation shows that $f_{1}(x, y)$ and $f_{2}(x, y)$ are continuous and Lipschizian in the closed first quadrant $R_{+}^{2}$ if we let $f_{1}(0,0)=-h, f_{2}(0,0)=0$. Hence, solution of (2.1) with nonnegative initial condition exists and is unique. It is also easy to see that the $x$-axis is invariant under the flow. However, this is not the case on the $y$-axis. All solutions touching the $y$-axis cross out of the first quadrant, and the origin $(0,0)$ is not an equilibrium of system (2.1). Thus, the first quadrant is no longer positively invariant under the flow generated by system (2.1), which makes the qualitative analysis of system (2.1) difficult.

First, let us begin to determine the location and number of the equilibria of system (2.1) in the first quadrant $R_{+}^{2}$. From system (2.1), we can see that there exists an equilibrium of system (2.1) in $R_{+}^{2}$ if and only if the equations

$$
\begin{array}{r}
x(1-x)-\frac{a x y}{y+x}-h=0 \\
y\left(-d+\frac{b x}{y+x}\right)=0 \tag{2.2}
\end{array}
$$

have a pair of nonnegative real solutions $(x, y)$. It is clear that equations (2.2) have at most four pairs of nonnegative real solutions $\left(x_{i}, y_{i}\right)$ and $\left(x_{i}^{*}, y_{i}^{*}\right)$,

$$
\begin{array}{cc}
x_{i}=\frac{1+(-1)^{i} \sqrt{1-4 h}}{2}, & y_{i}=0 ; \\
x_{i}^{*}=\frac{b-a(b-d)+(-1)^{i} \sqrt{\Delta}}{2 b}, & y_{i}^{*}=\frac{b-d}{d} x_{i}^{*}
\end{array}
$$

where $i=1,2, \Delta=(a(b-d)-b)^{2}-4 h b^{2}$. Therefore, we have the following simple lemma which describes the number and location of equilibria of system (2.1). The proof is omitted.

Lemma 2.1.
(1) System (2.1) has no equilibria in $R_{+}^{2}$ if $h>\frac{1}{4}$.
(2) System (2.1) has a unique equilibrium in $R_{+}^{2}$, which is $\left(x_{0}, y_{0}\right)=\left(\frac{1}{2}, 0\right)$ if $h=\frac{1}{4}$.
(3) System (2.1) has two equilibria in $R_{+}^{2}$, which are $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ if one of the following conditions holds:
(3.i) $b \leq d$ and $0<h<\frac{1}{4}$;
(3.ii) $b-d \geq \frac{b}{a}$ and $0<h<\frac{1}{4}$;
(3.iii) $0<b-d<\frac{b}{a}$ and $\left(\frac{a(b-d)-b}{2 b}\right)^{2}<h<\frac{1}{4}$.
(4) System (2.1) has three equilibria in $R_{+}^{2}$, which are $\left(x^{*}, y^{*}\right)=\left(\frac{b-a(b-d)}{2 b}, \frac{b-d}{d} x^{*}\right)$, $\left(x_{1}, y_{1}\right)$, and $\left(x_{2}, y_{2}\right)$ if $0<b-d<\frac{b}{a}$ and $\left(\frac{a(b-d)-b}{2 b}\right)^{2}=h<\frac{1}{4}$.
(5) System (2.1) has four equilibria in $R_{+}^{2}$, which are $\left(x_{1}^{*}, y_{1}^{*}\right),\left(x_{2}^{*}, y_{2}^{*}\right),\left(x_{1}, y_{1}\right)$, and $\left(x_{2}, y_{2}\right)$ if $0<b-d<\frac{b}{a}$ and $0<h<\min \left\{\left(\frac{a(b-d)-b}{2 b}\right)^{2}, \frac{1}{4}\right\}$.
When $h>\frac{1}{4}$, system (2.1) has no equilibria, and $\dot{x}(t)<0$ in $R_{+}^{2}$. The dynamics of system (2.1) in $R_{+}^{2}$ is trivial and all orbits in $R_{+}^{2}$ will cross the $y$-axis and go out of $R_{+}^{2}$ in finite time. This implies that the prey species goes extinct, which in turn causes the extinction of the predator. Biological overharvesting occurs. When $0<h \leq \frac{1}{4}$, system (2.1) has some equilibria, and there exist some initial values such that the population of prey in system (2.1) does not go extinct. Thus, $h_{M S Y}=\frac{1}{4}$ for system (2.1) from Lemma 2.1.

Next we consider the dynamics of system (2.1) in the neighborhood of each equilibrium. The linear part of system (2.1) at these equilibria is determined by the matrix

$$
D f(x, y)=\left(\begin{array}{cc}
1-2 x-\frac{a y^{2}}{(x+y)^{2}} & -\frac{a x^{2}}{(x+y)^{2}} \\
\frac{b y^{2}}{(x+y)^{2}} & -d+\frac{b x^{2}}{(x+y)^{2}}
\end{array}\right)
$$

where $x$ and $y$ are coordinates of these equilibria, respectively. More precisely, we have

$$
D f\left(x_{i}, y_{i}\right)=\left(\begin{array}{cc}
(-1)^{i+1} \sqrt{1-4 h} & -a \\
0 & b-d
\end{array}\right)
$$

and

$$
D f\left(x_{i}^{*}, y_{i}^{*}\right)=\left(\begin{array}{cc}
\frac{a(b-d) d+(-1)^{i+1} \sqrt{\Delta}}{b^{2}} & -\frac{a d^{2}}{b^{2}} \\
\frac{(b-d)^{2}}{b} & \frac{d(b-d)}{b}
\end{array}\right)
$$

The dynamics of system (2.1) in the neighborhood of an equilibrium comes directly from the property of eigenvalues of the matrix $D f(x, y)$ at the equilibrium.

When $h=\frac{1}{4}$, system (2.1) has a unique equilibrium $\left(x_{0}, y_{0}\right)=\left(\frac{1}{2}, 0\right)$. The linear part of system (2.1) at $\left(x_{0}, y_{0}\right)$ is determined by the matrix

$$
D f\left(x_{0}, y_{0}\right)=\left(\begin{array}{cc}
0 & -a \\
0 & b-d
\end{array}\right)
$$

Using classical qualitative methods, it is straightforward to show that the equilibrium $\left(x_{0}, y_{0}\right)$ is nonhyperbolic, i.e., it is degenerate. More precisely, we have the following theorem. The proof is placed in Appendix A.

THEOREM 2.2. When $h=\frac{1}{4}$, system (2.1) has only a unique equilibrium $\left(x_{0}, y_{0}\right)=$ $\left(\frac{1}{2}, 0\right)$, and
(i) $\left(x_{0}, y_{0}\right)$ is a saddle-node of codimension 1 if $b \neq d$;
(ii) $\left(x_{0}, y_{0}\right)$ is a degenerate saddle-node of codimension 4 if $b=d$ and $2 a-5 b \neq 0$. Their phase portraits are shown in Figure 2.1.

Notice that the codimension of a degenerate equilibrium of vector field $v(x)$ is the codimension of the bifurcation at the degenerate equilibrium, which is the minimum number of the parameters necessary for vector field $v(x, \lambda)$ with parameter perturbation to be a universal unfolding of $v(x)$. However, it is very difficult to determine a universal unfolding of $v(x)$. Therefore, the following view is usually used to determine codimension of the bifurcation: suppose that $S$ is the set of all structurally stable


FIG. 2.1. The phase portrait of system (2.1) with one equilibrium.
vector fields in $C^{1}(E)$ (the set of all differential vector fields on $E$ ), and vector field $v(x)$ is in the complement of $S$. Then $v(x)$ belongs to the bifurcation set in $C^{1}(E)$ that is locally isomorphic to a manifold $M$ in vector space or Banach space and the codimension of the bifurcation that occurs at $v(x)$ is equal to the codimension of the manifold $M$ (cf. [19], [26]). The codimension in Theorem 2.3 is the codimension of the manifold.

In Theorem 2.2, $\dot{x}=-\left(x-\frac{1}{2}\right)^{2}-\frac{a x y}{x+y}<0$ in $R_{+}^{2}$, which implies that the prey species may go extinct as time increases for some initial values. And when $b \leq d$, predator death rate $d$ is greater than the predator conversion rate $b$ (i.e., the conversion efficiency of prey to predator), $\dot{y}<0$. Hence, the predator species goes extinct as time increases for some initial values. But both cannot go to extinction simultaneously.

For sustainable development of resource, we assume that the harvesting agency has an obligation to the society and ecology of preserving the prey species. Hence, the harvesting rate $h$ must satisfy $0<h<\frac{1}{4}$. From Lemma 2.1 and using routine qualitative analysis, we have the following.

THEOREM 2.3. If system (2.1) has only two equilibria, then the dynamics of system (2.1) is trivial in $R_{+}^{2}$, with no limit cycles in $R_{+}^{2}$. Each orbit of system (2.1) in $R_{+}^{2}$ goes to either one equilibrium on the $x$-axis or out of $R_{+}^{2}$. More precisely,
(a) if $b<d$ and $0<h<\frac{1}{4}$, then system (2.1) has two equilibria $\left(x_{1}, 0\right)$, a hyperbolic saddle, and $\left(x_{2}, 0\right)$, a hyperbolic stable node;
(b) if $b=d$ and $0<h<\frac{1}{4}$, then system (2.1) has two equilibria $\left(x_{1}, 0\right)$ and $\left(x_{2}, 0\right)$, both saddle-nodes;
(c) if $0<b-d<\frac{b}{a}$ and $\left(\frac{a(b-d)-b}{2 b}\right)^{2}<h<\frac{1}{4}$ (or $b-d>\frac{b}{a}$ and $0<h<\frac{1}{4}$ ), then system (2.1) has two equilibria ( $x_{1}, 0$ ), a hyperbolic unstable node, and $\left(x_{2}, 0\right)$, a hyperbolic saddle.
Their phase portraits are shown in Figure 2.2.
Biologically, system (2.1) is not persistent under the conditions of Theorem 2.3. The predator species goes extinct for some initial data or the prey species goes extinct for other initial data in $R_{+}^{2}$. Hence, for the persistence of the ecosystem, the equilibrium of the greatest interest would be an equilibrium interior to the first quadrant.

THEOREM 2.4. Let $h_{0}=\left(\frac{a(b-d)-b}{2 b}\right)^{2}$. If $0<b-d<\frac{b}{a}$ and $h=h_{0}<\frac{1}{4}$, then system (2.1) has three equilibria and no closed orbits in $R_{+}^{2}$. Moreover,
(I) if $a \neq b$, then system (2.1) has three equilibria in $R_{+}^{2}$, which are the saddle-node $\left(x^{*}, y^{*}\right)=\left(\frac{b-a(b-d)}{2 b}, \frac{b-d}{d} x^{*}\right)=\left(\sqrt{h_{0}}, \frac{b-d}{d} \sqrt{h_{0}}\right)$, the hyperbolic


Fig. 2.2. The phase portraits of system (2.1) with two equilibria.


FIG. 2.3. The phase portraits of system (2.1) with three equilibria.
unstable node $\left(x_{1}, y_{1}\right)=\left(\frac{1-\sqrt{1-4 h_{0}}}{2}, 0\right)$, and the hyperbolic saddle $\left(x_{2}, y_{2}\right)=$ $\left(\frac{1+\sqrt{1-4 h_{0}}}{2}, 0\right)$;
(II) if $a=b$, then system (2.1) has three equilibria in $R_{+}^{2}$, which are the cusp $\left(x^{*}, y^{*}\right)=\left(\sqrt{h_{0}}, \frac{b-d}{d} \sqrt{h_{0}}\right)$ of codimension 2 , the hyperbolic unstable node $\left(x_{1}, y_{1}\right)=\left(\frac{1-\sqrt{1-4 h_{0}}}{2}, 0\right)$, and the hyperbolic saddle $\left(x_{2}, y_{2}\right)=\left(\frac{1+\sqrt{1-4 h_{0}}}{2}, 0\right)$.
Their phase portraits are shown in Figure 2.3.
The proof of Theorem 2.4 is given in Appendix B. The outcome indicates that the predator species increases for all nonzero initial populations of predator except $y^{*}$ when harvesting rate $h=h_{0}$ and the predator death rate is less than the predator conversion rate (i.e., $b>d$ ); however, the coexistence of predator species and prey species is possible only for some initial data and the condition that the predator capturing rate $a$ is less than the predator conversion rate $b$ (i.e., $a<b$ ). If $a>b$, the prey species goes extinct for almost all initial data in $R_{+}^{2}$.

If $0<b-d<\frac{b}{a}$ and $0<h<\min \left\{h_{0}, \frac{1}{4}\right\}$, then system (2.1) has two positive equilibria from Lemma 2.1. When system (2.1) has two positive equilibria, the global dynamics of system (2.1) is pretty complicated and many kinds of bifurcations will occur. We leave these to be discussed in the next section. Now we give the local dynamics of system (2.1) at the equilibria ( $x_{1}^{*}, y_{1}^{*}$ ) and ( $x_{2}^{*}$, $y_{2}^{*}$ ).

Theorem 2.5. If $0<b-d<\frac{b}{a}$ and $0<h<\min \left\{h_{0}, \frac{1}{4}\right\}$, then system (2.1) has four equilibria in $R_{+}^{2}$ as shown in Lemma 2.1. Moreover, the equilibria $\left(x_{2}, 0\right)$ and $\left(x_{1}^{*}, y_{1}^{*}\right)$ are hyperbolic saddles, the equilibrium $\left(x_{1}, 0\right)$ is a hyperbolic unstable node, and the equilibrium $\left(x_{2}^{*}, y_{2}^{*}\right)$ has the following three possibilities:
(i) $\left(x_{2}^{*}, y_{2}^{*}\right)$ is a hyperbolic stable focus (or node) if either

$$
0<b-d \leq 1<\frac{b}{a}
$$

or, letting $h^{*}=\frac{(a(b-d)-b)^{2}-(d(b-d)(a-b) / b)^{2}}{4 b^{2}}$,

$$
0<b-d<\frac{b}{a}<1, \quad 0<h<\min \left\{h_{0}, \frac{1}{4}, h^{*}\right\}
$$

(ii) $\left(x_{2}^{*}, y_{2}^{*}\right)$ is a weak focus or center if

$$
0<b-d<\frac{b}{a}<1, \quad 0<h=h^{*}<\min \left\{h_{0}, \frac{1}{4}\right\}
$$

(iii) $\left(x_{2}^{*}, y_{2}^{*}\right)$ is a hyperbolic unstable focus (or node) if

$$
0<b-d<\frac{b}{a}<1, \quad 0<h^{*}<h<\min \left\{h_{0}, \frac{1}{4}\right\}
$$

3. The bifurcations of the model (2.1). In this section, we investigate the bifurcations that take place in system (2.1).
3.1. Saddle-node bifurcations. From Lemma 2.1 and Theorem 2.3, we have that

$$
S N_{1}=\left\{(a, b, d, h): h=\frac{1}{4}, b-d \neq 0, a>0, b>0, d>0\right\}
$$

is a saddle-node bifurcation surface. When the parameters pass from one side of the surface to the other side, the number of equilibria of system (2.1) changes from zero to two, and the two equilibria which are boundary equilibria are the hyperbolic saddle and node. This is the first saddle-node bifurcation surface of the model. The biological interpretation for the first saddle-node bifurcation is that $h_{M S Y}=\frac{1}{4}$, the prey species is driven to extinction, and the system collapses for $h>\frac{1}{4}$, but the prey species do not go to extinction for some initial data when $0<h<\frac{1}{4}$. On the other hand, from Theorems 2.4 and 2.5, we know that the surface

$$
S N_{2}=\left\{(a, b, d, h): 0<b-d<\frac{b}{a}, h=h_{0}<\frac{1}{4}, a>0, b>0, d>0\right\}
$$

is a saddle-node bifurcation surface, which is the second saddle-node bifurcation the model undergoes. The saddle-node bifurcation yields two positive equilibria. This implies that there exists a critical harvest rate $h_{0}$ such that the predator species goes either extinct or out of $R_{+}^{2}$ in finite time when the harvest rate $h$ is greater than $h_{0}$, and coexistence for model (2.1) is certain in the form of a positive equilibrium for certain choices of initial values when $0<h<h_{0}$ and $0<b-d<\frac{b}{a}$.
3.2. Hopf bifurcations. From the term (ii) of Theorem 2.5, we know that the positive equilibrium $\left(x_{2}^{*}, y_{2}^{*}\right)$ of system (2.1) is a center-type nonhyperbolic equilibrium when $0<b-d<\frac{b}{a}<1,0<h=h^{*}<\min \left\{h_{0}, \frac{1}{4}\right\}$. Hence, system (2.1) may undergo Hopf bifurcation. To determine the stability of the equilibrium and direction of Hopf bifurcation in this case, we must compute the Liapunov coefficients of the equilibrium.

We first translate the positive equilibrium $\left(x_{2}^{*}, y_{2}^{*}\right)$ of system $(2.1)$ to the origin. Then, system (2.1) in a neighborhood $U$ of the origin can be written as

$$
\begin{align*}
\dot{x}= & a_{10} x+a_{01} y+a_{20} x^{2}+a_{11} x y+a_{02} y^{2} \\
& +a_{30} x^{3}+a_{21} x^{2} y+a_{12} x y^{2}+a_{03} y^{3}+O_{1}\left(|(x, y)|^{4}\right)  \tag{3.1}\\
\dot{y}= & b_{10} x+b_{01} y+b_{20} x^{2}+b_{11} x y+b_{02} y^{2} \\
& +b_{30} x^{3}+b_{21} x^{2} y+b_{12} x y^{2}+b_{03} y^{3}+O_{2}\left(|(x, y)|^{4}\right)
\end{align*}
$$

where $a_{i j}$ and $b_{i j}$ are the coefficients of the power series expansions of $f_{1}(x, y)$ and $f_{2}(x, y)$ at $\left(x_{2}^{*}, y_{2}^{*}\right)$ in $U$, respectively, $i, j=0,1,2,3 . O_{k}\left(|(x, y)|^{4}\right)$ is the same order infinity, $k=1,2$. Hence, using the formula of the first Liapunov number $\sigma$ for the focus at the origin of (3.1) in [26, p. 344], we have, after a tedious computation using Mathematica,

$$
\sigma=\frac{3 \pi d(b-d) Q}{4 a b^{9} x_{2}^{2} \sqrt{\Delta_{1}^{3}}}
$$

where $\Delta_{1}=\frac{(a-b)(b-d)^{2} d^{2}}{b^{3}}$,

$$
\begin{aligned}
Q= & a^{5}(b-d)^{8}+2 b^{5}(b-d)^{3} d^{3}+2 a^{4} b(b-d)^{5}\left(-2 b^{2}+b(3+b) d-2(1+b) d^{2}+d^{3}\right) \\
& +2 a^{2} b^{3}(b-d)\left(b^{4}(-2+d)+18 b d^{4}-9 d^{5}+3 b^{3} d(1+d)-b^{2} d^{2}(2+15 d)\right) \\
& +a^{3} b^{2}(b-d)^{3}\left(b(-2+d) d^{2}(-4+3 d)+b^{2} d(-10+(10-3 d) d)\right) \\
& \left.+b^{3}(6+(-4+d) d)-d^{3}(6+(-4+d) d)\right) \\
& +a b^{4}\left(44 b^{3} d^{3}-79 b^{2} d^{4}+62 b d^{5}-18 d^{6}+b^{4}\left(1-9 d^{2}\right)\right)
\end{aligned}
$$

By numerical calculation, we know there exist parameter values $(a, b, d)=(1,0.5,0.25)$, which satisfies the conditions of the term (ii) of Theorem 2.5, such that $\sigma=465.961$. On the other hand, there exist parameter values $(a, b, d)=(4,2,1.85)$, which also satisfies the condition of the term (ii) of Theorem 2.5, such that $\sigma=-788.639$. Therefore, there exists an open set $V_{1}$ in the parameter space $(a, b, d)$, such that $\sigma>0$ and $0<b-d<\frac{b}{a}<1,0<h^{*}<\min \left\{h_{0}, \frac{1}{4}\right\}$, i.e.,

$$
V_{1}=\left\{(a, b, d): 0<b-d<\frac{b}{a}<1,0<h^{*}<\min \left\{h_{0}, \frac{1}{4}\right\}, \text { and } \sigma>0\right\}
$$

And there exists another open set $V_{2}$ in the parameter space $(a, b, d)$, such that $\sigma<0$ and $0<b-d<\frac{b}{a}<1,0<h^{*}<\min \left\{h_{0}, \frac{1}{4}\right\}$, i.e.,

$$
V_{2}=\left\{(a, b, d): 0<b-d<\frac{b}{a}<1,0<h^{*}<\min \left\{h_{0}, \frac{1}{4}\right\}, \text { and } \sigma<0\right\}
$$

This implies the following.
Theorem 3.1.
(a) If $h=h^{*}$, and if the parameter $(a, b, d)$ is in $V_{1}$, then the equilibrium $(0,0)$ of system (3.1) is a weak focus of multiplicity 1 and is unstable.
(b) If $h=h^{*}$, and if the parameter $(a, b, d)$ is in $V_{2}$, then the equilibrium $(0,0)$ of system (3.1) is a weak focus of multiplicity 1 and is stable.
From Theorems 2.5 and 3.1, we know that the equilibrium $\left(x_{2}^{*}, y_{2}^{*}\right)$ is a hyperbolic unstable focus if $(a, b, d) \in V_{1}$ and $h \geq h^{*}$, but the equilibrium $\left(x_{2}^{*}, y_{2}^{*}\right)$ is a hyperbolic
stable focus if $(a, b, d) \in V_{1}$ and $0<h<h^{*}$. Hence, when parameters pass from one side of the following surface to the other side, system (2.1) can undergo a subcritical Hopf bifurcation. An unstable limit cycle appears in the small neighborhood of $\left(x_{2}^{*}, y_{2}^{*}\right)$ when $(a, b, d) \in V_{1}$ and $0<h<h^{*}$. Thus, for some initial values, both species coexist for model (2.1) in the form of a positive equilibrium $\left(x_{2}^{*}, y_{2}^{*}\right)$, and for other initial values, both species coexist for model (2.1) in the form of an oscillatory solution, which is unstable, when $(a, b, d) \in V_{1}$ and $0<h<h^{*}$. The surface

$$
H_{b}=\left\{(a, b, d, h): h=h^{*},(a, b, d) \in V_{1}\right\}
$$

is called the subcritical Hopf bifurcation surface of system (2.1).
On the other hand, the equilibrium $\left(x_{2}^{*}, y_{2}^{*}\right)$ is a hyperbolic stable focus if $(a, b, d) \in$ $V_{2}$ and $0<h \leq h^{*}$, and the equilibrium $\left(x_{2}^{*}, y_{2}^{*}\right)$ is a hyperbolic unstable focus if $(a, b, d) \in V_{2}$ and $h>h^{*}$. Hence, when parameters pass from one side of the following surface to the other side, system (2.1) can undergo a supercritical Hopf bifurcation. A stable limit cycle appears in the small neighborhood of $\left(x_{2}^{*}, y_{2}^{*}\right)$ when $(a, b, d) \in V_{2}$ and $h>h^{*}$. Hence, the predator and the prey coexist for model (2.1) in the form of an oscillatory solution, which is stable, for some initial values when $(a, b, d) \in V_{2}$ and $h>h^{*}$. The surface

$$
H_{p}=\left\{(a, b, d, h): h=h^{*},(a, b, d) \in V_{2}\right\}
$$

is called the supercritical Hopf bifurcation surface of system (2.1).
Summarizing the above, we have the following.
Theorem 3.2.
(i) System (2.1) has at least one unstable limit cycle if $0<h<h^{*}$ and $(a, b, d) \in$ $V_{1}$.
(ii) System (2.1) has at least one stable limit cycle if $h^{*}<h<\frac{1}{4}$ and $(a, b, d) \in$ $V_{2}$.
Remark 3.1. Since there exist some parameter values such that $\sigma=0$, system (2.1) maybe undergo degenerate Hopf bifurcation for some parameter values (cf. [6], [11], [12], and [26]).
3.3. The cusp bifurcation of codimension 2 (i.e., the Bogdanov-Takens bifurcation). From the item (II) of Theorem 2.4, we know that system (2.1) has a cusp $\left(x^{*}, y^{*}\right)$ of codimension 2 when $h=h_{0}, a=b$, and $0<b-d<\frac{b}{a}$. We now discuss if there exist the original parameters in system (2.1) such that system (2.1) exhibits Bogdanov-Takens bifurcation. We will show that $a$ and $h$ can be chosen as bifurcation parameters and system (2.1) can exhibit Bogdanov-Takens bifurcation.

Consider the system

$$
\begin{align*}
& \dot{u}=u(1-u)-\frac{\left(b+\lambda_{1}\right) u v}{1+v}-\left(h_{0}+\lambda_{2}\right), \\
& \dot{v}=v\left(-d+\frac{b}{1+v}\right)-v(1-u)+\frac{\left(b+\lambda_{1}\right) v^{2}}{1+v}+\frac{\left(h_{0}+\lambda_{2}\right) v}{u}, \tag{3.2}
\end{align*}
$$

where $\lambda_{1}$ and $\lambda_{2}$ are very small parameters. When $\lambda_{1}=\lambda_{2}=0$, system (3.2) has one positive equilibrium $\left(u^{*}, v^{*}\right)$, which is a cusp of codimension 2 .

Let $u_{1}=u-u^{*}, v_{1}=v-v^{*}$. Then system (3.2) becomes

$$
\begin{align*}
\dot{u}_{1}= & -\lambda_{2}-\frac{\lambda_{1} u^{*} v^{*}}{1+v^{*}}-\frac{\left(b+\lambda_{1}\right) u^{*} d^{2}}{b^{2}} v_{1}-u_{1}^{2}-\frac{\left(b+\lambda_{1}\right) d^{2}}{b^{2}} u_{1} v_{1} \\
& +\frac{\left(b+\lambda_{1}\right) u^{*} d^{3}}{b^{3}} v_{1}^{2}+O_{1}\left(\left(u_{1}, v_{1}\right)^{3}\right),  \tag{3.3}\\
\dot{v}_{1}= & \frac{\lambda_{1} v^{* 2}}{1+v^{*}}+\frac{\lambda_{2} v^{*}}{u^{*}}+\frac{d \lambda_{1}(b-d)}{b^{2}} v_{1}+\frac{(b-d)}{d u^{*}} u_{1}^{2}+\frac{\lambda_{1} d^{3}}{b^{3}} v_{1}^{2}+O_{2}\left(\left(u_{1}, v_{1}\right)^{3}\right) .
\end{align*}
$$

Next, we reduce system (3.3) to the normal form in successive steps. These steps are reminiscent of those performed in [28]. For simplicity, we omit the laborious steps and write down the normal form directly

$$
\begin{align*}
& \dot{u}_{2}=v_{2}  \tag{3.4}\\
& \dot{v}_{2}=\mu_{1}\left(\lambda_{1}, \lambda_{2}\right)+\mu_{2}\left(\lambda_{1}, \lambda_{2}\right) v_{2}+\frac{u^{*}(b-d) d^{7}}{2 b^{4}} u_{2}^{2}+\frac{2 u^{*} d^{2}}{b} u_{2} v_{2}+O\left(\left(\lambda, u_{1}, v_{1}\right)^{3}\right),
\end{align*}
$$

where

$$
\begin{aligned}
\mu_{1}\left(\lambda_{1}, \lambda_{2}\right)= & \left(\frac{v^{* 2}}{1+v^{*}}-\frac{d^{4}(b-d)}{4 b^{3}}+\frac{d^{9}}{16 b^{8}}+\frac{d^{4} v^{* 2}}{2\left(1+v^{*}\right) b^{2}}\right) \lambda_{1} \\
& +\left(\frac{v^{*}}{u^{*}}+\frac{v^{*} d^{4}}{2 u^{*} b^{2}}\right) \lambda_{2}+O_{1}\left((\lambda)^{2}\right), \\
\mu_{2}\left(\lambda_{1}, \lambda_{2}\right)= & \left(\frac{d(b-d)}{b^{2}}-\frac{d^{6}}{2 b^{4}}+\frac{v^{*}}{1+v^{*}}+\frac{(b-d) d^{5}}{2 b^{4}}-\frac{d^{10}}{4 b^{6}}\right) \lambda_{1}+\frac{1}{u^{*}} \lambda_{2}+O_{2}\left((\lambda)^{2}\right) .
\end{aligned}
$$

If the above parameter transformation from $\left(\lambda_{1}, \lambda_{2}\right)$ to $\left(\mu_{1}, \mu_{2}\right)$ is not singular in a small neighborhood of $\left(\lambda_{1}, \lambda_{2}\right)=(0,0)$, then by the Bogdanov-Takens theory, system (3.4) is strongly topologically equivalent to

$$
\begin{align*}
& \dot{u}_{3}=v_{3}, \\
& \dot{v}_{3}=\mu_{1}+\mu_{2} v_{3}+u_{3}^{2}+u_{3} v_{3} . \tag{3.5}
\end{align*}
$$

By numerical computation, we know that there exist some values of parameter $(b, d)$ such that this parameter transformation is not singular in a small neighborhood of $\left(\lambda_{1}, \lambda_{2}\right)=(0,0)$. Therefore, we have the following.

Theorem 3.3. When $0<\left|h-h_{0}\right| \ll 1,0<|a-b| \ll 1$, and $0<b-d<\frac{b}{a}$, system (2.1) undergoes the cusp bifurcation of codimension 2 (i.e., the BogadnovTakens bifurcation). Hence, there exist values of the parameters $(h, a, b, d)$ such that system (2.1) has a unique unstable limit cycle for some parameter values, and system (2.1) has an unstable homoclinic loop for other parameter values.

We observe that in the model (2.1), the harvesting rate $h$ plays the key role in determining the dynamics of (2.1). When the harvesting rate $h$ tends to the critical harvesting rate $h_{0}$ and the predator capturing rate $a$ tends to the predator conversion rate $b$, Theorem 3.3 says that if the predator death rate $d$ satisfies $0<b-d<\frac{b}{a}$, then there exist some values of parameters such that the prey and predator coexist in the form of a positive equilibrium or a periodic orbit with a finite period for different initial values, respectively. And there exist other values of parameters such that the prey and predator coexist in the form of a positive equilibrium for all initial values lying inside the homoclinic loop, and the prey and predator coexist in the form of a periodic orbit with infinite period for all initial values on the homoclinic loop.
3.4. The heteroclinic bifurcation and separatrix connecting a saddlenode and a saddle bifurcation. From Theorem 2.4 , there may exist a separatrix connecting the saddle-node $\left(x^{*}, y^{*}\right)$ and the saddle $\left(x_{2}, 0\right)$ when $a<b, 0<b-d<\frac{b}{a}$, and $h=h_{0}$. By Theorem 2.5, the saddle-node $\left(x^{*}, y^{*}\right)$ separates into two hyperbolic equilibria, $\left(x_{1}^{*}, y_{1}^{*}\right)$ and $\left(x_{2}^{*}, y_{2}^{*}\right)$. Thus, when $a<b, 0<b-d<\frac{b}{a}$, and $0<h<h_{0}$, the separatrix connecting is broken and the separatrix connecting a saddle-node and a saddle bifurcation occurs. There are only three possibilities for the separatrix of saddle $\left(x_{2}, 0\right)$ of system (2.1): (i) the separatrix of saddle $\left(x_{2}, 0\right)$ tends to the stable focus $\left(x_{2}^{*}, y_{2}^{*}\right)$; (ii) there exists a heteroclinic orbit connecting saddles $\left(x_{2}, 0\right)$ and $\left(x_{1}^{*}, y_{1}^{*}\right)$; (iii) the separatrix of saddle $\left(x_{2}, 0\right)$ goes out of the first quadrant. If possibility (ii) occurs, then system (2.1) undergoes the heteroclinic bifurcation. Because of technical problems, we cannot determine the exact bifurcation points.

The existence of the heteroclinic bifurcation and separatrix connecting a saddlenode and a saddle bifurcation implies that the prey and predator can coexist in the form of two positive equilibria for some initial values.
4. Discussion. Our systematic work on system (2.1) reveals that the ratiodependent model with a constant rate harvesting is more interesting and richer in dynamics compared to the ratio-dependent model. It has been shown that the nonzero constant prey harvesting rate prevents mutual extinction as a possible outcome of predator-prey interaction. Biologically, there is still a lot of work to do in this area. For example, it would be interesting to see what the behavior of model (1.2) would be when the harvesting constant is in the predator equation. Ideally, we would be interested in studying model (1.2) with both predator and prey harvesting constants since we usually harvest, or would like to harvest, both populations. In [8], [9], and [10], Brauer and Soudack noticed some different types of dynamics whether the harvesting was in the prey or in the predator equation for a class of predator-prey system. Mathematically, we would like to point out here that our analysis of model (2.1) is a first look at the local bifurcations of the degenerate saddle-node of codimension 4, but it is far from complete. Many questions on the dynamics of the unfoldings of the saddle-node singularity of codimension 4 remain untouched. To the best of our knowledge, there are four kinds of Bogadnov-Takens-type singularity (cusp, saddle, focus, elliptic) of codimension 3, and the unfoldings of these singularities of codimension 3 are extremely complicated (cf. [19], [27], [12] and therein). The dynamical features of codimension 4 are so rich that a full description of the topology of the unfolding seems hopeless. Luckily, however, we see that there have been some perfect works that deal with the unfoldings of singularity of saddle (or cusp or elliptic) of codimension 4 (cf. [15], [16], [17], [18], [25]). In those papers, delicate results such as the limit cycles, their number, and bifurcation patterns are discussed. And it is interesting that the bifurcation of these singularities of codimension 4 can undergo the bifurcation of only the same type as singularity of codimension 3. Different from the known results of codimension 4 , the bifurcation of the saddle-node singularity of codimension 4 can undergo the bifurcation of different-type singularity of codimension 3 from the following arguments. The canonical family of the saddle-node singularity of codimension 4 is

$$
\begin{align*}
& \dot{x}=y \\
& \dot{y}=\epsilon x^{4}+\mu_{3} x^{2}+\mu_{2} x+\mu_{1}+y\left(\mu_{4}+b x+c x^{3}\right) \tag{4.1}
\end{align*}
$$

where $\epsilon= \pm 1, c, b>0$ are parameters, and $0<\left|\mu_{i}\right| \ll 1, i=1,2, \ldots, 4$, are small parameters.

The number of equilibrium points of system (4.1) depends on the number of real roots of

$$
\begin{equation*}
\epsilon x^{4}+\mu_{3} x^{2}+\mu_{2} x+\mu_{1}=0 \tag{4.2}
\end{equation*}
$$

If (4.2) has a multiple real root with multiplicity 3 , then system (4.1) has a singularity of codimension 3. The singularity can be saddle, focus, or elliptic depending on the different values of parameters $\left(\mu_{1}, \mu_{2}, \mu_{3}\right)$ and $b$, respectively. Thus, the unfoldings of the saddle-node singularity of codimension 4 should undergo the saddle, focus, and elliptic bifurcations of codimension 3 generally when the values of parameters vary. Its detailed qualitative and general dynamical picture of the unfoldings of the saddlenode singularity of codimension 4 remain to be seen. Naturally, these interesting topics should be pursued in the future.

It is a pity that system (2.1) does not have the singularity of codimension 3 for all possible values of original parameters in $R_{+}^{2}$. Thus, system (2.1) cannot be a universal unfolding of the saddle-node singularity of codimension 4. Hence, system (2.1) is only an unfolding of the saddle-node singularity of codimension 4 , which leads to some bifurcations and loses some bifurcations for all possible values of parameters; for example, system (2.1) may undergo the separatrix connecting a saddle-node and a saddle bifurcation and the heteroclinic bifurcation according to the results of the saddle bifurcation of codimension 3 in [19] and [27], but system (2.1) cannot undergo the bifurcation of heteroclinic connections of two hyperbolic saddle which are produced by the saddle bifurcation of codimension 3 .

Appendix A. Proof of Theorem 2.2. Since we consider the topological structure of orbits of system (2.1) in a small neighborhood of $\left(x_{0}, y_{0}\right)$, we make the following change of variable:

$$
u=x, \quad v=\frac{y}{x}
$$

There exists a neighborhood $N_{\left(x_{0}, y_{0}\right)}$ of $\left(x_{0}, y_{0}\right)$ such that system (2.1) in $N_{\left(x_{0}, y_{0}\right)}$ is differential homeomorphic to the following system in a neighborhood $\bar{N}_{\left(u_{0}, v_{0}\right)}$ of $\left(u_{0}, v_{0}\right)$, where $u_{0}=\frac{1}{2}, v_{0}=0$,

$$
\begin{align*}
\dot{u} & =u(1-u)-\frac{a u v}{1+v}-\frac{1}{4} \\
\dot{v} & =v\left(-d+\frac{b}{1+v}\right)-v(1-u)+\frac{a v^{2}}{1+v}+\frac{v}{4 u} \tag{A.1}
\end{align*}
$$

Moving the equilibrium $\left(\frac{1}{2}, 0\right)$ to the origin, system (A.1) becomes

$$
\begin{align*}
& \dot{u}=-\frac{1}{2} a v-u^{2}-a u v+\frac{1}{2} a v^{2}+a u v^{2}-\frac{1}{2} a v^{3}-a u v^{3}+\frac{1}{2} a v^{4}+O\left((u, v)^{5}\right)  \tag{A.2}\\
& \dot{v}=(b-d) v+(a-b) v^{2}+2 u^{2} v+(b-a) v^{3}+(a-b) v^{4}-4 u^{3} v+O\left((u, v)^{5}\right)
\end{align*}
$$

The conclusion (i) comes from straightforward analysis of system (A.2), as used in [30].
When $b-d=0$, we use the procedure, used in [28], to reduce system (A.2) via the normal form method. Let

$$
w_{1}=-\frac{2}{a} u, \quad z_{1}=v
$$

We have

$$
\begin{align*}
\dot{w}_{1} & =z_{1}+\frac{a}{2} w_{1}^{2}-a w_{1} z_{1}-z_{1}^{2}+a w_{1} z_{1}^{2}+z_{1}^{3}-a w_{1} z_{1}^{3}-z_{1}^{4}+O\left(\left(w_{1}, z_{1}\right)^{5}\right), \\
\dot{z}_{1} & =(a-b) z_{1}^{2}+\frac{a^{2}}{2} w_{1}^{2} z_{1}-(a-b) z_{1}^{3}+\frac{1}{2} a^{3} w_{1}^{3} z_{1}+(a-b) z_{1}^{4}+O\left(\left(w_{1}, z_{1}\right)^{5}\right) . \tag{A.3}
\end{align*}
$$

Consider the following $C^{\infty}$ changes of coordinates in a small neighborhood of $(0,0)$ step by step

$$
\begin{gathered}
w_{2}=w_{1}+\frac{b}{2} w_{1}^{2}+w_{1} z_{1}, \quad z_{2}=z_{1}+\frac{a}{2} w_{1}^{2}-(a-b) w_{1} z_{1} \\
w_{3}=w_{2}+\frac{a+a b+b^{2}}{6} w_{2}^{3}-\frac{a-2 b}{2} w_{2}^{2} z_{2}, \quad z_{3}=z_{2}+\frac{a b}{2} w_{2}^{3}-\frac{a b-2 a-b^{2}}{2} w_{2}^{2} z_{2}
\end{gathered}
$$

and

$$
\begin{aligned}
w_{4}= & w_{3} \\
z_{4}= & z_{3}+\left(\frac{1}{2} a^{2} b-\frac{1}{4} a^{2}-\frac{3}{4} a b^{2}\right) w_{3}^{4}+\left(\frac{1}{2} a b-\frac{1}{2} a^{2}-a^{2} b+2 a b^{2}\right) w_{3}^{3} z_{3} \\
& +\left(-a+2 a^{2}-\frac{7}{2} a b+5 b^{2}\right) w_{3}^{2} z_{3}^{2}+(4 b-2 a) w_{3} z_{3}^{3}+O\left(\left(w_{3}, z_{3}\right)^{5}\right)
\end{aligned}
$$

Then system (A.3) can be transformed into
(A.4)

$$
\begin{aligned}
\dot{w}_{4}= & z_{4} \\
\dot{z}_{4}= & a w_{4} z_{4}+\frac{1}{2} a b w_{4}^{2} z_{4}+\left(\frac{a^{3}}{2}-\frac{5}{4} a^{2} b\right) w_{4}^{4} \\
& +\left(\frac{10}{3} a^{2} b-\frac{8}{3} a b^{2}-\frac{7}{6} a^{2}-a^{3}\right) w_{4}^{3} z_{4}+\left(-a^{2}+3 a b-a^{2} b+\frac{3}{2} a b^{2}+\frac{5}{2} b^{3}\right) w_{4}^{2} z_{4}^{2} \\
& +(4 b-2 a) z_{4}^{4}+O\left(\left(w_{4}, z_{4}\right)^{5}\right)
\end{aligned}
$$

The equilibrium $(0,0)$ of system (A.4) is a degenerate saddle-node of codimension 4 if $2 a-5 b \neq 0$. The proof is completed.

Appendix B. Proof of Theorem 2.4. The existence of three equilibria comes from Lemma 2.1. Straightforward computing of the eigenvalues of the linear matrix at the equilibrium $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$, respectively, reveals that $\left(x_{1}, y_{1}\right)$ is a hyperbolic unstable node, and ( $x_{2}, y_{2}$ ) is a hyperbolic saddle in both cases. Next, we determine only the various types of dynamical behavior of the equilibrium $\left(x^{*}, y^{*}\right)$.

For simplicity, to reduce the normal form of system (2.1) at $\left(x^{*}, y^{*}\right)$, we make the following change of variable

$$
u=x, \quad v=\frac{y}{x} .
$$

This transformation of variable is a differential homeomorphism in the interior of $R_{+}^{2}$. Thus, there exists a neighborhood $B_{\left(x^{*}, y^{*}\right)}$ of $\left(x^{*}, y^{*}\right)$ such that system (2.1) in $B_{\left(x^{*}, y^{*}\right)}$ is differential homeomorphic to the following system in a neighborhood $\bar{B}_{\left(u^{*}, v^{*}\right)}$ of
$\left(u^{*}, v^{*}\right)$, where $u^{*}=\frac{b-a(b-d)}{2 b}, v^{*}=\frac{b-d}{d}$,

$$
\begin{align*}
\dot{u} & =u(1-u)-\frac{a u v}{1+v}-h_{0} \triangleq \bar{f}_{1}(u, v) \\
\dot{v} & =v\left(-d+\frac{b}{1+v}\right)-v(1-u)+\frac{a v^{2}}{1+v}+\frac{h_{0} v}{u} \triangleq \bar{f}_{2}(u, v) . \tag{B.1}
\end{align*}
$$

It is clear that the functions $\bar{f}_{1}(u, v)$ and $\bar{f}_{2}(u, v)$ are analytic functions in $\bar{B}_{\left(u^{*}, v^{*}\right)}$. Let

$$
u_{1}=u-u^{*}, \quad v_{1}=v-v^{*}
$$

Then system (B.1) can be transformed into

$$
\begin{align*}
& \dot{u}_{1}=-\frac{a u^{*} d^{2}}{b^{2}} v_{1}-u_{1}^{2}-\frac{a d^{2}}{b^{2}} u_{1} v_{1}+\frac{a u^{*} d^{3}}{b^{3}} v_{1}^{2}+g_{1}\left(u_{1}, v_{1}\right)  \tag{B.2}\\
& \dot{v}_{1}=\frac{d(a-b)(b-d)}{b^{2}} v_{1}+\frac{b-d}{d u^{*}} u_{1}^{2}+\frac{(a-b) d^{3}}{b^{3}} v_{1}^{2}+g_{2}\left(u_{1}, v_{1}\right)
\end{align*}
$$

where $g_{i}\left(u_{1}, v_{1}\right)$ is an analytic function with at least powers $u_{1}^{j} v_{1}^{k}, j+k \geq 3, i=1,2$.
In the case (I), i.e., $a \neq b$, straightforward analysis, as used in [30], shows that $\left(x^{*}, y^{*}\right)$ is a saddle-node and there exist three eigendirections of $\left(x^{*}, y^{*}\right): \theta_{1}=$ $\operatorname{arctg}\left(\frac{-(a-b)(b-d)}{a d u^{*}}\right), \theta_{2}=\pi$, and $\theta_{3}=\pi+\operatorname{arctg}\left(\frac{-(a-b)(b-d)}{a d u^{*}}\right)$. Furthermore, when $a>b$, there exists a unique orbit in $R_{+}^{2}$ convergent to $\left(x^{*}, y^{*}\right)$, and all other orbits in $R_{+}^{2}$ go out of $R_{+}^{2}$ by crossing the $y$-axis. Hence, there does not exist a separatrix connecting the saddle-node $\left(x^{*}, y^{*}\right)$ and the saddle $\left(x_{2}, 0\right)$. When $a<b$, there exist many orbits in $R_{+}^{2}$ convergent to $\left(x^{*}, y^{*}\right)$, and the other orbits in $R_{+}^{2}$ go out of $R_{+}^{2}$ by crossing the $y$-axis. In this case, there may exist a separatrix connecting the saddlenode $\left(x^{*}, y^{*}\right)$ and the saddle $\left(x_{2}, 0\right)$. The phase portraits are shown in Figure 2.3 (both parts (I)).

In the case (II), i.e., $a=b$, let

$$
u_{2}=-\frac{b}{d^{2} u^{*}} u_{1}, \quad v_{2}=v_{1}
$$

Then system (B.2) becomes

$$
\begin{align*}
& \dot{u}_{2}=v_{2}+\frac{u^{*} d^{2}}{b} u_{2}^{2}-\frac{d^{2}}{b} u_{2} v_{2}-\frac{d}{b} v_{2}^{2}+\bar{g}_{1}\left(u_{2}, v_{2}\right)  \tag{B.3}\\
& \dot{v}_{2}=\frac{u^{*} d^{3}(b-d)}{b^{2}} u_{2}^{2}+\bar{g}_{2}\left(u_{2}, v_{2}\right)
\end{align*}
$$

where $\bar{g}_{i}\left(u_{2}, v_{2}\right)$ is an analytic function with at least powers $u_{2}^{j} v_{2}^{k}, j+k \geq 3, i=1,2$.
We make the following near-identity changes of variables of system (B.3) in a small neighborhood of $(0,0)$,

$$
u_{3}=u_{2}+\frac{d^{2}}{2 b} u_{2}^{2}+\frac{d}{b} u_{2} v_{2}, \quad v_{3}=v_{2}+\frac{u^{*} d^{2}}{b} u_{2}^{2}
$$

and

$$
u_{4}=u_{3}, \quad v_{4}=v_{3}+O_{1}\left(\left|\left(u_{3}, v_{3}\right)\right|^{3}\right)
$$

Then by two steps, system (B.3) becomes the normal form of the cusp of codimension 2

$$
\begin{align*}
& \dot{u}_{4}=v_{4} \\
& \dot{v}_{4}=\frac{u^{*} d^{3}(b-d)}{b^{2}} u_{4}^{2}+\frac{2 u^{*} d^{2}}{b} u_{4} v_{4}+O\left(\left|\left(u_{4}, v_{4}\right)\right|^{3}\right), \tag{B.4}
\end{align*}
$$

where $O\left(\left|\left(u_{4}, v_{4}\right)\right|^{3}\right)$ is of the same order infinity.
Hence, the equilibrium $(0,0)$ of system (B.4) is a cusp of codimension 2, i.e., the equilibrium $\left(x^{*}, y^{*}\right)$ is a cusp of codimension 2, or a Bogdanov-Takens singularity. The phase portrait is shown in Figure 2.3 (II).

Since the closed orbit must include the equilibria in its interior and since the total sum of index of these equilibria equals one, system (2.1) does not have a closed orbit in $R_{+}^{2}$ under the conditions of (I) and (II). This completes the proof of the theorem.
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#### Abstract

Boundary value problems of a one-dimensional steady-state Poisson-Nernst-Planck (PNP) system for ion flow through a narrow membrane channel are studied. By assuming the ratio of the Debye length to a characteristic length to be small, the PNP system can be viewed as a singularly perturbed problem with multiple time scales and is analyzed using the newly developed geometric singular perturbation theory. Within the framework of dynamical systems, the global behavior is first studied in terms of limiting fast and slow systems. It is rather surprising that a complete set of integrals is discovered for the (nonlinear) limiting fast system. This allows a detailed description of the boundary layers for the problem. The slow system itself turns out to be a singularly perturbed one, too, which indicates that the singularly perturbed PNP system has three different time scales. A singular orbit (zeroth order approximation) of the boundary value problem is identified based on the dynamics of limiting fast and slow systems. An application of the geometric singular perturbation theory gives rise to the existence and (local) uniqueness of the boundary value problem.
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1. Introduction. Poisson-Nernst-Planck (PNP) systems serve as basic electrodiffusion equations modeling, for example, ion flow through membrane channels, and transport of holes and electrons in semiconductors (see [1, 2, 11, 14] and references therein). In the context of ion flow through a membrane channel, the flow of ions is driven by their concentration gradients and by the electric field modeled together by the Nernst-Planck equations, and the electric field is in turn governed by the ion concentrations through the Poisson equation. To motivate the one-dimensional PNP system to be studied, we give a brief account of the modeling. We will be interested in flow of two types of ions through a narrow membrane channel. For practical purposes, the narrow membrane channel through which ions flow is tubelike with a small aspect ratio and, in this regard, it is natural to approximate the channel as a one-dimensional object (see, e.g., $[1,2]$ ). Now consider flow of two types of ions, $S_{1}$ and $S_{2}$, with valences $\alpha>0$ and $-\beta<0$, passing through an ion channel viewed as a line segment. Let $x$ be the coordinate along the channel normalized from $x=0$ to $x=1$. Denote the concentrations of $S_{1}$ and $S_{2}$ at location $x$ and at time $t$ by $c_{1}(t, x)$ and $c_{2}(t, x)$. Then the electric potential $\phi(t, x)$ in the channel at time $t$ is determined by the Poisson equation

$$
\frac{\partial^{2} \phi}{\partial x^{2}}=-\frac{1}{\epsilon^{2}}\left(\alpha c_{1}-\beta c_{2}\right)
$$

where the parameter $\epsilon^{2}$ is related to the ratio of the Debye length to a characteristic length scale. The flux densities, $\bar{J}_{1}$ and $\bar{J}_{2}$, of the two ions contributed from the concentration gradients of the two ions and the electric field satisfy the Nernst-Planck

[^43]equations
$$
D_{1}\left(\frac{\partial c_{1}}{\partial x}+\alpha c_{1} \frac{\partial \phi}{\partial x}\right)=-\bar{J}_{1}, \quad D_{1}\left(\frac{\partial c_{2}}{\partial x}-\beta c_{2} \frac{\partial \phi}{\partial x}\right)=-\bar{J}_{2},
$$
where $D_{1}$ and $D_{2}$ are the diffusion constants of ions $S_{1}$ and $S_{2}$ relative to the membrane channel, together with the conservation of mass
$$
\frac{\partial c_{1}}{\partial t}+\frac{\partial \bar{J}_{1}}{\partial x}=0, \quad \frac{\partial c_{2}}{\partial t}+\frac{\partial \bar{J}_{2}}{\partial x}=0 .
$$

Combining the above equations, we obtain the one-dimensional PNP system as a simplified model for flow of two ions through a narrow membrane channel:

$$
\begin{gather*}
\epsilon^{2} \frac{\partial^{2} \phi}{\partial x^{2}}=-\left(\alpha c_{1}-\beta c_{2}\right), \quad \frac{\partial c_{1}}{\partial t}+\frac{\partial \bar{J}_{1}}{\partial x}=0, \quad \frac{\partial c_{2}}{\partial t}+\frac{\partial \bar{J}_{2}}{\partial x}=0 \\
D_{1}\left(\frac{\partial c_{1}}{\partial x}+\alpha c_{1} \frac{\partial \phi}{\partial x}\right)=-\bar{J}_{1}, \quad D_{1}\left(\frac{\partial c_{2}}{\partial x}-\beta c_{2} \frac{\partial \phi}{\partial x}\right)=-\bar{J}_{2} \tag{1}
\end{gather*}
$$

To understand the asymptotic behavior that is most relevant from a physical point of view, the first step is to study the steady-state problem. On one hand, steady-state solutions are among those that are responsible for the global structure of the full system and, on the other hand, they often represent asymptotic states of solutions of general initial conditions. In this work, we study boundary value problems of the one-dimensional steady-state PNP system. The corresponding system is

$$
\begin{array}{cl}
\epsilon^{2} \frac{d^{2} \phi}{d x^{2}}=-\left(\alpha c_{1}-\beta c_{2}\right), & \frac{d J_{1}}{d x}=0, \quad \frac{d J_{2}}{d x}=0,  \tag{2}\\
\frac{d c_{1}}{d x}+\alpha c_{1} \frac{d \phi}{d x}=-J_{1}, & \frac{d c_{2}}{d x}-\beta c_{2} \frac{d \phi}{d x}=-J_{2},
\end{array}
$$

where $J_{1}=\bar{J}_{1} / D_{1}$ and $J_{2}=\bar{J}_{2} / D_{2}$, and the boundary conditions are

$$
\begin{array}{rll}
\phi(0)=v_{0}, & c_{1}(0)=L_{1}, & c_{2}(0)=L_{2}, \\
\phi(1)=0, & c_{1}(1)=R_{1}, & c_{2}(1)=R_{2} . \tag{3}
\end{array}
$$

Many mathematical works have been done on the existence, uniqueness, and qualitative properties of boundary value problems even for high dimensional systems, and algorithms have been developed toward numerical approximations (see, e.g., [5, 6, $13,7]$ ). Under the assumption that $\epsilon \ll 1$, the problem can be viewed as a singularly perturbed system. Typical solutions of singularly perturbed systems exhibit different time scales; for example, boundary and internal layers (inner solutions) evolve at fast pace and regular layers (outer solutions) vary slowly. For the boundary value problems (2) and (3), there are two boundary layers, one at each end. Physically, near boundaries $x=0$ and $x=1$, the potential function $\phi(x)$ and the concentration functions $c_{1}(x)$ and $c_{2}(x)$ exhibit a large gradient or a sharp change. In [2], for $\alpha=\beta=$ 1 , the boundary value problem was studied using the method of matched asymptotic expansions as well as numerical simulations, which provide a good quantitative and qualitative understanding of the problem.

We also treat the problem as a singularly perturbed one by assuming $\epsilon \ll 1$ but for general $\alpha$ and $\beta$. Our approach uses the newly developed geometric singular perturbation theory (see, e.g., $[4,8,10,12]$ ). The basic ideas behind this theory for boundary value problems are
(i) to derive, based on different time scales of the system, various limiting systems for $\epsilon=0$ and examine their dynamical structures;
(ii) to construct a singular orbit (zeroth order approximation) consisting of orbits of limiting systems, which include boundary layers, regular layers, and, sometimes, internal layers;
(iii) to show that there are true solutions near the singular orbit for $\epsilon>0$.

Since limiting systems essentially have lower order than the full system, it is often easier to study which make (i) useful. Understanding the dynamics of limiting subsystems allows one to carry out (ii). The most difficult part is the task (iii). It requires us to investigate the interaction between the fast and slow dynamics. A successful type of results is called the exchange lemma (see, e.g., $[8,10,15,12]$ ). Its objective is to track the smooth configuration of an invariant manifold as it passes regions overlapping different time scales. For boundary value problems, two invariant manifolds, say, $M_{L}$ and $M_{R}$, will be tracked: $M_{L}$ will be the trace of one boundary under the flow, and $M_{R}$ will be the trace of the other boundary. The existence of a solution for $\epsilon>0$ is then reduced to the nontrivial intersection of $M_{L}$ and $M_{R}$. This is where the exchange lemma comes in to play the crucial role. This approach provides not only a construction of a limiting solution but also a direct verification of the validity of the limiting solution.

The rest of the paper is organized as follows. Section 2 contains three subsections. In section 2.1, the PNP system (2) is rewritten as a singularly perturbed system of first order equations, and the boundary value problem is converted to a connecting problem. Two systems, slow and fast systems, with different scales are first identified according to different time scales, and some general aspects of dynamical system theory are laid out for the boundary value problem. The boundary layer behavior governed by the limiting fast system is studied in section 2.2. It is rather surprising that a complete set of integrals is discovered for the nonlinear limiting fast system which allows a detailed study of the boundary layer behavior. (The physical meanings of the integrals remain unclear.) The regular layers governed by the slow flow are analyzed in section 2.3. It turns out that the slow system itself is a singularly perturbed one which is examined using again the geometric singular perturbation theory. In section 3, we construct a singular orbit of the boundary value problem and apply the exchange lemma to show the existence and uniqueness of a solution near the singular orbit. A derivation of the integrals of the fast system is given in section 4 as an appendix.

## 2. A dynamical system framework.

2.1. A basis of geometric singular perturbation theory. We will recast the singularly perturbed PNP system into a system of first order equations. This singularly perturbed system corresponds to the slow scale which is suitable for understanding dynamics within the membrane channel. A fast scale system can be derived through a change of scale of the independent variable $x$, which can be used to capture the sharp boundary behavior. Slow and fast systems of the singularly perturbed PNP system are equivalent for $\epsilon \neq 0$, but their limits are not: they provide complementary limiting information for the full system. We begin with a dynamical system formulation of the singularly perturbed PNP system (2).

Denote derivatives with respect to $x$ by overdot symbols and introduce

$$
u=\epsilon \dot{\phi}, \quad v=\beta c_{2}-\alpha c_{1}, \quad w=\alpha^{2} c_{1}+\beta^{2} c_{2}, \quad \text { and } \quad \tau=x
$$

System (2) becomes

$$
\begin{align*}
\epsilon \dot{\phi} & =u, \quad \epsilon \dot{u}=v, \quad \epsilon \dot{v}=u w-\epsilon\left(\beta J_{2}-\alpha J_{1}\right) \\
\epsilon \dot{w} & =\alpha \beta u v+(\beta-\alpha) u w-\epsilon\left(\alpha^{2} J_{1}+\beta^{2} J_{2}\right)  \tag{4}\\
\dot{J}_{1} & =0, \quad \dot{J}_{2}=0, \quad \dot{\tau}=1
\end{align*}
$$

System (4) will be treated as a dynamical system with the phase space $\mathbb{R}^{7}$, and the independent variable $x$ will be viewed as time. The boundary condition (3) becomes

$$
\begin{array}{ccc}
\phi(0)=v_{0}, & v(0)=\beta L_{2}-\alpha L_{1}, & w(0)=\alpha^{2} L_{1}+\beta^{2} L_{2}, \\
\phi(1)=0, & v(1)=\beta R_{2}-\alpha R_{1}, & w(1)=\alpha^{2} R_{1}+\beta^{2} R_{2}, \tag{5}
\end{array} \quad \tau(1)=1 .
$$

Formulation of high order equations into dynamical systems of first order equations is not unique. For the boundary value problem considered in this paper, two issues need particular attention. One is toward the derivative of $\phi(x)$. Since $\phi(x)$ is expected to have large derivatives near the boundaries, the introduction of $u=\epsilon \dot{\phi}$ seems natural. The introduction of a new variable $\tau=x$ is a special treatment for boundary value problems. The small price paid is the addition of an extra dimension with trivial dynamics to the phase space. The apparent advantage is that, to find a solution of the boundary value problem, one needs only an orbit from one boundary to the other without worrying how much time it takes the orbit to move from one side to the other: it is automatically 1 since, as a component of the orbit, $\tau=x$ will vary from 0 to 1 . The change of variables from $c_{1}$ and $c_{2}$ to $v$ and $w$ is motivated purely from the analysis point of view.

Observe that by setting $\epsilon=0$ in system (4), we get $u=v=0$. The set $\mathcal{Z}_{0}=\{u=$ $v=0\}$ is called the slow manifold which supports the regular layer of the boundary value problem. The regular layer will not satisfy all conditions in (5) if $\beta L_{2}-\alpha L_{1} \neq 0$ or $\beta R_{2}-\alpha R_{1} \neq 0$, and this defect has to be remedied by boundary layers. To examine boundary layer behavior, we will now derive a system, the fast system, with a time scale different from that of (4). This will be achieved through the following rescaling of time (independent variable) for dependent variables:

$$
\begin{gathered}
\Phi(\xi)=\phi(\epsilon \xi), U(\xi)=u(\epsilon \xi), \quad V(\xi)=v(\epsilon \xi), W(\xi)=w(\epsilon \xi) \\
I_{i}(\xi)=J_{i}(\epsilon \xi), \text { and } T(\xi)=\tau(\epsilon \xi)
\end{gathered}
$$

Note that capital letters for same dependent variables are used to indicate merely different time scales. In terms of $\xi$, we obtain the fast system of (4):

$$
\begin{align*}
\Phi^{\prime} & =U, \quad U^{\prime}=V, \quad V^{\prime}=U W-\epsilon\left(\beta I_{2}-\alpha I_{1}\right) \\
W^{\prime} & =\alpha \beta U V+(\beta-\alpha) U W-\epsilon\left(\alpha^{2} I_{1}+\beta^{2} I_{2}\right)  \tag{6}\\
I_{1}^{\prime} & =0, \quad I_{2}^{\prime}=0, \quad T^{\prime}=\epsilon
\end{align*}
$$

where the prime symbol denotes the derivative with respect to the variable $\xi$. The limiting fast system at $\epsilon=0$ is

$$
\begin{align*}
& \Phi^{\prime}=U, \quad U^{\prime}=V, \quad V^{\prime}=U W, \quad W^{\prime}=\alpha \beta U V+(\beta-\alpha) U W \\
& I_{1}^{\prime}=0, \quad I_{2}^{\prime}=0, \quad T^{\prime}=0 \tag{7}
\end{align*}
$$

The slow manifold $\mathcal{Z}_{0}$ is precisely the set of equilibria of (7).

Now let $B_{L}$ and $B_{R}$ be the subsets of $\mathbb{R}^{7}$ defined, respectively, by

$$
\begin{align*}
& B_{L}=\left\{\phi=v_{0}, v=\beta L_{2}-\alpha L_{1}, w=\alpha^{2} L_{1}+\beta^{2} L_{2}, \tau=0\right\} \\
& B_{R}=\left\{\phi=0, v=\beta R_{2}-\alpha R_{1}, w=\alpha^{2} R_{1}+\beta^{2} R_{2}, \tau=1\right\} \tag{8}
\end{align*}
$$

The boundary value problem is then equivalent to the following connecting problem: finding a solution of (4) from $B_{L}$ to $B_{R}$.

For $\epsilon>0$, let $M_{L}^{\epsilon}$ be the union of all forward orbits of (4) starting from $B_{L}$ and let $M_{R}^{\epsilon}$ be the union of all backward orbits starting from $B_{R}$. To obtain the existence and (local) uniqueness of a solution for the connecting problem, it thus suffices to show $M_{L}^{\epsilon}$ and $M_{R}^{\epsilon}$ intersect transversally. The intersection is exactly the orbit of a solution of the boundary value problem, and the transversality implies the local uniqueness. The strategy is to obtain a singular orbit and track the evolution of $M_{L}^{\epsilon}$ and $M_{R}^{\epsilon}$ along the singular orbit. As discussed in the introduction, a singular orbit will be a union of orbits of subsystems of (4) with different time scales.

The boundary layers will be two orbits of (7): one from $B_{L}$ to $\mathcal{Z}_{0}$ in forward time along the stable manifold of $\mathcal{Z}_{0}$ and the other from $B_{R}$ to $\mathcal{Z}_{0}$ in backward time along the unstable manifold of $\mathcal{Z}_{0}$. The two boundary layers will be connected by a regular layer on $\mathcal{Z}_{0}$, which is an orbit of a limiting system of (4). The next two subsections are devoted to the study of boundary layers and regular layers.
2.2. Fast dynamics and boundary layers. We start with the study of boundary layers governed by system (7). This system has many invariant structures that are useful for characterizing the global dynamics.

The slow manifold $\mathcal{Z}_{0}=\{U=V=0\}$ consisting entirely of equilibria of system (7) is a five-dimensional manifold of the phase space $\mathbb{R}^{7}$. For each equilibrium $z=\left(\Phi, 0,0, W, I_{1}, I_{2}, T\right) \in \mathcal{Z}_{0}$, the linearization of system (7) has five zero eigenvalues corresponding to the dimension of $\mathcal{Z}_{0}$, and two eigenvalues in directions normal to $\mathcal{Z}_{0}$. The latter two eigenvalues and their associated eigenvectors are given by

$$
\begin{equation*}
\lambda_{ \pm}= \pm \sqrt{W} \text { and } n_{ \pm}=\left(( \pm \sqrt{W})^{-1}, 1, \pm \sqrt{W}, \pm(\beta-\alpha) \sqrt{W}, 0,0,0\right)^{\tau} \tag{9}
\end{equation*}
$$

Thus, every equilibrium has a one-dimensional stable manifold and a one-dimensional unstable manifold. The global configurations of the stable and unstable manifolds will be needed for the boundary layer behavior. For any constants $I_{1}^{*}, I_{2}^{*}$, and $T^{*}$, the set $\mathcal{N}=\left\{I_{1}=I_{1}^{*}, I_{2}=I_{2}^{*}, T=T^{*}\right\}$ is a four-dimensional invariant subspace of the phase space $\mathbb{R}^{7}$.

Surprisingly, system (7) possesses a complete set of integrals with which the dynamics can be fully analyzed; in particular, the stable and unstable manifolds can be characterized and the behavior of boundary layers can be described in detail.

Proposition 2.1. (i) System (7) has a complete set of six integrals given by

$$
\begin{gathered}
H_{1}=W-(\beta-\alpha) V-\frac{\alpha \beta}{2} U^{2}, H_{2}=\Phi-\frac{\ln |W+\alpha V|}{\beta}, \\
H_{3}=|W+\alpha V|^{\alpha}|W-\beta V|^{\beta}, H_{4}=I_{1}, H_{5}=I_{2}, \quad \text { and } H_{6}=T
\end{gathered}
$$

where the argument of $H_{i}$ 's is $\left(\Phi, U, V, W, I_{1}, I_{2}, T\right)$.
(ii) The stable and unstable manifolds $W^{s}\left(\mathcal{Z}_{0}\right)$ and $W^{u}\left(\mathcal{Z}_{0}\right)$ of $\mathcal{Z}_{0}$ are characterized as follows:

$$
W^{s}\left(\mathcal{Z}_{0}\right)=\cup\left\{W^{s}\left(z^{*}\right): z^{*} \in \mathcal{Z}_{0}\right\} \quad \text { and } W^{u}\left(\mathcal{Z}_{0}\right)=\cup\left\{W^{u}\left(z^{*}\right): z^{*} \in \mathcal{Z}_{0}\right\}
$$

and, for $z^{*}=\left(\Phi^{*}, 0,0, W^{*}, I_{1}^{*}, I_{2}^{*}, T^{*}\right) \in \mathcal{Z}_{0}$, a point $z=\left(\Phi, U, V, W, I_{1}, I_{2}, T\right) \in W^{s}\left(z^{*}\right) \cup$ $W^{u}\left(z^{*}\right)$ if and only if

$$
H_{1}(z)=W^{*}, H_{2}(z)=\Phi^{*}-\frac{\ln W^{*}}{\beta}, H_{3}(z)=\left(W^{*}\right)^{\alpha+\beta}, I_{i}=I_{i}^{*}, T=T^{*}
$$

(iii) The stable manifold $W^{s}\left(\mathcal{Z}_{0}\right)$ intersects $B_{L}$ transversally at points with

$$
\begin{equation*}
U=-\operatorname{sgn}\left(\beta L_{2}-\alpha L_{1}\right) \sqrt{\frac{2 \alpha \beta\left(L_{1}+L_{2}\right)-2(\alpha+\beta)\left(\alpha L_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta L_{2}\right)^{\frac{\alpha}{\alpha+\beta}}}{\alpha \beta}} \tag{10}
\end{equation*}
$$

and arbitrary $I_{1}$ and $I_{2}$, where sgn is the sign function. The unstable manifold $W^{u}\left(\mathcal{Z}_{0}\right)$ intersects $B_{R}$ transversally at points with

$$
\begin{equation*}
U=\operatorname{sgn}\left(\beta R_{2}-\alpha R_{1}\right) \sqrt{\frac{2 \alpha \beta\left(R_{1}+R_{2}\right)-2(\alpha+\beta)\left(\alpha R_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta R_{2}\right)^{\frac{\alpha}{\alpha+\beta}}}{\alpha \beta}} \tag{11}
\end{equation*}
$$

and arbitrary $I_{1}$ and $I_{2}$. Let $N_{L}=B_{L} \cap W^{s}\left(\mathcal{Z}_{0}\right)$ and $N_{R}=B_{R} \cap W^{u}\left(\mathcal{Z}_{0}\right)$. Then,

$$
\begin{gathered}
\omega\left(N_{L}\right)=\left\{\left(v_{0}+\frac{1}{\alpha+\beta} \ln \frac{\alpha L_{1}}{\beta L_{2}}, 0,0,(\alpha+\beta)\left(\alpha L_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta L_{2}\right)^{\frac{\alpha}{\alpha+\beta}}, I_{1}, I_{2}, 0\right)\right\}, \\
\alpha\left(N_{R}\right)=\left\{\left(\frac{1}{\alpha+\beta} \ln \frac{\alpha R_{1}}{\beta R_{2}}, 0,0,(\alpha+\beta)\left(\alpha R_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta R_{2}\right)^{\frac{\alpha}{\alpha+\beta}}, I_{1}, I_{2}, 1\right)\right\}
\end{gathered}
$$

for all $I_{1}$ and $I_{2}$.
Proof. The statement (i) can be verified directly (see section 4 for a derivation of $\mathrm{H}_{3}$ ). The statement (ii) is a simple consequence of (i) together with the fact that $\Phi(\xi) \rightarrow \Phi^{*}, W(\xi) \rightarrow W^{*}, U(\xi) \rightarrow 0$, and $V(\xi) \rightarrow 0$ as $\xi \rightarrow \infty$ for the stable manifold and as $\xi \rightarrow-\infty$ for the unstable manifold.

For the statement (iii), we present only the proof regarding the intersection of $W^{s}\left(\mathcal{Z}_{0}\right)$ and $B_{L}$. Suppose

$$
z^{0}=\left(\Phi^{0}, U^{0}, V^{0}, W^{0}, I_{1}^{0}, I_{2}^{0}, 0\right)=\left(v_{0}, U^{0}, \beta L_{2}-\alpha L_{1}, \alpha^{2} L_{1}+\beta^{2} L_{2}, I_{1}^{0}, I_{2}^{0}, 0\right)
$$

is a point in $B_{L} \cap W^{s}\left(\mathcal{Z}_{0}\right)$. Then, using the integrals $H_{1}, H_{2}$, and $H_{3}$, the solution $z(\xi)=\left(\Phi(\xi), U(\xi), V(\xi), W(\xi), I_{1}^{0}, I_{2}^{0}, 0\right)$ of system (7) with initial condition $z(0)=z^{0}$ satisfies

$$
\begin{aligned}
& H_{1}(z(\xi))=W(\xi)-(\beta-\alpha) V(\xi)-\frac{\alpha \beta}{2} U^{2}(\xi)=A \\
& H_{2}(z(\xi))=\Phi(\xi)-\frac{\ln |W(\xi)+\alpha V(\xi)|}{\beta}=B \\
& H_{3}(z(\xi))=|W(\xi)+\alpha V(\xi)|^{\alpha}|W(\xi)-\beta V(\xi)|^{\beta}=C
\end{aligned}
$$

for some constants $A, B$, and $C$, and for all $\xi$. Since $U(\xi) \rightarrow 0$ and $V(\xi) \rightarrow 0$ as $\xi \rightarrow+\infty, W(+\infty)=A$ from $H_{1}(z(\xi))=A$, and hence, $C=A^{\alpha+\beta}$ from $H_{3}(z(\xi))=C$. Now using the equations $H_{3}(z(0))=C=A^{\alpha+\beta}$ and $H_{2}(z(0))=B$, we have

$$
A=(\alpha+\beta)\left(\alpha L_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta L_{2}\right)^{\frac{\alpha}{\alpha+\beta}}, \quad B=v_{0}-\frac{\ln \left((\alpha+\beta) \beta L_{2}\right)}{\beta}
$$

Then, from $H_{1}(z(0))=A$ and $H_{2}(z(\infty))=B$, one has

$$
U^{0}=-\operatorname{sgn}\left(V^{0}\right) \sqrt{\frac{2\left(\alpha \beta\left(L_{1}+L_{2}\right)-A\right)}{\alpha \beta}} \text { and } \Phi(+\infty)=v_{0}+\frac{1}{\alpha+\beta} \ln \frac{\alpha L_{1}}{\beta L_{2}}
$$

The choice of the sign for $U^{0}$ comes from the consideration that the stable eigenvector $n_{-}$in (9) has $U$ and $V$ components with opposite signs. Thus, $B_{L}$ and $W^{s}\left(\mathcal{Z}_{0}\right)$ intersect at the points with $U=U^{0}$ given above, and all $I_{1}$ and $I_{2}$. If $N_{L}=B_{L} \cap$ $W^{s}\left(\mathcal{Z}_{0}\right)$, then $\omega\left(N_{L}\right)=\left\{\left(\Phi(+\infty), 0,0, W(+\infty), I_{1}, I_{2}, 0\right)\right\}$. The above formulas for $\Phi(+\infty)$ and $W(+\infty)=A$ give the desired characterization of $\omega\left(N_{L}\right)$. Lastly, since the stable manifold is completely characterized, one can compute its tangent space at each intersection point to verify the transversality of the intersection. It is slightly complicated but straightforward. We will omit the detail here.

Part (iii) of this result implies that the boundary layer on the left end will be an orbit of (7) from $\left(v_{0}, U_{L}, \beta L_{2}-\alpha L_{1}, \alpha^{2} L_{1}+\beta^{2} L_{2}, I_{1}, I_{2}, 0\right) \in B_{L}$ to the point

$$
z_{L}=\left(v_{0}+\frac{1}{\alpha+\beta} \ln \frac{\alpha L_{1}}{\beta L_{2}}, 0,0,(\alpha+\beta)\left(\alpha L_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta L_{2}\right)^{\frac{\alpha}{\alpha+\beta}}, I_{1}, I_{2}, 0\right) \in \mathcal{Z}_{0}
$$

where $U_{L}$ is given by the display (10) and $I_{1}$ and $I_{2}$ are arbitrary at this moment, and that on the right end will be a backward orbit of (7) from the point $\left(0, U_{R}, \beta R_{2}\right.$ $\left.\alpha R_{1}, \alpha^{2} R_{1}+\beta^{2} R_{2}, I_{1}, I_{2}, 1\right) \in B_{R}$ to the point

$$
z_{R}=\left(\frac{1}{\alpha+\beta} \ln \frac{\alpha R_{1}}{\beta R_{2}}, 0,0,(\alpha+\beta)\left(\alpha R_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta R_{2}\right)^{\frac{\alpha}{\alpha+\beta}}, I_{1}, I_{2}, 1\right) \in \mathcal{Z}_{0}
$$

where $U_{R}$ is given by the display (11) and $I_{1}$ and $I_{2}$ are arbitrary at this moment. It turns out that there is a unique pair of numbers $I_{1}$ and $I_{2}$ so that the corresponding points $z_{L}$ and $z_{R}$ can be connected by a regular layer solution on $\mathcal{Z}_{0}$. The regular orbit together with the two boundary layer orbits provides the singular orbit.

Remark 2.1. The integrals $H_{2}$ and $H_{3}$ imply that

$$
\tilde{H}_{2}=\Phi+\frac{\ln |W-\beta V|}{\alpha}
$$

is also an integral which can be viewed as the symmetric part to $H_{2}$.
To find the explicit expressions of the boundary layers from $B_{L}$ and $B_{R}$ to $\mathcal{Z}_{0}$, there are certain technical difficulties. But for some special cases, for example, $\alpha=\beta$, or $\alpha=2$ and $\beta=1$, or $\alpha=1$ and $\beta=2$, the difficulty can be overcome. In particular, our results for the case $\alpha=\beta=1$ agree with those in [2], and we provide the detail below for demonstration.

Corollary 2.2. If $\alpha=\beta=1$, then the expressions of the solutions from $B_{L}$ and $B_{R}$ to $\mathcal{Z}_{0}$ can be explicitly given.

Proof. We will derive the solution from $B_{L}$ to $\mathcal{Z}_{0}$ for general $\alpha$ and $\beta$ first. Let $r=W+\alpha V$ and $s=W-\beta V$. Then, $r^{\alpha} s^{\beta}=A^{\alpha+\beta}$, where $A$ is as in Proposition 2.1, $W=(\beta r+\alpha s) /(\alpha+\beta)$, and $V=(r-s) /(\alpha+\beta)$. Using the equations in (7), one gets

$$
r^{\prime}= \pm \sqrt{\frac{2 \beta}{\alpha(\alpha+\beta)}} r \sqrt{\alpha r+\beta A^{\frac{\alpha+\beta}{\beta}} r^{-\frac{\alpha}{\beta}}-(\alpha+\beta) A} .
$$

The technical difficulty mentioned above for general $\alpha$ and $\beta$ is the integration of this equation. Once $r$ is found, the rest can be explicitly solved. The equation can be integrated for the cases mentioned above. We now carry out the rest of the analysis for $\alpha=\beta=1$.

Without loss of generality, we assume $L_{2}>L_{1}$. Then, $A=2 \sqrt{L_{1} L_{2}}$ and

$$
r^{\prime}=-\sqrt{r}\left(r-2 \sqrt{L_{1} L_{2}}\right)
$$

Solving the equation and using $r(0)=W(0)+V(0)=2 L_{2}$, one gets

$$
r=\frac{A\left(1+c e^{-\sqrt{A} \xi}\right)^{2}}{\left(1-c e^{-\sqrt{A} \xi}\right)^{2}}, \quad \text { where } c=\frac{L_{2}^{1 / 4}-L_{1}^{1 / 4}}{L_{2}^{1 / 4}+L_{1}^{1 / 4}}
$$

Thus,

$$
\begin{gathered}
s=\frac{A^{2}}{r}=\frac{A\left(1-c e^{-\sqrt{A} \xi}\right)^{2}}{\left(1+c e^{-\sqrt{A} \xi}\right)^{2}}, W=\frac{r+s}{2}=A\left(1+\frac{8 c^{2} e^{-2 \sqrt{A} \xi}}{\left(1-c^{2} e^{-2 \sqrt{A} \xi}\right)^{2}}\right) \\
V=\frac{r-s}{2}=\frac{4 A c e^{-\sqrt{A} \xi}\left(1+c^{2} e^{-2 \sqrt{A} \xi}\right)}{\left(1-c^{2} e^{-2 \sqrt{A} \xi}\right)^{2}}, U=-\sqrt{2 W-2 A}=-\frac{4 \sqrt{A} c e^{-\sqrt{A} \xi}}{1-c^{2} e^{-2 \sqrt{A} \xi}}, \\
\Phi=B+\ln (W+V)=v_{0}+\frac{1}{2} \ln \frac{L_{1}}{L_{2}}+2 \ln \left|\frac{1+c e^{-\sqrt{A} \xi}}{1-c e^{-\sqrt{A} \xi}}\right|
\end{gathered}
$$

The expression for $\Phi$ is obtained by either using the integral $H_{2}$ and the solutions for $V$ and $W$ or by directly integrating $\Phi^{\prime}=U$ from $U$.
2.3. Slow dynamics and regular layers. We now examine the slow flow in the vicinity of the slow manifold $\mathcal{Z}_{0}=\{u=v=0\}$ for regular layers. If we take $\epsilon=0$ in system (4), we get $u=v=0$ and

$$
\dot{J}_{1}=0, \dot{J}_{2}=0, \dot{\tau}=1
$$

The information on $\phi$ and $w$ is lost. This indicates that the slow flow in the vicinity of $\mathcal{Z}_{0}$ is itself a singular perturbation problem. To see this, we zoom into an $O(\epsilon)-$ neighborhood of $\mathcal{Z}_{0}$ by blowing up the $u$ and $v$ coordinates; that is, we make a scaling $u=\epsilon p$ and $v=\epsilon q$. System (4) becomes

$$
\begin{align*}
& \dot{\phi}=p, \quad \epsilon \dot{p}=q, \quad \epsilon \dot{q}=p w-\left(\beta J_{2}-\alpha J_{1}\right), \\
& \dot{w}=\epsilon \alpha \beta p q+(\beta-\alpha) p w-\left(\alpha^{2} J_{1}+\beta^{2} J_{2}\right),  \tag{12}\\
& \dot{J}_{1}=0, \quad \dot{J}_{2}=0, \quad \dot{\tau}=1
\end{align*}
$$

which is indeed a singular perturbation problem. When $\epsilon=0$, the system reduces to

$$
\begin{align*}
\dot{\phi} & =p, \quad 0=q, \quad 0=p w-\left(\beta J_{2}-\alpha J_{1}\right) \\
\dot{w} & =(\beta-\alpha) p w-\left(\alpha^{2} J_{1}+\beta^{2} J_{2}\right)  \tag{13}\\
\dot{J}_{1} & =0, \quad \dot{J}_{2}=0, \quad \dot{\tau}=1
\end{align*}
$$

The dynamics of $\phi$ and $w$ survives in this limiting process. For this system, the slow manifold is

$$
\mathcal{S}_{0}=\left\{p=\frac{\beta J_{2}-\alpha J_{1}}{w}, q=0\right\} .
$$

The corresponding fast system obtained by the scaling of time

$$
\Phi(\xi)=\phi(\epsilon \xi), P(\xi)=p(\epsilon \xi), Q(\xi)=q(\epsilon \xi), \text { and } W(\xi)=w(\epsilon \xi)
$$

is

$$
\begin{align*}
\Phi^{\prime} & =\epsilon P, \quad P^{\prime}=Q, \quad Q^{\prime}=P W-\left(\beta I_{2}-\alpha I_{1}\right) \\
W^{\prime} & =\epsilon^{2} \alpha \beta P Q+\epsilon(\beta-\alpha) P W-\epsilon\left(\alpha^{2} I_{1}+\beta^{2} I_{2}\right)  \tag{14}\\
I_{1}^{\prime} & =0, \quad I_{2}^{\prime}=0, \quad T^{\prime}=0
\end{align*}
$$

The limiting system of (14) when $\epsilon=0$ is

$$
\begin{align*}
& \Phi^{\prime}=0, \quad P^{\prime}=Q, \quad Q^{\prime}=P W-\left(\beta I_{2}-\alpha I_{1}\right), \\
& W^{\prime}=0, \quad I_{1}^{\prime}=0, \quad I_{2}^{\prime}=0, \quad T^{\prime}=0 . \tag{15}
\end{align*}
$$

The slow manifold $\mathcal{S}_{0}$ is the set of equilibria of (15). The eigenvalues normal to $\mathcal{S}_{0}$ are $\lambda_{ \pm}(p)= \pm \sqrt{W}$. In particular, the slow manifold $\mathcal{S}_{0}$ is normally hyperbolic, and hence, it persists for system (14) for $\epsilon>0$ small (see [4]).

The limiting slow dynamic on $\mathcal{S}_{0}$ is governed by system (13), which reads

$$
\dot{\phi}=\frac{\beta J_{2}-\alpha J_{1}}{w}, \quad \dot{w}=-\alpha \beta\left(J_{1}+J_{2}\right), \quad \dot{J}_{i}=0, \quad \dot{\tau}=1
$$

The general solution is characterized as follows: $J_{1}$ and $J_{2}$ are arbitrary constants, and

$$
\begin{align*}
\tau(x) & =\tau_{0}+x, \quad w(x)=\alpha_{0}-\alpha \beta\left(J_{1}+J_{2}\right) x \\
\phi(x) & =\phi_{0}-\frac{\beta J_{2}-\alpha J_{1}}{\alpha \beta\left(J_{1}+J_{2}\right)} \ln \left(1-\frac{\alpha \beta\left(J_{1}+J_{2}\right)}{\alpha_{0}} x\right) \tag{16}
\end{align*}
$$

where $\tau_{0}=\tau(0), \phi(0)=\phi_{0}$, and $w(0)=\alpha_{0}$. Note that if $J_{1}+J_{2}=0$, then $w(x)=\alpha_{0}$ and $\phi(x)=\phi_{0}+\left(\beta J_{2}-\alpha J_{1}\right) x / \alpha_{0}$. The latter is the limit of $\phi(x)$ in (16) as $J_{1}+J_{2} \rightarrow 0$. We thus use the unified formula (16) even if $J_{1}+J_{2}=0$.

To identify the slow portion of the singular orbit on $\mathcal{S}_{0}$, we need to examine the $\omega$-limit (resp., the $\alpha$-limit) set of $M_{L}^{\epsilon} \cap W^{s}\left(\mathcal{S}_{0}\right)$ (resp., $\left.M_{R}^{\epsilon} \cap W^{u}\left(\mathcal{S}_{0}\right)\right)$ as $\epsilon \rightarrow 0$. To do this, we fix an $O(1)$-neighborhood of $\mathcal{S}_{0}$. In terms of $U$ and $V$, this neighborhood is of order $O(\epsilon)$. For $\epsilon>0$ small, the time taken in terms of $\xi$ for $M_{L}^{\epsilon}$ and $M_{R}^{\epsilon}$ to evolve to any $O(\epsilon)$-neighborhood of $\{U=V=0\}$ is of order $O(\epsilon|\ln \epsilon|)$. Thus, the $\lambda$-lemma (see [3]) implies that $M_{L}^{\epsilon}$ (resp., $M_{R}^{\epsilon}$ ) is $C^{1} O(\epsilon)$-close to $M_{L}^{0}$ (resp., $M_{R}^{0}$ ) in any $O(\epsilon)$-neighborhood of $\{U=V=0\}$. Therefore, in an $O(1)$-neighborhood of $\mathcal{S}_{0}$ in terms of $P$ and $Q, M_{L}^{\epsilon}$ (resp., $M_{R}^{\epsilon}$ ) intersects $W^{s}\left(\mathcal{S}_{0}\right)$ (resp., $W^{u}\left(\mathcal{S}_{0}\right)$ ) transversally. And, by abusing the notation, if $N_{L}=M_{L}^{0} \cap W^{s}\left(\mathcal{S}_{0}\right)$ and $N_{R}=M_{R}^{0} \cap W^{u}\left(\mathcal{S}_{0}\right)$, then $\omega\left(N_{L}\right)$ and $\alpha\left(N_{R}\right)$ have the same descriptions as those in Proposition 2.1 with $U=V=0$ replaced by $P=\left(\beta I_{2}-\alpha I_{1}\right) / W$ and $Q=0$.

The slow orbit should be one given by (16) that connects $\omega\left(N_{L}\right)$ and $\alpha\left(N_{R}\right)$. Let $\bar{M}_{L}$ (resp., $\bar{M}_{R}$ ) be the forward (resp., backward) image of $\omega\left(N_{L}\right)$ (resp., $\alpha\left(N_{R}\right)$ ) under the slow flow (13).

Proposition 2.3. $\bar{M}_{L}$ and $\bar{M}_{R}$ intersect transversally along the unique orbit given by (16) from $x=0$ to $x=1$ with

$$
\begin{aligned}
& \tau_{0}=0, \alpha_{0}=(\alpha+\beta)\left(\alpha L_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta L_{2}\right)^{\frac{\alpha}{\alpha+\beta}}, \phi_{0}=v_{0}+\frac{1}{\alpha+\beta} \ln \frac{\alpha L_{1}}{\beta L_{2}} \\
& J_{1}=\frac{\left(\ln \frac{R_{1}}{L_{1}}-\alpha v_{0}\right)\left(\left(\alpha L_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta L_{2}\right)^{\frac{\alpha}{\alpha+\beta}}-\left(\alpha R_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta R_{2}\right)^{\frac{\alpha}{\alpha+\beta}}\right)}{\frac{\alpha \beta}{\alpha+\beta} \ln \frac{R_{1}}{L_{1}}+\frac{\alpha^{2}}{\alpha+\beta} \ln \frac{R_{2}}{L_{2}}} \\
& J_{2}=\frac{\left(\ln \frac{R_{2}}{L_{2}}+\beta v_{0}\right)\left(\left(\alpha L_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta L_{2}\right)^{\frac{\alpha}{\alpha+\beta}}-\left(\alpha R_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta R_{2}\right)^{\frac{\alpha}{\alpha+\beta}}\right)}{\frac{\beta^{2}}{\alpha+\beta} \ln \frac{R_{1}}{L_{1}}+\frac{\alpha \beta}{\alpha+\beta} \ln \frac{R_{2}}{L_{2}}}
\end{aligned}
$$

Proof. We show first that $\bar{M}_{L}$ and $\bar{M}_{R}$ intersect along the orbit with the above characterization. In view of (16) and the descriptions for $\omega\left(N_{L}\right)$ and $\alpha\left(N_{R}\right)$ in Proposition 2.1, the intersection is uniquely determined by

$$
\begin{gathered}
\tau_{0}=0, \alpha_{0}=w(0)=(\alpha+\beta)\left(\alpha L_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta L_{2}\right)^{\frac{\alpha}{\alpha+\beta}} \\
w(1)=(\alpha+\beta)\left(\alpha R_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta R_{2}\right)^{\frac{\alpha}{\alpha+\beta}} \\
\phi_{0}=\Phi(0)=v_{0}+\frac{1}{\alpha+\beta} \ln \frac{\alpha L_{1}}{\beta L_{2}}, \Phi(1)=\frac{1}{\alpha+\beta} \ln \frac{\alpha R_{1}}{\beta R_{2}} .
\end{gathered}
$$

Substituting into (16) gives

$$
\begin{aligned}
J_{1}+J_{2}= & \frac{\alpha+\beta}{\alpha \beta}\left(\left(\alpha L_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta L_{2}\right)^{\frac{\alpha}{\alpha+\beta}}-\left(\alpha R_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta R_{2}\right)^{\frac{\alpha}{\alpha+\beta}}\right), \\
\beta J_{2}-\alpha J_{1}= & \frac{(\alpha+\beta)\left(\left(\alpha L_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta L_{2}\right)^{\frac{\alpha}{\alpha+\beta}}-\left(\alpha R_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta R_{2}\right)^{\frac{\alpha}{\alpha+\beta}}\right)}{\frac{\beta}{\alpha+\beta} \ln \frac{R_{1}}{L_{1}}+\frac{\alpha}{\alpha+\beta} \ln \frac{R_{2}}{L_{2}}} \\
& \times\left(v_{0}+\frac{1}{\alpha+\beta} \ln \frac{L_{1} R_{2}}{L_{2} R_{1}}\right)
\end{aligned}
$$

which in turn yields the expressions for $J_{1}$ and $J_{2}$. To see the transversality of the intersection, it suffices to show that $\omega\left(N_{L}\right) \cdot 1$ (the image of $\omega\left(N_{L}\right)$ under the time one map of the flow of system (13)) is transversal to $\alpha\left(N_{R}\right)$ on $\mathcal{S}_{0} \cap\{\tau=1\}$. If we use $\left(\phi, w, J_{1}, J_{2}\right)$ as a coordinate system on $\mathcal{S}_{0} \cap\{\tau=1\}$, then the set $\omega\left(N_{L}\right) \cdot 1$ is given by $\left\{\left(\phi\left(J_{1}, J_{2}\right), w\left(J_{1}, J_{2}\right), J_{1}, J_{2}\right)\right\}$ with

$$
\begin{aligned}
& \phi\left(J_{1}, J_{2}\right)=v_{0}+\frac{1}{\alpha+\beta} \ln \frac{\alpha L_{1}}{\beta L_{2}}-\frac{\beta J_{2}-\alpha J_{1}}{\alpha \beta\left(J_{1}+J_{2}\right)} \ln \left(1-\frac{\alpha \beta\left(J_{1}+J_{2}\right)}{\alpha_{0}}\right), \\
& w\left(J_{1}, J_{2}\right)=(\alpha+\beta)\left(\alpha L_{1}\right)^{\frac{\beta}{\alpha+\beta}}\left(\beta L_{2}\right)^{\frac{\alpha}{\alpha+\beta}}-\alpha \beta\left(J_{1}+J_{2}\right)
\end{aligned}
$$

Thus, the tangent space to $\omega\left(N_{L}\right) \cdot 1$ restricted on $\mathcal{S}_{0} \cap\{\tau=1\}$ is spanned by $\left(\phi_{J_{1}}, w_{J_{1}}, 1,0\right)=\left(\phi_{J_{1}},-\alpha \beta, 1,0\right)$ and $\left(\phi_{J_{2}}, w_{J_{2}}, 0,1\right)=\left(\phi_{J_{2}},-\alpha \beta, 0,1\right)$. In view of the display in Proposition 2.1, the tangent space to $\alpha\left(N_{R}\right)$ restricted on $\mathcal{S}_{0} \cap\{\tau=1\}$ is spanned by $(0,0,1,0)$ and $(0,0,0,1)$. Note that $\mathcal{S}_{0} \cap\{\tau=1\}$ is four-dimensional.

Thus, it suffices to show that the above four vectors are linearly independent or, equivalently, $\phi_{J_{1}} \neq \phi_{J_{2}}$. The latter can be verified by a direct computation. Indeed, if $J_{1}+J_{2} \neq 0$ at the intersection points, then

$$
\phi_{J_{1}}-\phi_{J_{2}}=\frac{\alpha+\beta}{\alpha \beta\left(J_{1}+J_{2}\right)} \ln \left(1-\frac{\alpha \beta\left(J_{1}+J_{2}\right)}{\alpha_{0}}\right) \neq 0
$$

if $J_{1}+J_{2}=0$ at the intersection points, then $\phi\left(J_{1}, J_{2}\right)=\phi_{0}+\left(\beta J_{2}-\alpha J_{1}\right) / \alpha_{0}$ and hence $\phi_{J_{1}}-\phi_{J_{2}}=-(\alpha+\beta) / \alpha_{0} \neq 0$.
3. Main result. Based on the study of the limiting behavior of boundary layers and regular layers in the previous section, we can easily construct a singular orbit (zeroth order approximation) of the boundary value problem. To show that there indeed exists a true solution near the singular orbit, we apply the exchange lemma to show $M_{L}^{\epsilon}$ and $M_{R}^{\epsilon}$ intersect around the singular orbit.

We now state the existence and uniqueness result of the boundary value problem, which also provides the description of a singular orbit.

Theorem 3.1. Assume that $\alpha L_{1} \neq \beta L_{2}$ and $\alpha R_{1} \neq \beta R_{2}$. For $\epsilon>0$ small, the connecting problem (4), (8) has a unique solution near a singular orbit. The singular orbit is the union of two fast orbits of system (7) and one slow orbit of system (13); more precisely, with both $I_{1}=J_{1}$ and $I_{2}=J_{2}$ given in Proposition 2.3,
(i) the fast orbit representing the limiting boundary layer at $x=0$ lies on $B_{L} \cap$ $W^{s}\left(\mathcal{Z}_{0}\right)$ from $B_{L}$ to $\omega\left(N_{L}\right) \subset \mathcal{Z}_{0}$, whose starting point has the $U$-component given by (10) in Proposition 2.1;
(ii) the fast orbit representing the limiting boundary layer at $x=1$ lies on $B_{R} \cap$ $W^{u}\left(\mathcal{Z}_{0}\right)$ from $B_{R}$ to $\alpha\left(N_{R}\right) \subset \mathcal{Z}_{0}$, whose starting point has the $U$-component given by (11) in Proposition 2.1;
(iii) the slow orbit on $\mathcal{S}_{0}$ connecting the two boundary layers from $x=0$ to $x=1$ is displayed in (16) together with the quantities in Proposition 2.3.

Proof. The singular orbit which has been studied in sections 2.2 and 2.3 is summarized in (i), (ii), and (iii) of this theorem. It remains to show the existence and uniqueness of a solution near the singular orbit for $\epsilon>0$. Recall that $M_{L}^{\epsilon}$ (resp., $M_{R}^{\epsilon}$ ) is the union of all forward (resp., backward) orbits starting from $B_{L}$ (resp., $B_{R}$ ). It suffices to show that, for $\epsilon>0$ small, $M_{L}^{\epsilon}$ and $M_{R}^{\epsilon}$ intersect transversally with each other around the singular orbit. We note that the assumptions $\alpha L_{1} \neq \beta L_{2}$ and $\alpha R_{1} \neq \beta R_{2}$ imply that the vector field of (4) is not tangent to $B_{L}$ and $B_{R}$ and hence, $M_{L}^{\epsilon}$ and $M_{R}^{\epsilon}$ are smooth invariant manifolds.

For $\epsilon>0$ small, the evolutions of $M_{L}^{\epsilon}$ and $M_{R}^{\epsilon}$ from $B_{L}$ and $B_{R}$, respectively, to an $\epsilon$-neighborhood of $\mathcal{Z}_{0}$ along the two boundary layers are governed by system (6). Since, for system (7), $M_{L}^{0}$ and $M_{R}^{0}$ intersect $W^{s}\left(\mathcal{Z}_{0}\right)$ and $W^{u}\left(\mathcal{Z}_{0}\right)$ transversally, we have that $M_{L}^{\epsilon}$ and $M_{R}^{\epsilon}$ intersect $W^{s}\left(\mathcal{Z}_{0}\right)$ and $W^{u}\left(\mathcal{Z}_{0}\right)$ transversally. As discussed in section 2.3, in terms of the blow-up coordinates, $M_{L}^{\epsilon}$ and $M_{R}^{\epsilon}$ intersect $W^{s}\left(\mathcal{S}_{0}\right)$ and $W^{u}\left(\mathcal{S}_{0}\right)$ transversally for system (14). And, if we denote $N_{L}=M_{L}^{0} \cap W^{s}\left(\mathcal{S}_{0}\right)$ and $N_{R}=M_{R}^{0} \cap W^{u}\left(\mathcal{S}_{0}\right)$, then the vector field on $\mathcal{S}_{0}$ is not tangent to $\omega\left(N_{L}\right)$ and $\alpha\left(N_{R}\right)$. Furthermore, the traces $\bar{M}_{L}$ and $\bar{M}_{R}$ of $\omega\left(N_{L}\right)$ and $\alpha\left(N_{R}\right)$, respectively, under the slow flow on $\mathcal{S}_{0}$ intersect transversally. All conditions for the exchange lemma (see [15] and also $[10,8,9])$ are satisfied, and hence, $M_{L}^{\epsilon}$ and $M_{R}^{\epsilon}$ intersect transversally. The intersection has dimension

$$
\operatorname{dim} M_{L}^{\epsilon}+\operatorname{dim} M_{R}^{\epsilon}-7=4+4-7=1
$$

which is the orbit of the unique solution for the connecting problem near the singular orbit.

Remark 3.1. We have considered the situation that $\alpha L_{1} \neq \beta L_{2}$ and $\alpha R_{1} \neq \beta R_{2}$. In the case that $\alpha L_{1}=\beta L_{2}$ or $\alpha R_{1}=\beta R_{2}$, then $B_{L}$ or $B_{R}$ is on the slow manifold $\mathcal{S}_{0}$ and hence there is no boundary layer at $x=0$ or $x=1$.
4. Appendix. A derivation of the integral $\boldsymbol{H}_{3}$ in Proposition 2.1. The complete set of six integrals of system (7) in Proposition 2.1 is crucial in the quantitative investigation of the boundary layers of the boundary value problem. The integrals $H_{1}$ and $H_{2}$ are relatively easy to guess. The integral $H_{3}$, although easily verified, is discovered through several observations. It may have some general interest, and we provide a formal derivation below.

We divide the $W$-equation by the $V$-equation from system (7) to get

$$
\frac{d W}{d V}=\frac{\alpha \beta V}{W}+(\beta-\alpha)
$$

which is a homogeneous equation of order zero. This leads to the substitution $W=$ $y V$. From $d W=V d y+y d V$ and the above equation one gets

$$
\left(\frac{\alpha \beta V}{y V}+(\beta-\alpha)\right) d V=V d y+y d V \text { or }-\frac{d V}{V}=\frac{y d y}{y^{2}-(\beta-\alpha) y-\alpha \beta}
$$

Integrating both sides, we have, for some constant $C$,

$$
-\ln V+C=\frac{\alpha}{\alpha+\beta} \ln |y+\alpha|+\frac{\beta}{\alpha+\beta} \ln |y-\beta|
$$

or, for some constant $D$,

$$
V=\frac{D}{|y+\alpha|^{\frac{\alpha}{\alpha+\beta}}|y-\beta|^{\frac{\beta}{\alpha+\beta}}}, \quad W=\frac{D y}{|y+\alpha|^{\frac{\alpha}{\alpha+\beta}}|y-\beta|^{\frac{\beta}{\alpha+\beta}}}
$$

Substitute $y=W / V$ to get

$$
|W+\alpha V|^{\alpha}|W-\beta V|^{\beta}=D^{\alpha+\beta}
$$

This completes the derivation of the integral $H_{3}$.
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#### Abstract

A variational method is given for determining the essential supremum of the surface conductivity of a partially coated anisotropic dielectric medium from a knowledge of the far field pattern of the time-harmonic electric field at fixed frequency corresponding to an incident plane wave. It is assumed that the shape of the scatterer has been determined (e.g., by solving the far field equation and using the linear sampling method). Numerical examples are given for the scalar case with constant surface conductivity.


Key words. inverse scattering problem, interior transmission problem, electromagnetic waves, mixed boundary value problems

AMS subject classifications. 35P25, 35R30, 78A45

DOI. 10.1137/040604224

1. Introduction. In a previous paper in this journal [5], we considered the problem of determining the surface impedance of a perfect conductor that is partially coated with a dielectric from a knowledge of the far field pattern of the scattered electromagnetic wave corresponding to an incident time-harmonic plane wave at fixed frequency. Such problems are the simplest model for detecting hostile objects that have been partially coated with a dielectric in order to avoid detection by using such a coating to reduce the radar cross section of the scattered wave. In [5] it was shown that the solution of the far field equation that determines the shape of the scatterer by means of the linear sampling method [11] can also be used in conjunction with a variational method to determine the essential supremum of the surface impedance of the coated portion of the boundary, and numerical examples were given showing the viability of our method.

In this paper we consider the problem complementary to the one described above; i.e., we now wish to detect a benign object that has been partially coated by a thin conducting material in order to make it appear hostile [6]. An example of this is a wooden decoy in the shape of a tank that is partially coated by metallic paint. The problem is again to determine a coefficient (the surface conductivity) in the boundary condition from a knowledge of the far field pattern of the scattered electromagnetic wave corresponding to an incident time-harmonic plane wave. (The shape of the scatterer can again be determined by the linear sampling method.) However, the problem of determining the surface conductivity is considerably more complicated than the problem of determining the surface impedance of a coated perfect conductor since we now have a mixed boundary value problem for a penetrable obstacle. In particular, we now must consider an interior transmission problem with mixed boundary conditions, and the well-posedness of such problems is unknown.

The plan of our paper is as follows. After formulating the mathematical model for the scattering of time harmonic electromagnetic waves by an anisotropic medium

[^44]that is partially coated by a thin conducting layer, we consider the scalar case corresponding to the scattering of electromagnetic waves by an infinite cylinder. We first show that in this case both the direct scattering problem and the interior transmission problem are well posed. We then use these results to derive a variational formula for the determination of the essential supremum of the surface conductivity of the coated portion of the boundary from a knowledge of the far field pattern of the scattered time-harmonic magnetic field. Finally, we derive an analogous formula for determining the surface conductivity in the case of Maxwell's equations in $\mathbb{R}^{3}$ under the assumption that the interior transmission problem in this case is well posed. We conclude by presenting some numerical examples for the scalar case with constant surface conductivity.
2. Formulation of the direct and inverse scattering problem. We consider the scattering of time-harmonic electromagnetic waves with frequency $\omega$ from an infinitely long cylindrical anisotropic dielectric partially coated with a very thin layer of a highly conductive material. We assume that the electric permittivity $\epsilon_{0}$ and magnetic permeability $\mu_{0}$ of the exterior dielectric background medium are positive constants, whereas the scatterer has the same magnetic permeability $\mu_{0}$ as the exterior medium but the electric permittivity $\epsilon$ and the conductivity $\sigma$ are real $3 \times 3$ matrix valued functions. After an appropriate scaling [12], the total electric and magnetic fields $E, H$ satisfy the time-harmonic homogeneous Maxwell equations in the exterior of the scatterer,
\[

\left\{$$
\begin{array}{l}
\nabla \times E-i k H=0,  \tag{2.1}\\
\nabla \times H+i k E=0,
\end{array}
$$\right.
\]

and the interior electric and magnetic fields $E_{0}, H_{0}$ solve the following equations in the interior of the scattering object:

$$
\left\{\begin{array}{l}
\nabla \times E_{0}-i k H_{0}=0,  \tag{2.2}\\
\nabla \times H_{0}+i k N(x) E_{0}=0,
\end{array}\right.
$$

where $k^{2}=\epsilon_{0} \mu_{0} \omega^{2}$ and the index of refraction is given by $N(x)=\frac{1}{\epsilon_{0}}\left(\epsilon(x)+i \frac{\sigma(x)}{\omega}\right)$.
Let the real valued function $\eta>0$ defined on the coated portion of the boundary of the scatterer describe the physical properties of the highly conductive coating (see [1]). As shown in [8], the tangential component of the electric field is continuous across the boundary

$$
\begin{equation*}
\nu \times E-\nu \times E_{0}=0, \tag{2.3}
\end{equation*}
$$

while the tangential component of the magnetic field is continuous only on the uncoated part of the boundary

$$
\begin{equation*}
\nu \times H-\nu \times H_{0}=0 \tag{2.4}
\end{equation*}
$$

and satisfies the following relation on the coated part of the boundary:

$$
\begin{equation*}
\nu \times H-\nu \times H_{0}=\eta(x)(\nu \times E) \times \nu \tag{2.5}
\end{equation*}
$$

The exterior field $E, H$ is given by

$$
\begin{equation*}
E=E^{i}+E^{s}, \quad H=H^{i}+H^{s} \tag{2.6}
\end{equation*}
$$

where $E^{s}, H^{s}$ is the scattered field satisfying the Silver-Müller radiation condition at infinity [12] and $E^{i}, H^{i}$ is the given incident field.

Now we assume that the scatterer is an infinitely long cylinder with axis in the $z$-direction and that the incident electromagnetic field is a plane wave propagating in the direction perpendicular to the cylinder. Let the bounded domain $D \subset \mathbb{R}^{2}$ with Lipschitz boundary $\Gamma$ be the cross section of the cylinder such that the exterior domain $D_{e}:=\mathbb{R}^{2} \backslash \bar{D}$ is connected. We denote by $\nu$ the outward unit normal to $\Gamma$ defined almost everywhere on $\Gamma$. The boundary $\Gamma=\Gamma_{1} \cup \Pi \cup \Gamma_{2}$ is split into two open disjoint parts $\Gamma_{1}$ and $\Gamma_{2}$ having $\Pi$ as their possible common boundary in $\Gamma$. Here $\Gamma_{1}$ corresponds to the uncoated part and $\Gamma_{2}$ corresponds to the coated part. We assume that the dielectric is orthotropic; i.e., the matrix $N$ is of the form

$$
N=\left(\begin{array}{ccc}
n_{11} & n_{12} & 0 \\
n_{21} & n_{22} & 0 \\
0 & 0 & n_{33}
\end{array}\right)
$$

and the functions $N$ and $\eta$ do not depend on $z$. If we consider incident waves such that the electric field is polarized perpendicular to the $z$-axis, then the magnetic fields have a component in only the $z$-direction, i.e.,

$$
H^{i}=\left(0,0, u^{i}\right), \quad H_{0}=(0,0, v), \quad H^{s}=\left(0,0, u^{s}\right)
$$

Assuming that $N^{-1}$ exists and expressing the electric fields in terms of magnetic fields, (2.1)-(2.6) now lead to the following transmission problem for $v$ and $u$ :

$$
\begin{array}{ll}
\text { (i) } \nabla \cdot A \nabla v+k^{2} v=0 & \text { in } D \\
\text { (ii) } \Delta u+k^{2} u=0 & \text { in } D_{e} \\
\text { (iii) } v-u=0 & \text { on } \Gamma_{1} \\
\text { (iv) } v-u=-i \eta \frac{\partial u}{\partial \nu} & \text { on } \Gamma_{2} \\
\text { (v) } \frac{\partial v}{\partial \nu_{A}}-\frac{\partial u}{\partial \nu}=0 & \text { on } \Gamma \\
\text { (vi) } u=u^{s}+u^{i}  \tag{2.7}\\
\text { (vii) } \lim _{r \rightarrow \infty} \sqrt{r}\left(\frac{\partial u^{s}}{\partial r}-i k u^{s}\right)=0, &
\end{array}
$$

$r=|x|$, where $u^{s}$ is the scattered field and $u^{i}$ is the given incident field. In the case of plane waves the incident field is given by $u^{i}:=e^{i k x \cdot d}, d \in \Omega:=\{x:|x|=1\}$. Moreover,

$$
\begin{aligned}
\frac{\partial v}{\partial \nu_{A}}(x) & :=\nu(x) \cdot A(x) \nabla v(x), \quad x \in \Gamma \\
A & =\frac{1}{n_{11} n_{22}-n_{12} n_{21}}\left(\begin{array}{ll}
n_{11} & n_{21} \\
n_{12} & n_{22}
\end{array}\right)
\end{aligned}
$$

and the radiation condition $(2.7)$ (vii) holds uniformly with respect to $\hat{x}=x /|x|$. Note that $A$ is not the inverse of a $2 \times 2$ submatrix $N$ but rather comes from substituting $H_{0}=(0,0, v)$ into (2.2).

In the following we assume that $A$ is a $2 \times 2$ matrix valued function whose entries are continuously differentiable functions in $\bar{D}$ such that $A$ is symmetric, $\mathcal{R} e(\bar{\xi} \cdot A \xi) \geq$ $\gamma|\xi|^{2}$, and $\operatorname{Im}(\bar{\xi} \cdot A \xi) \leq 0$ for all $\xi \in \mathbb{C}^{2}$ and $x \in \bar{D}$, where $\gamma$ is a positive constant. Note that, due to the symmetry of $A$, we have $\mathcal{R} e(\bar{\xi} \cdot A \xi)=\bar{\xi} \cdot \mathcal{R} e(A) \xi$ and $\mathcal{I} m(\bar{\xi}$. $A \xi)=\bar{\xi} \cdot \operatorname{Im}(A) \xi$. Moreover, we require that $\eta \in L_{\infty}\left(\Gamma_{2}\right)$ and $\eta(x) \geq \eta_{0}>0$ for all $x \in \Gamma_{2}$.

Let $H^{1}(D)$ and $H_{\mathrm{loc}}^{1}\left(D_{e}\right)$ denote the usual Sobolev spaces and $H^{\frac{1}{2}}(\Gamma)$ the corresponding trace space. For $\Gamma_{2} \subset \Gamma$ we define

$$
\begin{aligned}
H^{\frac{1}{2}}\left(\Gamma_{2}\right) & :=\left\{\left.u\right|_{\Gamma_{2}}: u \in H^{\frac{1}{2}}(\Gamma)\right\} \\
\tilde{H}^{\frac{1}{2}}\left(\Gamma_{2}\right) & :=\left\{u \in H^{\frac{1}{2}}\left(\Gamma_{2}\right): \operatorname{supp} u \subseteq \bar{\Gamma}_{2}\right\},
\end{aligned}
$$

and denote by $H^{-\frac{1}{2}}\left(\Gamma_{2}\right)$ and $\tilde{H}^{-\frac{1}{2}}\left(\Gamma_{2}\right)$ the dual spaces $\left(\tilde{H}^{\frac{1}{2}}\left(\Gamma_{2}\right)\right)^{\prime}$ and $\left(H^{\frac{1}{2}}\left(\Gamma_{2}\right)\right)^{\prime}$, respectively, with $L^{2}$ as a pivot space (for details, see [16]). We recall that a function in $\tilde{H}^{\frac{1}{2}}\left(\Gamma_{2}\right)$ and $\tilde{H}^{-\frac{1}{2}}\left(\Gamma_{2}\right)$ can be extended by zero to a function in $H^{\frac{1}{2}}(\Gamma)$ and $H^{-\frac{1}{2}}(\Gamma)$, respectively. Note that for $u \in H^{1}(D)$ with $\Delta u \in L^{2}(D)$ the trace $\frac{\partial u}{\partial \nu} \in H^{-\frac{1}{2}}(\Gamma)$ is well defined.

For later use we also define the Hilbert space

$$
\mathbb{H}^{1}\left(D, \Gamma_{2}\right):=\left\{u \in H^{1}(D) \quad \text { such that } \quad \frac{\partial u}{\partial \nu} \in L^{2}\left(\Gamma_{2}\right)\right\}
$$

equipped with the usual graph norm

$$
\|u\|_{\mathbb{H}^{1}\left(D, \Gamma_{2}\right)}^{2}:=\|u\|_{H^{1}(D)}^{2}+\left\|\frac{\partial u}{\partial \nu}\right\|_{L^{2}\left(\Gamma_{2}\right)}^{2}
$$

The forward scattering problem reads: Given $D, A, \eta$ as above and the incident field $u^{i} \in H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{2}\right)$, find $v \in H^{1}(D)$ and $u \in H_{\mathrm{loc}}^{1}\left(D_{e}\right)$ that satisfy (2.7), where the boundary conditions are assumed in the sense of the trace operator. In what follows, we refer to this mixed transmission problem as (MTP).

It is known [12] that solutions of the Helmholtz equation that satisfy the Sommerfeld radiation condition $(2.7)(\mathrm{vi})$ have the asymptotic behavior

$$
\begin{equation*}
u^{s}(x)=\frac{e^{i k r}}{\sqrt{r}} u_{\infty}(\hat{x})+O\left(r^{-3 / 2}\right), \quad r \rightarrow \infty \tag{2.8}
\end{equation*}
$$

where $u_{\infty}(\hat{x})$ is the far field pattern of the radiating solution $u^{s}$. In the case of incident plane waves, $u_{\infty}(\hat{x})$ depends on the incident direction $d$, which we indicate by $u_{\infty}(\hat{x}, d)$. The inverse scattering problem we are concerned with is to determine $D$ and $\eta$ from a knowledge of the far field pattern $u_{\infty}(\hat{x}, d)$ of the scattered field $u^{s}$ for $\hat{x},-d \in \Omega_{0}$, where $\Omega_{0}$ is a subset of the unit circle $\Omega$. Note that no a priori knowledge of the amount of coating is required.
3. The direct scattering problem. First we want to show that the mixed transmission problem (2.7) is well posed.

Lemma 3.1. The problem (MTP) has at most one solution.

Proof. Let $v \in H^{1}(D)$ and $u \in H_{\mathrm{loc}}^{1}\left(D_{e}\right)$ be the solution of (2.7) corresponding to the incident wave $u^{i} \equiv 0$. Applying Green's formula in $D$ and $D_{e} \cap B_{R}$, where $B_{R}$ is a disk of radius $R$ containing $D$, and using the transmission conditions, we have

$$
\begin{aligned}
& \int_{D}\left(\nabla \bar{v} \cdot A \nabla v-k^{2}|v|^{2}\right) d y+\int_{D_{e} \cap B_{R}}\left(|\nabla u|^{2}-k^{2}|u|^{2}\right) d y \\
& \quad=\int_{\Gamma} \bar{v} \cdot \frac{\partial v}{\partial \nu_{A}} d s-\int_{\Gamma} \bar{u} \cdot \frac{\partial u}{\partial \nu} d s+\int_{S_{R}} \bar{u} \cdot \frac{\partial u}{\partial \nu} d s \\
& \quad=i \int_{\Gamma_{2}} \frac{1}{\eta}|v-u|^{2} d s+\int_{S_{R}} \bar{u} \cdot \frac{\partial u}{\partial \nu} d s
\end{aligned}
$$

Now taking the imaginary part of both sides and using the fact that $\operatorname{Im}(A) \leq 0$ is a real valued matrix and $\eta \geq \eta_{0}>0$, we obtain

$$
\mathcal{I} m \int_{S_{R}} u \cdot \frac{\partial \bar{u}}{\partial \nu} d s \geq 0
$$

Finally, an application of Rellich's lemma and the unique continuation principle yield $u=v=0$.

In order to give a variational formulation of the problem (MTP) we introduce the Dirichlet-to-Neumann map $\Lambda: H^{\frac{1}{2}}\left(S_{R}\right) \rightarrow H^{-\frac{1}{2}}\left(S_{R}\right)$, which maps $h \in H^{\frac{1}{2}}\left(S_{R}\right)$ to $\frac{\partial u}{\partial \nu}$, where $\tilde{u}$ solves the exterior Dirichlet problem for the Helmholtz equation in $\mathbb{R}^{2} \backslash \bar{B}_{R}$ with Dirichlet boundary data $h$. The following result is known [12], [15].

Lemma 3.2. There exists an operator $\Lambda_{0}: H^{\frac{1}{2}}\left(S_{R}\right) \rightarrow H^{-\frac{1}{2}}\left(S_{R}\right)$ such that

$$
\begin{equation*}
\int_{S_{R}} \bar{\varphi} \Lambda_{0} \varphi d s \leq 0 \tag{3.1}
\end{equation*}
$$

and $\Lambda-\Lambda_{0}$ is a compact operator from $H^{\frac{1}{2}}\left(S_{R}\right)$ to $H^{-\frac{1}{2}}\left(S_{R}\right)$.
Integrating by parts the equations of (MTP) with a test function $\varphi$, we can put (MTP) into the following variational form: Find $w \in H^{1}\left(B_{R} \backslash \bar{\Gamma}_{2}\right)$ such that

$$
\begin{align*}
& \int_{D}\left(\nabla \bar{\varphi} \cdot A \nabla w-k^{2} \bar{\varphi} w\right) d y+\int_{D_{e} \cap B_{R}}\left(\nabla \bar{\varphi} \cdot \nabla w-k^{2} \bar{\varphi} w\right) d y  \tag{3.2}\\
& \quad-\int_{\Gamma_{2}} \frac{i}{\eta}[\bar{\varphi}] \cdot[w] d s-\int_{S_{R}} \bar{\varphi} \Lambda w d s=-\int_{S_{R}} \bar{\varphi} \Lambda u^{i} d s+\int_{S_{R}} \bar{\varphi} \frac{\partial u^{i}}{\partial \nu} d s
\end{align*}
$$

for any function $\varphi \in H^{1}\left(B_{R} \backslash \bar{\Gamma}_{2}\right)$, where $[u]=\left.u^{+}\right|_{\Gamma_{2}}-\left.u^{-}\right|_{\Gamma_{2}}$ denotes the jump of $u$ across $\Gamma_{2}$. Note that for $u \in H^{1}\left(B_{R} \backslash \bar{\Gamma}_{2}\right)$ the jump $[u] \in \tilde{H}^{\frac{1}{2}}\left(\Gamma_{2}\right)$. Let us denote by $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ the following sesquilinear forms:

$$
\begin{align*}
\mathcal{A}_{1}(w, \varphi):= & \int_{D}(\nabla \bar{\varphi} \cdot A \nabla w+\bar{\varphi} w) d y+\int_{D_{e} \cap B_{R}}(\nabla \bar{\varphi} \cdot \nabla w+\bar{\varphi} w) d y \\
& -\int_{\Gamma_{2}} \frac{i}{\eta}[\bar{\varphi}] \cdot[w] d s-\int_{S_{R}} \bar{\varphi} \Lambda_{0} w d s \tag{3.3}
\end{align*}
$$

and

$$
\mathcal{A}_{2}(w, \varphi):=-\int_{B_{R}}\left(k^{2}+1\right) \bar{\varphi} w d y-\int_{S_{R}} \bar{\varphi}\left(\Lambda_{0}-\Lambda\right) w d s
$$

respectively. Then (3.2) becomes the following: Find $w \in H^{1}\left(B_{R} \backslash \bar{\Gamma}_{2}\right)$ such that

$$
\begin{equation*}
\mathcal{A}_{1}(w, \varphi)+\mathcal{A}_{2}(w, \varphi)=L(\varphi) \quad \forall \varphi \in H^{1}\left(B_{R} \backslash \bar{\Gamma}_{2}\right), \tag{3.4}
\end{equation*}
$$

where $L(\varphi)$ denotes the continuous antilinear form defined by the right-hand side of (3.2). Obviously if $w$ is a solution of (3.4), then $v:=\left.w\right|_{D}$ and $u:=\left.w\right|_{B_{R} \cap D_{e}}$ satisfy the differential equations and the transmission conditions of (MTP). Then using Green's formula and the radiation condition, one can extend $w=u-u^{i}$ to a radiating solution of the Helmholtz equation in the exterior domain $D_{e}$ (see, e.g., [15]).

Next we want to show that there exists a function $w \in H^{1}\left(B_{R} \backslash \bar{\Gamma}_{2}\right)$ that satisfies (3.4). The uniqueness of (3.4) is equivalent to the uniqueness of a solution to (MTP) (see Lemma 3.1). Note that, due to (2.7(iv)) and (2.7(v)), if $u \in H^{1}(D)$ and $v \in$ $H_{\text {loc }}^{1}\left(D^{e}\right)$ solve (2.7), then $w \in H^{1}\left(B_{R} \backslash \bar{\Gamma}_{2}\right)$. Using the classical trace theorems and Cauchy-Schwarz inequality, the chain of continuous imbeddings

$$
\tilde{H}^{\frac{1}{2}}\left(\Gamma_{2}\right) \subset H^{\frac{1}{2}}\left(\Gamma_{2}\right) \subset L^{2}\left(\Gamma_{2}\right) \subset \tilde{H}^{-\frac{1}{2}}\left(\Gamma_{2}\right) \subset H^{-\frac{1}{2}}\left(\Gamma_{2}\right)
$$

and the boundedness of $A$ and $\eta$, we obtain

$$
\left|\mathcal{A}_{1}(w, \varphi)\right| \leq C_{1}\|w\|_{H^{1}\left(B_{R} \mid \bar{\Gamma}_{2}\right)}\|\varphi\|_{H^{1}\left(B_{R} \mid \bar{\Gamma}_{2}\right)}
$$

with $C_{1}>0$ independent of $w$ and $\varphi$. Hence $\mathcal{A}_{1}$ is bounded. Furthermore, from the fact that $\mathcal{R} e(A)$ is positive definite together with Lemma 3.2, we obtain the following coercivity result:

$$
\mathcal{R} e\left(\mathcal{A}_{1}(w, w)\right) \geq C_{2}\|w\|_{H^{1}\left(B_{R} \mid \bar{\Gamma}_{2}\right)}^{2}
$$

where the constant $C_{2}>0$ does not depend on $w$.
Next, based on the Riesz representation theorem, we define an operator $K$ : $H^{1}\left(B_{R} \backslash \bar{\Gamma}_{2}\right) \rightarrow H^{1}\left(B_{R} \backslash \bar{\Gamma}_{2}\right)$ by

$$
(K w, \varphi)=\mathcal{A}_{2}(w, \varphi) \quad \forall w, \varphi \in H^{1}\left(B_{R} \backslash \bar{\Gamma}_{2}\right)
$$

The compact embedding of $H^{1}\left(B_{R} \backslash \bar{\Gamma}\right)$ into $L^{2}\left(B_{R}\right)$ and the compactness of the operator $\Lambda-\Lambda_{0}$ from Lemma 3.2 imply that the operator $K$ is compact.

The above analysis shows that the Fredholm alternative can be applied to (3.2), which, together with the uniqueness of a solution to (3.2), implies the solvability of (3.2) and therefore the solvability of (2.7). Summarizing the above analysis, we have proved the following theorem.

Theorem 3.3. For any incident field $u^{i} \in H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{2}\right)$ there exists a unique solution $(v, u) \in H^{1}(D) \times H_{\mathrm{loc}}^{1}\left(D_{e}\right)$ of (MTP) which depends continuously on $u^{i}$.
3.1. The interior transmission problem. As will be seen in what follows, an important role in solving the inverse problem of determining $D$ and $\eta$ is played by the interior transmission problem: Given $f \in H^{\frac{1}{2}}(\Gamma), h \in H^{-\frac{1}{2}}(\Gamma)$, and $r \in L^{2}\left(\Gamma_{2}\right)$, find $v \in H^{1}(D)$ and $w \in \mathbb{H}^{1}\left(D, \Gamma_{2}\right)$ such that

$$
\begin{array}{ll}
\text { (i) } \nabla \cdot A \nabla v+k^{2} v=0 & \text { in } D, \\
\text { (ii) } \Delta w+k^{2} w=0 & \text { in } D, \\
\text { (iii) } v-w=\left.f\right|_{\Gamma_{1}} & \text { on } \Gamma_{1},  \tag{3.5}\\
\text { (iv) } v-w=-i \eta \frac{\partial w}{\partial \nu}+\left.f\right|_{\Gamma_{2}}+r & \text { on } \Gamma_{2}, \\
\text { (v) } \frac{\partial v}{\partial \nu_{A}}-\frac{\partial w}{\partial \nu}=h & \text { on } \Gamma .
\end{array}
$$

In the remainder of the paper we will refer to (3.5) as (IMTP). The well-posedness of the interior transmission problem in the case when $\eta \equiv 0$ and $r=0$ is established in [7]. Here we will adapt the variational approach used in [7] to our mixed transmission case. In order to avoid repetition we will only sketch the proof, emphasizing the changes due to the boundary terms involving $\eta$. We first modify (IMTP) to

$$
\begin{array}{ll}
\text { (i) } \nabla \cdot A \nabla v-m v=\ell_{1} & \text { in } D, \\
\text { (ii) } \Delta w-w=\ell_{2} & \text { in } D, \\
\text { (iii) } v-w=\left.f\right|_{\Gamma_{1}} & \text { on } \Gamma_{1},  \tag{3.6}\\
\text { (iv) } v-w=-i \eta \frac{\partial w}{\partial \nu}+\left.f\right|_{\Gamma_{2}}+r & \text { on } \Gamma_{2}, \\
\text { (v) } \frac{\partial v}{\partial \nu_{A}}-\frac{\partial w}{\partial \nu}=h & \text { on } \Gamma,
\end{array}
$$

where $m>0, \ell_{1} \in L^{2}(D)$, and $\ell_{2} \in L^{2}(D)$. We will now reformulate (3.6) as an equivalent variational problem. To this end let

$$
\mathbb{W}(D)=\left\{\mathbf{w} \in L^{2}(D)^{2}: \nabla \cdot \mathbf{w} \in L^{2}(D), \quad \text { and } \operatorname{curl} \mathbf{w}=0 \text { and }\left.\nu \cdot \mathbf{w}\right|_{\Gamma_{2}} \in L^{2}\left(\Gamma_{2}\right)\right\}
$$

equipped with the natural norm

$$
\|\mathbf{w}\|_{\mathbb{W}}^{2}=\|\mathbf{w}\|_{L^{2}}^{2}+\|\nabla \cdot \mathbf{w}\|_{L^{2}}^{2}+\|\nu \cdot \mathbf{w}\|_{L^{2}}^{2}
$$

and denote by $\langle\cdot, \cdot\rangle$ the duality pairing between $H^{\frac{1}{2}}(\Gamma)$ and $H^{-\frac{1}{2}}(\Gamma)$. We also introduce the duality identity

$$
\begin{equation*}
\langle\varphi, \boldsymbol{\psi} \cdot \nu\rangle=\int_{D} \varphi \nabla \cdot \boldsymbol{\psi} d x+\int_{D} \nabla \varphi \cdot \boldsymbol{\psi} d x \tag{3.7}
\end{equation*}
$$

for $(\varphi, \boldsymbol{\psi}) \in H^{1}(D) \times \mathbb{W}(D)$.
By doing exactly the same as in the proof of Theorem 3.3 in [7], one can show that the modified interior transmission problem (3.6) is equivalent to the following variational problem: Find $V=(v, \mathbf{w}) \in H^{1}(D) \times \mathbb{W}(D)$ such that

$$
\begin{equation*}
\mathcal{A}(V, \Psi)=L(\Psi), \quad \Psi \in H^{1}(D) \times \mathbb{W}(D) \tag{3.8}
\end{equation*}
$$

where the sesquilinear form $\mathcal{A}$ defined in $\left(H^{1}(D) \times \mathbb{W}(D)\right)^{2}$ is given by

$$
\begin{align*}
\mathcal{A}(V, \Psi)= & \int_{D} A \nabla v \cdot \nabla \bar{\varphi} d x+\int_{D} m v \bar{\varphi} d x+\int_{D} \nabla \cdot \mathbf{w} \nabla \cdot \overline{\boldsymbol{\psi}} d x+\int_{D} \mathbf{w} \cdot \overline{\boldsymbol{\psi}} d x \\
& -i \int_{\Gamma_{2}} \eta(\mathbf{w} \cdot \nu)(\overline{\boldsymbol{\psi}} \cdot \nu), d s-\langle v, \overline{\boldsymbol{\psi}} \cdot \nu\rangle-\langle\bar{\varphi}, \mathbf{w} \cdot \nu\rangle \tag{3.9}
\end{align*}
$$

and the antilinear form $L$ is given by

$$
L(\Psi)=\int_{D}\left(\ell_{1} \bar{\varphi}+\ell_{2} \nabla \cdot \overline{\boldsymbol{\psi}}\right) d x-i \int_{\Gamma_{2}} \eta r(\overline{\boldsymbol{\psi}} \cdot \nu)+\langle\bar{\varphi}, h\rangle-\langle f, \overline{\boldsymbol{\psi}} \cdot \nu\rangle
$$

The modified interior transmission problem (3.6) has a unique solution $(v, w) \in$ $H^{1}(D) \times \mathbb{H}^{1}\left(D, \Gamma_{2}\right)$ if and only if the variational problem (3.8) has a unique solution $V \in H^{1}(D) \times W(D)$. If $(v, w)$ is the unique solution (3.6), then $V=(v, \nabla w)$ is a
unique solution to (3.8). Conversely if $V$ is the unique solution to (3.8), then the unique solution $(v, w)$ to (3.6) is such that $V=(v, \nabla w)$.

Now assume that there exists a constant $\gamma>1$ such that $\bar{\xi} \cdot \mathcal{R} e(A) \xi \geq \gamma|\xi|^{2}$ and choose $m>1$. Classical trace theorems and Schwarz's inequality ensure the continuity of the sesquilinear form $\mathcal{A}$ and the antilinear form $L$. On the other hand, by taking the real and the imaginary part of $\mathcal{A}(V, V)$, we have from the assumptions on $\mathcal{R e}(A)$, $\mathcal{I} m(A)$, and $\eta$ that
$|\mathcal{A}(V, V)| \geq \gamma\|v\|_{H^{1}(D)}^{2}+\|\mathbf{w}\|_{L^{2}(D)}^{2}+\|\nabla \cdot \mathbf{w}\|_{L^{2}(D)}^{2}-2 \mathcal{R} e(\langle\bar{v}, \nu \cdot \mathbf{w}\rangle)+\eta_{0}\|\nu \cdot \mathbf{w}\|_{L^{2}\left(\Gamma_{2}\right)}^{2}$.
From the duality identity (3.7) and Schwarz's inequality we have

$$
2 \mathcal{R} e(\langle\bar{v}, \nu \cdot \mathbf{w}\rangle) \leq|\langle\bar{v}, \mathbf{w}\rangle| \leq\|v\|_{H^{1}(D)}\left(\|\mathbf{w}\|_{L^{2}(D)}^{2}+\|\nabla \cdot \mathbf{w}\|_{L^{2}(D)}^{2}\right)^{\frac{1}{2}}
$$

Hence since $\gamma>1$, we conclude that

$$
|\mathcal{A}(V, V)| \geq \frac{\gamma-1}{\gamma+1}\left(\|v\|_{H^{1}(D)}^{2}+\|\mathbf{w}\|_{L^{2}(D)}^{2}+\|\nabla \cdot \mathbf{w}\|_{L^{2}(D)}^{2}\right)+\eta_{0}\|\nu \cdot \mathbf{w}\|_{L^{2}\left(\Gamma_{2}\right)}^{2}
$$

which means that $\mathcal{A}$ is coercive; i.e.,

$$
|\mathcal{A}(V, V)| \geq C\left(\|v\|_{H^{1}(D)}^{2}+\|\mathbf{w}\|_{W(D)}^{2}\right)
$$

where $C=\min \left((\gamma-1) /(\gamma+1), \eta_{0}\right)$. Therefore from the Lax-Milgram theorem we have that the variational problem (3.8) is uniquely solvable, whence the modified interior transmission problem has a unique solution $(u, v)$ that satisfies

$$
\|v\|_{H^{1}(D)}+\|w\|_{\mathbb{H}^{1}\left(D, \Gamma_{2}\right)} \leq C\left(\|f\|_{H^{\frac{1}{2}}(\Gamma)}+\|h\|_{H^{-\frac{1}{2}}(\Gamma)}+\|r\|_{L^{2}\left(\Gamma_{2}\right)}\right),
$$

where $C>0$ is independent on $f, h, r$.
THEOREM 3.4. Assume that $\bar{\xi} \cdot \mathcal{R} e(A) \xi \geq \gamma|\xi|^{2}$ with $\gamma>1$ and $\eta(x) \geq \eta_{0}>0$. Then the Fredholm alternative can be applied to the problem (IMTP).

Proof. Let us define

$$
\mathcal{Y}(D):=\left\{(v, w) \in H^{1}(D) \times \mathbb{H}^{1}\left(D, \Gamma_{2}\right): \nabla \cdot A \nabla v \in L^{2}(D) \text { and } \Delta w \in L^{2}(D)\right\}
$$

and consider the operator $\mathcal{G}$ from $\mathcal{Y}(D)$ into $L^{2}(D) \times L^{2}(D) \times H^{\frac{1}{2}}\left(\Gamma_{1}\right) \times L^{2}\left(\Gamma_{2}\right) \times$ $H^{-\frac{1}{2}}(\Gamma)$ defined by
$\mathcal{G}(v, w)=\left\{\nabla \cdot A \nabla v-m v, \Delta w-w,\left.(v-w)\right|_{\Gamma_{1}},\left(v-w+i \eta \frac{\partial w}{\partial \nu}\right)_{\Gamma_{2}},\left(\frac{\partial v}{\partial \nu_{A}}-\frac{\partial w}{\partial \nu}\right)_{\Gamma}\right\}$,
where $m>1$. We have shown that the inverse of $\mathcal{G}$ exists and is continuous. Since $\mathcal{G}$ is continuous, we deduce that $\mathcal{G}$ is a bijective operator. Now consider the operator $\mathcal{T}$ from $\mathcal{Y}(D)$ into $L^{2}(D) \times L^{2}(D) \times H^{\frac{1}{2}}\left(\Gamma_{1}\right) \times L^{2}\left(\Gamma_{2}\right) \times H^{-\frac{1}{2}}(\Gamma)$ defined by

$$
\mathcal{T}(v, w)=\left\{\left(k^{2}+m\right) v,\left(k^{2}+1\right) w, 0,0,0\right\}
$$

By the compact embedding of $H^{1}(D)$ into $L^{2}(D)$, the operator $\mathcal{T}$ is compact. Hence $\mathcal{G}+\mathcal{T}$ is a Fredholm operator of index one, which proves the theorem.

By modifying the variational approach of [9] in a similar way, one can also prove the following result.

Theorem 3.5. Assume that $\bar{\xi} \cdot \mathcal{R} e\left(A^{-1}\right) \xi \geq \gamma|\xi|^{2}$ with $\gamma>1$. Then the Fredholm alternative can be applied to the problem (IMTP).

Lemma 3.6. Assume that $\bar{\xi} \cdot \operatorname{Im}(A) \xi<0$ at a point $x_{0} \in D$ and $\eta \geq \eta_{0}>0$ on $\Gamma_{2}$. Then (IMTP) has at most one solution.

Proof. Let us consider the homogeneous problem (i.e., $f=h=r=0$ ). Applying the divergence theorem to $\bar{v}$ and $A \nabla v$, making use of the boundary conditions, and applying Green's theorem for $\bar{w}$ and $w$, we obtain

$$
\int_{D} \nabla \bar{v} \cdot A \nabla v d y-\int_{D} k^{2}|v|^{2} d y=\int_{D}|\nabla w|^{2} d y-\int_{D} k^{2}|w|^{2} d y+\int_{\Gamma_{2}} i \eta\left|\frac{\partial w}{\partial \nu}\right|^{2} d s
$$

Hence

$$
\mathcal{I} m\left(\int_{D} \nabla \bar{v} \cdot A \nabla v d y\right)=0 \quad \text { and } \quad \int_{\Gamma_{2}} \eta\left|\frac{\partial w}{\partial \nu}\right|^{2} d s=0
$$

Since $\bar{\xi} \cdot \operatorname{Im}(A) \xi<0$ in a small ball $B_{x_{0}} \subset D$, from the first equality we obtain that $\nabla v=0$ in $B_{x_{0}}$, whence $v \equiv 0$ in $D$ since the unique continuation principle holds for (3.5)(i). From the boundary conditions and the integral representation, formula $w$ also vanishes in $D$.

We summarize the above analysis in the following theorem.
ThEOREM 3.7. Assume that $\bar{\xi} \cdot \operatorname{Im}(A) \xi<0$ at a point $x_{0} \in D$ and $\eta \geq \eta_{0}>0$. In addition, assume that there exists a constant $\gamma>1$ such that

$$
\text { either } \quad \bar{\xi} \cdot \mathcal{R} e(A) \xi \geq \gamma|\xi|^{2} \quad \text { or } \quad \bar{\xi} \cdot \mathcal{R} e\left(A^{-1}\right) \xi \geq \gamma|\xi|^{2} \quad \forall \xi \in \mathbb{C}^{2} .
$$

Then the interior transmission problem (IMTP) has a unique solution $(v, w)$ which satisfies

$$
\begin{equation*}
\|v\|_{H^{1}(D)}^{2}+\|w\|_{\mathbb{H}^{1}\left(D, \Gamma_{2}\right)}^{2} \leq C\left(\|f\|_{H^{\frac{1}{2}}(\Gamma)}+\|h\|_{H^{-\frac{1}{2}}(\Gamma)}+\|r\|_{L^{2}\left(\Gamma_{2}\right)}\right) \tag{3.10}
\end{equation*}
$$

The values of $k$ for which (IMTP) is not uniquely solvable are called the transmission eigenvalues. The latter may occur, for example, if $\bar{\xi} \cdot \operatorname{Im}(A) \xi=0$ in $D$. In this case, from the proof of Lemma 3.6 we obtain that $\frac{\partial w}{\partial \nu}=0$ on $\Gamma_{2}$, whence the eigenvalues of (IMTP) form a subset of the transmission eigenvalues corresponding to the (usual) interior transmission problem discussed in [7]. Moreover, if $\Gamma_{2}=\Gamma$, then the eigenvalues of (IMTP) form a subset of the Neumann eigenvalues of $-\nabla \cdot A \nabla$.
4. The inverse problem. The inverse problem that we consider here is to determine both the shape of the scattering object $D$ and the surface conductivity $\eta$ from a knowledge of the far field pattern $u_{\infty}(\hat{x}, d)$ for all incident plane waves $u^{i}:=e^{i k x \cdot d}, d \in \Omega$, and all observation directions $\hat{x} \in \Omega$. (Note that it suffices to know the far field pattern corresponding to all $d \in \Omega_{1} \subset \Omega$ and all $\hat{x} \in \Omega_{2} \subset \Omega$; of particular interest is the case $d=-\hat{x} \in \Omega_{0} \subset \Omega$.) We start the investigation of the inverse problem by stating a uniqueness theorem for determining the support $D$.

THEOREM 4.1. Let the domains $D^{1}$ and $D^{2}$ with the boundaries $\Gamma^{1}$ and $\Gamma^{2}$, respectively; the matrix valued functions $A_{1}$ and $A_{2}$; and the functions $\eta_{1}$ and $\eta_{2}$ determined on the portions $\Gamma_{2}^{1} \subseteq \Gamma^{1}$ and $\Gamma_{2}^{2} \subseteq \Gamma^{2}$, respectively (either $\Gamma_{2}^{1}$ or $\Gamma_{2}^{2}$ or both can possibly be empty sets), satisfy the assumptions of (MTP) in section 2 .

Moreover, let us assume that either $\bar{\xi} \cdot \Re\left(A_{1}\right) \xi \geq \gamma|\xi|^{2}$ or $\bar{\xi} \cdot \Re\left(A_{1}^{-1}\right) \xi \geq \gamma|\xi|^{2}$, and either $\bar{\xi} \cdot \Re\left(A_{2}\right) \xi \geq \gamma|\xi|^{2}$ or $\bar{\xi} \cdot \Re\left(A_{2}^{-1}\right) \xi \geq \gamma|\bar{\xi}|^{2}$ for some $\gamma>1$. If the far field patterns $u_{\infty}^{1}(\hat{x}, d)$ corresponding to the data $D^{1}, A_{1}, \eta_{1}$ and $u_{\infty}^{2}(\hat{x}, d)$ corresponding to the data $D^{2}, A_{2}, \eta_{2}$ coincide for all $\hat{x}, d \in \Omega$, then $D^{1} \equiv D^{2}$.

This theorem is proved in [8] for the case of Maxwell's equations in $\mathbb{R}^{3}$. In the scalar case under consideration, one can adapt the approach of Hähner in [15] to prove the above theorem. Note that the main ingredient of Hähner's approach is the well-posedness of the (modified) interior transmission problem investigated in section 3.1.

The next question to ask is the uniqueness of the surface conductivity $\eta$. From the above theorem we can now assume that $D$ is known. Furthermore, we require that for an arbitrarily choice of $\Gamma_{2}, A$, and $\eta$ there exist at least one incident plane wave such that the corresponding total field $u$ satisfies $\left.\frac{\partial u}{\partial \nu}\right|_{\Gamma_{0}} \neq 0$, where $\Gamma_{0} \subset \Gamma$ is an arbitrary portion of $\Gamma$. In the context of our application this is a reasonable assumption since otherwise the portion of the boundary where $\left.\frac{\partial u}{\partial \nu}\right|_{\Gamma_{0}}=0$ for all incident plane waves will behave like a perfect conductor, contrary to the assumption that the metallic coating is thin enough for the incident field to penetrate into $D$. We can prove the following result.

Theorem 4.2. Assume that $\eta \in C\left(\bar{\Gamma}_{2}\right)$ and that $k$ is not a Neumann eigenvalue for $-\nabla \cdot A \nabla$. Then, under the above assumption and for fixed $D$ and $A$, the surface conductivity $\eta$ is uniquely determined from the far field pattern $u_{\infty}(\hat{x}, d)$ for all $\hat{x}, d \in \Omega$.

Proof. Let $D$ and $A$ be fixed, and suppose there exist $\eta_{1} \in C\left(\bar{\Gamma}_{2}^{1}\right)$ and $\eta_{2} \in C\left(\bar{\Gamma}_{2}^{2}\right)$ such that the corresponding scattered fields $u^{s, 1}$ and $u^{s, 2}$, respectively, have the same far field patterns $u_{\infty}^{1}(\hat{x}, d)=u_{\infty}^{2}(\hat{x}, d)$ for all $\hat{x}, d \in \Omega$. Then from Rellich's lemma, $u^{s, 1}=u^{s, 2}$ in $\mathbb{R}^{2} \backslash D$. Hence, from the transmission condition, the difference $V=v^{1}-v^{2}$ satisfies

$$
\begin{array}{ll}
\nabla \cdot A \nabla V+k^{2} V=0 & \text { in } D \\
\frac{\partial V}{\partial \nu_{A}}=0 & \text { on } \Gamma \\
V=-i\left(\tilde{\eta}_{1}-\tilde{\eta}_{2}\right) \frac{\partial u^{1}}{\partial \nu} & \text { on } \Gamma \tag{4.3}
\end{array}
$$

where $\tilde{\eta}_{1}$ and $\tilde{\eta}_{2}$ are the extension by zero of $\eta_{1}$ and $\eta_{2}$, respectively, to the whole of $\Gamma$ and $u^{1}=u^{s, 1}+u^{i}$. Assuming that $k$ is not a Neumann eigenvalue for $-\nabla \cdot A \nabla$ (in particular, this is the case if $\operatorname{Im}(A)<0$ at $x_{0} \in D$, (4.1)), (4.2) implies that $V=0$ in $D$, and hence (4.3) becomes

$$
\left(\tilde{\eta}_{1}-\tilde{\eta}_{2}\right) \frac{\partial u^{1}}{\partial \nu}=0 \quad \text { on } \quad \Gamma
$$

for all incident waves. Since for a given $\Gamma_{0} \subset \Gamma$ there exists at least one incident plane wave such that $\left.\frac{\partial u^{1}}{\partial \nu}\right|_{\Gamma_{0}} \neq 0$, the continuity of $\eta_{1}$ and $\eta_{2}$ in $\bar{\Gamma}_{2}^{1}$ and $\bar{\Gamma}_{2}^{2}$, respectively, implies that $\tilde{\eta}_{1}=\tilde{\eta}_{2}$.

We now define the far field operator $F: L^{2}(\Omega) \rightarrow L^{2}(\Omega)$ by

$$
\begin{equation*}
F g(\hat{x}):=\int_{\Omega} u_{\infty}(\hat{x}, d) g(d) d s(d) \tag{4.4}
\end{equation*}
$$

and introduce the far field equation

$$
\begin{equation*}
(F g)(\hat{x})=\gamma e^{-i k \hat{x} \cdot z}, \quad g \in L^{2}(\Omega), \quad z \in D \tag{4.5}
\end{equation*}
$$

where $\gamma=\frac{e^{i \pi / 4}}{\sqrt{8 \pi k}}$ and $\gamma e^{-i k \hat{x} \cdot z}$ is the far field pattern of the fundamental solution $\Phi(x, z):=\frac{i}{4} H_{0}^{(1)}(k|x-z|)$ to the Helmholtz equation in $\mathbb{R}^{2}$, with $H_{0}^{(1)}$ being a Hankel function of the first kind of order zero. A reconstruction of $D$ can be obtained by using the linear sampling method which characterizes the support $D$ from a solution of the far field equation (4.5) (see, e.g., [3], [7]). Assuming that $D$ is known, our goal is to provide a formula for computing the $L_{\infty}$ norm of $\eta$ in terms of the solution of the far field equation (4.5).

To this end, assuming that $k$ is not a transmission eigenvalue, for $z \in D$ we denote by $v_{z}$ and $w_{z}$ the unique solution of the interior transmission problem

$$
\begin{array}{ll}
\nabla \cdot A \nabla v_{z}+k^{2} v_{z}=0 & \text { in } D, \\
\Delta w_{z}+k^{2} w_{z}=0 & \text { in } D, \\
v_{z}-\left(w_{z}+\Phi(\cdot, z)\right)=0 & \text { on } \Gamma_{1},  \tag{4.6}\\
v_{z}-\left(w_{z}+\Phi(\cdot, z)\right)=-i \eta \frac{\partial}{\partial \nu}\left(w_{z}+\Phi(\cdot, z)\right) & \text { on } \Gamma_{2}, \\
\frac{\partial v_{z}}{\partial \nu_{A}}-\frac{\partial}{\partial \nu}\left(w_{z}+\Phi(\cdot, z)\right)=0 & \text { on } \Gamma .
\end{array}
$$

We recall that a Herglotz wave function with kernel $g \in L^{2}(\Omega)$ is an entire solution of the Helmholtz equation defined by

$$
\begin{equation*}
v_{g}(x)=\int_{\Omega} e^{i k x \cdot d} g(d) d s(d), \quad x \in \mathbb{R}^{2} \tag{4.7}
\end{equation*}
$$

The following theorem holds.
Theorem 4.3. Assume that $k$ is not a transmission eigenvalue. Let $\epsilon>0$, $z \in D$, and $\left(w_{z}, v_{z}\right)$ be the unique solution of (4.6). Then there exists a Herglotz wave function $v_{g_{\epsilon}^{z}}$ with kernel $g_{\epsilon}^{z} \in L^{2}(\Omega)$ such that

$$
\begin{equation*}
\left\|w_{z}-v_{g_{\epsilon}^{z}}\right\|_{\mathbb{H}^{1}\left(D, \Gamma_{2}\right)} \leq \epsilon \tag{4.8}
\end{equation*}
$$

Moreover, there exists a positive constant $c>0$ independent of $\epsilon$ and $z$ such that

$$
\begin{equation*}
\left\|\left(F g_{\epsilon}^{z}\right)(\hat{x})-\gamma e^{-i k \hat{x} \cdot z}\right\|_{L^{2}(\Omega)} \leq c \epsilon \tag{4.9}
\end{equation*}
$$

Proof. To prove the first part of the theorem we first show that the operator $\mathcal{H}: L^{2}(\Omega) \rightarrow H^{\frac{1}{2}}\left(\Gamma_{1}\right) \times L^{2}\left(\Gamma_{2}\right)$ defined by

$$
(\mathcal{H} g)(x):=\left\{\begin{array}{cl}
\int_{\Omega} e^{-i k y \cdot \hat{x}} g(\hat{x}) d s(\hat{x}), & y \in \Gamma_{1}  \tag{4.10}\\
\frac{\partial}{\partial \nu} \int_{\Omega} e^{-i k y \cdot \hat{x}} g(\hat{x}) d s(\hat{x})+i \int_{\Omega} e^{-i k y \cdot \hat{x}} g(\hat{x}) d s(\hat{x}), & y \in \Gamma_{2}
\end{array}\right.
$$

has dense range. To this end it suffices to show that the corresponding dual operator $\mathcal{H}^{*}: \tilde{H}^{-\frac{1}{2}}\left(\Gamma_{1}\right) \times L^{2}\left(\Gamma_{2}\right) \rightarrow L^{2}(\Omega)$ defined by

$$
\langle\mathcal{H} g, \phi\rangle_{H^{\frac{1}{2}}\left(\Gamma_{1}\right), \tilde{H}^{-\frac{1}{2}}\left(\Gamma_{1}\right)}+\langle\mathcal{H} g, \psi\rangle_{L^{2}\left(\Gamma_{2}\right), L^{2}\left(\Gamma_{2}\right)}=\left\langle g, \mathcal{H}^{*}(\phi, \psi)\right\rangle_{L^{2}(\Omega), L^{2}(\Omega)}
$$

for all $g \in L^{2}(\Omega), \phi \in \tilde{H}^{-\frac{1}{2}}\left(\Gamma_{1}\right), \psi \in L^{2}\left(\Gamma_{2}\right)$ is injective. By interchanging the order of integration, one can show that
$\mathcal{H}^{*}(\phi, \psi)(\hat{x})=\int_{\Gamma} e^{-i k y \cdot \hat{x}} \tilde{\phi}(y) d s(y)+\int_{\Gamma} \frac{\partial e^{-i k y \cdot \hat{x}}}{\partial \nu} \tilde{\psi}(y) d s(y)+i \int_{\Gamma} e^{-i k y \cdot \hat{x}} \tilde{\psi}(y) d s(y)$,
where $\tilde{\phi} \in H^{-\frac{1}{2}}(\Gamma)$ and $\tilde{\psi} \in L^{2}(\Gamma)$ are the extension by zero to the whole boundary $\Gamma$ of $\phi$ and $\psi$, respectively. Assume that $\mathcal{H}^{*}(\phi, \psi)=0$. Since $\mathcal{H}^{*}(\phi, \psi)$ is, up to a constant, the far field pattern of the potential

$$
P(x)=\int_{\Gamma} \Phi(x, y) \tilde{\phi}(y) d s(y)+\int_{\Gamma} \frac{\partial \Phi(x, y)}{\partial \nu} \tilde{\psi}(y) d s(y)+i \int_{\Gamma} \Phi(x, y) \tilde{\psi}(y) d s(y)
$$

which satisfies the Helmholtz equation in $D_{e}$, from Rellich's lemma we have that $P(x)=0$ in $D_{e}$. As $x \rightarrow \Gamma$, the following jump relations (in the $L^{2}$ limit sense [12], [16]) hold:

$$
\begin{aligned}
P^{+}-\left.P^{-}\right|_{\Gamma_{1}} & =0, & P^{+}-\left.P^{-}\right|_{\Gamma_{2}} & =\psi, \\
\frac{\partial P^{+}}{\partial \nu}-\left.\frac{\partial P^{-}}{\partial \nu}\right|_{\Gamma_{1}} & =-\phi, & \frac{\partial P^{+}}{\partial \nu}-\left.\frac{\partial P^{-}}{\partial \nu}\right|_{\Gamma_{2}} & =-i \psi,
\end{aligned}
$$

where by the superscript + and - we distinguish the limits obtained by approaching the boundary $\Gamma$ from $D^{e}$ and $D$, respectively. Using the fact that $P^{+}=\frac{\partial P^{+}}{\partial \nu}=0$, we see that $P$ satisfies the Helmholtz equation and

$$
\left.P^{-}\right|_{\Gamma_{1}}=0, \quad \frac{\partial P^{-}}{\partial \nu}+\left.i P^{-}\right|_{\Gamma_{2}}=0
$$

where the equalities are understood in the $L^{2}$ limit sense. Using Green's theorem and a parallel surface argument, one can conclude as in Theorem 2.1 in [3] that $P=0$ in $D$, whence from the above jump relations $\phi=\psi=0$.

Now let $w \in \mathbb{H}^{1}\left(D, \Gamma_{2}\right)$ be a solution of the Helmholtz equation in $D$. From the above we can approximate $\left.w\right|_{\Gamma_{1}} \in H^{\frac{1}{2}}\left(\Gamma_{1}\right)$ and $\frac{\partial w}{\partial \nu}+\left.i w\right|_{\Gamma_{2}} \in L^{2}\left(\Gamma_{2}\right)$ by $\mathcal{H} g$. Hence using the a priori estimate for the solution of the mixed boundary value problem for the Helmholtz equation (see Theorem 2.3 in [3]),

$$
\|w\|_{H^{1}(D)}+\left\|\frac{\partial w}{\partial \nu}\right\|_{L^{2}\left(\Gamma_{2}\right)} \leq C\left(\|w\|_{H^{\frac{1}{2}\left(\Gamma_{1}\right)}}+\left\|\frac{\partial w}{\partial \nu}+i w\right\|_{L^{2}\left(\Gamma_{2}\right)}\right)
$$

we obtain that $w$ can be approximated by a Herglotz wave function $v_{g}$ with respect to the $\mathbb{H}^{1}\left(D, \Gamma_{2}\right)$-norm, which proves the first part of the theorem. Note that, by a change of variable, $v_{g}$ defined by (4.7) can be written as $\int_{\Omega} e^{-i k x \cdot d} g(d) d s(d)$.

Next let $z \in D$. Then $\gamma e^{-i k \hat{x} \cdot z}$ is the far field pattern of the radiating solution $\Phi(x, z)$. Let $w_{z}$ and $v_{z}$ be the unique solution of (4.6). Obviously $v_{z}$ and $\Phi(x, z)$ satisfy (MTP) with incident field the $H_{\mathrm{loc}}^{1}(\mathbb{R})$-extension of $w_{z}$. The well-posedness of (MTP) (section 3) together with the classical trace theorems and the approximation of $w_{z}$ by a Herglotz wave function $v_{g_{\epsilon}^{z}}$ show that for every $\epsilon>0$

$$
\left\|\left(F g_{\epsilon}^{z}\right)(\hat{x})-\gamma e^{-i k \hat{x} \cdot z}\right\|_{L^{2}(\Omega)} \leq c_{1}\left\|u_{g_{\epsilon}^{z}}^{s}-\Phi(\cdot, z)\right\|_{H^{1}\left(D_{e} \cap B_{R}\right)} \leq c\left\|v_{g_{\epsilon}^{z}}-w_{z}\right\|_{H^{1}(D)} \leq c \epsilon
$$

for $c_{1}, c>0$, where $u_{g_{\epsilon}^{z}}^{s}$ is the scattered field corresponding to $v_{g_{\epsilon}^{z}}$ as the incident wave. (Note that by superposition $F g_{\epsilon}^{z}$ coincides with $u_{g_{\epsilon}^{z}}^{s}$.) This ends the proof.

Now let us define $W_{z}$ by

$$
\begin{equation*}
W_{z}:=w_{z}+\Phi(\cdot, z) \tag{4.11}
\end{equation*}
$$

In particular, since $w_{z} \in \mathbb{H}^{1}\left(D, \Gamma_{2}\right), \Delta w_{z} \in L^{2}(D)$, and $z \in D$, we have that $\left.W_{z}\right|_{\Gamma} \in$ $H^{\frac{1}{2}}(\Gamma),\left.\frac{\partial W_{z}}{\partial \nu}\right|_{\Gamma} \in H^{-\frac{1}{2}}(\Gamma)$, and $\left.\frac{\partial W_{z}}{\partial \nu}\right|_{\Gamma_{2}} \in L^{2}\left(\Gamma_{2}\right)$.

Lemma 4.4. For every two points $z_{1}$ and $z_{2}$ in $D$ we have that

$$
\begin{align*}
& -2 \int_{D} \nabla v_{z_{1}} \cdot \mathcal{I} m(A) \nabla \bar{v}_{z_{2}} d x+2 \int_{\Gamma_{2}} \eta(x) \frac{\partial W_{z_{1}}}{\partial \nu} \frac{\partial \bar{W}_{z_{2}}}{\partial \nu} d s  \tag{4.12}\\
& =-4 k \pi|\gamma|^{2} J_{0}\left(k\left|z_{1}-z_{2}\right|\right)+i\left(w_{z_{1}}\left(z_{2}\right)-\bar{w}_{z_{2}}\left(z_{1}\right)\right)
\end{align*}
$$

where $w_{z_{1}}, W_{z_{1}}$ and $w_{z_{2}}, W_{z_{2}}$ are defined by (4.6) and (4.11), respectively, and $J_{0}$ is a Bessel function of order zero.

Proof. Let $z_{1}$ and $z_{2}$ be two points in $D$ and $v_{z_{1}}, w_{z_{1}}, W_{z_{1}}$ and $v_{z_{2}}, w_{z_{2}}, W_{z_{2}}$ the corresponding functions defined by (4.6) and (4.11). Applying the divergence theorem to $v_{z_{1}}, \bar{v}_{z_{2}}$ and using (4.6) together with the fact that $A$ is symmetric, we have

$$
\begin{aligned}
& \int_{\Gamma}\left(v_{z_{1}} \frac{\partial \bar{v}_{z_{2}}}{\partial \nu_{\bar{A}}}-\bar{v}_{z_{2}} \frac{\partial v_{z_{1}}}{\partial \nu_{A}}\right) d s=\int_{D}\left(\nabla v_{z_{1}} \cdot \bar{A} \nabla \bar{v}_{z_{2}}-\nabla \bar{v}_{z_{2}} \cdot A \nabla v_{z_{1}}\right) d x \\
& \quad+\int_{D}\left(v_{z_{1}} \nabla \cdot \bar{A} \nabla \bar{v}_{z_{2}}-\bar{v}_{z_{2}} \nabla \cdot A \nabla v_{z_{1}}\right) d x=-2 i \int_{D} \nabla v_{z_{1}} \cdot \mathcal{I} m(A) \nabla \bar{v}_{z_{2}} d x
\end{aligned}
$$

On the other hand, from the boundary conditions we have

$$
\begin{aligned}
& \int_{\Gamma}\left(v_{z_{1}} \frac{\partial \bar{v}_{z_{2}}}{\partial \nu_{\bar{A}}}-\bar{v}_{z_{2}} \frac{\partial v_{z_{1}}}{\partial \nu_{A}}\right) d s \\
& \quad=\int_{\Gamma}\left(W_{z_{1}} \frac{\partial \bar{W}_{z_{2}}}{\partial \nu}-\bar{W}_{z_{2}} \frac{\partial W_{z_{1}}}{\partial \nu}\right) d s-2 i \int_{\Gamma_{2}} \eta(x) \frac{\partial W_{z_{1}}}{\partial \nu} \frac{\partial \bar{W}_{z_{2}}}{\partial \nu} d s
\end{aligned}
$$

Hence

$$
\begin{aligned}
&- 2 i \int_{D} \nabla v_{z_{1}} \cdot \mathcal{I} m(A) \nabla \bar{v}_{z_{2}} d x+2 i \int_{\Gamma_{2}} \eta(x) \frac{\partial W_{z_{1}}}{\partial \nu} \frac{\partial \bar{W}_{z_{2}}}{\partial \nu} d s \\
&= \int_{\Gamma}\left(W_{z_{1}} \frac{\partial \bar{W}_{z_{2}}}{\partial \nu}-\bar{W}_{z_{2}} \frac{\partial W_{z_{1}}}{\partial \nu}\right) d s=\int_{\Gamma}\left(\Phi\left(\cdot, z_{1}\right) \frac{\partial \overline{\Phi\left(\cdot, z_{2}\right)}}{\partial \nu}-\overline{\Phi\left(\cdot, z_{2}\right)} \frac{\partial \Phi\left(\cdot, z_{1}\right)}{\partial \nu}\right) d s \\
& \quad+\int_{\Gamma}\left(w_{z_{1}} \frac{\partial \overline{\Phi\left(\cdot, z_{2}\right)}}{\partial \nu}-\overline{\Phi\left(\cdot, z_{2}\right)} \frac{\partial w_{z_{1}}}{\partial \nu}\right) d s+\int_{\Gamma}\left(\Phi\left(\cdot, z_{1}\right) \frac{\partial \bar{w}_{z_{2}}}{\partial \nu}-\bar{w}_{z_{2}} \frac{\partial \Phi\left(\cdot, z_{1}\right)}{\partial \nu}\right) d s
\end{aligned}
$$

Green's theorem applied to the radiating solution $\Phi(\cdot, z)$ of the Helmholtz equation in $D_{e}$ implies that [13]

$$
\begin{aligned}
& \int_{\Gamma}\left(\Phi\left(\cdot, z_{1}\right) \frac{\partial \overline{\Phi\left(\cdot, z_{2}\right)}}{\partial \nu}-\overline{\Phi\left(\cdot, z_{2}\right)} \frac{\partial \Phi\left(\cdot, z_{1}\right)}{\partial \nu}\right) d s=-2 i k \int_{\Omega} \Phi_{\infty}\left(\cdot, z_{1}\right) \overline{\Phi_{\infty}\left(\cdot, z_{2}\right)} d s \\
& \quad=-2 i k \int_{\Omega}|\gamma|^{2} e^{-i k \hat{x} \cdot z_{1}} e^{i k \hat{x} \cdot z_{2}} d s=-4 i k \pi|\gamma|^{2} J_{0}\left(k\left|z_{1}-z_{2}\right|\right)
\end{aligned}
$$

and from the representation formula for $w_{z_{1}}$ and $w_{z_{2}}$ we now obtain

$$
\begin{aligned}
& -2 i \int_{D} \nabla v_{z_{1}} \cdot \mathcal{I} m(A) \nabla \bar{v}_{z_{2}} d x+2 i \int_{\Gamma_{2}} \eta(x) \frac{\partial W_{z_{1}}}{\partial \nu} \frac{\partial \bar{W}_{z_{2}}}{\partial \nu} d s \\
& =-4 i k \pi|\gamma|^{2} J_{0}\left(k\left|z_{1}-z_{2}\right|\right)+\bar{w}_{z_{2}}\left(z_{1}\right)-w_{z_{1}}\left(z_{2}\right)
\end{aligned}
$$

Dividing both sides of the above relation by $i$ yields the result.

In the following we consider a ball $B_{r} \subset D$ of radius $r$ contained in $D$ and define a subset of $L^{2}\left(\Gamma_{2}\right)$ by

$$
\mathcal{V}:=\left\{\begin{array}{ll}
f \in L^{2}\left(\Gamma_{2}\right): & f=\left.\frac{\partial W_{z}}{\partial \nu}\right|_{\Gamma_{2}} \text { with } W_{z}=w_{z}+\Phi(\cdot, z) \\
& z \in B_{r} \text { and } w_{z}, v_{z} \text { the solution of }(4.6) .
\end{array}\right\}
$$

Lemma 4.5. Assuming that $k$ is neither a transmission eigenvalue nor a Neumann eigenvalue for $-\nabla \cdot A \nabla$, then $\mathcal{V}$ is complete in $L^{2}\left(\Gamma_{2}\right)$.

Proof. Let $\varphi$ be a function in $L^{2}\left(\Gamma_{2}\right)$ such that for every $z \in B_{r}$

$$
\int_{\Gamma_{2}} \frac{\partial W_{z}}{\partial \nu} \varphi d s=0
$$

Construct $v \in H^{1}(D)$ and $w \in \mathbb{H}^{1}\left(D, \Gamma_{2}\right)$ as the unique solution of the interior transmission problem

$$
\begin{array}{ll}
\text { (i) } \nabla \cdot A \nabla v+k^{2} v=0 & \text { in } D \\
\text { (ii) } \Delta w+k^{2} w=0 & \text { in } D \\
\text { (iii) } v-w=0 & \text { on } \Gamma_{1} \\
\text { (iv) } v-w=-i \eta \frac{\partial w}{\partial \nu}+\varphi & \text { on } \Gamma_{2} \\
\text { (v) } \frac{\partial v}{\partial \nu_{A}}-\frac{\partial w}{\partial \nu}=0 & \text { on } \Gamma .
\end{array}
$$

Then we have

$$
\begin{align*}
0 & =\int_{\Gamma_{2}} \frac{\partial W_{z}}{\partial \nu} \varphi d s=\int_{\Gamma} \frac{\partial W_{z}}{\partial \nu}(v-w) d s+i \int_{\Gamma_{2}} \eta \frac{\partial W_{z}}{\partial \nu} \frac{\partial w}{\partial \nu} d s \\
& =\int_{\Gamma} \frac{\partial W_{z}}{\partial \nu} v d s-\int_{\Gamma} \frac{\partial W_{z}}{\partial \nu} w d s+i \int_{\Gamma_{2}} \eta \frac{\partial W_{z}}{\partial \nu} \frac{\partial w}{\partial \nu} d s \tag{4.13}
\end{align*}
$$

Next from the equations for $v_{z}$ and $v$, the divergence theorem, and the transmission conditions, we have

$$
\begin{align*}
\int_{\Gamma} \frac{\partial W_{z}}{\partial \nu} v d s & =\int_{\Gamma} \frac{\partial v_{z}}{\partial \nu_{A}} v d s=\int_{\Gamma} \frac{\partial v}{\partial \nu_{A}} v_{z} d s \\
& =\int_{\Gamma} \frac{\partial w}{\partial \nu} W_{z} d s-i \int_{\Gamma_{2}} \eta \frac{\partial W_{z}}{\partial \nu} \frac{\partial w}{\partial \nu} d s \tag{4.14}
\end{align*}
$$

Finally, substituting (4.14) into (4.13) and using the integral representation formula yields

$$
\begin{align*}
0 & =\int_{\Gamma}\left(\frac{\partial w}{\partial \nu} W_{z}-\frac{\partial W_{z}}{\partial \nu} w\right) d s=\int_{\Gamma}\left(\frac{\partial w}{\partial \nu} w_{z}-\frac{\partial w_{z}}{\partial \nu} w\right) d s \\
& =\int_{\Gamma}\left(\frac{\partial w}{\partial \nu} \Phi(\cdot, z)-\frac{\partial \Phi(\cdot, z)}{\partial \nu} w\right) d s=w(z) \quad \forall z \in B_{r} \tag{4.15}
\end{align*}
$$

The unique continuation principle for the Helmholtz equation now implies that $w=0$ in $D$. Hence if $k$ is not a Neumann eigenvalue corresponding to $-\nabla \cdot A \nabla$ (e.g., if
$\operatorname{Im}(A)<0$ at a point $\left.x_{0} \in D\right)$, then $v \equiv 0$ and therefore $\varphi=0$, which proves the lemma.

Now we are ready to prove the main result of this section.
THEOREM 4.6. Let $\eta \in L_{\infty}\left(\Gamma_{2}\right)$ be the surface conductivity of (MTP), and assume that $\operatorname{Im}(A)=0$ in $D$ and $k$ is neither a transmission eigenvalue nor a Neumann eigenvalue for $-\nabla \cdot A \nabla$. Then

$$
\begin{equation*}
\|\eta\|_{L_{\infty}\left(\Gamma_{2}\right)}=\sup _{\substack{z_{i}, z_{j} \in B_{r} \\ \alpha_{i} \in \mathbb{C}}} \frac{\sum_{i, j} \alpha_{i} \overline{\alpha_{j}}\left(-4 \pi k|\gamma|^{2} J_{0}\left(k\left|z_{i}-z_{j}\right|\right)+i w_{z_{i}}\left(z_{j}\right)-i \bar{w}_{z_{j}}\left(z_{i}\right)\right)}{2\left\|\sum_{i} \alpha_{i} \frac{\partial}{\partial \nu}\left(w_{z_{i}}+\Phi\left(\cdot ; z_{i}\right)\right)\right\|_{L^{2}\left(\Gamma_{2}\right)}^{2}}, \tag{4.16}
\end{equation*}
$$

where $w_{z}$ is such that $\left(w_{z}, v_{z}\right)$ solves (4.6) and the sums are arbitrary finite sums.
Proof. We recall that

$$
\|\eta\|_{L_{\infty}\left(\Gamma_{2}\right)}:=\operatorname{ess} \sup \eta=\sup _{f \in L^{2}\left(\Gamma_{2}\right)} \frac{1}{\|f\|_{L^{2}\left(\Gamma_{2}\right)}^{2}} \int_{\Gamma_{2}} \eta(x)|f|^{2} d s
$$

The theorem then follows from Lemmas 4.4 and 4.5 by fixing first $z_{2}$ and then $z_{1}$ and considering linear combinations of $\frac{\partial W_{z}}{\partial \nu}$ for different $z \in B_{r}$.

Given that $D$ is known, $w_{z}$ in the right-hand side of (4.16) still cannot be computed, since it depends on the unknown functions $\eta$ and $A$. However, from Theorem 4.3 , we can use in (4.16) an approximation to $w_{z}$ given by the Herglotz wave function $v_{g^{z}}$ with kernel $g^{z}$ being the (regularized) solutions of the far field equation (4.5).

In the particular case where the coating is homogeneous, i.e., the surface conductivity is a positive constant $\eta>0$, we can further simplify (4.16). In particular, fix an arbitrary point $z_{0} \in B_{r}$ and consider $z_{1}=z_{2}=z_{0}$. Then (4.12) simply becomes

$$
\begin{equation*}
\eta=\frac{-2 k \pi|\gamma|^{2}-\mathcal{I} m\left(w_{z_{0}}\left(z_{0}\right)\right)}{\left\|\frac{\partial}{\partial \nu}\left(w_{z_{0}}+\Phi\left(\cdot ; z_{0}\right)\right)\right\|_{L^{2}\left(\Gamma_{2}\right)}^{2}} \tag{4.17}
\end{equation*}
$$

A drawback of (4.16) and (4.17) is that the extent of the coating $\Gamma_{2}$ is not known. Thus, in practice these expressions provide only a lower bound for $\|\eta\|_{L_{\infty}\left(\Gamma_{2}\right)}$. However, if the object is fully coated, that is, $\Gamma_{2}=\Gamma$, we can compute an approximation of $\|\eta\|_{L_{\infty}\left(\Gamma_{2}\right)}$ by (4.12) and (4.17), where $\Gamma_{2}$ is replaced by of $\Gamma$.
5. Remarks on Maxwell's equations in $\mathbb{R}^{\mathbf{3}}$. The analysis of the previous three sections for the case of scattering by an infinite cylinder can in principle be extended to the scattering of electromagnetic waves by a bounded dielectric in $\mathbb{R}^{3}$. In this case the direct scattering problem is given by $(2.1)-(2.6)$, and the existence of a unique solution to this problem was established in [8]. The results for the inverse scattering problem for an infinite cylinder established in section 4 of this paper can in turn be extended to the case of Maxwell's equations in $\mathbb{R}^{3}$, provided that one can establish the existence of a unique solution to the interior transmission problem

$$
\begin{align*}
& \nabla \times E_{z}-i k H_{z}=0 \\
& \nabla \times H_{z}+i k E_{z}=0  \tag{5.1}\\
& \nabla \times E_{z}^{\mathrm{int}}-i k H_{z}^{\mathrm{int}}=0 \\
& \nabla \times H_{z}^{\mathrm{int}}+i k N(x) E_{z}^{\mathrm{int}}=0 \tag{5.2}
\end{align*}
$$

together with the boundary relations

$$
\begin{align*}
\nu \times E_{z}^{\text {int }}-\nu \times E_{z} & =\nu \times E_{e}(\cdot, z, q) & & \text { on } \Gamma \\
\nu \times H_{z}^{\text {int }}-\nu \times H_{z} & =\nu \times H_{e}(\cdot, z, q) & & \text { on } \Gamma_{1}  \tag{5.3}\\
\nu \times H_{z}^{\text {int }}-\nu \times H_{z} & =-\eta\left[\nu \times\left(E_{z}+E_{e}(\cdot, z, q)\right) \times \nu\right]+\nu \times H_{e}(\cdot, z, q) & & \text { on } \Gamma_{2},
\end{align*}
$$

where $E_{e}(\cdot, z, q), H_{e}(\cdot, z, q)$ is the electric dipole defined by

$$
\begin{equation*}
E_{e}(x, z, q):=\frac{i}{k} \nabla_{x} \times \nabla_{x} \times q \Phi(x, z), \quad H_{e}(x, z, q):=\nabla_{x} \times q \Phi(x, z) \tag{5.4}
\end{equation*}
$$

where $q \in \mathbb{R}^{3}$ is a constant vector and

$$
\Phi(x, z):=\frac{1}{4 \pi} \frac{e^{i k|x-z|}}{|x-z|}
$$

Unfortunately this result remains an open problem. (For the existence of a unique solution to a modified version of (5.1)-(5.3), see [8].)

Assuming the existence of a unique solution of (5.1)-(5.3), one can now proceed to derive the three-dimensional analogue of Theorem 4.6; i.e., if $\operatorname{Im}(N)=0$ and $k$ is not a transmission eigenvalue, then
$\|\eta\|_{L_{\infty}\left(\Gamma_{2}\right)}=\sup _{\substack{z_{i} \in B_{r}, q \in \mathbb{R}^{3} \\ \alpha_{i} \in \mathbb{C}}} \frac{\sum_{i, j} \alpha_{i} \overline{\alpha_{j}}\left[-\|q\|^{2} A\left(z_{i}, z_{j}, k, q\right)+q \cdot E_{z_{i}}\left(z_{j}\right)+q \cdot \bar{E}_{z_{j}}\left(z_{i}\right)\right]}{2\left\|\sum_{i} \alpha_{i} \nu \times\left(E_{z_{i}}+E_{e}\left(\cdot, z_{i}, q\right)\right)\right\|_{L_{t}^{2}\left(\Gamma_{2}\right)}^{2}}$,
where $B_{r} \subset D$ is a ball of radius $r$;

$$
\begin{equation*}
A\left(z_{i}, z_{j}, k, q\right)=\frac{k^{2}}{6 \pi}\left[2 j_{0}\left(k\left|z_{i}-z_{j}\right|\right)+j_{2}\left(k\left|z_{i}-z_{j}\right|\right)\left(3 \cos ^{2} \phi-1\right)\right] \tag{5.6}
\end{equation*}
$$

$j_{0}$ and $j_{2}$ being spherical Bessel functions of order 0 and 2, respectively; $\phi$ is the angle between $\left(z_{i}-z_{j}\right)$ and $q$; and $E_{z}, E_{z}^{\text {int }}$ is the unique solution of the interior transmission problem (5.1)-(5.3). In particular, $E_{z}$ can be approximated by

$$
\begin{equation*}
E_{g_{z}}(x):=i k \int_{\Omega} e^{i k x \cdot d} g_{z}(d) d s(d) \tag{5.7}
\end{equation*}
$$

where $\Omega:=\left\{x \in \mathbb{R}^{3}:|x|=1\right\}$ and $g_{z}$ is the (regularized) solution of the far field equation

$$
\begin{equation*}
\int_{\Omega} E_{\infty}(\hat{x}, d, g(d)) d s(d)=E_{e, \infty}(\hat{x}, z, q) \tag{5.8}
\end{equation*}
$$

Here $E_{\infty}$ is the electric far field pattern corresponding to the scattering problem (2.1)(2.6), and $E_{e, \infty}$ is the electric far field pattern of the electric dipole (5.4). For details in the case of a perfect conductor coated by a dielectric, see section 3 of [5].

In the special case when $\eta$ is a constant, (5.5) simplifies to

$$
\begin{equation*}
\eta=\frac{-\frac{k^{2}}{6 \pi}\|q\|^{2}+\mathcal{R} e\left(q \cdot E_{z_{0}}\left(z_{0}\right)\right)}{\left\|\nu \times\left(E_{z_{0}}+E_{e}\left(\cdot, z_{0}, q\right)\right)\right\|_{L_{t}^{2}\left(\Gamma_{2}\right)}^{2}} \tag{5.9}
\end{equation*}
$$

where $z_{0}$ is an arbitrary point in $D$.
6. Numerical examples. In this section we shall present some numerical tests of the inversion scheme using synthetic far field data for the Helmholtz equation. For a given scatterer, the far field data is computed by using a cubic finite element code to approximate the near field, and then employing a near to far field transformation [18]. The finite element computational domain is terminated by a rectilinear perfectly matched layer using a linear absorption function in the layer [2], [10].

Having computed approximate values of the far field pattern at $N$ uniformly spaced points on the unit circle for $N$ incoming waves, we have an $N \times N$ matrix $\mathcal{A}$ of approximate far field data

$$
\mathcal{A}_{m, n}=u_{h, \infty}\left(d_{m}, d_{n}\right) \quad \text { where } \quad d_{m}=\left(\cos \left(\frac{2 \pi(m-1)}{N}\right), \sin \left(\frac{2 \pi(m-1)}{N}\right)\right)^{T}
$$

for $1 \leq m, n \leq N$, where $u_{h, \infty}$ is the finite element far field pattern. To this we add further noise with parameter $\epsilon$ to obtain $\mathcal{A}_{\epsilon}$ using

$$
\left(\mathcal{A}_{\epsilon}\right)_{m, n}=\mathcal{A}_{m, n}\left(1+\epsilon\left(\xi_{1, m, n}+i \xi_{2, m, n}\right)\right)
$$

where $\xi_{1, m, n}$ and $\xi_{2, m, n}$ are given by a random number generator, uniformly distributed in the range $[-1,1]$. Unless otherwise stated, $\epsilon=0.01$ in these studies.

For a given sampling point $z$, the discrete far field equation is then to compute $\vec{g}=\left(g_{1}, \ldots, g_{N}\right)$ such that $\mathcal{A}_{\epsilon} \vec{g}=\vec{b}$, where

$$
b_{m}=N \gamma \exp \frac{\left(-i k\left(z \cdot d_{m}\right)\right)}{(2 \pi)}, \quad 1 \leq m \leq N
$$

This ill-conditioned problem is solved approximately using the Tikhonov regularization and the Morozov discrepancy principle as described, for example, in [14].
6.1. Exact knowledge of the boundary. We start as in [5], assuming an exact knowledge of the boundary in order to assess the accuracy of (4.17) without the added error of computing an approximation to the boundary of the scatterer. In this case, for a given scatterer, we compute $\vec{g}$ for $z=z_{0}$ using the Morozov method outlined in the previous section, and then approximate (4.17) using the trapezoidal rule with 100 integration points. After limited experiments, we choose $z_{0}=(0,0)^{T}$ (both upcoming examples have this point as their centroid).

To simplify the presentation, we have limited our discussion to two scatterers: an ellipse given by $x=0.5 \cos (s)$ and $y=0.2 \sin (s), s \in[0,2 \pi]$, and the rectangle $[-0.5,0.5] \times[0.4,0.4]$. In (2.7) we choose $A=(1 / 4) I$. In all cases $k=5$.

For the ellipse we consider either a fully coated or partially coated object. The partially coated boundary is shown in Figure 6.1. In Figure 6.2 we show results of the reconstruction of a range of conductivities $\eta$ for the fully coated ellipse, partially coated ellipse, and fully coated rectangle. For each exact $\eta$ we compute the far field data, add noise, and compute an approximation to $w_{z_{0}}$, as discussed before. Despite the noise on the data, $\eta$ is well approximated in the case of the fully coated scatterers, provided that the conductivity is not too large. In all cases the approximation of $\eta$ deteriorates for large conductivities, and as expected, (4.17) leads to an underestimate of $\eta$ when the boundary is partially coated. These limited examples suggest that (4.17) provides a viable method for reconstructing $\eta$, provided that $\eta$ is small enough and the boundary of the scatterer is known sufficiently accurately.


FIG. 6.1. A diagram showing the coated portion of the partially coated ellipse as a thick line. The dotted square is the inner boundary of the PML, and the solid square is the boundary of the finite element computational domain.


Fig. 6.2. Computation of $\eta$ using the exact boundary. Panel (a) shows results for the fully and the partially coated ellipse. Panel (b) shows the corresponding results for the fully coated rectangle. Clearly in all cases the approximation of $\eta$ deteriorates for large conductivities.
6.2. The ellipse. We now wish to investigate the solution of the full inverse problem. We start by using the standard linear sampling method to approximate the boundary of the scatterer. In particular we compute $1 /\|\vec{g}\|$ for $z$ on a uniform grid in the sampling domain. In the upcoming numerical results we have arbitrarily chosen $N=61$, and we sample on a $101 \times 101$ grid on the square $[-1,1] \times[-1,1]$. This procedure takes around 10 seconds in MATLAB on an Apple G5 computer, so it is not time-consuming.

Having computed $\vec{g}$ for each sample point, we have a discrete level set function $1 /\|\vec{g}\|$. Choosing a contour value $C$ then provides a reconstruction of the support of the given scatterer. We extract the edge of the reconstruction and then fit this using a trigonometric polynomial of degree $M$, assuming that the reconstruction is star-like with respect to the origin. (For more advanced applications it would be necessary to


Fig. 6.3. Illustration of the steps in the computation of $\eta$. First the standard linear sampling method is used to compute $1 /\|\vec{g}\|$, as shown in panel (a) (the bar labeled $\lambda$ shows the wavelength of the radiation). Choosing a cutoff $C$ (in this case $C=0.3$ ), the surface in panel (a) provides an approximation to the boundary of the scatterer shown as shaded blocks in panel (b). Each square in this figure contains one sampling point $z$ at its center. We also show in panel (b) the outline of the true scatterer as a smooth solid line, and as a white line the fit of the trigonometric series to the reconstruction. In this case $C$ is chosen too small and the computed boundary lies outside the true scatterer.
employ a more elaborate smoothing procedure.) Thus for an angle $\theta$ the radius of the reconstruction is given by

$$
r(\theta)=\Re\left(\sum_{n=-M}^{M} r_{n} \exp (i n \theta)\right),
$$

where $r$ is measured from the origin (since in all the examples here the origin is within the scatterer). The coefficients $r_{n}$ are found using a least squares fit to the boundary identified in the previous step of the algorithm. Once we have a parameterization of the reconstructed boundary, we can compute the normal to the boundary and evaluate (4.17) for some choice of $z_{0}$ (in the examples always $z_{0}=(0,0)^{T}$ ) using the trapezoidal rule with 100 points. This provides our reconstruction of $\eta$.

Figure 6.3 shows the main steps for evaluating our prediction of $\eta$ for the ellipse. Here we choose $\eta=1$ on the entire ellipse (fully coated). In (a) we see a plot of $1 /\|\vec{g}\|$ (normalized so that the maximum value is 1 ) as a function of position. In this case the choice $\epsilon=0.01$ for the additional error in the far field pattern gives an error of $1.3 \%$ in the spectral norm for $\mathcal{A}$.

We then make the arbitrary choice $C=0.3$ (i.e., due to the normalization, the value is 0.3 times the maximum of $1 /\|\vec{g}\|)$. Figure $6.3(\mathrm{~b})$ shows a plot of the pixels separating regions where $1 /\|\vec{g}\|>C$ and $1 /\|\vec{g}\|<C$. For clarity, we have graphed only the region $[-0.6,0.6] \times[-0.6,0.6]$. The black pixels in Figure 6.3(b) are then fitted using $M=8$ in the trigonometric polynomial for $r(\theta)$, and the resulting curve is shown as a light curve on the figure. We also indicate, using a thick black line, the true ellipse. We have deliberately chosen a contour value $C$ that does not give the best reconstruction of the ellipse so that the different geometric features can be easily seen. Using this reconstruction results in a predicted value of $\eta=0.8372$ (compared to the true value $\eta=1$ ).


Fig. 6.4. Panel (a) shows the computed value of $\eta$ as a function of the cutoff $C$. The dashed line is the true value $\eta=1$, and the dotted line marks the maximum predicted $\eta$. The corresponding reconstruction of the ellipse is shown in panel (b) using the same convention as in panel (b) of Figure 6.3.


FIG. 6.5. Reconstruction of a range of $\eta$. For each exact $\eta$ we apply the reconstruction algorithm using a range of cutoffs and plot the corresponding reconstruction. An exact reconstruction would lie on the dotted line.

With both scatterers in this study we have observed that a poor choice of the cutoff $C$ tends to result in a predicted value of $\eta$ that is too small. Therefore we now suggest sweeping through a range of values of $C$, and we find that the maximum value of $\eta$ correlates with a good reconstruction of the scatterer and a better approximation of the true value of $\eta$. We show this in Figure 6.4 for the fully coated ellipse. The largest predicted value of $\eta$ is $\eta=1.05$ when $C=.3567$, and the reconstruction of the scatterer is better than choosing $C=0.3$.

The reconstruction algorithm is next investigated for a range of values of $\eta$. For each exact $\eta$ we apply the reconstruction algorithm using multiple cutoffs and plot the corresponding reconstruction of $\eta$. The results are shown in Figure 6.5 and should be compared to those in Figure 6.2(a). Given that the shape of the object and the parameter $\eta$ are both being reconstructed, the results show reasonable agreement of the reconstruction up to approximately $\eta=1.5$. For larger values of $\eta$ the reconstruction deteriorates, perhaps because the field inside the scatterer diminishes as $\eta$


Fig. 6.6. Reconstruction of the partially coated ellipse for $\eta=1$. (a) The indicator function $1 /\|\vec{g}\|$ resulting from the standard linear sampling method. (b) The computed value of $\eta$ for a range of cutoffs $C$. The best reconstruction (maximum value of $\eta$ ) is $\eta=0.61793$ when $C=0.3114$. (c) The reconstruction of the ellipse using $C=0.3114$. (d) The reconstruction of a range of $\eta$; this should be compared to Figure 6.2(a).
increases. In this case the linear sampling method is able to provide a sufficiently accurate approximation of the ellipse so that the reconstruction of $\eta$ in Figures 6.2 and 6.5 is of comparable accuracy.

Next we consider the partially coated ellipse (see Figure 6.1). The inversion algorithm is unchanged (both the boundary of the scatterer and $\eta$ are reconstructed). The results are shown in Figure 6.6(a)-(c) when $\eta=1$, and the results for a range of $\eta$ are shown in Figure 6.6(d). The linear sampling method can still reconstruct the ellipse with reasonable fidelity despite the partial coating, and so the results in Figure 6.6(d) and Figure 6.2(a) are comparable. Recall that, for a partially coated obstacle, (4.17) provides only a lower bound for $\eta$.
6.3. Rectangular scatterer. Finally we show the reconstruction of the surface conductivity of the fully coated rectangular scatterer. Results for a range of $\eta$ are shown in Figure 6.7. Comparing this to the reconstruction computed using the exact boundary (shown in Figure 6.2(b)), the results are much worse.

The deterioration of the results for the full inversion scheme can be explained by considering one choice of $\eta$ in detail. In Figure 6.8 we show the full reconstruction procedure for $\eta=1$. As in the case of the ellipse, we use the linear sampling method


Fig. 6.7. Results of reconstructing a range of conductivities for the fully coated rectangle. We plot the computed conductivity against its exact value. The results should be compared to Figure $6.2(\mathrm{~b})$, and are seen to be substantially worse than that case.


Fig. 6.8. Details of the reconstruction of $\eta$ when the exact value is $\eta=0.5$. (a) The indicator function computed by the linear sampling method. Clearly, whatever the choice of $C$, the reconstruction of the scatterer will not provide an accurate normal. (b) The best reconstruction corresponding to $C=0.52$, which yields the computed value of $\eta=0.28$.
to provide an indicator function for the boundary of the rectangle, but, compared to the ellipse, the reconstruction of the boundary shown in Figure 6.8(b) (at the best cutoff $C$ ) is now quite poor. From this reconstruction we need to compute the normal derivative of $w_{z_{0}}$. It is clear that this will be poorly approximated, and thus (4.17) will provide a poor approximation to $\eta$.
7. Conclusion. We have provided a method for estimating the surface conductivity of a scatterer from far field measurements. Numerical experiments show that this method can be combined with the linear sampling method to simultaneously identify the shape of the scatterer and the conductivity, provided that the shape of the scatterer can be computed with sufficient accuracy. Limitations include the fact that the method becomes inaccurate for large values of the surface conductivity, and the quality of the reconstruction of the conductivity can also be adversely influenced by the quality of the reconstruction of the scatterer. This may in part be due to the need to use the normal derivative of the Herglotz wave function in (4.17). We now
plan to investigate the use of the electric far field pattern, which should allow us to avoid the normal derivative. However considerable mathematical difficulties need to be overcome, and in particular the existence of a solution of the interior transmission problem is not known in this case.
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#### Abstract

In the limit of small chemoattractant diffusivity $\epsilon$, the existence, stability, and dynamics of spiky patterns in a chemotaxis model are studied in a bounded multidimensional domain. In this model, the transition probability density function $\Phi(w)$ is assumed to have a power law form $\Phi(w)=w^{p}$, and the production of chemoattractant $w$ is assumed to saturate according to a Michaelis-Menten kinetic function. In the limit $\epsilon \rightarrow 0$, it is proved that there is a steady-state single boundary spike solution located at the maximum of the mean curvature of the boundary. Moreover, a steady-state interior spike solution is proved to concentrate at a maximum of the distance function. The single interior spike solution is shown to be metastable for certain ranges of $p$ and the dimension $N$. The stability of a single boundary spike solution is also analyzed in detail. Finally, a formal asymptotic analysis is used to characterize the metastable interior spike dynamics in both a onedimensional and a multidimensional domain.
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1. Introduction. In this paper, we investigate qualitative properties of a class of solutions to a special case of the following generalized chemotaxis system. Let $\Omega \subset \mathbb{R}^{N}$ be a bounded domain with boundary $\partial \Omega$. We seek solutions, $P \in \mathbb{R}$ and $W \in \mathbb{R}^{m+1}$, of the system

$$
\begin{equation*}
P_{t}=D \nabla \cdot\left(P \nabla\left(\log \left(\frac{P}{\Phi(W)}\right)\right)\right), \quad W_{t}=d \Delta W+F(P, W), \quad(x, t) \in \Omega \times(0, T) \tag{1.1}
\end{equation*}
$$

subject to the "no-flux" boundary condition

$$
\begin{equation*}
P \nabla\left(\frac{\log P}{\Phi(W)}\right) \cdot \nu(x)=0, \quad \nabla W \cdot \nu(x)=0 . \tag{1.2}
\end{equation*}
$$

Here $\nu(x)$ denotes the inward pointing normal to $\partial \Omega$. To close the system we prescribe the initial conditions

$$
P(x, 0)=P_{0}(x)>0, \quad W(x, 0)=W_{0}(x) \geq 0, \quad \text { for } x \in \bar{\Omega} .
$$

In this system, $D$ is a constant diffusion coefficient, $d$ is a positive semidefinite diagonal matrix, $P$ is a population density, $\log \Phi(W)$ is the chemotactical sensitivity function,

[^45]and $W$ is a vector of nutrients or chemicals whose dynamics influences the movement of $P$. The function $\Phi(W)$ is a prescribed "transition probability function." This general system includes the so-called Keller-Segel model of biology [17]. To biologically motivate our study we begin by outlining two themes, one basic to developmental biology and the other from angiogenesis. Our contribution to the mathematical analysis of chemotactic systems is discussed at the end of the introduction.

A basic quality of all living systems is that they sense the environment in which they live and respond to it. The response often involves movement toward or away from an external stimulus. The mechanism for the response is called taxis. Any taxis involves two components: an external signal and the response of the organism to the signal. The response also involves two steps: the detection of the signal and the transduction of the external signal into an internal signal that triggers the response.

In many mathematical models analyzing taxis the signal is transported by diffusion, convection, or some other mechanism. There are, however, instances in which the organism seems to modify its environment in a strictly local manner and there is little or no transport of the modifying substance. A typical example of this is myxobacteria, which produce slime over which their cohorts can easily move. Myxobacteria are soil bacteria which glide on suitable surfaces or at air-water interfaces. Under starvation conditions they tend to move close together, forming complex patterns. Finally they aggregate to build fruiting bodies. Inside the fruiting bodies they survive as dormant myxospores. An account of this intriguing sequence of events can be found in [1].

A novel approach to the modeling of aggregation in myxobacteria is due to Othmer and Stevens [29]. Their inspiration and motivation comes from the work of Davis [6] concerning reinforced random walks. The models developed by Othmer and Stevens are of the form (1.1), (1.2) with $d=0$ and have been studied in depth by Levine and Sleeman [19], who were able to provide some understanding of the numerical findings in [29], particularly with regard to aggregation, blow-up, and collapse of solutions.

More recently the idea of mathematical modeling based on the idea of reinforced random walks has been developed to gain some understanding of tumor angiogenesis. Angiogenesis is a morphogenetic process whereby new blood vessels are induced to grow out of a pre-existing vasculature. It is fundamental to the formation of any new blood vessels during embryonic development and contributes to the maintenance of tissue functionality in the adult (e.g., placental growth). Angiogenesis is also an important feature of various pathological processes such as wound healing and cancer progression. We are particularly interested in tumor angiogenesis.

Capillaries, which are the main microvessels involved in tumor angiogenesis, are composed of three components: (a) the basement membrane, which is a complex extra cellular matrix (ECM) encircling and supporting the cellular components; (b) the endothelial cells (EC), which form a monolayer of flattened and extended cells lining the lumen of the vessel and resting on the basement membrane; and (c) pericyte cells, which form a periendothelial cellular network embedded within the basement membrane.

The first event of tumor-induced angiogenesis is triggered by the secretion of a number of chemicals, collectively called tumor angiogenesis factors (TAFs) (cf. [4], [8], [9]) from a colony of cancerous cells of a solid tumor. These factors diffuse through the tissue, creating a chemotactic gradient which eventually reaches neighboring capillaries and other blood vessels. In response to TAFs the EC in nearby capillaries appear to thicken (i.e., aggregate) and produce a proteolytic enzyme, which in turn
degrades the basement membrane.
In response to the TAFs the normally smooth EC surface begins to develop pseudopodia which penetrate the weakened basement membrane. Capillary sprouts are formed by the accumulation of EC from the parent vessel. The sprouts grow in length, proliferate, form loops leading to microcirculation of blood (i.e., anastomoses); and also branch successively. The resulting capillary network continues to progress through the tissue ECM, forming a microvasculature, and eventually invades the tumor colony, leading to rapid growth and metastasis. The means of progress through the tissue ECM is via chemotaxis and haptotaxis.

Chemotaxis is the response of EC to chemical gradients set up by the TAFs. A major component of the tissue ECM is fibronectin. It has been verified experimentally that fibronectin stimulates directional migration of EC by establishing an adhesive gradient, i.e., via haptotaxis.

Mathematical modeling of the complex processes involved in tumor angiogenesis has been vigorously pursued in recent years. For recent overviews of some of the modeling ideas, see [36] and [33].

Driven by the need to understand the underlying biochemistry and also to attempt to bridge the gap between micro- and macrocellular events, Sleeman, together with Levine, Pamuk, Nilsen-Hamilton [20], [21], [22], Holmes [14], Plank [31], and Wallis [35], has modeled angiogenesis on the basis of reinforced random walks and MichaelisMenten kinetics. In these modeling ideas, systems of equations of the form (1.1) play a crucial role.

Systems of the form (1.1) enjoy very rich dynamics. Consider, for example, the following two-component system in one space dimension

$$
P_{t}=D\left(P_{x x}-a\left(P \frac{W_{x}}{W}\right)_{x}\right), \quad W_{t}=\lambda P W-\mu W \quad \text { for } 0<x<\ell, t>0
$$

$$
\begin{gather*}
\frac{P_{x}}{P}-a \frac{W_{x}}{W}=0 \quad \text { for } x=0, \ell, t>0  \tag{1.3}\\
P(x, 0)=P_{0}(x)>0, \quad W(x, 0)=W_{0}(x)>0 \quad \text { for } 0 \leq x \leq \ell
\end{gather*}
$$

In [19] it is shown, among other things, that when $a=1$, there are solution pairs $(P, W)$ for which $P>0$ but for which $P$ blows up in finite time and that the power spectrum converges to that of the delta function in finite time. Indeed, it is possible to construct an explicit family of such solutions. When $a=-1$, there exist solution pairs $(P, W)$ for which $P>0$ and $P$ collapses to a constant in infinite time but exponentially fast.

In this context we mention the related work of Rascle and Ziti [34]. In our notation they considered the following system in $\mathbb{R}^{N}$ :

$$
\begin{equation*}
P_{t}=D_{1} \Delta P-\nabla \cdot\left[P W^{-\alpha} \nabla W\right], \quad W_{t}=D_{2} \Delta W-k W^{m} P \tag{1.4}
\end{equation*}
$$

Here all the constants are positive unless otherwise specified. They constructed similarity solutions of the form $(P, W)=\left((T-t)^{a} P(\xi),(T-t)^{b} w(\xi)\right)$, where $\xi=$ $(T-t)^{-1}|x|^{2}$ for $x \in \mathbb{R}^{N}$ in one, two, or three space dimensions, when $0<m<\alpha=1$ and $D_{2}=0$. (Here $a, b \geq 0$.) When $D_{1}=0$ as well, they construct such solutions which blow up in infinite time in one and two dimensions. In the case $D_{1}>0$ they are able to construct only global self-similar solutions.

An important question which again is motivated by the need to understand how new capillaries sprout via angiogenesis from a preexisting vasculature is: Can we expect solutions of system (1.1) (with $d=0$ ) to possess spatially nonconstant, piecewise constant aggregating solutions? Here we define aggregation as follows: $P(x, t)$ as a solution to (1.1), aggregates if it converges to a nonconstant steady state in finite or infinite time.

From numerical experiments, Othmer and Stevens [29] show that $P(x, t)$ can evolve to an aggregating solution through the formation of a "shock." In their experiments they consider system (1.1) with

$$
\begin{equation*}
\Phi(W)=\left(\frac{\beta+W}{\gamma+W}\right)^{a}, \quad F(P, W)=\frac{P W}{1+\nu W}-\mu W+\gamma_{r} \frac{P}{1+P} \tag{1.5}
\end{equation*}
$$

In [19] it is argued that the seeds of such shock formation are already present in the case of the simpler system (1.3).

During the initiation of angiogenesis, as outlined above, the EC in capillaries near the tumor produce a proteolytic enzyme in response to the TAFs. While a detailed analysis of the process involved in angiogenesis initiation has been given in [20], a simple model involving only the EC and the proteolytic enzyme can be formulated. Such a model is of the form (1.1), in which $P$ represents EC density and $W$ is enzyme concentration. In this model $d$ is small since in the capillary diffusion takes place on a much longer time scale than the kinetic reactions. This, of course, is not the case for the developing angiogenesis in the ECM.

It has been demonstrated recently by Holash et al. (cf. [13]) that once a tumor has become vascularized, the resulting capillary network may undergo periods of dramatic collapse and remodeling. Paradoxically, the coopted vasculature does not undergo angiogenesis to support the growing tumor, but instead regresses via a process that involves disruption of EC/smooth muscle cell interactions and EC apoptosis (i.e., programmed cell death). This vessel regression in turn results in necrosis within the central part of the tumor. However vigorous angiogenesis is initiated at the tumor boundary, rescuing the surviving tumor and supporting further growth. This behavior could be modeled by systems of the form (1.1) and suggests the existence of pointcondensation solutions or spike-type patterns.

It is the purpose of this paper to investigate the existence, stability, and dynamics of the spike patterns in the following variant of (1.1) and (1.5). That is, we consider the system
$\left\{\begin{array}{l}P_{t}=D_{1} \nabla \cdot\left(P \nabla\left(\log \frac{P}{\Phi(W)}\right)\right), \quad W_{t}=D_{2} \Delta W-\mu W+\frac{P W}{1+\gamma W} \quad \text { in } \Omega \times(0,+\infty), \\ \frac{\partial P}{\partial \nu}=\frac{\partial W}{\partial \nu}=0 \quad \text { on } \quad \partial \Omega \times(0,+\infty), \quad P(x, 0)=P_{0}(x) \geq 0, \quad W(x, 0)=W_{0}(x) \geq 0,\end{array}\right.$
where $D_{1}>0$ and $D_{2}>0$ are two diffusion coefficients, $P(x, t)$ is the particle density of a particular species, $W(x, t)$ is the concentration of the "active agent," $\Omega \subset \mathbb{R}^{N}(N \leq 3)$ is a smooth and bounded domain, $\mu$ and $\gamma$ are positive constants, and $\nu=\nu(x)$ is the unit normal derivative at $x \in \partial \Omega$. The term $\frac{W}{1+\gamma W}$ is a typical Michaelis-Menten saturating function. Throughout the paper, we take $\Phi(W)=W^{p}$, where $p>1$, which corresponds to a logarithmic chemotactical sensitivity function.

We will show that the inclusion of a small diffusion coefficient $D_{2}$ can produce stable spiky patterns. By nondimensionalizing (1.6), we may assume, without loss of
generality, that

$$
\begin{equation*}
\mu=1, \quad D_{1}=1, \quad D_{2}=\epsilon^{2} \ll 1 \tag{1.7}
\end{equation*}
$$

In this new setting, (1.6) becomes
$\left\{\begin{array}{l}P_{t}=\nabla \cdot\left(P \nabla\left(\log \frac{P}{W^{p}}\right)\right), \quad W_{t}=\epsilon^{2} \Delta W-W+\frac{P W}{1+\gamma W} \quad \text { in } \Omega \times(0,+\infty), \\ \frac{\partial P}{\partial \nu}=\frac{\partial W}{\partial \nu}=0 \quad \text { on } \quad \partial \Omega \times(0,+\infty), \quad P(x, 0)=P_{0}(x) \geq 0, \quad W(x, 0)=W_{0}(x) \geq 0 .\end{array}\right.$

For $\gamma \gg 1$, (1.8) is the Keller-Segel model with a logarithmic chemotactical sensitivity function. A survey of the existence and regularity properties of solutions of the classic Keller-Segel model with a linear chemotactical sensitivity function, and for certain extensions of the basic model, is given in [15]. Results for global existence of solutions for the limiting model (1.8) where $\gamma \gg 1$ are surveyed in section 6.1 .1 of [15]. Our results for the stability of spike-type patterns of (1.8) for $\gamma>0$ are, to our knowledge, new. In particular, for certain ranges of $p$, we prove that an interior spike solution for (1.8) is metastable. The existence of metastable phenomena is known in certain reaction-diffusion systems, including the shadow Gierer-Meinhardt model (cf. [16] and [5]), but to our knowledge has never been shown previously in a chemotaxis system. After submission of this article, the occurrence of metastability has been shown asymptotically and numerically in [32] for the volume-filling chemotaxis model of [12] and [30].

Integrating the equation for $P$ over $\Omega$ and using the Divergence theorem, we obtain

$$
\begin{equation*}
\int_{\Omega} P(x, t)=\int_{\Omega} P(x, 0)=m \tag{1.9}
\end{equation*}
$$

This conservation of mass condition plays a central role in stabilizing nontrivial spatial patterns. To simplify the computations, we will assume that $m=1$. The steady-state problem for (1.8) becomes

$$
\begin{cases}\nabla \cdot\left(P \nabla\left(\log \frac{P}{W^{p}}\right)\right)=0 & \text { in } \Omega  \tag{1.10}\\ \epsilon^{2} \Delta W-W+\frac{P W}{1+\gamma W}=0 & \text { in } \Omega \\ \frac{\partial P}{\partial \nu}=\frac{\partial W}{\partial \nu}=0 \text { on } \partial \Omega, & \int_{\Omega} P(x)=1\end{cases}
$$

Note that both $P$ and $W$ must be nonnegative. From the equation for $P$ in (1.10) and the condition that $m=1$, we get

$$
\begin{equation*}
P(x)=\frac{1}{\int_{\Omega} W^{p}} W^{p}(x) \tag{1.11}
\end{equation*}
$$

Defining the new function $\hat{W}$ by

$$
\begin{equation*}
W(x)=\frac{1}{\gamma \int_{\Omega} \hat{W}^{p}} \hat{W} \tag{1.12}
\end{equation*}
$$

and substituting (1.11) and (1.12) into (1.10), we obtain an equation for $\hat{W}$ :

$$
\begin{equation*}
\epsilon^{2} \Delta \hat{W}-\hat{W}+\frac{\hat{W}^{p+1}}{\int_{\Omega} \hat{W}^{p}+\hat{W}}=0 \quad \text { in } \Omega, \quad \hat{W}>0 \quad \text { in } \Omega, \quad \frac{\partial \hat{W}}{\partial \nu}=0 \quad \text { on } \quad \partial \Omega \tag{1.13}
\end{equation*}
$$

Equation (1.13) without the nonlocal term $\int_{\Omega} \hat{W}^{p}$ has a variational structure and has been studied by numerous authors. For results on the existence of boundary spike solutions, see [2], [27], [28], [40], [43], and the references therein. Results for the existence of interior spike solutions are given in [11], [38], [39], and the references therein. A survey of some of these previous results is given in [26].

Throughout the paper, $C>0$ is a generic constant, which is independent of $\epsilon$, that may change from line to line. The notation $O(A), o(A)$ means that $|O(A)| \leq$ $C|A|, \lim _{\epsilon \rightarrow 0} \frac{o(A)}{|A|}=0$.

The organization of the paper is as follows. In section 2, we state our main results. In section 3, we construct both single boundary and single interior spikes. In sections 4-6, we analyze the spectrum of the linearized problem. In the spectrum there are eigenvalues that are $O(1)$ as $\epsilon \rightarrow 0$, called the large eigenvalues, and eigenvalues that tend to zero as $\epsilon \rightarrow 0$, called the small eigenvalues. In section 4 , we study the linearized eigenvalue problem and reduce the study of the large eigenvalues to a nonlocal eigenvalue problem. In section 5, we analyze this nonlocal eigenvalue problem. In section 6, we analyze the small eigenvalues. In section 7 , we derive the dynamical law for the motion of an interior spike and present some numerical results. Finally, a brief discussion in given in section 8.
2. Statements of main results. We first state our main results on the existence of steady-state solutions.

Theorem 2.1. Assume that

$$
\begin{equation*}
1<p<+\infty \quad \text { if } N=1,2 ; \quad 1<p<5, \quad \text { if } N=3 \tag{2.1}
\end{equation*}
$$

Then, for $\epsilon \ll 1$, there exists a steady-state solution for (1.10) of the following form:

$$
\begin{equation*}
\left(P_{\epsilon}, W_{\epsilon}\right)=\left(\frac{1}{\int_{\Omega} \hat{W}_{\epsilon}^{p}} \hat{W}_{\epsilon}^{p}, \frac{\hat{W}_{\epsilon}}{\gamma \int_{\Omega} \hat{W}_{\epsilon}^{p}}\right), \quad \text { where } \quad \hat{W}_{\epsilon}=w\left(\frac{x-Q_{\epsilon}}{\epsilon}\right)+O(\epsilon) \tag{2.2}
\end{equation*}
$$

Here $w(y)$ is the unique solution of
$\Delta w-w+w^{p}=0, \quad w>0 \quad$ in $\mathbb{R}^{N}, \quad w(0)=\max _{y \in \mathbb{R}^{N}} w(y), \quad w(y) \rightarrow 0 \quad$ as $\quad|y| \rightarrow+\infty$.
The point $Q_{\epsilon}$ is classified either by
(a) (single boundary spike) $Q_{\epsilon} \in \partial \Omega, H\left(Q_{\epsilon}\right) \rightarrow \max _{Q \in \partial \Omega} H(Q)$, where $H(Q)$ is the mean curvature function at $Q \in \partial \Omega$, or
(b) (single interior spike) $Q_{\epsilon} \in \Omega, d\left(Q_{\epsilon}, \partial \Omega\right) \rightarrow \max _{Q \in \Omega} d(Q, \partial \Omega)$, where $d(Q, \partial \Omega)$ is the distance function at $Q \in \Omega$.

Next, we study the linearized stability of the solutions constructed in Theorem 2.1. To this end, we linearize (1.8) around $\left(P_{\epsilon}, W_{\epsilon}\right)$, as given in Theorem 2.1, to obtain
the following linearized eigenvalue problem:

$$
\begin{gather*}
\nabla \cdot\left(\psi_{\epsilon} \nabla \log \left(\frac{P_{\epsilon}}{W_{\epsilon}^{p}}\right)\right)+\nabla \cdot\left(P_{\epsilon} \nabla\left(\frac{\psi_{\epsilon}}{P_{\epsilon}}-p \frac{\phi_{\epsilon}}{W_{\epsilon}}\right)\right)=\lambda_{\epsilon} \psi_{\epsilon} \quad \text { in } \Omega  \tag{2.4}\\
\epsilon^{2} \Delta \phi_{\epsilon}-\phi_{\epsilon}+\frac{P_{\epsilon}}{\left(1+\gamma W_{\epsilon}\right)^{2}} \phi_{\epsilon}+\frac{W_{\epsilon}}{1+\gamma W_{\epsilon}} \psi_{\epsilon}=\lambda_{\epsilon} \phi_{\epsilon} \quad \text { in } \Omega  \tag{2.5}\\
\frac{\partial \phi_{\epsilon}}{\partial \nu}=\frac{\partial \psi_{\epsilon}}{\partial \nu}=0 \quad \text { on } \partial \Omega \tag{2.6}
\end{gather*}
$$

where $\lambda_{\epsilon} \in \mathcal{C}$-the set of complex numbers.
Note that (2.4)-(2.6) is not self-adjoint, and so complex eigenvalues are expected. We say that $\left(P_{\epsilon}, W_{\epsilon}\right)$ is linearly stable if for all eigenvalues $\lambda_{\epsilon}$ of $(2.4)-(2.6)$ we have $\operatorname{Re}\left(\lambda_{\epsilon}\right)<0$. We say that $\left(P_{\epsilon}, W_{\epsilon}\right)$ is linearly unstable if there exists an eigenvalue $\lambda_{\epsilon}$ of (2.4)-(2.6) such that $\operatorname{Re}\left(\lambda_{\epsilon}\right)>0$. We say that $\left(P_{\epsilon}, W_{\epsilon}\right)$ is metastable if for all eigenvalues $\lambda_{\epsilon}$ of (2.4)-(2.6) we have either $\operatorname{Re}\left(\lambda_{\epsilon}\right)<0$ or $\left|\lambda_{\epsilon}\right|=O\left(e^{-d / \epsilon}\right)$ for some $d>0$ independent of $\epsilon>0$. With these definitions, we now give our main results classifying the stability of $\left(P_{\epsilon}, W_{\epsilon}\right)$.

Theorem 2.2. Assume that

$$
\begin{equation*}
1<p<+\infty \quad \text { if } N=1 ; \quad 2 \leq p \leq 5 \quad \text { if } N=2 ; \quad 2 \leq p \leq 3 \quad \text { if } N=3 \tag{2.7}
\end{equation*}
$$

Let $\left(P_{\epsilon}, W_{\epsilon}\right)$ be the solution given in Theorem 2.1.
(a) (metastability) The single interior spike is metastable.
(b) (stability) If $N=1$, then the single boundary spike is linearly stable.
(c) (stability) If $\Omega=B_{R}(0)=\{x| | x \mid<R\}$ and $(P(x, t), W(x, t))=(P(|x|, t)$, $W(|x|, t)$ ), then the single interior spike is linearly stable.
(d) (stability) If $N=2,3$ and $Q_{0}$ is a nondegenerate global maximum point of $H(P)$, where $Q_{\epsilon} \rightarrow Q_{0}$, then the single boundary spike is linearly stable.

Remark 2.3. The condition on the exponent $p$ given in (2.7) is needed for the analysis in section 5 of a nonlocal eigenvalue problem. Certainly it is not optimal. We conjecture that the same conclusion holds if $p$ satisfies (2.1) only.

Remark 2.4. As $\epsilon \rightarrow 0$, we have $\int_{\Omega} \hat{W}_{\epsilon}^{p} \sim \epsilon^{N}$. Therefore, we see from (2.2) that $P_{\epsilon}\left(Q_{\epsilon}\right) \sim \epsilon^{-N}, W_{\epsilon}\left(Q_{\epsilon}\right) \sim \epsilon^{-N}$, and $P_{\epsilon}(x), W_{\epsilon}(x) \rightarrow 0$ for all $x \in \Omega$ with $\left|x-Q_{\epsilon}\right| \geq \delta>0$.

Remark 2.5. Theorems 2.1 and 2.2 remain true for the following Keller-Segel model with logarithmic growth ([17], [23], [24]):
$\left\{\begin{array}{l}P_{t}=\nabla \cdot\left(P \nabla\left(\log \frac{P}{W^{p}}\right)\right), \quad W_{t}=\epsilon^{2} \Delta W-W+P \quad \text { in } \Omega \times(0,+\infty), \\ \frac{\partial P}{\partial \nu}=\frac{\partial W}{\partial \nu}=0 \quad \text { on } \partial \Omega \times(0,+\infty), \quad P(x, 0)=P_{0}(x) \geq 0, \quad W(x, 0)=W_{0}(x) \geq 0 .\end{array}\right.$
Remark 2.6. In Theorems 2.1 and 2.2 , we have assumed that $D_{1}=1$, where $D_{1}$ is the diffusion coefficient of $P$. Theorem 2.1 holds true for any $D_{1}>0$. It is not difficult to see that Theorem 2.2 also holds, provided that

$$
\begin{equation*}
\frac{\epsilon^{2}}{D_{1}} \ll 1 \tag{2.9}
\end{equation*}
$$

Biologically, this means that if the active agent $W$ diffuses more slowly than the species $P$, the species will move toward the boundary and form nontrivial stable spiky patterns. It is unclear what happens if $\frac{\epsilon^{2}}{D_{1}} \sim 1$.

Remark 2.7. There may be solutions with multiple spikes. We will not discuss this case here, as most likely multiple spike solutions are unstable.

The existence of spiky patterns for the steady states of Keller-Segel model (2.8) has been established in [23], [27], [28]. Theorem 2.1 establishes the existence of spiky patterns for the more general case (1.8). As far as the authors know, Theorem 2.2 is the first rigorous result on the stability of spiky patterns for a chemotaxis system.
3. Construction of the steady state: Proof of Theorem 2.1. In this section we construct steady-state solutions for (1.8) and prove Theorem 2.1. By the transformation leading to (1.13), we need to find a $\hat{W}$ satisfying (1.13). We do this in two steps.

In the first step, we fix $\delta$ small and solve the following problem:

$$
\begin{equation*}
\epsilon^{2} \Delta \hat{W}-\hat{W}+\frac{\hat{W}^{p+1}}{\delta+\hat{W}}=0, \quad \hat{W}>0 \quad \text { in } \Omega, \quad \frac{\partial \hat{W}}{\partial \nu}=0 \quad \text { on } \quad \partial \Omega . \tag{3.1}
\end{equation*}
$$

This yields a solution $\hat{W}_{\epsilon, \delta}$. In the second step, we solve the algebraic equation

$$
\begin{equation*}
\delta=\int_{\Omega} \hat{W}_{\epsilon, \delta}^{p} \tag{3.2}
\end{equation*}
$$

The first step is more or less standard, but we have to treat the dependence of $\hat{W}$ on $\delta$. In the second step we have to make sure that the function on the right-hand side of (3.2) is continuous in $\delta$. We begin with the following simple but important observation.

Lemma 3.1. There exists a unique solution to

$$
\begin{align*}
& \Delta w-w+\frac{w^{p+1}}{\delta+w}=0, \quad w>0 \quad \text { in } \mathbb{R}^{N}, \quad w(0)=\max _{y \in \mathbb{R}^{N}} w(y) \\
& w(y) \rightarrow 0 \quad \text { as }|y| \rightarrow+\infty \tag{3.3}
\end{align*}
$$

We call such a solution $w_{\delta}(y)$. As $\delta \rightarrow 0$, we have

$$
\begin{equation*}
\left|w_{\delta}(y)-w(y)\right| \leq C \delta e^{-\min (1, p-1)|y|} \tag{3.4}
\end{equation*}
$$

where $C$ is independent of $\delta>0$ and $w$ is the unique solution of (2.3).
Proof. By the well-known Gidas-Ni-Nirenberg theorem, all solutions to (3.3) are radially symmetric. Let $f_{\delta}(u)=\frac{u^{p+1}}{\delta+u}$. Then we have $\left(\frac{f_{\delta}(u)}{u}\right)^{\prime} \geq 0$. By [18], there exists a unique solution, called $w_{\delta}(|y|)$, to (3.3). Since $p$ is subcritical and $f_{\delta}(u) \leq u^{p}$, we see that $w_{\delta}$ is uniformly bounded in $\delta$. By compactness and the uniqueness of $w_{\delta}$, it follows that as $\delta \rightarrow 0, w_{\delta} \rightarrow w(y)$, where $w(y)$ is the unique solution of (2.3). This implies that

$$
\begin{equation*}
w_{\delta}(y)<C e^{-|y|} \tag{3.5}
\end{equation*}
$$

where $C$ is independent of $\delta>0$. Next we consider $w_{\delta}=w+\delta \hat{w}_{\delta}$. It is easy to see that $\hat{w}_{\delta}$ satisfies

$$
\begin{equation*}
\Delta_{y} \hat{w}_{\delta}-\hat{w}_{\delta}+p w^{p-1} \hat{w}_{\delta}+\delta^{-1}\left(\frac{\left(w+\delta \hat{w}_{\delta}\right)^{p+1}}{\delta+w_{\delta}}-w^{p}-p \delta w^{p-1} \hat{w}_{\delta}\right)=0 \tag{3.6}
\end{equation*}
$$

where, by (3.5),

$$
\begin{equation*}
\left|\delta^{-1}\left(\frac{\left(w+\delta \hat{w}_{\delta}\right)^{p+1}}{\delta+w_{\delta}}-w^{p}-p \delta w^{p-1} \hat{w}_{\delta}\right)\right| \leq C w_{\delta}^{p-1} \leq C e^{-(p-1)|y|} \tag{3.7}
\end{equation*}
$$

Since the operator $L_{0}:=\Delta-1+p w^{p-1}$ is invertible from $H_{r}^{2}\left(\mathbb{R}^{N}\right)=H^{2}\left(\mathbb{R}^{N}\right) \cap$ $\{u(y)=u(|y|)\}$ to $L_{r}^{2}\left(\mathbb{R}^{N}\right)=L^{2}\left(\mathbb{R}^{N}\right) \cap\{u(y)=u(|y|)\}$ (see Lemma 4 of [45]), we see from (3.6) and (3.7) that

$$
\left\|\hat{w}_{\delta}\right\|_{H^{2}\left(\mathbb{R}^{N}\right)} \leq C \quad \text { and } \quad\left|\hat{w}_{\delta}\right| \leq C e^{-\min (1, p-1)|y|}
$$

To analyze single boundary spikes we proceed as follows. For each $\delta>0$ small, we define

$$
\begin{equation*}
J_{\epsilon, \delta}[u]=\frac{\epsilon^{2}}{2} \int_{\Omega}|\nabla u|^{2}+\frac{1}{2} \int_{\Omega} u^{2}-\int_{\Omega} F_{\delta}(u) \quad \text { for } u \in H^{1}(\Omega) \tag{3.8}
\end{equation*}
$$

where $F_{\delta}(u)=\int_{0}^{u} \frac{s^{p+1}}{s+\delta} d s$. By taking a function $e(x) \equiv k$ for some constant $k$ in $\Omega$ and by choosing $k$ large enough, we have $J_{\epsilon, \delta}(e)<0$ for all $\epsilon \in(0,1)$ and $\delta \in(0,1)$. Then, for each $\epsilon \in(0,1)$ and $\delta \in(0,1)$, we can define the so-called mountain-pass value

$$
\begin{equation*}
c_{\epsilon, \delta}=\inf _{h \in \Gamma} \max _{0 \leq t \leq 1} J_{\epsilon, \delta}[h(t)], \tag{3.9}
\end{equation*}
$$

where $\Gamma=\left\{h:[0,1] \rightarrow H^{1}(\Omega) \mid h(t)\right.$ is continuous, $\left.h(0)=0, h(1)=u_{0}\right\}$.
Since $p$ satisfies (2.1), $p$ is subcritical. Furthermore, $\left(\frac{f_{\delta}(u)}{u}\right) \geq 0$. Thus $f_{\delta}$ satisfies all the assumptions in [27]. Similar to the analysis in section 2 of [27], $c_{\epsilon, \delta}$ is attained by some function $\hat{W}_{\epsilon, \delta}$, which satisfies (3.1), and $c_{\epsilon, \delta}$ is the least among all nonzero critical values of $J_{\epsilon, \delta}$. Furthermore, the analysis in section 3 of [27] shows that for $\epsilon$ sufficiently small, and uniformly in $\delta, \hat{W}_{\epsilon, \delta}$ has a unique maximum point $Q_{\epsilon, \delta}$, with $Q_{\epsilon, \delta} \in \partial \Omega$ and $H\left(Q_{\epsilon, \delta}\right) \rightarrow \max _{P \in \partial \Omega} H(P)$ as $\epsilon \rightarrow 0$. This completes the first step in the proof.

Next we define the following set:

$$
\begin{equation*}
\mathcal{S}_{\epsilon, \delta}=\left\{W \mid W \text { satisfies (3.1) and } J_{\epsilon, \delta}[W]=c_{\epsilon, \delta}\right\} \tag{3.10}
\end{equation*}
$$

In other words, $\mathcal{S}_{\epsilon, \delta}$ contains the set of all least energy solutions of (3.1). By our first step above, $\mathcal{S}_{\epsilon, \delta}$ is not empty. Moreover, $\mathcal{S}$ is a compact set (uniformly in $\delta$ and $\epsilon$ small) since

$$
\begin{equation*}
\sup _{W \in \mathcal{S}_{\epsilon, \delta}}\|W\|_{\epsilon} \leq C \tag{3.11}
\end{equation*}
$$

where $C$ is independent of $\epsilon$ and $\delta$ and

$$
\begin{equation*}
\|W\|_{\epsilon}^{2}:=\epsilon^{-N}\left(\epsilon^{2} \int_{\Omega}|\nabla W|^{2}+\int_{\Omega} W^{2}\right) \tag{3.12}
\end{equation*}
$$

(In fact, by Lemma 3.1 and by using a test function, we have $c_{\epsilon, \delta} \leq C \epsilon^{N}$, where $C$ is independent of $\epsilon$ and $\delta$. Integrating the equation (3.1) gives (3.11).)

We consider the algebraic equation

$$
\begin{equation*}
\beta(\delta)=\delta-\rho(\delta)=0, \quad \text { where } \quad \rho(\delta):=\inf _{W \in \mathcal{S}_{\epsilon, \delta}} \int_{\Omega} W^{p} \tag{3.13}
\end{equation*}
$$

Note that for any $W \in \mathcal{S}_{\epsilon, \delta}$, the same asymptotic analysis holds for mountain-pass solutions (since they have the energy level). Thus we have

$$
\begin{equation*}
\int_{\Omega} W^{p}=\epsilon^{N}\left(\frac{1}{2} \int_{\mathbb{R}^{N}} w_{\delta}^{p}+o(1)\right) \tag{3.14}
\end{equation*}
$$

where $o(1) \rightarrow 0$ as $\epsilon \rightarrow 0$ uniformly in $\delta$. We also remark that, by the compactness of the set $\mathcal{S}_{\epsilon, \delta}, \rho(\delta)$ is attained and is a continuous function in $\delta$.

Note that $\beta(0)<0$ and $\beta\left(\epsilon^{N} \int_{\mathbb{R}^{N}} w^{p}\right)>0$. Therefore, by the mean-value theorem, there exists a $\delta_{\epsilon} \in\left(0, \epsilon^{N} \int_{\mathbb{R}^{N}} w^{p}\right)$ such that $\beta\left(\delta_{\epsilon}\right)=0$. That is, there exists a $\hat{W}_{\epsilon, \delta_{\epsilon}} \in$ $\mathcal{S}_{\epsilon, \delta_{\epsilon}}$ such that $\delta_{\epsilon}=\int_{\Omega} \hat{W}_{\epsilon, \delta_{\epsilon}}^{p}$.

Let $\hat{W}_{\epsilon}=\hat{W}_{\epsilon, \delta_{\epsilon}}$ and $Q_{\epsilon}=Q_{\epsilon, \delta_{\epsilon}}$. Then, $\hat{W}_{\epsilon}$ is a single boundary spike and satisfies the properties stated in Theorem 2.1. This completes our second step for single boundary spikes.

Finally, we use a similar method to discuss the case of single interior spikes. We follow the analysis in [11]. By [11], there exists solution $\hat{W}_{\epsilon, \delta}$ to (3.1), with a single interior spike for $\epsilon$ small (uniformly for $\delta$ small). Moreover, $\hat{W}_{\epsilon, \delta}$ has a unique local maximum point $Q_{\epsilon, \delta}$ such that $d\left(Q_{\epsilon, \delta}, \partial \Omega\right) \rightarrow \max _{Q \in \Omega} d(Q, \partial \Omega)$. Now we fix one such solution $\bar{W}_{\epsilon, \delta}$, and consider the following set:

$$
\begin{equation*}
\mathcal{S}_{\epsilon, \delta}^{\prime}=\left\{u \mid u \text { satisfies (3.1) and }\left\|u-\bar{W}_{\epsilon, \delta}\right\|_{\epsilon} \leq \epsilon\right\} \tag{3.15}
\end{equation*}
$$

Similarly $\mathcal{S}_{\epsilon, \delta}^{\prime}$ is a nonempty compact set, and the following problem has a solution $\delta_{\epsilon}:$

$$
\begin{equation*}
\beta^{\prime}(\delta)=\delta-\rho^{\prime}(\delta)=0, \quad \text { where } \quad \rho^{\prime}(\delta):=\inf _{\hat{W} \in \mathcal{S}_{\epsilon, \delta}^{\prime}} \int_{\Omega} \hat{W}^{p} \tag{3.16}
\end{equation*}
$$

Let $\hat{W}_{\epsilon}=\hat{W}_{\epsilon, \delta_{\epsilon}}$ and $Q_{\epsilon}=Q_{\epsilon, \delta_{\epsilon}}$. Then, $\hat{W}_{\epsilon}$ is a single interior spike solution and satisfies the properties stated in Theorem 2.1.

Remark 3.2. If $N=1$, both the single boundary spike solution and the single interior spike solution are unique.

Remark 3.3. If $\Omega=B_{R}(0),\left(P_{\epsilon}, W_{\epsilon}\right)$ can be chosen to be radially symmetric if we restrict our analysis to the class of radially symmetric functions.

We list several properties of $\hat{W}_{\epsilon}$ for later use. Their proofs can be found in [27], [28], and [11].

Lemma 3.4. Let $\hat{W}_{\epsilon}$ be given in Theorem 2.1. Then, we have
(1)

$$
\delta_{\epsilon}=\int_{\Omega} \hat{W}_{\epsilon}^{p}=\left\{\begin{array}{l}
\epsilon^{N}\left(\int_{\mathbb{R}^{N}} w^{p}+o(1)\right) \text { for } Q_{\epsilon} \in \Omega \\
\epsilon^{N}\left(\frac{1}{2} \int_{\mathbb{R}^{N}} w^{p}+o(1)\right) \text { for } Q_{\epsilon} \in \partial \Omega
\end{array}\right.
$$

(2) $\hat{W}_{\epsilon}(x) \leq C e^{-c\left|x-Q_{\epsilon}\right| / \epsilon}$ for some constants $C, c>0$.
(3) $\epsilon \frac{\left|\nabla_{x} \hat{W}_{\epsilon}(x)\right|}{\hat{W}_{\epsilon}(x)} \geq \sqrt{1-\eta}$ for $\left|x-Q_{\epsilon}\right|>\epsilon R$, where $0<\eta<1$ is a fixed constant, $R$ is large, and $\epsilon$ is sufficiently small.
(4)

$$
\hat{W}_{\epsilon}=w_{\delta_{\epsilon}}\left(\frac{x-Q_{\epsilon}}{\epsilon}\right)+\left\{\begin{array}{l}
O\left(e^{-d / \epsilon}\right) \text { for } Q_{\epsilon} \in \Omega \\
O(\epsilon) \text { for } Q_{\epsilon} \in \partial \Omega
\end{array}\right.
$$

Here $w_{\delta_{\epsilon}}$ is the unique solution of (3.3), and $d>0$ is some constant (independent of $\epsilon$ ).
4. Study of the linearized eigenvalue problem. In this section, we begin to study the stability of $\left(P_{\epsilon}, W_{\epsilon}\right)$. We consider the interior spike case first. The boundary spike case will be treated later.

We introduce a perturbation around $\left(P_{\epsilon}, W_{\epsilon}\right)$ of the following:

$$
\begin{equation*}
P(x, t)=P_{\epsilon}(x)+\eta e^{\lambda_{\epsilon} t} \psi_{\epsilon}, \quad W(x, t)=W_{\epsilon}(x)+\eta e^{\lambda_{\epsilon}} \phi_{\epsilon} . \tag{4.1}
\end{equation*}
$$

Substituting (4.1) into (1.8) and discarding higher order terms, we obtain the following linearized eigenvalue problem:

$$
\begin{gather*}
\nabla \cdot\left(P_{\epsilon} \nabla\left(\frac{\psi_{\epsilon}}{P_{\epsilon}}-p \frac{\phi_{\epsilon}}{W_{\epsilon}}\right)\right)=\lambda_{\epsilon} \psi_{\epsilon} \quad \text { in } \Omega  \tag{4.2}\\
\epsilon^{2} \Delta \phi_{\epsilon}-\phi_{\epsilon}+\frac{P_{\epsilon}}{\left(1+\gamma W_{\epsilon}\right)^{2}} \phi_{\epsilon}+\frac{W_{\epsilon}}{1+\gamma W_{\epsilon}} \psi_{\epsilon}=\lambda_{\epsilon} \phi_{\epsilon} \quad \text { in } \Omega,  \tag{4.3}\\
\frac{\partial \phi_{\epsilon}}{\partial \nu}=\frac{\partial \psi_{\epsilon}}{\partial \nu}=0 \quad \text { on } \partial \Omega \tag{4.4}
\end{gather*}
$$

where $\lambda_{\epsilon} \in \mathcal{C}$. Note that the conservation of mass (1.9) requires that $\int_{\Omega} \psi_{\epsilon}=0$.
Recall from (2.2) that

$$
\begin{equation*}
P_{\epsilon}=\frac{1}{\int_{\Omega} W_{\epsilon}^{p}} W_{\epsilon}^{p}=\frac{1}{\int_{\Omega} \hat{W}_{\epsilon}^{p}} \hat{W}_{\epsilon}^{p}, \quad W_{\epsilon}=\frac{1}{\gamma \int_{\Omega} \hat{W}_{\epsilon}^{p}} \hat{W}_{\epsilon} \tag{4.5}
\end{equation*}
$$

where $\hat{W}_{\epsilon}$ satisfies (1.13) and has all the properties listed in Lemma 3.4.
We begin by simplifying (4.2) and (4.3). We introduce $\tilde{\psi}_{\epsilon}$ by

$$
\begin{equation*}
\psi_{\epsilon}=p \frac{P_{\epsilon}}{W_{\epsilon}} \phi_{\epsilon}-\eta_{\epsilon} P_{\epsilon}+\tilde{\psi}_{\epsilon} \tag{4.6}
\end{equation*}
$$

where $\eta_{\epsilon}$ is a constant and $\tilde{\psi}_{\epsilon}$ satisfies

$$
\begin{equation*}
\int_{\Omega} \tilde{\psi}_{\epsilon}=0 \tag{4.7}
\end{equation*}
$$

Since $\int_{\Omega} \psi_{\epsilon}=0$, from (4.6), we obtain that $\eta_{\epsilon}=\left(\int_{\Omega} P_{\epsilon}\right)^{-1} p \int_{\Omega} \frac{P_{\epsilon}}{W_{\epsilon}} \phi_{\epsilon}$. Therefore, using (4.5), we get

$$
\begin{equation*}
\psi_{\epsilon}=p \gamma \hat{W}_{\epsilon}^{p-1} \phi_{\epsilon}-p \gamma \frac{\int_{\Omega} \hat{W}_{\epsilon}^{p-1} \phi_{\epsilon}}{\int_{\Omega} \hat{W}_{\epsilon}^{p}} \hat{W}_{\epsilon}^{p}+\tilde{\psi}_{\epsilon} \tag{4.8}
\end{equation*}
$$

Substituting (4.5) and (4.8) into (4.2), we obtain that

$$
\begin{equation*}
\nabla \cdot\left(P_{\epsilon} \nabla\left(\frac{\tilde{\psi}_{\epsilon}}{P_{\epsilon}}\right)\right)=\lambda_{\epsilon}\left(p \gamma \hat{W}_{\epsilon}^{p-1} \phi_{\epsilon}-p \gamma \frac{\int_{\Omega} \hat{W}_{\epsilon}^{p-1} \phi_{\epsilon}}{\int_{\Omega} \hat{W}_{\epsilon}^{p}} \hat{W}_{\epsilon}^{p}+\tilde{\psi}_{\epsilon}\right) \tag{4.9}
\end{equation*}
$$

We introduce local coordinates $y$ and $\hat{\psi}_{\epsilon}$ by

$$
\begin{equation*}
x=Q_{\epsilon}+\epsilon y, \quad y \in \Omega_{\epsilon}:=\left\{y \mid \epsilon y+Q_{\epsilon} \in \Omega_{\epsilon}\right\}, \quad \tilde{\psi}_{\epsilon}(x)=\epsilon^{2} \lambda_{\epsilon} \gamma \hat{W}_{\epsilon}^{p / 2} \hat{\psi}_{\epsilon}(y) \tag{4.10}
\end{equation*}
$$

where $Q_{\epsilon}$ is the unique maximum point of $\hat{W}_{\epsilon}$. We still use $\hat{W}_{\epsilon}, \phi_{\epsilon}$, etc. to denote the functions $\hat{W}_{\epsilon}, \phi_{\epsilon}$, etc. under the new coordinate $y$.

A simple computation shows that (4.7) and (4.9) become

$$
\begin{gather*}
\int_{\Omega_{\epsilon}} \hat{W}_{\epsilon}^{\frac{p}{2}} \hat{\psi}_{\epsilon}(y)=0  \tag{4.11}\\
\Delta_{y} \hat{\psi}_{\epsilon}-h\left(\hat{W}_{\epsilon}\right) \hat{\psi}_{\epsilon}-\epsilon^{2} \lambda_{\epsilon} \hat{\psi}_{\epsilon}=p \hat{W}_{\epsilon}^{\frac{p}{2}-1} \phi_{\epsilon}-p \frac{\int_{\Omega} \hat{W}_{\epsilon}^{p-1} \phi_{\epsilon}}{\int_{\Omega} \hat{W}_{\epsilon}^{p}} \hat{W}_{\epsilon}^{\frac{p}{2}}, \quad y \in \Omega_{\epsilon}, \tag{4.12}
\end{gather*}
$$

where $h\left(\hat{W}_{\epsilon}\right)=\frac{\Delta_{y} \hat{W}_{\epsilon}^{p / 2}}{\hat{W}_{\epsilon}^{p / 2}}$. Substituting (4.5) and (4.8) into (4.3), we obtain that $\phi_{\epsilon}$ satisfies
$\Delta_{y} \phi_{\epsilon}-\phi_{\epsilon}+f_{\delta_{\epsilon}}^{\prime}\left(\hat{W}_{\epsilon}\right) \phi_{\epsilon}-p \frac{\int_{\Omega_{\epsilon}} \hat{W}_{\epsilon}^{p-1} \phi_{\epsilon}}{\int_{\Omega_{\epsilon}} \hat{W}_{\epsilon}^{p}} \frac{\hat{W}_{\epsilon}^{p+1}}{\delta_{\epsilon}+\hat{W}_{\epsilon}}=\lambda_{\epsilon}\left(\phi_{\epsilon}-\frac{\epsilon^{2} \hat{W}_{\epsilon}^{1+p / 2} \hat{\psi}_{\epsilon}}{\delta_{\epsilon}+\hat{W}_{\epsilon}}\right), \quad y \in \Omega_{\epsilon}$, where $f_{\delta_{\epsilon}}^{\prime}\left(\hat{W}_{\epsilon}\right)$ is defined by

$$
\begin{equation*}
f_{\delta_{\epsilon}}^{\prime}\left(\hat{W}_{\epsilon}\right)=\frac{p \hat{W}_{\epsilon}^{p}}{\delta_{\epsilon}+\hat{W}_{\epsilon}}+\frac{\delta_{\epsilon} \hat{W}_{\epsilon}^{p}}{\left(\delta_{\epsilon}+\hat{W}_{\epsilon}\right)^{2}} \tag{4.14}
\end{equation*}
$$

The boundary condition (4.4) becomes

$$
\begin{equation*}
\frac{\partial \phi_{\epsilon}}{\partial \nu_{\epsilon}}=\frac{\partial \hat{\psi}_{\epsilon}}{\partial \nu_{\epsilon}}=0 \quad \text { on } \quad \partial \Omega_{\epsilon} \tag{4.15}
\end{equation*}
$$

where $\nu_{\epsilon}$ is the unit normal derivative of $\partial \Omega_{\epsilon}$ at $y$.
We now need to solve the reformulated eigenvalue problem (4.12) and (4.13), subject to (4.11) and (4.15). We begin with the following simple observation.

Lemma 4.1. There exists a constant $C>0$ such that for $\epsilon$ sufficiently small we have

$$
\begin{equation*}
\int_{\Omega_{\epsilon}}\left(|\nabla \psi|^{2}+h\left(\hat{W}_{\epsilon}\right) \psi^{2}\right) \geq C \int_{\Omega_{\epsilon}} \psi^{2} \quad \forall \psi \in H^{1}\left(\Omega_{\epsilon}\right) \quad \text { such that } \int_{\Omega_{\epsilon}} \hat{W}_{\epsilon}^{p / 2} \psi=0 \tag{4.16}
\end{equation*}
$$

Proof. We just need to show that the principal eigenvalue $\nu_{1}^{\epsilon}$ of

$$
\begin{equation*}
\Delta_{y} \psi^{\epsilon}-h\left(\hat{W}_{\epsilon}\right) \psi^{\epsilon}=\nu_{1}^{\epsilon} \psi^{\epsilon} \quad \text { in } \quad \Omega_{\epsilon}, \quad \int_{\Omega_{\epsilon}} \hat{W}_{\epsilon}^{p / 2} \psi^{\epsilon}=0, \quad \frac{\partial \psi^{\epsilon}}{\partial \nu_{\epsilon}}=0 \quad \text { on } \partial \Omega_{\epsilon} \tag{4.17}
\end{equation*}
$$

satisfies $\nu_{1}^{\epsilon}<-C<0$. Suppose not. Multiplying (4.17) by $\psi_{\epsilon}$ and integrating over $\Omega_{\epsilon}$, we obtain

$$
\begin{equation*}
\nu_{1}^{\epsilon} \int_{\Omega_{\epsilon}}\left(\psi^{\epsilon}\right)^{2}=\int_{\Omega_{\epsilon}}\left(\nabla \cdot\left(P_{\epsilon} \nabla\left(\frac{\psi^{\epsilon}}{\sqrt{P_{\epsilon}}}\right)\right)\right) \frac{\psi^{\epsilon}}{\sqrt{P_{\epsilon}}}=-\int_{\Omega_{\epsilon}} P_{\epsilon}\left|\nabla \cdot\left(\frac{\psi^{\epsilon}}{\sqrt{P_{\epsilon}}}\right)\right|^{2} . \tag{4.18}
\end{equation*}
$$

Hence $\nu_{1}^{\epsilon} \leq 0$ and $\nu_{1}^{\epsilon}=0$ if and only if $\frac{\psi^{\epsilon}}{\sqrt{P_{\epsilon}}}$ is identically a constant. Since $\int_{\Omega_{\epsilon}} \psi^{\epsilon} \sqrt{P_{\epsilon}}=$ 0 , we see that $\nu_{1}^{\epsilon}<0$. Suppose now that as $\epsilon \rightarrow 0$ we have $\nu_{1}^{\epsilon}<0$ with $\nu_{1}^{\epsilon} \rightarrow 0$. We proceed to derive a contradiction.

We calculate

$$
\begin{equation*}
h\left(\hat{W}_{\epsilon}\right)=\frac{p}{2}\left(\frac{p}{2}-1\right) \frac{\left|\nabla \hat{W}_{\epsilon}\right|^{2}}{\hat{W}_{\epsilon}^{2}}+\frac{p}{2}-\frac{p}{2} \frac{\hat{W}_{\epsilon}^{p}}{\delta_{\epsilon}+\hat{W}_{\epsilon}} . \tag{4.19}
\end{equation*}
$$

By Lemma 3.4 we see that, for $\epsilon$ sufficiently small, the inequalities

$$
\begin{equation*}
\frac{\left|\nabla \hat{W}_{\epsilon}\right|}{\hat{W}_{\epsilon}} \geq \sqrt{1-\eta}, \quad \frac{\hat{W}_{\epsilon}^{p}}{\delta_{\epsilon}+\hat{W}_{\epsilon}}<\eta \tag{4.20}
\end{equation*}
$$

hold for any $\eta$ small and $|y|$ large. Hence, for $|y|$ large, we have

$$
h\left(\hat{W}_{\epsilon}\right) \geq \frac{p}{2}\left(\frac{p}{2}-1\right)(1-\eta)+\frac{p}{2}-\frac{p}{2} \eta=\frac{p^{2}}{4}(1-\eta) .
$$

Therefore, by the maximum principle, we get

$$
\begin{equation*}
\left|\psi^{\epsilon}(y)\right| \leq C\left\|\psi^{\epsilon}\right\|_{H^{1}\left(\Omega_{\epsilon}\right)} e^{-\delta|y|} \tag{4.21}
\end{equation*}
$$

where $\delta=\frac{p^{2}}{8}(1-\eta)$. By $(4.21)$ and a compactness argument we can now take a subsequence $\epsilon \rightarrow 0$ such that $\psi^{\epsilon} \rightarrow \psi^{0}$ in $H^{1}\left(\Omega_{\epsilon}\right)$, and $\psi^{0}$ satisfies

$$
\Delta_{y} \psi^{0}-h\left(w^{p / 2}\right) \psi^{0}=0, \quad \psi^{0} \in H^{1}\left(\mathbb{R}^{N}\right), \quad \int_{\mathbb{R}^{N}} w^{p / 2} \psi^{0}=0
$$

This is impossible by the same reasoning leading to (4.18). (Note that $\psi^{0} \in H^{1}\left(\mathbb{R}^{N}\right)$ and $w$ decays exponentially fast.)

From Lemma 4.1, we have the following result.
Lemma 4.2. Let $\lambda_{\epsilon}$ be such that $\operatorname{Re}\left(\lambda_{\epsilon}\right) \geq 0$. Then, there exists a constant $C>0$ such that $\left|\lambda_{\epsilon}\right| \leq C$, uniformly for $\epsilon$ small.

Proof. Multiplying (4.12) by the conjugate function of $\hat{\psi}_{\epsilon}$, labeled by $\overline{\hat{\psi}_{\epsilon}}$, and integrating over $\Omega_{\epsilon}$, we obtain

$$
\left|\int_{\Omega_{\epsilon}}\left(\left|\nabla \hat{\psi}_{\epsilon}\right|^{2}+h\left(\hat{W}_{\epsilon}\right)\left|\hat{\psi}_{\epsilon}\right|^{2}+\epsilon^{2} \lambda_{\epsilon}\left|\hat{\psi}_{\epsilon}\right|^{2}\right)\right|
$$

$$
\begin{equation*}
=\left|p \int_{\Omega_{\epsilon}} \hat{W}_{\epsilon}^{p / 2-1} \phi_{\epsilon} \overline{\hat{\psi}_{\epsilon}}-p \frac{\int_{\Omega_{\epsilon}} \hat{W}_{\epsilon}^{p-1} \phi_{\epsilon}}{\int_{\Omega_{\epsilon}} \hat{W}_{\epsilon}^{p}} \int_{\Omega_{\epsilon}} \hat{W}_{\epsilon}^{p / 2} \overline{\hat{\psi}_{\epsilon}}\right| \leq C\left\|\hat{\psi}_{\epsilon}\right\|_{L^{2}\left(\Omega_{\epsilon}\right)}\left\|\phi_{\epsilon}\right\|_{L^{2}\left(\Omega_{\epsilon}\right)} \tag{4.22}
\end{equation*}
$$

Now applying Lemma 4.1 and the fact that $\operatorname{Re}\left(\lambda_{\epsilon}\right) \geq 0$, we arrive at

$$
\begin{equation*}
\left\|\hat{\psi}_{\epsilon}\right\|_{H^{1}\left(\Omega_{\epsilon}\right)} \leq C\left\|\phi_{\epsilon}\right\|_{L^{2}\left(\Omega_{\epsilon}\right)} \tag{4.23}
\end{equation*}
$$

Multiplying (4.13) by $\bar{\phi}_{\epsilon}$, the conjugate function of $\phi_{\epsilon}$, and integrating over $\Omega_{\epsilon}$, we get

$$
\begin{equation*}
\left|\int_{\Omega_{\epsilon}}\left(\left|\nabla \phi_{\epsilon}\right|^{2}+\left|\phi_{\epsilon}\right|^{2}+\lambda_{\epsilon}\left|\phi_{\epsilon}\right|^{2}\right)\right| \leq C\left(\int_{\Omega_{\epsilon}}\left|\phi_{\epsilon}\right|^{2}+\epsilon^{2}\left|\lambda_{\epsilon}\right| \int_{\Omega_{\epsilon}}\left|\phi_{\epsilon}\right|\left|\hat{\psi}_{\epsilon}\right|\right) \tag{4.24}
\end{equation*}
$$

This yields that $\left|\lambda_{\epsilon}\right| \leq C$, using (4.23).
A corollary of Lemma 4.2 is the following.
Corollary 4.3. Let $\lambda_{\epsilon}$ be such that $\operatorname{Re}\left(\lambda_{\epsilon}\right) \geq 0$. Assume that for a subsequence $\epsilon \rightarrow 0, \lambda_{\epsilon} \rightarrow \lambda_{0}$. Then $\lambda_{0}$ is an eigenvalue of the nonlocal eigenvalue problem

$$
\begin{align*}
\Delta_{y} \phi_{0}-\phi_{0}+p w^{p-1} \phi_{0}-p \frac{\int_{\mathbb{R}^{N}} w^{p-1} \phi_{0}}{\int_{\mathbb{R}^{N}} w^{p}} w^{p} & =\lambda_{0} \phi_{0}, \quad \phi_{0} \in H^{1}\left(\mathbb{R}^{N}\right)  \tag{4.25}\\
\lambda_{0} & \in \mathcal{C}, \quad \operatorname{Re}\left(\lambda_{0}\right) \geq 0
\end{align*}
$$

Proof. By Lemma 4.2, we have $\left|\lambda_{\epsilon}\right| \leq C$. We may assume that for a subsequence $\epsilon \rightarrow 0, \lambda_{\epsilon} \rightarrow \lambda_{0}$. Assume that $\left\|\phi_{\epsilon}\right\|_{H^{1}\left(\Omega_{\epsilon}\right)}=1$. Then, from Lemma 4.1, we have

$$
\left\|\hat{\psi}_{\epsilon}\right\|_{H^{1}\left(\Omega_{\epsilon}\right)} \leq C, \quad\left\|\hat{\psi}_{\epsilon}\right\|_{L^{\infty}\left(\Omega_{\epsilon}\right)} \leq C
$$

By taking a limit in (4.13), we see that $\phi_{\epsilon} \rightarrow \phi_{0}$ in $H^{1}\left(\Omega_{\epsilon}\right)$ and $\lambda_{\epsilon} \rightarrow \lambda_{0}$, where $\left(\lambda_{0}, \phi_{0}\right)$ satisfies (4.25).

Finally we discuss the boundary spike case. Let $Q_{\epsilon} \in \partial \Omega$ be the global maximum point $\hat{W}_{\epsilon}$. Without loss of generality we may assume from now on that $Q_{\epsilon}=0$ and that the normal derivative at $Q_{\epsilon}$ is $\nu\left(Q_{\epsilon}\right)=(0, \ldots,-1)$. Similarly as in the interior spike case, we have the following conclusion.

Corollary 4.4. Let $\left(P_{\epsilon}, W_{\epsilon}\right)$ be a single boundary spike at $Q_{\epsilon}$. Let $\lambda_{\epsilon}$ be such that $\operatorname{Re}\left(\lambda_{\epsilon}\right) \geq 0$. Assume that for a subsequence $\epsilon \rightarrow 0, \lambda_{\epsilon} \rightarrow \lambda_{0}$. Then, $\lambda_{0}$ is an eigenvalue of the nonlocal eigenvalue problem

$$
\begin{gather*}
\Delta_{y} \phi_{0}-\phi_{0}+p w^{p-1} \phi_{0}-p \frac{\int_{\mathbb{R}_{+}^{N}} w^{p-1} \phi_{0}}{\int_{\mathbb{R}_{+}^{N}} w^{p}} w^{p}=\lambda_{0} \phi_{0} \quad \text { in } \mathbb{R}_{+}^{N},  \tag{4.26}\\
\frac{\partial \phi_{0}}{\partial y_{N}}=0 \quad \text { on } \partial \mathbb{R}_{+}^{N}, \quad \phi_{0} \in H^{1}\left(\mathbb{R}_{+}^{N}\right),
\end{gather*}
$$

with $\operatorname{Re}\left(\lambda_{0}\right) \geq 0$, where $\mathbb{R}_{+}^{N}=\left\{\left(y^{\prime}, y_{N}\right) \in \mathbb{R}^{N} \mid y_{N}>0\right\}$.
Let $\phi_{0}$ be a solution of (4.26) on $\mathbb{R}_{+}^{N}$. By an even extension of $\phi_{0}$ to $\mathbb{R}^{N}$, it is easy to see that the new function, denoted by $\tilde{\phi}_{0}$, satisfies (4.25).
5. Study of a nonlocal eigenvalue problem. In this section, we study the following nonlocal eigenvalue problem derived in Corollary 4.3:

$$
\begin{equation*}
L \phi:=\Delta_{y} \phi-\phi+p w^{p-1} \phi-p \frac{\int_{\mathbb{R}^{N}} w^{p-1} \phi}{\int_{\mathbb{R}^{N}} w^{p}} w^{p}=\lambda_{0} \phi, \quad \phi \in H^{1}\left(\mathbb{R}^{N}\right), \operatorname{Re}\left(\lambda_{0}\right) \geq 0 \tag{5.1}
\end{equation*}
$$

where $w$ is the unique solution of (2.3) and $\lambda_{0} \in \mathcal{C}$ is the set of complex numbers. Nonlocal eigenvalues of this type have been studied in several papers. For the case of $N=1$, we refer to [7] and [41]. For the case of $p=2$, we refer to [5] and [41]. In the general $(p, N)$ case, we follow an approach in [45].

We first characterize the kernel of $L$ as follows.
Lemma 5.1. We have

$$
\left\{\phi \in H^{1}\left(\mathbb{R}^{N}\right) \mid L \phi=0\right\}=K_{0}:=\operatorname{span}\left\{\frac{\partial w}{\partial y_{j}}, j=1, \ldots, N\right\}
$$

$$
\left\{\phi \in H^{1}\left(\mathbb{R}_{+}^{N}\right) \mid L \phi=0, \frac{\partial \phi}{\partial y_{N}}=0 \text { on } \partial \mathbb{R}_{+}^{N}\right\}=\operatorname{span}\left\{\frac{\partial w}{\partial y_{j}}, j=1, \ldots, N-1\right\}
$$

Proof. The proof is similar to that of Lemma 5.1 of [41]. We omit the details here.

From Lemma 5.1, we may assume that $\lambda_{0} \neq 0$. The following result was proved in [44].

Lemma 5.2. Assume that $N=1$ and $1<p<+\infty$. Then, for any nonzero eigenvalue $\lambda_{0}$ of (5.1), we have $\operatorname{Re}\left(\lambda_{0}\right) \leq-C<0$ for some constant $C>0$.

We are left with the case of $N=2,3$. We now use a continuation argument, similar to [45], where $p$ is a continuation parameter. For $p=2$, (5.1) was studied in [41]. Applying Theorem 1 of [45], we have the next result.

Theorem 5.3. Suppose that $p$ satisfies (2.7) in Theorem 2.2. Then, for any nonzero eigenvalue $\lambda_{0}$ of (5.1), we have $\operatorname{Re}\left(\lambda_{0}\right) \leq-C<0$ for some constant $C>0$.

Proof. Let $r=p$ and $\gamma=\frac{p}{p-1}$. Using (2.7), it is easy to see that $F(p)=$ $1-\frac{p-1}{2 p} N \geq 0$. Applying Theorem 1 of [45], we just need to check that

$$
\begin{equation*}
F(p) \geq \frac{\gamma-2}{\gamma} F(p+1)+\frac{|\gamma-2|}{\gamma} \sqrt{F(p+1)(F(p+1)-F(2))} \tag{5.2}
\end{equation*}
$$

where $F(r)=1-\frac{p-1}{2 r} N$. Note that for $2 \leq p$, we have $\frac{\gamma-2}{\gamma}=\frac{2-p}{p} \leq 0$.
If $N=2$, we have $F(p)=\frac{1}{p}, F(p+1)=\frac{2}{p+1}, F(2)=\frac{3-p}{2}$. By simple computations, (5.2) is equivalent to $p^{2}-6 p+5 \leq 0$, which holds if $2 \leq p \leq 5$.

If $N=3$, we have $F(p)=\frac{3-p}{2 p}, F(p+1)=\frac{5-p}{2(p+1)}, F(2)=\frac{7-3 p}{4}$. By simple computations, $\frac{\gamma-2}{\gamma} F(p+1)+\frac{|\gamma-2|}{\gamma} \sqrt{F(p+1)(F(p+1)-F(2))} \leq 0 \leq F(p)$ if $2 \leq$ $p \leq 3$.
6. Study of the small eigenvalues: Proof of Theorem 2.2. In this section, we study the asymptotic behavior of the small eigenvalues that tend to zero as $\epsilon \rightarrow 0$. We also prove Theorem 2.2.

Suppose that $p$ satisfies (2.7) and that $\lambda_{\epsilon}$ is an eigenvalue with $\operatorname{Re}\left(\lambda_{\epsilon}\right) \geq 0$. Then, by Corollaries 4.3 and 4.4, Lemma 5.1, and Theorem 5.3, we must have that $\lim _{\epsilon \rightarrow 0} \lambda_{\epsilon}=\lambda_{0}=0$. Namely, if $\operatorname{Re}\left(\lambda_{\epsilon}\right) \geq 0$, then necessarily $\lambda_{\epsilon} \rightarrow 0$. By Lemma 5.1, we have $\phi_{0} \in \operatorname{span}\left\{\frac{\partial w}{\partial y_{j}}, j=1, \ldots, N\right\}$ for $Q_{\epsilon} \in \Omega$, and $\phi_{0} \in \operatorname{span}\left\{\frac{\partial w}{\partial y_{j}}, j=1, \ldots, N-\right.$ $1\}$ for $Q_{\epsilon} \in \partial \Omega$. This result is summarized as follows.

Lemma 6.1. Suppose that $p$ satisfies (2.7). Let $\lambda_{\epsilon}$ be an eigenvalue of (4.2) and (4.3) with $\operatorname{Re}\left(\lambda_{\epsilon}\right) \geq 0$. Then, for $\epsilon \rightarrow 0$ and $y \in \Omega_{\epsilon}$, we must have

$$
\phi_{\epsilon}=\left\{\begin{array}{lll}
\sum_{j=1}^{N} a_{j}^{\epsilon} \frac{\partial w}{\partial y_{j}}(y)+o(1) & \text { if } & Q_{\epsilon} \in \Omega  \tag{6.1}\\
\sum_{j=1}^{N-1} a_{j}^{\epsilon} \frac{\partial w}{\partial y_{j}}(y)+o(1) & \text { if } & Q_{\epsilon} \in \partial \Omega
\end{array}\right.
$$

Lemma 6.1 immediately implies that for $N=1$ the single boundary spike is linearly stable. Next, consider the radially symmetric case where $(P(x, t), W(x, t))=$ $(P(|x|, t), W(|x|, t))$. Then $\phi_{0}(y)=\phi(|y|)$, and by Lemma 6.1 we conclude that $\phi_{0}=0$. Hence, there are no small eigenvalues. Moreover, if $p$ satisfies (2.7), then $\operatorname{Re}\left(\lambda_{0}\right)<0$ for $\lim _{\epsilon \rightarrow 0} \lambda_{\epsilon}=\lambda_{0} \neq 0$. Therefore, we conclude that in the radially symmetric case $\left(P_{\epsilon}, W_{\epsilon}\right)$ is linearly stable. This proves (b) and (c) of Theorem 2.2.

Now we prove (a) of Theorem 2.2. Let $\left(P_{\epsilon}, W_{\epsilon}\right)$ be a single interior spike solution. We now show that $\left(P_{\epsilon}, W_{\epsilon}\right)$ is metastable. Namely, we need to show that for $\operatorname{Re}\left(\lambda_{\epsilon}\right) \geq$ 0 we must have $\left|\lambda_{\epsilon}\right|=O\left(e^{-d / \epsilon}\right)$.

Suppose now that $\operatorname{Re}\left(\lambda_{\epsilon}\right) \geq 0$. From (4.13), the equation for $\phi_{\epsilon}$ becomes
$\Delta_{y} \phi_{\epsilon}-\phi_{\epsilon}+f_{\delta_{\epsilon}}^{\prime}\left(\hat{W}_{\epsilon}\right) \phi_{\epsilon}-p \frac{\int_{\Omega_{\epsilon}} \hat{W}_{\epsilon}^{p-1} \phi_{\epsilon}}{\int_{\Omega_{\epsilon}} \hat{W}_{\epsilon}^{p}} \frac{\hat{W}_{\epsilon}^{p+1}}{\delta_{\epsilon}+\hat{W}_{\epsilon}}=\lambda_{\epsilon}\left(\phi_{\epsilon}-\epsilon^{2} \frac{\hat{W}_{\epsilon}^{1+p / 2}}{\delta_{\epsilon}+\hat{W}_{\epsilon}} \hat{\psi}_{\epsilon}\right), \quad y \in \Omega_{\epsilon}$.
We introduce the new function $\hat{\phi}_{\epsilon}$ by

$$
\begin{equation*}
\phi_{\epsilon}=\hat{\phi}_{\epsilon}+c_{\epsilon} \hat{W}_{\epsilon}, \quad \text { where } \quad c_{\epsilon}=-p \frac{\int_{\Omega_{\epsilon}} \hat{W}_{\epsilon}^{p-1} \hat{\phi}_{\epsilon}}{\int_{\Omega_{\epsilon}} \hat{W}_{\epsilon}^{p}} \tag{6.3}
\end{equation*}
$$

Then, it is easy to see that $\hat{\phi}_{\epsilon}$ satisfies

$$
\begin{equation*}
\Delta_{y} \hat{\phi}_{\epsilon}-\hat{\phi}_{\epsilon}+f_{\delta_{\epsilon}}^{\prime}\left(\hat{W}_{\epsilon}\right) \hat{\phi}_{\epsilon}+c_{\epsilon} \frac{\delta_{\epsilon} \hat{W}_{\epsilon}^{p+1}}{\left(\delta_{\epsilon}+\hat{W}_{\epsilon}\right)^{2}}=\lambda_{\epsilon}\left(\hat{\phi}_{\epsilon}+c_{\epsilon} \hat{W}_{\epsilon}-\epsilon^{2} \frac{\hat{W}_{\epsilon}^{1+p / 2}}{\delta_{\epsilon}+\hat{W}_{\epsilon}} \hat{\psi}_{\epsilon}\right) \tag{6.4}
\end{equation*}
$$

Let $\eta(x)$ be a smooth cut-off function such that $\eta(x)=1$ for $|x| \leq 1$, and $\eta(x)=0$ for $|x|>2$. Set $r=\frac{1}{4} d\left(Q_{\epsilon}, \partial \Omega\right)$. Consider the following functions:

$$
\begin{equation*}
\phi_{\epsilon, j}(y)=\frac{\partial w_{\delta_{\epsilon}}}{\partial y_{j}}(y) \eta\left(\frac{\epsilon y}{r}\right), \quad j=1, \ldots, N, \quad y \in \Omega_{\epsilon} \tag{6.5}
\end{equation*}
$$

Then, by Lemma 3.4, we have

$$
\begin{equation*}
\Delta_{y} \phi_{\epsilon, j}-\phi_{\epsilon, j}+f_{\delta_{\epsilon}}^{\prime}\left(\hat{W}_{\epsilon}\right) \phi_{\epsilon, j}=O\left(e^{-d / \epsilon}\right), \quad \int_{\Omega_{\epsilon}} \phi_{\epsilon, j} \phi_{\epsilon, k}=O\left(e^{-d / \epsilon}\right) \quad \text { for } j \neq k \tag{6.6}
\end{equation*}
$$

Next, we decompose $\hat{\phi}_{\epsilon}$ as follows:

$$
\hat{\phi}_{\epsilon}=\sum_{j=1}^{N} c_{j}^{\epsilon} \phi_{\epsilon, j}+\hat{\phi}_{\epsilon}^{\perp}
$$

where $\hat{\phi}_{\epsilon}^{\perp} \perp \phi_{\epsilon, j}$ for $j=1, \ldots, N$ and $\sum_{j=1}^{N}\left|c_{j}^{\epsilon}\right|^{2}=1$. Lemma 6.1 implies $\left\|\hat{\phi}_{\epsilon}^{\perp}\right\|_{\epsilon} \rightarrow 0$ as $\epsilon \rightarrow 0$.

Note that from Lemma 3.4 we have

$$
\begin{equation*}
\left|\int_{\Omega_{\epsilon}} \hat{W}_{\epsilon}^{p-1} \phi_{\epsilon, j}\right|+\left|\int_{\Omega_{\epsilon}} \hat{W}_{\epsilon}^{p} \phi_{\epsilon, j}\right|=O\left(e^{-d / \epsilon}\right), \quad j=1, \ldots, N \tag{6.7}
\end{equation*}
$$

The proof of part (a) of Theorem 2.2 proceeds in two steps. First, we obtain the estimates for $\hat{\phi}_{\epsilon}^{\perp}$. Then, we deduce the equation for $\lambda_{\epsilon}$. Similar arguments have been used in section 4 of [41].

It is easy to see that $\hat{\phi}_{\epsilon}^{\perp}$ satisfies

$$
\begin{equation*}
\Delta_{y} \hat{\phi}_{\epsilon}^{\perp}-\hat{\phi}_{\epsilon}^{\perp}+f_{\delta_{\epsilon}}^{\prime}\left(\hat{W}_{\epsilon}\right) \hat{\phi}_{\epsilon}^{\perp}=-c_{\epsilon} \frac{\delta_{\epsilon} \hat{W}_{\epsilon}^{p+1}}{\left(\delta_{\epsilon}+\hat{W}_{\epsilon}\right)^{2}} \tag{6.8}
\end{equation*}
$$

$$
+\sum_{j=1}^{N} c_{j}^{\epsilon} O\left(e^{-d / \epsilon}\right)+\lambda_{\epsilon}\left(\hat{\phi}_{\epsilon}+\sum_{j=1}^{N} c_{j}^{\epsilon} \phi_{\epsilon, j}+c_{\epsilon} \hat{W}_{\epsilon}-\epsilon^{2} \frac{\hat{W}_{\epsilon}^{1+p / 2}}{\delta_{\epsilon}+\hat{W}_{\epsilon}} \hat{\psi}_{\epsilon}\right)
$$

Note that from the definition of $c_{\epsilon}$, we have that

$$
\begin{equation*}
c_{\epsilon}=-p \frac{\int_{\Omega_{\epsilon}} \hat{W}_{\epsilon}^{p-1}\left(\sum_{j=1}^{N} c_{j}^{\epsilon} \phi_{\epsilon, j}+\hat{\phi}_{\epsilon}^{\perp}\right)}{\int_{\Omega_{\epsilon}} \hat{W}_{\epsilon}^{p}}=O\left(e^{-d / \epsilon}+\left|\int_{\Omega_{\epsilon}} \hat{W}_{\epsilon}^{p-1} \hat{\phi}_{\epsilon}^{\perp}\right|\right) \tag{6.9}
\end{equation*}
$$

Let us define
$\mathcal{K}_{\epsilon}=\operatorname{span}\left\{\phi_{\epsilon, j}, j=1, \ldots, N\right\} \subset H_{\nu_{\epsilon}}^{2}\left(\Omega_{\epsilon}\right), \quad \mathcal{C}_{\epsilon}=\operatorname{span}\left\{\phi_{\epsilon, j}, j=1, \ldots, N\right\} \subset L^{2}\left(\Omega_{\epsilon}\right)$,
where $H_{\nu_{\epsilon}}^{2}\left(\Omega_{\epsilon}\right)=H^{2}\left(\Omega_{\epsilon}\right) \cap\left\{\frac{\partial u}{\partial \nu_{\epsilon}}=0\right.$ on $\left.\partial \Omega_{\epsilon}\right\}$. Let $\mathcal{K}_{\epsilon}^{\perp}$ and $\mathcal{C}_{\epsilon}^{\perp}$ be the orthogonal space of $\mathcal{K}_{\epsilon}$ and $\mathcal{C}_{\epsilon}$, respectively, under the $L^{2}\left(\Omega_{\epsilon}\right)$ inner product. Set

$$
\begin{equation*}
L_{\epsilon}:=\Delta_{y} \phi-\phi+f_{\delta_{\epsilon}}^{\prime}\left(\hat{W}_{\epsilon}\right) \phi: \quad H_{\nu_{\epsilon}}^{2}\left(\Omega_{\epsilon}\right) \rightarrow L^{2}\left(\Omega_{\epsilon}\right) \tag{6.11}
\end{equation*}
$$

Then, as in Lemma 2.3 of [41], we have that the map $\mathcal{L}_{\epsilon}=\pi_{\epsilon} \circ L_{\epsilon}: \mathcal{K}_{\epsilon}^{\perp} \rightarrow \mathcal{C}_{\epsilon}^{\perp}$ is invertible and the inverse is bounded uniformly in $\epsilon$. Here $\pi_{\epsilon}$ is the projection from $L^{2}\left(\Omega_{\epsilon}\right)$ into $\mathcal{C}_{\epsilon}^{\perp}$.

From (6.8) and (4.23) we obtain

$$
\left\|\hat{\phi}_{\epsilon}^{\perp}\right\|_{H^{2}\left(\Omega_{\epsilon}\right)} \leq C\left(\left|c_{\epsilon}\right| \delta_{\epsilon}+\left|c_{\epsilon}\right|\left|\lambda_{\epsilon}\right|+e^{-d / \epsilon}+\epsilon^{2}\left|\lambda_{\epsilon}\right|\right) .
$$

From (6.9), this implies that

$$
\begin{equation*}
\left\|\hat{\phi}_{\epsilon}^{\perp}\right\|_{H^{2}\left(\Omega_{\epsilon}\right)} \leq C\left(e^{-d / \epsilon}+\epsilon^{2}\left|\lambda_{\epsilon}\right|\right) \tag{6.12}
\end{equation*}
$$

Multiplying (6.8) by $\phi_{\epsilon, k}$ and integrating over $\Omega_{\epsilon}$, we obtain

$$
\begin{align*}
\lambda_{\epsilon}\left(\sum_{j=1}^{N} c_{j}^{\epsilon} \int_{\Omega_{\epsilon}} \phi_{\epsilon, j} \phi_{\epsilon, k}+O\left(\epsilon^{2}\right)\right) & =O\left(e^{-d / \epsilon}\right)+\int_{\Omega_{\epsilon}} \phi_{\epsilon, k}\left(\Delta \hat{\phi}_{\epsilon}^{\perp}-\hat{\phi}_{\epsilon}^{\perp}+f_{\delta_{\epsilon}}^{\prime}\left(\hat{W}_{\epsilon}\right) \hat{\phi}_{\epsilon}^{\perp}\right)  \tag{6.13}\\
& =O\left(e^{-d / \epsilon}\right)
\end{align*}
$$

This shows that $\left|\lambda_{\epsilon}\right|=O\left(e^{-d / \epsilon}\right)$, which proves part (a) of Theorem 2.2.
Finally, we prove (d) of Theorem 2.2. Let us assume that $Q_{\epsilon} \rightarrow Q_{0}$, where $Q_{0}$ is a nondegenerate global maximum point of $H(P)$. For single boundary spikes, we have from Theorem 1.3 of [42] or Theorem 2.2 of [3] that the eigenvalue problem

$$
\begin{equation*}
\Delta_{y} \phi-\phi+f_{\delta_{\epsilon}}^{\prime}\left(\hat{W}_{\epsilon}\right) \phi=\tau_{\epsilon} \phi \quad \text { in } \quad \Omega_{\epsilon}, \quad \frac{\partial \phi}{\partial \nu_{\epsilon}}=0 \quad \text { on } \quad \partial \Omega_{\epsilon}, \tag{6.14}
\end{equation*}
$$

has $N-1$ normalized eigenfunctions $\left\{\phi_{\epsilon, j}, j=1, \ldots, N-1\right\}$ with $N$ eigenvalues (multiplicity is allowed)

$$
\begin{equation*}
\tau_{1}^{\epsilon} \leq \cdots \leq \tau_{N-1}^{\epsilon}, \quad \tau_{j}^{\epsilon}=c_{0} \epsilon^{2} \lambda_{j}+o\left(\epsilon^{2}\right) \tag{6.15}
\end{equation*}
$$

Here $\lambda_{j}$ is the eigenvalue of the matrix $\left(\nabla^{2} H\left(Q_{0}\right)\right)$, and $c_{0}>0$ is a generic constant. Moreover, we have

$$
\begin{gather*}
\int_{\Omega_{\epsilon}} \phi_{\epsilon, j}^{2}=1, \quad \int_{\Omega_{\epsilon}} \phi_{\epsilon, j} \phi_{\epsilon, k}=0, \quad \text { for } j \neq k,  \tag{6.16}\\
\phi_{\epsilon, j}(y)=\sum_{k=1}^{N-1} a_{j k} \frac{\partial w}{\partial y_{k}}+O(\epsilon), \quad j=1, \ldots, N-1,
\end{gather*}
$$

for some constants $a_{j k}$.
Similar to the analysis above, we now have from Lemma 3.4 that

$$
\begin{equation*}
\hat{W}_{\epsilon}(y)=w_{\delta_{\epsilon}}(y)+O(\epsilon), \quad\left|\int_{\Omega_{\epsilon}} \hat{W}_{\epsilon}^{p-1} \phi_{\epsilon, j}\right|+\left|\int_{\Omega_{\epsilon}} \hat{W}_{\epsilon}^{p} \phi_{\epsilon, j}\right|=O(\epsilon), \quad j=1, \ldots, N-1 \tag{6.17}
\end{equation*}
$$

We decompose

$$
\hat{\phi}_{\epsilon}=\sum_{j=1}^{N-1} c_{j}^{\epsilon} \phi_{\epsilon, j}+\hat{\phi}_{\epsilon}^{\perp}, \quad \hat{\phi}_{\epsilon}^{\perp} \perp \phi_{\epsilon, j}, \quad j=1, \ldots, N-1
$$

Hence, we have

$$
\begin{equation*}
c_{\epsilon}=-p \frac{\int_{\Omega_{\epsilon}} \hat{W}_{\epsilon}^{p-1}\left(\sum_{j=1}^{N} c_{j}^{\epsilon} \phi_{\epsilon, j}+\hat{\phi}_{\epsilon}^{\perp}\right)}{\int_{\Omega_{\epsilon}} \hat{W}_{\epsilon}^{p}}=O\left(\epsilon+\left|\int_{\Omega_{\epsilon}} \hat{W}_{\epsilon}^{p-1} \hat{\phi}_{\epsilon}^{\perp}\right|\right) \tag{6.18}
\end{equation*}
$$

From (6.8) we obtain that

$$
\begin{align*}
& \Delta_{y} \hat{\phi}_{\epsilon}^{\perp}-\hat{\phi}_{\epsilon}^{\perp}+f_{\delta}^{\prime}\left(\hat{W}_{\epsilon}\right) \hat{\phi}_{\epsilon}^{\perp}=O\left(\epsilon \delta_{\epsilon}+\delta_{\epsilon} \int_{\Omega_{\epsilon}} \hat{W}_{\epsilon}^{p-1}\left|\hat{\phi}_{\epsilon}^{\perp}\right|\right)  \tag{6.19}\\
& \quad-\sum_{j=1}^{N-1} c_{j}^{\epsilon} \tau_{j}^{\epsilon} \phi_{\epsilon, j}+\lambda_{\epsilon}\left(\sum_{j=1}^{N-1} c_{j}^{\epsilon} \phi_{\epsilon, j}+\hat{\phi}_{\epsilon}^{\perp}+c_{\epsilon} \hat{W}_{\epsilon}-\epsilon^{2} \frac{\hat{W}_{\epsilon}^{1+p / 2}}{\delta_{\epsilon}+\hat{W}_{\epsilon}} \hat{\psi}_{\epsilon}\right)
\end{align*}
$$

Similar arguments leading to (6.12) imply that

$$
\begin{equation*}
\left\|\hat{\phi}_{\epsilon}^{\perp}\right\|_{H^{2}\left(\Omega_{\epsilon}\right)} \leq C\left(\epsilon \delta_{\epsilon}+\epsilon^{2}\left|\lambda_{\epsilon}\right|+\left|c_{\epsilon}\right|\left|\lambda_{\epsilon}\right|\right) . \tag{6.20}
\end{equation*}
$$

Multiplying (6.19) by $\phi_{\epsilon, k}$ and integrating over $\Omega_{\epsilon}$, we obtain

$$
\begin{equation*}
\lambda_{\epsilon}\left(\sum_{j=1}^{N-1} c_{j}^{\epsilon} \int_{\Omega_{\epsilon}} \phi_{\epsilon, j} \phi_{\epsilon, k}+O\left(\epsilon^{2}\right)\right)=O\left(\epsilon \delta_{\epsilon}\right)+\sum_{j=1}^{N-1} c_{j}^{\epsilon} \tau_{j}^{\epsilon} \int_{\Omega_{\epsilon}} \phi_{\epsilon, j} \phi_{\epsilon, k} \tag{6.21}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\lambda_{\epsilon}\left(c_{k}^{\epsilon}+O\left(\epsilon^{2}\right)\right)=O\left(\epsilon^{N+1}\right)+c_{k}^{\epsilon} \tau_{k}^{\epsilon} \tag{6.22}
\end{equation*}
$$

Since $\sum_{k=1}^{N}\left|c_{k}^{\epsilon}\right|^{2}=1$, we see that there exists some $k$ such that $\lambda_{\epsilon}=\tau_{k}^{\epsilon}+o\left(\epsilon^{2}\right)$. Since $\tau_{k}^{\epsilon}<0$, we see that $\operatorname{Re}\left(\lambda_{\epsilon}\right) \leq-c_{1} \epsilon^{2}<0$, where $c_{1}>0$ is a generic constant. This finishes the proof of part (d) of Theorem 2.2.
7. Metastable dynamics and numerical results. In this section, we assume that $p$ satisfies the conditions (2.7) under Theorem 5.3. We then use a formal asymptotic analysis to characterize the metastable dynamics of an interior spike solution for (1.8). The metastability analysis is similar to that given in [16] for an interior spike solution to the Gierer-Meinhardt model of [10]. We look for a solution to (1.8) in the form

$$
\begin{equation*}
W(x, t)=W_{\epsilon}\left(\epsilon^{-1}\left|x-x_{0}\right|\right)+R(x, t), \quad P(x, t)=P_{\epsilon}\left(\epsilon^{-1}\left|x-x_{0}\right|\right)+H(x, t) \tag{7.1}
\end{equation*}
$$

Here $\left(W_{\epsilon}, P_{\epsilon}\right)$ satisfy the PDEs of (1.10), and the error terms $R$ and $W$ are such that $R \ll W_{\epsilon}$ and $H \ll P_{\epsilon}$. In (7.1), $x_{0}=x_{0}(t) \in \Omega$ is the unknown location of the center of the spike. Our goal is to derive an equation of motion for $x_{0}(t)$. We will only consider the long-time evolution of the spike, and do not discuss the transient process by which a spike forms from initial data. Therefore, we assume that at $t=0$ we have $x_{0}(0)=x_{0}^{0} \in \Omega$ and $R(x, 0)=H(x, 0)=0$. Since the linearized problem has an exponentially small principal eigenvalue, we expect that the speed $x_{0}^{\prime}$ is exponentially small as $\epsilon \rightarrow 0$.

Substituting (7.1) into (1.8) and linearizing the resulting system, we obtain

$$
\begin{equation*}
\nabla \cdot\left(P_{\epsilon} \nabla\left(\frac{H}{P_{\epsilon}}-\frac{p R}{W_{\epsilon}}\right)\right)=\partial_{t} P_{\epsilon}+\partial_{t} H \quad \text { in } \quad \Omega ; \quad \frac{\partial R}{\partial \nu}=-\frac{\partial W_{\epsilon}}{\partial \nu} \quad \text { on } \Omega \tag{7.2a}
\end{equation*}
$$

$\epsilon^{2} \Delta R-R+\frac{P_{\epsilon}}{\left(1+\gamma W_{\epsilon}\right)^{2}} R+\frac{W_{\epsilon}}{1+\gamma W_{\epsilon}} H=\partial_{t} W_{\epsilon}+\partial_{t} R ; \quad \frac{\partial H}{\partial \nu}=-\frac{\partial P_{\epsilon}}{\partial \nu} \quad$ on $\quad \partial \Omega$.
Since both $\partial H / \partial \nu$ on $\partial \Omega$ and the right-hand side of the PDE in (7.2a) are small, we can asymptotically solve (7.2a) for $H$ to get

$$
\begin{equation*}
H \sim\left(\frac{p P_{\epsilon}}{W_{\epsilon}}\right) R-p P_{\epsilon} \int_{\Omega} \frac{P_{\epsilon} R}{W_{\epsilon}} \tag{7.3}
\end{equation*}
$$

Substituting (7.3) into (7.2b), we obtain

$$
\begin{align*}
\epsilon^{2} \Delta R & -R+f^{\prime}\left(W_{\epsilon}\right) R-\frac{p W_{\epsilon} P_{\epsilon}}{1+\gamma W_{\epsilon}} \int_{\Omega} \frac{P_{\epsilon} R}{W_{\epsilon}}=\partial_{t} W_{\epsilon}+\partial_{t} R \quad \text { in } \Omega  \tag{7.4}\\
\frac{\partial R}{\partial \nu} & =-\frac{\partial W_{\epsilon}}{\partial \nu} \quad \text { on } \quad \partial \Omega
\end{align*}
$$

Here $f^{\prime}\left(W_{\epsilon}\right)$ is defined by

$$
\begin{equation*}
f^{\prime}\left(W_{\epsilon}\right)=\frac{P_{\epsilon}}{\left(1+\gamma W_{\epsilon}\right)^{2}}+\frac{p P_{\epsilon}}{1+\gamma W_{\epsilon}} . \tag{7.5}
\end{equation*}
$$

Next, we use (2.2) to write (7.4) as

$$
\begin{gather*}
\mathcal{L}_{\epsilon} R \equiv \epsilon^{2} \Delta R-R+f_{\delta_{\epsilon}}^{\prime}\left(\hat{W}_{\epsilon}\right) R-\frac{p \hat{W}_{\epsilon}^{p+1}}{\delta_{\epsilon}+\hat{W}_{\epsilon}} \frac{\int_{\Omega} \hat{W}_{\epsilon}^{p-1} R}{\int_{\Omega} \hat{W}_{\epsilon}^{p}}=\partial_{t} W_{\epsilon}+\partial_{t} R \quad \text { in } \Omega  \tag{7.6a}\\
\frac{\partial R}{\partial \nu}=-\frac{\partial W_{\epsilon}}{\partial \nu} \quad \text { on } \partial \Omega \tag{7.6b}
\end{gather*}
$$

Here $\delta_{\epsilon}$ and $f_{\delta_{\epsilon}}^{\prime}\left(\hat{W}_{\epsilon}\right)$ are defined in Lemmas 3.4 and 4.14, respectively, and $\hat{W}_{\epsilon}$ satisfies (1.13).

We define the local operator in (7.6) as

$$
\begin{equation*}
L_{\epsilon} R \equiv \epsilon^{2} \Delta R-R+f_{\delta_{\epsilon}}^{\prime}\left(\hat{W}_{\epsilon}\right) R \tag{7.7}
\end{equation*}
$$

By translation invariance, we find upon differentiating (1.13) that

$$
\begin{equation*}
L_{\epsilon}\left(\partial_{x_{j}} \hat{W}_{\epsilon}\right)=0, \quad j=1, \ldots, N \tag{7.8}
\end{equation*}
$$

In addition, since $x_{0} \in \Omega$ and $\hat{W}_{\epsilon}$ is locally radially symmetric near $x_{0}$, then $\mathcal{L}_{\epsilon}\left(\partial_{x_{j}} \hat{W}_{\epsilon}\right)$ is exponentially small as $\epsilon \rightarrow 0$. Moreover, $\partial_{x_{j}} \hat{W}_{\epsilon}$ is exponentially small on $\partial \Omega$ for $j=1, \ldots, N$.

From part 4 of Lemma 3.4, we recall that

$$
\begin{equation*}
\hat{W}_{\epsilon}=w_{\delta_{\epsilon}}\left[\epsilon^{-1}\left|x-x_{0}\right|\right]+O\left(e^{-d / \epsilon}\right) \tag{7.9}
\end{equation*}
$$

where $d>0$ is some constant independent of $\epsilon$. Here $w_{\delta_{\epsilon}}$ satisfies (3.3), with $\delta_{\epsilon}=$ $\int_{\Omega} \hat{W}_{\epsilon}^{p}=O\left(\epsilon^{N}\right)$. The far-field behavior of the solution, valid for $\left|x-x_{0}\right| \gg O(\epsilon)$, is

$$
\begin{equation*}
\hat{W}_{\epsilon} \sim a\left(\frac{\left|x-x_{0}\right|}{\epsilon}\right)^{(1-N) / 2} e^{-\left|x-x_{0}\right| / \epsilon} \tag{7.10}
\end{equation*}
$$

Here $a$ is a positive constant that depends on $N, p$, and $\epsilon$. However, as $\epsilon \rightarrow 0$ we have $a \rightarrow a_{0}>0$, where $a_{0}$ is determined from the far-field behavior of (2.3), which corresponds to setting $\delta=0$ in (3.3). In section 7.1 we derive an ODE for $x_{0}(t)$ for the multidimensional case where $N \geq 2$. The one-dimensional case is studied in section 7.2.
7.1. The multidimensional case. To derive an equation of motion for $x_{0}(t)$, we first must determine the eigenfunctions of $\mathcal{L}_{\epsilon}$ in (7.6) corresponding to the exponentially small eigenvalues. Let $\left(\lambda_{0 j}, \phi_{0 j}\right)$, for $j=1, \ldots, N$, be the eigenpairs of $\mathcal{L}_{\epsilon} \phi_{0}=\lambda_{0} \phi_{0}$, where $\lambda_{0 j}$ is exponentially small as $\epsilon \rightarrow 0$. From (7.8), we note that these eigenfunctions are given asymptotically, in the interior of the domain, by $\phi_{0 j} \sim \partial_{x_{j}} \hat{W}_{\epsilon}$ for $j=1, \ldots, N$. However, as in [16], we must insert a boundary layer correction term near $\Omega$ to ensure that $\phi_{0 j}$ satisfies the homogeneous boundary condition $\partial \phi_{0 j} / \partial \nu=0$ on $\partial \Omega$. In order to resolve the boundary layer, we define a local coordinate system. Let $\hat{\eta}$ represent the distance from a point in $\Omega$ to $\partial \Omega$, where $\hat{\eta}<0$ corresponds to the interior of $\Omega$. Let $s$ correspond to the other $N-1$ orthogonal coordinates. To localize the region near $\partial \Omega$, we let $\eta=\epsilon^{-1} \hat{\eta}$. The eigenfunction is then approximated by

$$
\begin{equation*}
\phi_{0 j} \sim \partial_{x_{j}} \hat{W}_{\epsilon}+\hat{\phi}_{j}, \quad j=1, \ldots, N \tag{7.11}
\end{equation*}
$$

Substituting (7.11) into (7.6a), we obtain that $\hat{\phi}_{j}$ satisfies

$$
\begin{equation*}
\partial_{\eta \eta} \hat{\phi}_{j}-\phi_{j}=0, \quad \eta<0, \quad \partial_{\eta} \hat{\phi}_{j}=-\left.\epsilon \partial_{\hat{\eta}}\left(\partial_{x_{j}} \hat{W}_{\epsilon}\right)\right|_{\eta=0} \quad \text { on } \quad \eta=0 \tag{7.12}
\end{equation*}
$$

with $\hat{\phi}_{j} \rightarrow 0$ as $\eta \rightarrow-\infty$. Below, we require a formula for $\phi_{0 j}$ on $\partial \Omega$. Solving (7.12) and using the far-field form (7.10), we substitute the resulting expression into (7.11) to get for $j=1, \ldots, N$ that

$$
\begin{equation*}
\phi_{0 j} \sim-a \epsilon^{(N-3) / 2} r^{-(1+N) / 2}\left(x_{j}-x_{0 j}\right) e^{-r / \epsilon}(1+\hat{r} \cdot \hat{n}) \quad \text { on } \quad \Omega \tag{7.13}
\end{equation*}
$$

Here $x_{j}$ denotes the $j$ th coordinate of $x, r \equiv\left|x-x_{0}\right|, \hat{r}=\left(x-x_{0}\right) / r$, and $\hat{n}$ is the unit outward normal to $\partial \Omega$. A similar calculation was done in [16] with regards to metastable behavior in the Gierer-Meinhardt model [10]. For further details of the calculation leading to (7.13), see [16].

Next, we multiply (7.6a) by $\phi_{0 j}$ and integrate over $\Omega$. Integrating the resulting equation by parts over $\Omega$ and assuming that $\partial_{t} R$ is asymptotically small, we obtain

$$
\begin{equation*}
\left(\partial_{t} W_{\epsilon}, \phi_{0 j}\right)=-\epsilon^{2} \int_{\partial \Omega} \phi_{0 j} \partial_{\nu} \hat{W}_{\epsilon} d S+\left(R, \mathcal{L}_{\epsilon}^{*} \phi_{0 j}\right) \tag{7.14}
\end{equation*}
$$

We now evaluate the terms in (7.14) using $W_{\epsilon}=C \hat{W}_{\epsilon}$, for some constant $C$. The dominant contribution to the integral on the left-hand side of (7.14) arises from the region near $x=x_{0}$. Using $\phi_{0 j} \sim \partial_{x_{j}} \hat{W}_{\epsilon}, W_{\epsilon}=C \hat{W}_{\epsilon}$, and (7.9) for $\hat{W}_{\epsilon}$, we calculate for $j=1, \ldots, N$ that

$$
\begin{equation*}
\left(\partial_{t} W_{\epsilon}, \phi_{0 j}\right) \sim-C \epsilon^{N-2} x_{0 j}^{\prime}\left(\frac{\omega_{N} \beta_{N}}{N}\right), \quad \beta_{N} \equiv \int_{0}^{\infty} \rho^{N-1}\left[w_{\delta_{\epsilon}}^{\prime}(\rho)\right]^{2} d \rho \tag{7.15}
\end{equation*}
$$

Here $(u, v) \equiv \int_{\Omega} u v, x_{0 j}^{\prime} \equiv d x_{0 j} / d t, w_{\delta_{\epsilon}}(\rho)$ is the radially symmetric solution to (3.3), and $\omega_{N}$ is the surface area of the unit $N$-sphere. Next, we use (7.10) and (7.13) to estimate the boundary integral term in (7.14) as

$$
\begin{equation*}
-\epsilon^{2} \int_{\partial \Omega} \phi_{0 j} \partial_{\nu} \hat{W}_{\epsilon} d S \sim-C a^{2} \epsilon^{N-1} \int_{\partial \Omega} r^{1-N} e^{-2 r / \epsilon} \frac{\left(x_{j}-x_{0 j}\right)}{r} \hat{r} \cdot \hat{n}(1+\hat{r} \cdot \hat{n}) d S \tag{7.16}
\end{equation*}
$$

This expression shows that the boundary integral term in (7.14) is $O\left(\epsilon^{q} e^{-2 r_{0} / \epsilon}\right)$, where $q$ is some constant, and $r_{0}=\operatorname{dist}\left(x_{0}, \partial \Omega\right)$.

We now show that the inner product term on the right-hand side of (7.14) is asymptotically negligible in comparison with (7.16). We calculate, using $\delta_{\epsilon}=O\left(\epsilon^{N}\right)$ and symmetry, that

$$
\begin{equation*}
\mathcal{L}_{\epsilon}^{*} \phi_{0 j} \sim-\frac{p \hat{W}_{\epsilon}^{p-1}}{\int_{\Omega} \hat{W}_{\epsilon}^{p}} \int_{\Omega} \frac{\hat{W}_{\epsilon}^{p+1}}{\delta_{\epsilon}+\hat{W}_{\epsilon}} \partial_{x_{j}} \hat{W}_{\epsilon} \sim-\frac{p \hat{W}_{\epsilon}^{p-1}}{N(p+1) \int_{\Omega} \hat{W}_{\epsilon}^{p}} \int_{\Omega} \nabla \cdot \hat{W}_{\epsilon}^{p+1} \tag{7.17}
\end{equation*}
$$

Then, using the divergence theorem and the far-field behavior (7.10), we obtain

$$
\begin{equation*}
\mathcal{L}_{\epsilon}{ }^{*} \phi_{0 j} \sim-\frac{p \hat{W}_{\epsilon}^{p-1}}{N \int_{\Omega} \hat{W}_{\epsilon}^{p}} \int_{\partial \Omega} \frac{\hat{W}_{\epsilon}^{p+1}}{p+1}=\hat{W}_{\epsilon}^{p-1} O\left(\epsilon^{q} e^{-(p+1) r_{0} / \epsilon}\right) \tag{7.18}
\end{equation*}
$$

Here $q$ is a constant, and $r_{0}=\operatorname{dist}\left(x_{0}, \partial \Omega\right)$. Since $R \ll 1$ and $p>1$, it follows that the exponentially small term $\left(R, \mathcal{L}_{\epsilon}{ }^{*} \phi_{0 j}\right)$ is asymptotically negligible in comparison with the boundary integral term in (7.16).

Therefore, substituting (7.15) and (7.16) into (7.14) and neglecting ( $R, \mathcal{L}_{\epsilon}{ }^{*} \phi_{0 j}$ ) in (7.14), we obtain

$$
\begin{equation*}
\frac{d x_{0}}{d t} \sim \frac{a^{2} N \epsilon}{\beta_{N} \omega_{N}} \int_{\partial \Omega} r^{1-N} e^{-2 r / \epsilon} \hat{r}(1+\hat{r} \cdot \hat{n}) \hat{r} \cdot \hat{n} d S \tag{7.19}
\end{equation*}
$$

Assuming that there is a unique point $x_{m} \in \partial \Omega$ closest to the initial center $x_{0}(0)$ of the spike, we can evaluate the surface integral in (7.19) using Laplace's method. This leads to the following explicit result.

Proposition 7.1. For $\epsilon \ll 1$, a metastable spike solution for (1.8) is given by

$$
\begin{equation*}
W_{\epsilon} \sim \frac{w_{\delta_{\epsilon}}\left[\epsilon^{-1}\left(x-x_{0}\right)\right]}{\gamma \epsilon^{N} \int_{\mathbb{R}^{N}}\left[w_{\delta_{\epsilon}}(y)\right]^{p} d y}, \quad P_{\epsilon} \sim \frac{\left(w_{\delta_{\epsilon}}\left[\epsilon^{-1}\left(x-x_{0}\right)\right]\right)^{p}}{\epsilon^{N} \int_{\mathbb{R}^{N}}\left[w_{\delta_{\epsilon}}(y)\right]^{p} d y} \tag{7.20a}
\end{equation*}
$$

Here $w_{\delta_{\epsilon}}$ satisfies (3.3). Let $x_{m}$ be the point on $\partial \Omega$ closest to $x_{0}(0)$. Then, for $t>0$, the spike moves in the direction of $x_{m}$, and the distance $r_{m}(t)=\left|x_{m}-x_{0}(t)\right|$ satisfies the first order nonlinear differential equation

$$
\begin{equation*}
\frac{d r_{m}}{d t} \sim-\xi r_{m}\left(\frac{\epsilon}{r_{m}}\right)^{(N+1) / 2} K\left(r_{m}\right) e^{-2 r_{m} / \epsilon} \tag{7.20b}
\end{equation*}
$$

where $\xi>0$ and the functions $K\left(r_{m}\right)$ are defined by
(7.20c)
$\xi \equiv \frac{2 N a^{2}}{\omega_{N} \beta_{N}} \pi^{(N-1) / 2}, \quad K\left(r_{m}\right) \equiv\left(1-\frac{r_{m}}{R_{1}}\right)^{-1 / 2}\left(1-\frac{r_{m}}{R_{2}}\right)^{-1 / 2} \cdots\left(1-\frac{r_{m}}{R_{N-1}}\right)^{-1 / 2}$.
Here $R_{j}>0$, for $j=1, \ldots, N-1$, are the principal radii of curvature of $\partial \Omega$ at $x_{m}$, $\omega_{N}$ is the surface area of the unit $N$-sphere, and a and $\beta_{N}$ were defined in (7.10) and (7.15), respectively.

This result is valid up until the time when the spike approaches to within an $O(\epsilon)$ distance of $x_{m}$. If the initial condition for $(7.20 \mathrm{~b})$ is $r_{m}(0)=r_{0}$, then the time $T$ needed for $r_{m}(T)=0$, is readily found to be

$$
\begin{equation*}
T \sim \frac{\epsilon^{(1-N) / 2} r_{0}^{(N-1) / 2}}{2 K\left(r_{0}\right) \xi} e^{2 r_{0} / \epsilon} \tag{7.21}
\end{equation*}
$$

7.2. The one-dimensional case. Let $\left(\lambda_{0}, \phi_{0}\right)$ be the principal eigenpair of $\mathcal{L}_{\epsilon} \phi_{0}=\lambda_{0} \phi_{0}$ with $\phi_{0}^{\prime}( \pm 1)=0$. Here $\mathcal{L}_{\epsilon}$ is defined in (7.6), and $\lambda_{0}$ is exponentially small. Similar to the analysis for the multidimensional case, $\phi_{0}$ has the boundary layer form

$$
\begin{equation*}
\phi_{0} \sim \partial_{x} \hat{W}_{\epsilon}+\phi_{l}\left[\epsilon^{-1}(1+x)\right]+\phi_{r}\left[\epsilon^{-1}(1-x)\right] . \tag{7.22}
\end{equation*}
$$

Substituting (7.22) into (7.6), we obtain that the boundary layer correction terms $\phi_{l}(\eta)$ and $\phi_{r}(\eta)$ satisfy $v^{\prime \prime}-v=0$. Imposing that $\phi_{0}^{\prime}( \pm 1)=0$, and using the far-field behavior (7.10) with $N=1$, we get

$$
\begin{equation*}
\phi_{l}(\eta)=a \epsilon^{-1} e^{-\left(1+x_{0}\right) / \epsilon} e^{-\eta}, \quad \phi_{r}(\eta)=-a \epsilon^{-1} e^{-\left(1-x_{0}\right) / \epsilon} e^{-\eta} \tag{7.23}
\end{equation*}
$$

Combining (7.10), (7.22), and (7.23), and where $a$ is defined in (7.10), we calculate

$$
\begin{equation*}
\phi_{0}(-1) \sim 2 \epsilon^{-1} a e^{-\left(1+x_{0}\right) / \epsilon}, \quad \phi_{0}(+1) \sim-2 \epsilon^{-1} a e^{-\left(1-x_{0}\right) / \epsilon} \tag{7.24}
\end{equation*}
$$

To derive a differential equation for $x_{0}$, we proceed as in the multidimensional case. We multiply both sides of (7.6) by $\phi_{0}$ and integrate over the domain. Assuming that $\partial_{t} R$ on the right-hand side of (7.6) is asymptotically small, we integrate the resulting expression by parts, and then use the boundary condition (7.6b), to obtain

$$
\begin{equation*}
\left(\phi_{0}, \partial_{t} W_{\epsilon}\right)=-\left.\epsilon^{2} \phi_{0} \partial_{x} W_{e}\right|_{-1} ^{1}+\left(R, \mathcal{L}_{\epsilon}{ }^{*} \phi_{0}\right) \tag{7.25}
\end{equation*}
$$

Here $\mathcal{L}_{\epsilon}{ }^{*}$ denotes the adjoint operator of $\mathcal{L}_{\epsilon}$. As in the multidimensional case, the second term on the right-hand side of (7.25) is asymptotically negligible in comparison to the other two terms in (7.25). Then, since $W_{\epsilon}=C \hat{W}_{\epsilon}$ for some constant $C,(7.25)$ reduces to

$$
\begin{equation*}
\left(\phi_{0}, \partial_{t} \hat{W}_{\epsilon}\right) \sim-\left.\epsilon^{2} \phi_{0} \hat{W}_{\epsilon x}\right|_{-1} ^{1} \tag{7.26}
\end{equation*}
$$

Using (7.9), (7.10), (7.22), and (7.24), we calculate

$$
\begin{align*}
\left(\phi_{0}, \partial_{t} \hat{W}_{\epsilon}\right) & \sim-\epsilon^{-1} x_{0}^{\prime} \int_{-\infty}^{\infty}\left[\hat{W}_{\epsilon}^{\prime}(y)\right]^{2} d y  \tag{7.27}\\
\left.\epsilon^{2} \phi_{0} \hat{W}_{\epsilon x}\right|_{-1} ^{1} & \sim 2 a^{2}\left(e^{-2\left(1-x_{0}\right) / \epsilon}-e^{-2\left(1+x_{0}\right) / \epsilon}\right)
\end{align*}
$$

Substituting (7.28) into (7.26), we obtain the ODE for the spike location. The corresponding asymptotic solution is obtained by combining (2.2) and part 4 of Lemma 3.4. We summarize the result as follows.

Proposition 7.2. For $\epsilon \ll 1$, a metastable spike solution for (1.8) is given by

$$
\begin{equation*}
W_{\epsilon} \sim \frac{w_{\delta_{\epsilon}}\left[\epsilon^{-1}\left(x-x_{0}\right)\right]}{\gamma \epsilon \int_{-\infty}^{\infty}\left[w_{\delta_{\epsilon}}(y)\right]^{p} d y}, \quad P_{\epsilon} \sim \frac{\left(w_{\delta_{\epsilon}}\left[\epsilon^{-1}\left(x-x_{0}\right)\right]\right)^{p}}{\epsilon \int_{-\infty}^{\infty}\left[w_{\delta_{\epsilon}}(y)\right]^{p} d y} \tag{7.28a}
\end{equation*}
$$

Here $w_{\delta_{\epsilon}}$ satisfies (3.3), and the spike location $x_{0}(t)$ satisfies the differential equation

$$
\begin{equation*}
\frac{d x_{0}}{d t} \sim \frac{2 a^{2} \epsilon}{\beta}\left(e^{-2\left(1-x_{0}\right) / \epsilon}-e^{-2\left(1+x_{0}\right) / \epsilon}\right), \quad x_{0}(0)=x_{0}^{0}, \quad \beta \equiv \int_{-\infty}^{\infty}\left[w_{\delta_{\epsilon}}^{\prime}(y)\right]^{2} d y \tag{7.28b}
\end{equation*}
$$

The constant $a>0$ is defined in (7.10).
Following ideas in [37], the homoclinic orbit constants $a, \beta$, and $\delta_{\epsilon}$ can be computed numerically in terms of the nonlinearity of (3.3). In this way, we obtain the explicit formulae for $a$ and $\beta$ :
$\log a \equiv \log w_{m}+\int_{0}^{w_{m}}\left(\frac{1}{\left[\eta^{2}-2 Q(\eta)\right]^{1 / 2}}-\frac{1}{\eta}\right) d \eta, \quad \beta=2 \int_{0}^{w_{m}}\left[\eta^{2}-2 Q(\eta)\right]^{1 / 2} d \eta$.
Here $w_{m}=w_{\delta_{\epsilon}}(0)$, which denotes the maximum of $w_{\delta_{\epsilon}}(y)$ on $y \geq 0$, satisfies the transcendental equation

$$
\begin{equation*}
w_{m}^{2}=2 Q\left(w_{m}\right), \quad \text { where } \quad Q(w)=\int_{0}^{w} \frac{y^{p+1}}{\delta_{\epsilon}+y} d y \tag{7.29b}
\end{equation*}
$$

The nonlocal term $\delta_{\epsilon}$, defined in Lemma 3.4, can be rewritten by determining a formula for $w_{\delta_{\epsilon}}^{\prime}$ in terms of $w_{\delta_{\epsilon}}$ for $y \geq 0$. In this way, we get

$$
\begin{equation*}
\delta_{\epsilon}=2 \epsilon \int_{0}^{w_{m}} \frac{w^{p}}{\sqrt{w^{2}-2 Q(w)}} d w \tag{7.29c}
\end{equation*}
$$

We use Newton's method to solve the coupled system (7.29b) and (7.29c) for $w_{m}$ and $\delta_{\epsilon}$ for various values of $\epsilon$. In terms of these values, we then calculate $a$ and $\beta$ from

Table 1
Numerical values for the homoclinic orbit constants at different values of $\epsilon$ when $p=2$.

| $\epsilon$ | $w_{m}$ | $\delta_{\epsilon}$ | $a$ | $\beta$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.01 | 1.587 | 0.0625 | 5.34 | 1.38 |
| 0.02 | 1.679 | 0.137 | 5.27 | 1.57 |
| 0.03 | 1.776 | 0.225 | 5.28 | 1.79 |
| 0.04 | 1.880 | 0.331 | 5.34 | 2.03 |
| 0.05 | 1.993 | 0.458 | 5.45 | 2.31 |
| 0.06 | 2.115 | 0.610 | 5.59 | 2.64 |
| 0.07 | 2.248 | 0.793 | 5.77 | 3.01 |
| 0.08 | 2.396 | 1.017 | 5.98 | 3.45 |
| 0.09 | 2.559 | 1.286 | 6.22 | 3.97 |
| 0.10 | 2.741 | 1.627 | 6.51 | 4.60 |

TABLE 2
Numerical values for the homoclinic orbit constants for different values of $p$ when $\epsilon=0.06$.

| $p$ | $w_{m}$ | $w_{m 0}$ | $\delta_{\epsilon}$ | $\delta_{0}$ | $a$ | $\beta$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 2.115 | 1.500 | 0.610 | 0.360 | 5.59 | 2.64 |
| 3 | 1.604 | 1.414 | 0.351 | 0.267 | 2.85 | 1.77 |
| 4 | 1.456 | 1.357 | 0.276 | 0.228 | 2.17 | 1.59 |
| 5 | 1.379 | 1.316 | 0.240 | 0.207 | 1.89 | 1.51 |

(7.29a). An important feature of these formulae is that they do not require an explicit pointwise expression for the solution $w_{\delta_{\epsilon}}(y)$ to (3.3).

When $\epsilon \rightarrow 0$, then $\delta_{\epsilon} \rightarrow 0$. Consequently, in this limit, the solution to (3.3) is given to leading order by the solution to (2.3), which is given explicitly by

$$
\begin{equation*}
w(y)=\left(\frac{p+1}{2}\right)^{1 /(p-1)}\left(\cosh \left[\frac{(p-1) y}{2}\right]\right)^{-2 /(p-1)} . \tag{7.30}
\end{equation*}
$$

Therefore, as $\epsilon \rightarrow 0$, we have for $p=2$ that $w_{m} \rightarrow w_{m 0}=1.5, \delta_{\epsilon} \rightarrow \delta_{0}=$ $\epsilon \int_{-\infty}^{\infty} w^{2} d y=6 \epsilon, a \rightarrow a_{0}=6$, and $\beta \rightarrow \beta_{0}=6 / 5$. In Table 1 we give numerical values for the homoclinic orbit constants for different values of $\epsilon$ when $p=2$. In Table 2 numerical values are given for these constants for different values of $p$ when $\epsilon=0.06$. In the latter table we compare the numerical values for $w_{m}$ and $\delta_{\epsilon}$ with the numerical values for the corresponding leading order approximations $w_{m 0}$ and $\delta_{0}$ at different values of $p$. These values show that the nonlocal term $\delta_{\epsilon}$ is significant at this value of $\epsilon$.

The ODE (7.28b) shows that the spike moves exponentially slowly towards the right or the left boundary when $x_{0}(0)>0$ or $x_{0}(0)<0$, respectively. In Figure 1(a) we plot the numerical solution to $(7.28 \mathrm{~b})$ in the form $\log _{10}(1+t)$ versus $x_{0}$ when $\epsilon=0.06$ for $p=2, p=3$, and $p=4$. The homoclinic orbit constants needed in (7.28b) are given in Table 2. The initial value for $(7.28 \mathrm{~b})$ is $x_{0}(0)=-0.4$. The spike motion is found to be slower for larger values of $p$. For $p=2$ and the initial value $x_{0}(0)=-0.4$, in Figure $1(\mathrm{~b})$ we plot $\log _{10}(1+t)$ versus $x_{0}$ for $\epsilon=0.04, \epsilon=0.06$, and $\epsilon=0.08$. Notice the dramatic change in the time-scale of the metastability for a small change in $\epsilon$. For $p=2$ and $\epsilon=0.06$, in Figure 2(a) and (b) we plot the leading order solutions for $W_{\epsilon}$ and $P_{\epsilon}$, respectively, at different times. These leading order solutions are obtained by replacing $w_{\delta_{\epsilon}}$ in (7.28a) by $w$ as given in (7.30).

Finally, we compare full numerical results for the evolution of an interior spike for (1.8) with the asymptotic dynamical behavior given in (7.28). The routine D03PCF of the NAG library [25] is used to compute the numerical solution to (1.8). The initial

(a) $\log _{10} \tilde{t}$ versus $x_{0}: \tilde{t}=1+t$.

(b) $\log _{10} \tilde{t}$ versus $x_{0}: \tilde{t}=1+t$.

Fig. 1. (a): Plot of asymptotic spike location computed from (7.28b) when $\epsilon=0.06$, for $p=2$ (heavy solid curve), $p=3$ (solid curve), and $p=4$ (dashed curve). (b): Similar plot when $p=2$, for $\epsilon=0.08$ (heavy solid curve), $\epsilon=0.06$ (solid curve), and $\epsilon=0.04$ (dashed curve).
condition for the numerical solution to (1.8) is

$$
\begin{equation*}
W(x, 0)=\frac{w\left[\epsilon^{-1}\left(x-x_{0}^{0}\right)\right]}{\gamma \epsilon \int_{-\infty}^{\infty}[w(y)]^{p} d y}, \quad P(x, 0)=\frac{\left(w\left[\epsilon^{-1}\left(x-x_{0}^{0}\right)\right]\right)^{p}}{\epsilon \int_{-\infty}^{\infty}[w(y)]^{p} d y} \tag{7.31}
\end{equation*}
$$

where $w$ is given in (7.30). In the computations, we choose $p=2, \gamma=1, \epsilon=0.06$, and $x_{0}^{0}=-0.4$. The spike location is determined numerically from the maximum of the numerical solution for $W$. In Figure 3, we show a favorable comparison between the asymptotic and numerical results for $x_{0}$. For this value of $\epsilon$, the relative error between the asymptotic and numerical predictions for the time at which the spike hits the boundary at $x=-1$ is about $3 \%$.
8. Concluding remarks. Motivated by the general system (1.1), (1.2) in which we have a single equation governing the population density $P$ coupled with a system governing several substrates or nutrients, we have focussed on the simpler system (1.5) in which the transition probability function is represented by a power law.

(a) $W_{\epsilon}$ versus $x$.

(b) $P_{\epsilon}$ versus $x$.

Fig. 2. Plot of the leading order solutions for $W_{\epsilon}$ and $P_{\epsilon}$ at four different times when $p=2$, $\gamma=1$, and $\epsilon=0.06$. The heavy solid curve is for $t=0$, the solid curve is for $t=4.01 \times 10^{5}$, the dashed curve is for $t=1.0214 \times 10^{7}$, and the widely spaced dots are for $t=1.0227 \times 10^{7}$.


Fig. 3. Comparison of numerical and asymptotic results for $\log _{10} \tilde{t}$, where $\tilde{t}=1+t$, versus $x_{0}$ when $p=2, \gamma=1, x_{0}^{0}=-0.4$, and $\epsilon=0.06$. The solid curve is the full numerical result computed from (1.8). The dashed curve is the asymptotic result computed from the ODE (7.28b).

Under weak diffusion of the substrate, we have established the existence of spike solutions and investigated their stability. Of particular interest is the existence of metastable spikes. With regards to the modeling of the movement of myxobacteria our results suggest that bacteria which aggregate when diffusion of the substrate is neglected are, in fact, metastable spikes under weak diffusion. A similar observation can be made regarding the initiation of capillary sprouts in tumor angiogenesis under the simple model indicated in section 1. Furthermore, it is an important problem to investigate whether spike behavior can account for the observed vigorous angiogenesis in a vascularised tumor.

The investigations of this paper suggest a number of open problems. For example, it is of interest to investigate whether spikes arise for more a general transition probability function $\Phi$. In addition, we may ask whether spike patterns exist for systems of the form (1.1) in which there are several substrates or nutrients.
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#### Abstract

In this paper a novel filtered back-projection algorithm for inversion of a discretized Radon transform is presented. It makes use of invariance properties possessed by both the Radon transform and its dual. By switching to log-polar coordinates, both operators can be expressed in a displacement invariant manner. Explicit expressions for the corresponding transfer functions are calculated. Furthermore, by dividing the back-projection into several partial back-projections, inversion can be performed by means of finite convolutions and hence implemented by an FFTalgorithm. In this way, a fast and accurate reconstruction method is obtained.
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1. Introduction. Computerized tomography, CT, is a well established image acquisition technique with a growing range and diversity of applications. The most common algorithm used in X-ray CT, SPECT, and many other image modalities is called filtered back-projection. It consists of two steps: a one-dimensional filtering of the data followed by a back-projection step, where the filtered data values are distributed along the lines of measurement. In standard implementations of filtered back-projection algorithms, the latter part is by far the most time-consuming. Doubling the image resolution requires four times the amount of measurement data, while the computational cost in the back-projection step increases by a factor of eight. For the reconstruction of an image with resolution $q \times q$, the number of computations needed in the back-projection part is $\mathcal{O}\left(q^{3}\right)$.

The principle of CT is mathematically described by the Radon transform. The two-dimensional Radon transform is the mapping of a function in $\mathbb{R}^{2}$ to its line integral values, and the reconstruction problem of CT lies in inverting this mapping. The backprojection mentioned above is mathematically described by the dual Radon transform which integrates over all lines passing through a point.

Several suggestions on how to invert the Radon transform in $\mathcal{O}\left(q^{2} \log q\right)$ time have appeared in the literature during the years. Most common are Fourier-based methods. Using such an approach results in data of the two-dimensional Fourier transform of the sought function on a nonuniform grid. Direct interpolation to a rectangular grid followed by FFT inversion results in $\mathcal{O}\left(q^{2} \log q\right)$ complexity but gives rise to unacceptable artifacts. To cope with this one can, e.g., use over-sampling combined with more sophisticated interpolation, as suggested in [14], or use fast Fourier algorithms for unequally spaced data; cf. [2], [16], [8].

For issues of quality, the algorithms of filtered back-projection type have traditionally been preferred among the manufacturers of CT machines. Fast techniques for filtered back-projection algorithms are presented in [15], [6], [3], [4], where the back-projection is calculated recursively in $\mathcal{O}\left(q^{2} \log q\right)$ time.

[^46]In this paper we exploit the fact that both the Radon transform and its dual possess similar invariance properties. By a change of coordinates to log-polar coordinates, the operators can be expressed as convolutions. In particular, by introducing an appropriate Fourier transform, it is possible to compute parts of the back-projection in a fast manner by means of the FFT. In this way a filtered back-projection algorithm is constructed which works in $\mathcal{O}\left(q^{2} \log q\right)$ time.

A log-polar grid is hence introduced for treating the back-projection part in a fast manner. Log-polar grids have previously been used in an ART fashion; cf. [7]. However, according to [7], this approach was not successful in competition with the standard filtered back-projection algorithm, in either speed or quality.

The methods developed in this paper may also be used in fast calculation of the (forward) Radon transform, although the focus of the paper lies on the inverse problem. Fast computation of the forward problem has also appeared in, e.g., [9], [3]. Besides simulation possibilities, this is, e.g., useful in fast computation of the Hough transform, a tool used in image analysis and pattern recognition for finding lines.

The paper begins with a brief review of the Radon transform and its inversion. In section 3.1 follows a discussion on the invariance properties possessed by the Radon transform and its dual. We show that when expressed by log-polar coordinates, both can be written in terms of convolutions. Explicit expressions for the corresponding kernels are given in section 3.2. However, the geometry of log-polar grids makes it impractical to use the convolutional structure directly. In section 3.3 the concept of partial back-projections is introduced to deal with this problem. The discrete setting is dealt with in section 4, where implementation techniques are discussed and numerical experiments displayed.
2. Preliminaries. The two-dimensional Radon transform is the mapping from (sufficiently regular) functions on $\mathbb{R}^{2}$ to line integrals in $\mathbb{R}^{2}$,

$$
\begin{equation*}
\mathcal{R} f(\theta, s)=\int_{x \cdot \theta=s} f(x) d x \tag{2.1}
\end{equation*}
$$

i.e., the integral of $f$ over the line with normal direction $\theta$ and (signed) distance $s$ to the origin. When defined on the unit cylinder $\mathbb{S}=S^{1} \times \mathbb{R}$, the two-dimensional Radon transform (defined by (2.1)) is even, i.e., $\mathcal{R} f(-\theta,-s)=\mathcal{R} f(\theta, s)$, since each line can be parameterized in two ways. Here $S^{1}$ denotes the unit circle, parameterized by $[-\pi, \pi)$. When describing an element of $S^{1}$, it is sometimes advantageous to describe it via a unit vector and sometimes with the corresponding angle in a polar representation. To avoid cumbersome notation, it is customary to use the same symbol in both cases, and we will follow this tradition. Sometimes it is convenient to work on $\mathbb{S}_{+}=S^{1} \times \mathbb{R}_{+}$ or $\mathbb{S}_{1 / 2}=[-\pi / 2, \pi / 2) \times \mathbb{R}$ instead of $\mathbb{S}$, both able to describe all lines in the plane.

It is well known that the Radon transform as a mapping $\mathcal{S}\left(\mathbb{R}^{2}\right) \rightarrow \mathcal{S}(\mathbb{S})$ is injective, where $\mathcal{S}$ denotes the Schwartz space. In this paper we are especially interested in the Radon transform of compactly supported functions, and inversion techniques for such. The Radon transform can then (possibly combined with a suitable preceding translation) be viewed as an injective mapping $\mathcal{C}_{0}^{\infty}\left(\mathbb{S}_{+}\right) \rightarrow \mathcal{C}_{0}^{\infty}\left(\mathbb{S}_{+}\right)$.

The dual Radon transform $\mathcal{R}^{\#}$ integrates functions defined on $\mathbb{S}$ over subsets of $\mathbb{S}$ corresponding to lines passing through a point $x \in \mathbb{R}^{2}$,

$$
\begin{equation*}
\mathcal{R}^{\#} g(x)=\int_{S^{1}} g(\theta, x \cdot \theta) d \theta \tag{2.2}
\end{equation*}
$$

It is dual in the sense that

$$
\int_{\mathbb{S}}(\mathcal{R} f)(\theta, s) g(\theta, s) d s d \theta=\int_{\mathbb{R}^{2}} f(x)\left(\mathcal{R}^{\#} g\right)(x) d x
$$

and in the literature is commonly referred to as the back-projection operator.
In order to write the inversion formula for the Radon transform in a simple form, we introduce the operator $\mathcal{J}$ acting on (sufficiently regular) functions on $\mathbb{S}$, defined by

$$
\mathcal{J}=\frac{\partial}{\partial s} \mathcal{H}
$$

where $\mathcal{H}$ is the Hilbert transform operator, applied to the second variable in $\mathbb{S}$. Here, the Hilbert transform is defined by

$$
\mathcal{H} f(x)=\frac{1}{\pi} \int_{\mathbb{R}} \frac{1}{x-y} f(y) d y
$$

where the integral is interpreted as a principal value.
An inversion formula then reads as

$$
\begin{equation*}
f=\frac{1}{4 \pi} \mathcal{R}^{\#} \mathcal{J} \mathcal{R} f \tag{2.3}
\end{equation*}
$$

For more details, see [14]. A factor of $1 / 2$ on the right-hand side is due to the fact that, in the interpretation of $\mathcal{R}^{\#}$, each line is taken into account twice. Using instead $\mathbb{S}_{+}$or $\mathbb{S}_{1 / 2}$, the factor $1 / 4 \pi$ is replaced by $1 / 2 \pi$. The operator $\mathcal{J}$ cannot be defined directly on $\mathbb{S}_{+}$, and hence instead it is defined as the restriction of the action on $\mathbb{S}$ to $\mathbb{S}_{+}$.

In practice, where Radon data are given on a discrete sampling grid, the operator $\mathcal{J}$ is usually implemented by a discrete convolution in the $s$-variable with a bandlimited filter. More specifically, one makes use of the formula

$$
\begin{equation*}
W * f=\mathcal{R}^{\#}(w \stackrel{s}{*} \mathcal{R} f) \tag{2.4}
\end{equation*}
$$

where $\stackrel{s}{*}$ denotes one-dimensional convolution with respect to the second variable, $s$, in $\mathbb{S}$, and where $W$ and $w$ are related by $W=\mathcal{R}^{\#} w$; cf. [14]. By choosing $W$ to approximate a $\delta$-distribution, an approximate reconstruction is obtained. More specifically, one usually chooses $W=W_{b}$ to be radially symmetric and band-limited with some cut-off frequency $b$. When chosen in this way, $w=w_{b}$ depends only on the $s$-variable, in which it is band-limited by $b$; cf. [14].

Let us consider the problem of making reconstructions on a rectangular grid of size $q \times q$. To do that, the number of needed parallel lines and directions in data measurements are both of order $q$; cf. [14]. By approximating the continuous convolution in (2.4) by a discrete one, the filtering step $w \stackrel{s}{*} \mathcal{R} f$ can be accomplished, by use of FFT, with a time complexity $\mathcal{O}\left(q^{2} \log q\right)$. A more time-consuming step is the computation of the back-projection. The straightforward numerical implementation of $\mathcal{R}^{\#}$ uses, for each discrete direction sample point $\theta_{j}$, some kind of interpolation in the $s$-variable to approximate $g\left(\theta_{j}, x \cdot \theta_{j}\right)$ in (2.2), in combination with some quadrature rule on $S^{1}$ :

$$
\mathcal{R}_{d}^{\#} g(x)=\sum_{j} \alpha_{j} g\left(\theta_{j}, x \cdot \theta_{j}\right)
$$

Hence, roughly $q$ values are summed up at each reconstruction point, giving a time complexity of order $\mathcal{O}\left(q^{3}\right)$ for $q^{2}$ reconstruction points. Reconstruction methods which are based on (2.3) are referred to as filtered back-projection algorithms.

Next, we present a discussion about some properties of the continuous Radon transformation and its dual, which are both of interest on their own and useful for the discrete approximative inversion presented below. A somewhat reminiscent discussion is given in [1], where some closed-form formulas, involving Chebyshev polynomials, are given starting from a polar representation. A numerical implementation is presented in [1], but the number of computations needed is of order $\mathcal{O}\left(q^{3}\right)$.

## 3. Properties of the continuous Radon transform and its dual.

3.1. Convolution operators. Consider the cylinder $\mathbb{S}_{+}=S^{1} \times \mathbb{R}_{+}$as a group, provided with the algebraic structure inherited from its components, i.e., the additive group $S^{1}=\mathbb{R} / 2 \pi \mathbb{Z}$ (addition modulo $2 \pi$ ) and the multiplicative group $\mathbb{R}_{+}$(positive real numbers).

Let $z=(\theta, s) \in \mathbb{S}_{+}$. The group operation on $\mathbb{S}_{+}$, written multiplicatively, is

$$
\left(\theta_{1}, s_{1}\right)\left(\theta_{2}, s_{2}\right)=\left(\left(\theta_{1}+\theta_{2}\right) \bmod 2 \pi, s_{1} s_{2}\right) .
$$

The Haar measure on $\mathbb{S}_{+}=S^{1} \times \mathbb{R}_{+}$is inherited from the components and can be written $d h(z)=d \theta d s / s$. Hence

$$
\int_{\mathbb{S}_{+}} f(z) d h(z)=\int_{0}^{2 \pi} \int_{0}^{\infty} f(\theta, s) d \theta \frac{d s}{s} \quad \text { for } \quad f \in \dot{\mathcal{C}}_{0}^{\infty}\left(\mathbb{S}_{+}\right),
$$

where $\dot{\mathcal{C}}_{0}^{\infty}\left(\mathbb{S}_{+}\right)$is the $\mathcal{C}_{0}^{\infty}$ class on $\mathbb{S}_{+}$, with support outside the origin $S^{1} \times\{0\}$. The Haar property means that

$$
\int_{\mathbb{S}_{+}} f(w z) d h(z)=\int_{\mathbb{S}_{+}} f(z) d h(z) \quad \text { for } \quad w \in \mathbb{S}_{+}, f \in \dot{\mathcal{C}}_{0}^{\infty}\left(\mathbb{S}_{+}\right) .
$$

There exists a natural isomorphism between $\mathbb{S}_{+}$and the punctured complex plane $\dot{\mathbb{C}}=\mathbb{C} \backslash\{0\}$ considered multiplicatively, parameterized by $(\theta, s) \longleftrightarrow s e^{i \theta}$. Using the Cartesian representation $z=x+i y$ for $\dot{\mathbb{C}}$, the Haar measure on $\mathbb{S}_{+}$can be written

$$
d h(z)=d \theta \frac{d s}{s}=\frac{d x d y}{x^{2}+y^{2}} .
$$

If $\dot{\mathbb{C}}$ is represented instead by coordinates

$$
\begin{equation*}
s e^{i \theta}=e^{\rho} e^{i \theta}, \quad \rho \in \mathbb{R}, \tag{3.1}
\end{equation*}
$$

which we will refer to as log-polar coordinates, then the Haar measure on $\mathbb{S}_{+}$becomes

$$
d h(z)=d \theta d \rho .
$$

Let $\lambda$ be the distribution that represents integration over the line $x=1$ in $\dot{\mathbb{C}}$,

$$
\lambda: f \longmapsto \int_{-\infty}^{\infty} f(1, y) d y=\int_{\dot{\mathbb{C}}} f(x, y) \delta(x-1) d x d y, \quad f \in \mathcal{S}\left(\mathbb{S}_{+}\right) .
$$

In the $(\theta, s)=z$ representation, it can be written

$$
\begin{aligned}
\lambda: f & \longmapsto \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} f\left(\theta, \frac{1}{\cos \theta}\right) \frac{1}{\cos ^{2} \theta} d \theta=\int_{\mathbb{S}_{+}} f(\theta, s) \delta(s \cos \theta-1) s d s d \theta \\
& =\int_{\mathbb{S}_{+}} f(z) \lambda(z) d h(z), \quad \text { with } \quad \lambda(z)=s^{2} \delta(s \cos \theta-1)
\end{aligned}
$$

Let lines in $\dot{\mathbb{C}}$ be denoted $L_{\xi}$, where $\xi$ is the footprint of the normal of the line through the origin. The Radon transform (2.1) can be expressed as

$$
\begin{equation*}
g(\xi)=R f(\xi)=|\xi| \int_{\mathbb{S}_{+}} f(z \xi) \lambda(z) d h(z) \tag{3.2}
\end{equation*}
$$

This follows from the fact that, in the last integral, the distribution $\lambda$ is applied to a function that is obtained from $f$ by a similarity transformation of the coordinate plane, such that the line $L_{\xi}$ is transferred to $L_{1}$, which is the support of $\lambda$. Using $|\xi|$ to compensate for the change in scale, we obtain the Radon transform.

The duality between points on a line in $\dot{\mathbb{C}}$ and lines through a point in $\dot{\mathbb{C}}$ motivates interest in the distribution

$$
\begin{aligned}
\lambda^{\#}: f & \longmapsto \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} f(\theta, \cos \theta) d \theta=\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \int_{\mathbb{R}_{+}} f(\theta, s) \delta(\cos \theta-s) d s d \theta \\
& =\int_{\mathbb{S}_{+}} f(z) \lambda^{\#}(z) d h(z), \quad \text { with } \quad \lambda^{\#}(z)=s \delta(\cos \theta-s)
\end{aligned}
$$

If $f$ is interpreted as a function on lines in $\dot{\mathbb{C}}$, then this represents the integral of $f$ over all lines through the point $1 \in \dot{\mathbb{C}}$. Also note that

$$
\begin{equation*}
\int_{\alpha}^{\beta} \int_{\mathbb{R}_{+}} f(s, \theta) \lambda^{\#}(s, \theta) d s d \theta \tag{3.3}
\end{equation*}
$$

is the integral over all lines through the point $1 \in \dot{\mathbb{C}}$ with normal direction in the interval $[\alpha, \beta]$.

The distributions $\zeta(z)=\lambda(1 / z)$ and $\zeta^{\#}(z)=\lambda^{\#}(1 / z)$, formally defined by

$$
\begin{aligned}
\zeta & : f \longmapsto \int_{\mathbb{S}_{+}} f\left(\frac{1}{z}\right) \lambda(z) d h(z), \\
\zeta^{\#} & : f \longmapsto \int_{\mathbb{S}_{+}} f\left(\frac{1}{z}\right) \lambda^{\#}(z) d h(z), \quad f \in \dot{\mathcal{C}}_{0}^{\infty}\left(\mathbb{S}_{+}\right),
\end{aligned}
$$

will be crucial in what follows. In the $(\theta, s)=z$ representation, these can explicitly be written

$$
\begin{aligned}
\zeta(z) & =s^{-2} \delta\left(s^{-1} \cos \theta-1\right) \\
\zeta^{\#}(z) & =\delta(s \cos \theta-1)
\end{aligned}
$$

Using the Haar property on the integral, the formula (3.2) can also be written

$$
\begin{equation*}
\mathcal{Z} f(\xi)=\frac{\mathcal{R} f(\xi)}{|\xi|}=\int f(z) \zeta\left(\frac{\xi}{z}\right) d h(z) \tag{3.4}
\end{equation*}
$$

Apart from the scaling factor $|\xi|$, the Radon transform can thus be expressed as a convolution on $\mathbb{S}_{+}$.

For the back-projecting operator $(2.2)$, note that if $\xi \in \dot{\mathbb{C}}$ and if $g \in \dot{\mathcal{C}}_{0}^{\infty}\left(\mathbb{S}_{+}\right)$is interpreted as a function on lines in $\dot{\mathbb{C}}$, then

$$
\mathcal{R}^{\#} g(\xi)=\int_{\mathbb{S}_{+}} g(\xi z) \lambda^{\#}(z) d h(z)
$$

is the integral of $g$ over all lines that pass through $\xi$. Hence, again by using the Haar property,

$$
\begin{equation*}
\mathcal{R}^{\#} g(\xi)=\int_{\mathbb{S}_{+}} g(z) \zeta^{\#}\left(\frac{\xi}{z}\right) d h(z) \tag{3.5}
\end{equation*}
$$

which in the log-polar representation can be expressed by the following convolution:

$$
\begin{equation*}
\mathcal{R}^{\#} g(\rho, \theta)=\int_{\mathbb{S}_{+}} g\left(\rho^{\prime}, \theta^{\prime}\right) \zeta^{\#}\left(\rho-\rho^{\prime}, \theta-\theta^{\prime}\right) d \rho^{\prime} d \theta^{\prime} \tag{3.6}
\end{equation*}
$$

This fact opens the possibility of performing the inversion in (2.3) by means of an appropriate Fourier transform.

Note also that by using (3.3) and the same arguments as above, it follows that the back-projection restricted to lines with normal directions in the interval $[\alpha, \beta]$ can be written

$$
\begin{equation*}
\mathcal{R}_{[\alpha, \beta]}^{\#} g(\rho, \theta)=\int_{\alpha}^{\beta} \int_{\mathbb{R}_{+}} g\left(\rho^{\prime}, \theta^{\prime}\right) \zeta^{\#}\left(\rho-\rho^{\prime}, \theta-\theta^{\prime}\right) d \rho^{\prime} d \theta^{\prime} \tag{3.7}
\end{equation*}
$$

3.2. Fourier analysis. The Fourier transform $\mathcal{F}_{\mathbb{S}_{+}}=\mathcal{F}$ on $\mathbb{S}_{+}$is a compound of the Fourier series transform on $S^{1}$ and the Mellin transform on $\mathbb{R}_{+}$:

$$
\mathcal{F}: f(\theta, s) \longmapsto g(\mu, \sigma)=\int_{0}^{2 \pi} \int_{0}^{\infty} e^{-i \mu \theta} s^{-\sigma} f(\theta, r) \frac{d s}{s} d \theta, \quad \mu \in \mathbb{Z}, \sigma \in \mathbb{C}
$$

In a log-polar representation, (3.1), the Fourier transform instead becomes a compound of the Fourier series transform and the Laplace transform on $\mathbb{R}$,

$$
\mathcal{F}: f(\theta, \rho) \longmapsto g(\mu, \sigma)=\int_{0}^{2 \pi} \int_{-\infty}^{\infty} e^{-i \mu \theta} e^{-\sigma \rho} f(\theta, r) d \rho d \theta, \quad \mu \in \mathbb{Z}, \sigma \in \mathbb{C}
$$

As the operators $\mathcal{Z}$ in (3.4) and $\mathcal{R}^{\#}$ in (3.5) can be expressed as convolutions on $\mathbb{S}_{+}$, it suffices to calculate the corresponding transfer functions for determination of $\mathcal{F} \zeta$ and $\mathcal{F} \zeta^{\#}$.

It is readily verified using (3.2) that, for $\xi=r e^{i \psi}$,

$$
\mathcal{Z} f(\xi)=\int_{\mathbb{S}_{+}} f(\theta+\psi, r s) \delta(s \cos \theta-1) s d s d \theta=\int_{-\pi / 2}^{\pi / 2} f\left(\theta+\psi, \frac{r}{\cos \theta}\right) \frac{1}{\cos ^{2} \theta} d \theta
$$

Let $f(\theta, s)=s^{\sigma} e^{i \mu \theta}$. Then the transfer function for $\mathcal{Z}$ is obtained by

$$
\begin{aligned}
\mathcal{Z} f(\xi) & =\int_{-\pi / 2}^{\pi / 2} e^{i \mu(\theta+\psi)}\left(\frac{r}{\cos \theta}\right)^{\sigma} \frac{1}{\cos ^{2} \theta} d \theta=r^{\sigma} e^{i \mu \psi} \int_{-\pi / 2}^{\pi / 2} e^{i \mu \theta}(\cos \theta)^{-\sigma-2} d \theta \\
& =f(\xi) \mathcal{F} \zeta(\mu, \sigma)
\end{aligned}
$$



FIG. 3.1. The absolute value and real part of $\mathcal{F} \zeta^{\#}(\mu, i \omega)$.

Here, $\mathcal{F} \zeta(\mu, \sigma)$ converges in the classical sense for $\operatorname{Re} \sigma<-1$, where it defines an analytic function.

Similarly, the transfer function for the back-projecting operator $\mathcal{R}^{\#}$ is obtained by

$$
\begin{aligned}
\mathcal{R}^{\#} f(\xi) & =\int_{-\pi / 2}^{\pi / 2} e^{i \mu \theta}(r \cos (\theta-\psi))^{\sigma} d \theta=\int_{-\pi / 2}^{\pi / 2} e^{i \mu(\theta+\psi)}(r \cos \theta)^{\sigma} d \theta \\
& =r^{\sigma} e^{i \mu \psi} \int_{-\pi / 2}^{\pi / 2} e^{i \mu \theta}(\cos \theta)^{\sigma} d \theta=f(\xi) \mathcal{F} \zeta^{\#}(\mu, \sigma)
\end{aligned}
$$

where $\mathcal{F} \zeta^{\#}(\mu, \sigma)$ converges in the classical sense for $\operatorname{Re} \sigma>-1$.
Note that $\mathcal{F} \zeta(\mu, \sigma)$ and $\mathcal{F} \zeta^{\#}(\mu, \sigma)$ are not simultaneously (classically) well defined, and note further the resemblance between the two Fourier transforms:

$$
\mathcal{F} \zeta(\mu, \sigma)=\mathcal{F} \zeta^{\#}(\mu,-\sigma-2)
$$

An analogue to the following formula can be found in [10, p. 372].

$$
\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} e^{i \mu \theta} \cos ^{\sigma}(\theta) d \theta=\frac{\pi \Gamma(\sigma+1)}{2^{\sigma} \Gamma\left(\frac{\sigma+\mu}{2}+1\right) \Gamma\left(\frac{\sigma-\mu}{2}+1\right)}, \quad \operatorname{Re} \sigma>-1
$$

Hence we conclude that

$$
\begin{align*}
\mathcal{F} \zeta(\mu, \sigma) & =\frac{\pi \Gamma(-\sigma-1)}{2^{-\sigma-2} \Gamma\left(\frac{-\sigma+\mu}{2}\right) \Gamma\left(\frac{-\sigma-\mu}{2}\right)}, & \operatorname{Re} \sigma<-1, \\
\mathcal{F} \zeta^{\#}(\mu, \sigma) & =\frac{\pi \Gamma(\sigma+1)}{2^{\sigma} \Gamma\left(\frac{\sigma+\mu}{2}+1\right) \Gamma\left(\frac{\sigma-\mu}{2}+1\right)}, & \operatorname{Re} \sigma>-1 . \tag{3.8}
\end{align*}
$$

Figure 3.1 illustrates the function $\mathcal{F} \zeta^{\#}(\mu, i w)$. The real part is displayed in the form of a surface plot, and the absolute value is shown on a coarser grid in a mesh


Fig. 3.2. Lines with directions $\theta \in\left[-\frac{\beta}{2}, \frac{\beta}{2}\right]$, passing through a circle inscribed in a segment.
plot. Its energy content is mainly contained in a neighborhood of the origin and along the line $\mu=0$. Note that, although its absolute value is rather smooth, the real and imaginary parts are strongly oscillating.
3.3. Partial back-projection. Our aim is to present a fast procedure for computing the back-projection as a discrete convolution on a uniformly sampled grid in log-polar coordinates. However, the counterpart in polar coordinates will be nonuniform, corresponding to a dense assembling of grid points close to the origin in $\mathbb{C}$. This assembling causes large variation in the density of both reconstruction grid points and data sample points. By moving the origin it is possible to obtain a more uniform structure within the grid points of the reconstruction region, but this does not simplify the treatment of the data sample points. The difficulty here is the need to deal with lines with various distances to the origin, and this problem exists no matter where the origin is situated, if lines with all directions must be considered.

To cope with this, we divide the measurement data into $m \geq 3$ (disjoint) sets, each containing lines with directions in an interval of length $\frac{\pi}{m}$. Corresponding to each such set, we choose an origin outside the region of interest, in such a way that the back-projection from lines with directions within each interval (cf. (3.3)) can be calculated by means of finite integrals. We refer to this procedure as partial backprojection. By putting these partial back-projections together, it is possible to obtain a total back-projection. To begin with, we consider one special case.

Let $\beta=\frac{\pi}{m}$ for some positive integer $m \geq 3$, and let $a_{R}$ denote the radius of the largest circle inscribed in a sector with unit radius and central angle $\beta$; cf. Figure 3.2. It is straightforward to show that

$$
\begin{equation*}
a_{R}=\frac{\sin \left(\frac{\beta}{2}\right)}{1+\sin \left(\frac{\beta}{2}\right)} \tag{3.9}
\end{equation*}
$$

Consider the set of all lines $L_{\theta, s}$, with normal directions $|\theta| \leq \frac{\beta}{2}$ with respect to the symmetry axis of the sector, passing through the inscribed circle; cf. Figure 3.2. It is clear that the normal distances to the origin, $s$, of these lines will be in the interval $\left(a_{m}, 1\right)$, where

$$
\begin{equation*}
a_{m}+a_{R}=\left(1-a_{R}\right) \cos \left(\frac{\beta}{2}\right) \tag{3.10}
\end{equation*}
$$

or, by using (3.9),

$$
\begin{equation*}
a_{m}=\frac{\cos \left(\frac{\beta}{2}\right)-\sin \left(\frac{\beta}{2}\right)}{1+\sin \left(\frac{\beta}{2}\right)} . \tag{3.11}
\end{equation*}
$$

Suppose that $f \in \mathcal{C}_{0}^{\infty}$ has its support inside the inscribed circle, and that $\mathcal{R} f(\theta, s)$ is known. Let

$$
h^{0}(\theta, s)=\chi_{\beta} \mathcal{J} \mathcal{R} f(\theta, s)
$$

where $\chi_{\beta}$ is the characteristic function of the set

$$
\left\{\theta:-\frac{\beta}{2} \leq \theta<\frac{\beta}{2}\right\}
$$

The contribution

$$
f_{0}(x)=\int_{-\frac{\beta}{2}}^{\frac{\beta}{2}} \mathcal{J} \mathcal{R} f(\theta, \theta \cdot x) d \theta
$$

from the back-projection of lines with directions in the interval $\left(-\frac{\beta}{2}, \frac{\beta}{2}\right)$ in log-polar coordinates, for $x$ inside the inscribed circle, may be written as (by using (3.7))

$$
f_{0}(\theta, \rho)=\int_{-\frac{\beta}{2}}^{\frac{\beta}{2}} \int_{\ln \left(a_{m}\right)}^{0} h^{0}\left(\theta^{\prime}, \rho^{\prime}\right) \zeta^{\#}\left(\theta-\theta^{\prime}, \rho-\rho^{\prime}\right) d \rho^{\prime} d \theta^{\prime}
$$

Furthermore, if $\zeta_{p}^{\#}(\theta, \rho)$ is defined as the periodic extension of $\zeta^{\#}(\theta, \rho)$ for $\theta \in[\beta, \beta]$ and $\rho \in\left[\ln \left(a_{m}\right), 0\right]$, then

$$
\begin{equation*}
f_{0}(\theta, \rho)=\int_{-\beta}^{\beta} \int_{\ln \left(a_{m}\right)}^{0} h^{0}\left(\theta^{\prime}, \rho^{\prime}\right) \zeta_{p}^{\#}\left(\theta-\theta^{\prime}, \rho-\rho^{\prime}\right) d \rho^{\prime} d \theta^{\prime} \tag{3.12}
\end{equation*}
$$

when $\theta \in\left[-\frac{\beta}{2}, \frac{\beta}{2}\right]$ and $\rho \in\left[1-2 a_{R}, 1\right]$. This is due to the fact that the interval length in the $\theta^{\prime}$-direction is twice the $\theta^{\prime}$-support of $h^{0}\left(\theta^{\prime}, \rho^{\prime}\right)$, and to the fact that the values of $h^{0}\left(\theta^{\prime}, \rho^{\prime}\right)$ for $\rho^{\prime}$ outside $\left[\ln \left(a_{m}\right), 0\right]$ are of no importance in (partial) backprojecting for $x=(\theta, \rho)$ inside the inscribed circle. Thus, replacing $h^{0}\left(\theta^{\prime}, \rho^{\prime}\right)$ with a periodical extension of $h^{0}\left(\theta^{\prime}, \rho^{\prime}\right)$ as above (which is equivalent to extending $\zeta^{\#}$ ) does not influence the result. Hence, the partial back-projection at points of interest can be calculated as a periodic convolution.

Now, let $f \in \mathcal{C}_{0}^{\infty}\left(\Omega^{2}\right)$, where $\Omega^{2}$ denotes the unit disc in $\mathbb{R}^{2}$, and suppose that $\mathcal{R} f(\theta, s)$ is known. By dividing the data into $m$ different parts, each spanning an angle interval of length $\beta$, and making a suitable change of coordinates to each such set, one transforms the full back-projection problem into $m$ subproblems of the form above. An illustration of the procedure, for $m=3$, is given in Figure 3.3. The coordinate transformation $x \rightarrow x_{\nu}$ consists of, after a rescaling with $a_{R}$, a rotation by the angle $\beta$ followed by a translation of the origin $O$ to $O_{\nu}$. Each part is then of the form discussed above. Adding the respective partial back-projections gives the total back-projection, since each partial back-projection integrates over disjunct intervals $(-\beta / 2+\nu \beta, \beta / 2+\nu \beta)$, which together covers an interval length of $m \beta=\pi$. For the sake of completeness, we include the details.


Fig. 3.3. Reconstruction from three views.

Let $\nu=0, \ldots, m-1$; introduce for each $\nu$ new coordinates

$$
x_{\nu}=a_{R}\left(\begin{array}{cc}
\cos (\nu \beta) & \sin (\nu \beta) \\
-\sin (\nu \beta) & \cos (\nu \beta)
\end{array}\right) x+\binom{1-a_{R}}{0}
$$

and let $f^{\nu}\left(x_{\nu}\right)=f(x)$. Each $f^{\nu}$ then has its support inside a circle inscribed in a sector with unit radius and central angle $\beta$, as in Figure 3.2. Let $h^{\nu}=\chi_{\beta} \mathcal{J} \mathcal{R} f^{\nu}$. The following relation, easily verified,

$$
\begin{equation*}
x_{\nu} \cdot \theta=x \cdot a_{R}(\theta+\nu \beta)+\left(1-a_{R}\right) \cos (\theta) \tag{3.13}
\end{equation*}
$$

will be useful. Any line in the $x$-coordinate system may be written

$$
L_{\theta+\nu \beta, s}=\{x \mid x \cdot(\theta+\nu \beta)=s\}
$$

for some $\nu \in\{0, \ldots, m-1\}$ and $-\frac{\beta}{2} \leq \theta<\frac{\beta}{2}$. In the $x_{\nu}$-coordinate system the corresponding line may then, by using (3.13), be written

$$
L_{\theta, a_{R} s+\left(1-a_{R}\right) \cos (\theta)}^{\nu}=\left\{x_{\nu} \mid x_{\nu} \cdot \theta=a_{R} s+\left(1-a_{R}\right) \cos (\theta)\right\}
$$

and hence,

$$
\begin{equation*}
h^{\nu}(\theta, s)=\chi_{\beta} \mathcal{J} \mathcal{R} f\left(\theta+\nu \beta, \frac{s-\left(1-a_{R}\right) \cos (\theta)}{a_{R}}\right) \tag{3.14}
\end{equation*}
$$

The total back-projection for some point $x$ inside the support of $f$ can now, again by using (3.13), be written as

$$
\begin{aligned}
\mathcal{R}^{\#} \mathcal{J} \mathcal{R} f(x) & =\int_{S^{1}} \mathcal{J} \mathcal{R} f(\theta, x \cdot \theta) d \theta \\
& =2 \sum_{\nu=0}^{m-1} \int_{-\frac{\beta}{2}}^{\frac{\beta}{2}} \mathcal{J} \mathcal{R} f(\theta+\nu \beta,(\theta+\nu \beta) \cdot x) d \theta \\
& =2 \sum_{\nu=0}^{m-1} \int_{-\frac{\beta}{2}}^{\frac{\beta}{2}} h^{\nu}\left(\theta, a_{R}(\theta+\nu \beta) \cdot x+\left(1-a_{R}\right) \cos (\theta)\right) d \theta \\
& =2 \sum_{\nu=0}^{m-1} \int_{-\frac{\beta}{2}}^{\frac{\beta}{2}} h^{\nu}\left(\theta, x_{\nu} \cdot \theta\right) d \theta
\end{aligned}
$$

where the factor 2 in the last expression is due to the fact that the total integration is performed on only half of $S^{1}$.

We now have reduced the full back-projection problem to $m$ partial reconstructions of the form discussed above. For future reference, let us introduce

$$
\begin{equation*}
f_{r}^{\nu}\left(x_{\nu}\right)=\frac{1}{2 \pi} \int_{-\frac{\beta}{2}}^{\frac{\beta}{2}} h^{\nu}\left(\theta, x_{\nu} \cdot \theta\right) d \theta \tag{3.15}
\end{equation*}
$$

The inversion formula (2.3) then allows us to write

$$
\begin{equation*}
f(x)=\sum_{\nu=0}^{m-1} f_{r}^{\nu}\left(x_{\nu}\right) \tag{3.16}
\end{equation*}
$$

We have deduced that it is possible to compute the total back-projection as a sum of partial back-projection. The sharp cutoff caused by $\chi_{\beta}$ will, however, in practice give rise to artifacts in the form of sharp lines with normal directions corresponding to the cutoff angles. Therefore it is desirable to make a smoother cutoff. This requires that the supports in the $\theta$-direction for the respective $h^{\nu}$ overlap. The angle $\beta$ is then not equal to $\frac{\pi}{m}$ (where $m$ is the number of partial back-projections to be used) but larger. Suppose $\frac{\pi}{m} \leq \beta \leq \frac{2 \pi}{m}$. By letting

$$
\eta(t)= \begin{cases}e^{\frac{-\beta^{2}}{\beta^{2}-4 t^{2}}} & \text { if }|t|<\frac{\beta}{2} \\ 0 & \text { otherwise }\end{cases}
$$

a smooth cutoff function

$$
\begin{equation*}
\chi_{\beta, m}(\theta)=\frac{\eta(\theta)}{\eta(\theta)+\eta\left(\frac{\pi}{m}-\arccos (\cos \theta)\right)}, \tag{3.17}
\end{equation*}
$$

with support in $\left[-\frac{\beta}{2}, \frac{\beta}{2}\right]$, can be formed. Since

$$
\sum_{k=-\infty}^{\infty} \chi_{\beta, m}\left(\theta+k \frac{\pi}{m}\right) \equiv 1
$$

it follows that the reconstruction (3.16) is still valid if $\chi_{\beta}$ in (3.14) is replaced by $\chi_{\beta, m}$.

## 4. Discrete log-polar reconstruction.

4.1. Principles. In this section we describe how to use the method of section 3.3 to make reconstructions from discrete measurements. For simplicity, in this paper we deal with the case of parallel beam data. Let $f \in \mathcal{C}_{0}^{\infty}\left(\Omega^{2}\right)$; let $g=\mathcal{R} f$ be sampled at $\left(\theta_{j}, s_{l}\right), j=0, \ldots, p-1, l=0, \ldots, q-1$ (parallel beam geometry), where $\theta_{j} \in S^{1}$ and $s_{l}=\frac{2 l}{q}-1$; and let $h=w_{b} \stackrel{s}{*} g$, in accordance with (2.4). The latter quantity is approximated by the discrete convolution

$$
\begin{equation*}
w_{b} \stackrel{d}{*} g\left(\theta_{j}, s\right)=\frac{1}{q} \sum_{l=-q}^{q} w_{b}\left(s-s_{l}\right) g\left(\theta_{j}, s_{l}\right) . \tag{4.1}
\end{equation*}
$$

What now remains for reconstruction is the back-projection. To this end, let the integer $m$ be the number of partial reconstructions to be used, let $\beta=\pi / m_{\beta}$, suppose that $m$ and $m_{\beta}$ are divisors of $p$, and let $\theta_{j}=-\frac{\beta}{2}+\frac{j \pi}{p}$.

For the construction of the discrete back-projecting operator we will make use of the interpolation results discussed in section A. To begin with, suppose $h(\theta, s)$ is known, and make a uniform sampling of $h^{\nu}$ defined in (3.14), with $\chi_{\beta}$ replaced by $\chi_{\beta, m}$ from (3.17), in a log-polar representation $\left(\theta_{j}, \rho_{i}\right)$ covering $\left(-\frac{\beta}{2}, \frac{\beta}{2}\right) \times\left(-\ln \left(a_{m}\right), 0\right)$. Let $I_{\Delta_{2}}=I_{(\Delta \theta, \Delta \rho)}$ be a quasi-interpolator of order $o_{2}$, with kernel $\varphi(\theta, \rho)=\varphi_{\theta}(\theta) \varphi_{\rho}(\rho)$, where $\Delta \theta$ and $\Delta \rho$ is the grid spacing of $\left(\theta_{j}, \rho_{i}\right)$.

Construct

$$
h_{*}^{\nu}(\theta, \rho)=\sum_{j} \sum_{i} h^{\nu}[j, i] \varphi\left(\frac{\theta-\theta_{j}}{\Delta \theta}, \frac{\rho-\rho_{i}}{\Delta \rho}\right)
$$

as an approximation of $h^{\nu}$. Now the back-projection of $h_{*}^{\nu}$, for $x_{\nu}$ represented by $\theta \in\left[-\frac{\beta}{2}, \frac{\beta}{2}\right]$ and $\rho \in\left[1-2 a_{R}, 1\right]$, can be written
$\mathcal{R}^{\#} h_{*}^{\nu}(\theta, \rho)=\int_{-\beta}^{\beta} \int_{\ln \left(a_{m}\right)}^{0} h_{*}^{\nu}\left(\theta-\theta^{\prime}, \rho-\rho^{\prime}\right) \zeta^{\#}\left(\theta^{\prime}, \rho^{\prime}\right) d \rho^{\prime} d \theta^{\prime}$
$=\int_{-\beta}^{\beta} \int_{\ln \left(a_{m}\right)}^{0}\left(\sum_{j} \sum_{i} h^{\nu}[j, i] \varphi\left(\frac{\theta-\theta^{\prime}-\theta_{j}}{\Delta \theta}, \frac{\rho-\rho^{\prime}-\rho_{i}}{\Delta \rho}\right)\right) \zeta^{\#}\left(\theta^{\prime}, \rho^{\prime}\right) d \rho^{\prime} d \theta^{\prime}$ $=\sum_{j} \sum_{i} h^{\nu}[j, i] Z\left(\theta-\theta_{j}, \rho-\rho_{i}\right)$,
where

$$
\begin{equation*}
Z(\theta, \rho)=\int_{-\beta}^{\beta} \int_{\ln \left(a_{m}\right)}^{0} \varphi\left(\frac{\theta-\theta^{\prime}}{\Delta \theta}, \frac{\rho-\rho^{\prime}}{\Delta \rho}\right) \zeta^{\#}\left(\theta^{\prime}, \rho^{\prime}\right) d \theta^{\prime} d \rho^{\prime} \tag{4.3}
\end{equation*}
$$

This follows by exchanging the order between sums and integrals. Note that $Z$ is independent of the Radon data.

Due to this structure, it is particularly convenient to make reconstructions on some uniformly sampled $(\theta, \rho)$-grids, e.g., the same upon which $h^{\nu}$ was resampled, as this enables computation of the discrete convolutions by means of two-dimensional FFT (after appropriate zero padding). Once the partial back-projections $f_{r}^{\nu}$ are computed on the $\left(\theta_{j}, \rho_{i}\right)$-grid, it remains only to interpolate them onto a Cartesian representation and sum up the results to obtain a reconstruction $f$. A survey of relevant interpolation methods is given in the appendix.

The procedure discussed above involves three quasi interpolators. The first one (not discussed above) is needed in the resampling onto the uniform ( $\left.\theta_{j}, \rho_{i}\right)$-grid; let it be denoted by $I_{\Delta_{1}}=I_{\frac{2}{q}}$, and its interpolating order by $o_{1}$. Hence, $h[j, i]$ above should be replaced by $\left(I_{\Delta_{1}} h\right)[j, i]$. The second quasi interpolator, represented by $I_{\Delta_{2}}$ above, is naturally incorporated into $Z(\theta, \rho)$ as described by (4.3), and the third, $I_{\Delta_{3}}$ of interpolating order $o_{3}$, is needed when adding up the parts. In short, a pseudocode for the reconstruction is presented below.

Algorithm 4.1.
function $f=$ iradonlp ( $g, m, m b e t a$ );
$[\mathrm{p}, \mathrm{q}]=\operatorname{size}(\mathrm{g})$;
h=wfilter (g);
FZ=fft2 (get_Z(p,q,mbeta));
chi=get_chi(m,mbeta,q);
$\mathrm{f}=0$;

```
    for nu=0:m-1,
        hlp=interp_pol2lp(chi.*h(nu*p/m+(0:p/mbeta-1),:));
        hlp=[hlp;zeros(size(hlp))];
        flp=ifft2(FZ*fft2(hlp));
        f=f+interp_lp2cart(flp);
    end;
end;
```

Let us discuss the first interpolation step in slightly more detail. Since, for each fixed $\theta, h(\theta, s)$ is band-limited by $b$, the first interpolation step can actually be computed exactly from $h\left(\theta_{j}, s_{l}\right)$ by (A.1), as long as the Nyquist condition $b<\frac{\pi q}{2}$ is satisfied. However, this is quite time-consuming and ruins the time gain achieved by using log-polar coordinates in the back-projection.

The nonuniformity between data in polar and log-polar representation requires use of more sample points in the log-polar representation in order to avoid too much loss of information. Suppose $\Delta \rho=\frac{-\ln \left(a_{m}\right)}{q^{\prime}-1}$ and $\rho_{i}=1-i \Delta \rho, i=0, \ldots, q^{\prime}-1$, where $q^{\prime}=\kappa q$ for some oversample factor $\kappa$. If the filter bandwidth of (4.1) is given by $b=\frac{\pi q}{2}$, then by choosing

$$
\kappa>-\frac{\ln \left(a_{m}\right)}{2 a_{R}}
$$

the knowledge of $h\left(\theta, \rho_{i}\right)$ at all grid points suffices to reconstruct $h\left(\theta, \rho_{i}\right)$; cf. Theorem 3.1 in [22]. A typical choice here is $\kappa=2$.

Remark. The combination of uniformly spaced FFT and the interpolation scheme described above is in principle the same as in the procedures used in fast Fourier transforms for unequally spaced data; cf. [2]. Usage of the fast implementations available for such routines allows simple and fast implementation of the algorithm described above. It should be stressed that, although the tools used are the same as in, e.g., [16], the underlying method is quite different; the approach of this paper is based on the filtered back-projection technique, whereas the others have been based on the Fourier slice theorem.
4.2. Error analysis. In the algorithm described above, errors are introduced at several places. The first one is in the filtering step, caused by the discrete convolution (4.1). This is common for algorithms of filtered back-projection type, and estimated in [14] by

$$
\begin{equation*}
\left|w_{b} \stackrel{d}{*} g-w_{b} \stackrel{s}{*} g\right|(\theta, s) \leq \frac{1}{2} \int_{\sigma \geq b}|\sigma|^{n-1} \hat{f}(\sigma \theta) d \sigma=e_{1} . \tag{4.4}
\end{equation*}
$$

To describe the errors caused by interpolation we need to introduce modified Sobolev norms for polar and log-polar coordinates. The main reason for not using the natural definitions is that each filtering $h$ of Radon data of some compactly supported function is not compactly supported. In particular, since the filtering does not vanish in a neighborhood of $s=0$, the natural Sobolev norm in log-polar coordinates of $h$ is in general, if it exists, infinite.

As in the definition (A.4), let

$$
\|f\|_{H_{\mathrm{pol}}^{\gamma}}=\sum_{|\alpha| \leq \gamma} \iint\left|D_{\theta, s}^{\alpha} f(\theta, s)\right|^{2} \chi_{\mathrm{pol}}(\theta, \rho) d \theta d s
$$

and

$$
\|f\|_{H_{\mathrm{lp}_{\mathrm{p}}}^{\gamma}}=\sum_{|\alpha| \leq \gamma} \iint\left|D_{\theta, \rho}^{\alpha} f(\theta, \rho)\right|^{2} \chi_{\mathrm{lp}}(\theta, \rho) d \theta d \rho
$$

be polar and log-polar Sobolev norms, respectively. Here $f(\theta, s)$ and $f(\theta, \rho)$ are connected through the change of variables

$$
\begin{equation*}
\rho=\ln \left(\frac{s-\left(1-a_{R}\right) \cos (\theta)}{a_{R}}\right) \tag{4.5}
\end{equation*}
$$

$\chi_{\mathrm{pol}}$ is a smooth cutoff function equal to one on $\left(-\frac{\beta}{2}, \frac{\beta}{2}\right) \times(-1,1)$, and similarly $\chi_{\mathrm{lp}}$ equal to one on $\left(-\frac{\beta}{2}, \frac{\beta}{2}\right) \times\left(-\ln \left(a_{m}\right), 0\right)$. Since the function defined by (4.5) is $\mathcal{C}^{\infty}$ for $s \in[-1,1]$, and correspondingly $\rho \in\left[-\ln \left(a_{m}\right), 0\right]$, it is possible to choose $\chi_{\text {pol }}$ and $\chi_{\text {lp }}$ such that the two norms above are equivalent. It is clear that the results in the appendix are also valid with the norms above. By abuse of notation, we will denote all constants in the remainder of this section by $C$.

The error introduced in the first interpolation step can now be expressed as

$$
\begin{equation*}
\left\|I_{\Delta_{1}} h^{\nu}-h^{\nu}\right\|_{H_{\mathrm{pol}}^{0}} \leq C\left|\Delta_{1}\right|^{o_{1}}\left\|h^{\nu}\right\|_{H_{\mathrm{pol}}^{o_{1}}} \tag{4.6}
\end{equation*}
$$

by using (A.5) of Theorem A.1. Because of the norm equivalence between $\|\cdot\|_{H_{\text {pol }}^{\gamma}}$ and $\|\cdot\|_{H_{1 \mathrm{p}}^{\gamma}}$, the analogous estimate of (4.6) holds for $\|\cdot\|_{H_{1 \mathrm{p}}^{\gamma}}$. This, in combination with the triangle inequality, implies that

$$
\begin{aligned}
\left\|h_{*}^{\nu}-h^{\nu}\right\|_{H_{1 \mathrm{p}}^{0}} & =\left\|I_{\Delta_{2}} I_{\Delta_{1}} h^{\nu}-h^{\nu}\right\|_{H_{1 \mathrm{p}}^{0}} \leq\left\|I_{\Delta_{2}} I_{\Delta_{1}} h^{\nu}-I_{\Delta_{1}} h^{\nu}\right\|_{H_{1 \mathrm{p}}^{0}}+\left\|I_{\Delta_{1}} h^{\nu}-h^{\nu}\right\|_{H_{1 \mathrm{p}}^{0}}^{o} \\
& \leq C\left|\Delta_{2}\right|^{o_{2}}\left\|I_{\Delta_{1}} h^{\nu}\right\|_{H_{1_{\mathrm{p}}}^{o_{2}}}+C\left|\Delta_{1}\right|^{o_{1}}\left\|h^{\nu}\right\|_{H_{1_{\mathrm{p}}}^{o_{1}}}
\end{aligned}
$$

Since $I_{\Delta_{1}}$ is bounded, it follows that

$$
\left\|h_{*}^{\nu}-h^{\nu}\right\|_{H_{1 \mathrm{p}}^{0}}^{0} \leq C\left(\left|\Delta_{2}\right|^{o_{2}}\left\|h^{\nu}\right\|_{H_{\mathrm{l}_{\mathrm{p}}}^{o_{2}}}+\left|\Delta_{1}\right|^{o_{1}}\left\|h^{\nu}\right\|_{H_{\mathrm{l}_{\mathrm{p}}}^{o_{1}}}\right)
$$

Hence, for the partial back-projection

$$
\left\|\mathcal{R}^{\#}\left(h_{*}^{\nu}-h^{\nu}\right)\right\|_{H_{1 \mathrm{p}}^{0}} \leq \beta C\left(\left|\Delta_{2}\right|^{o_{2}}\left\|h^{\nu}\right\|_{H_{1 \mathrm{p}}}^{o_{2}}+\left|\Delta_{1}\right|^{o_{1}}\left\|h^{\nu}\right\|_{H_{1 \mathrm{p}}}^{o_{1}}\right)
$$

since both $h^{\nu}$ and $h_{*}^{\nu}$ are zero outside a $\theta$-interval of length $\beta$. The total error from one partial back-projection is then bounded by

$$
\begin{aligned}
& \left.\left.\left.\| I^{3} \mathcal{R}^{\#} h_{*}^{\nu}-\mathcal{R}^{\#} h^{\nu}\right)\left\|_{H_{1 \mathrm{p}}^{0}} \leq\right\| I^{3} \mathcal{R}^{\#} h_{*}^{\nu}-\mathcal{R}^{\#} h_{*}^{\nu}\right)\left\|_{H_{1 \mathrm{p}}^{0}}+\right\| \mathcal{R}^{\#} h_{*}^{\nu}-h^{\nu}\right) \|_{H_{1 \mathrm{p}}^{0}} \\
& \quad \leq C\left|\Delta_{3}\right|^{o_{3}}\left\|\mathcal{R}^{\#} I_{\Delta_{2}} I_{\Delta_{1}} h^{\nu}\right\|_{H_{1 \mathrm{p}}^{o_{3}}}+\beta C\left(\left|\Delta_{2}\right|^{o_{2}}\left\|h^{\nu}\right\|_{H_{1 \mathrm{p}}^{o_{2}}}+\left|\Delta_{1}\right|^{o_{1}}\left\|h^{\nu}\right\|_{H_{\mathrm{lp}_{1}}^{o_{1}}}\right. \\
& \quad \leq C\left(\left|\Delta_{3}\right|^{o_{3}}\left\|h^{\nu}\right\|_{H_{\mathrm{lp}_{3}}^{o_{3}}}+\left|\Delta_{2}\right|^{o_{2}}\left\|h^{\nu}\right\|_{H_{\mathrm{lp}_{2}}^{o_{2}}}+\left|\Delta_{1}\right|^{o_{1}}\left\|h^{\nu}\right\|_{H_{\mathrm{lp}_{\mathrm{p}}}^{o_{1}}}\right.
\end{aligned}
$$

and hence also the total back-projection. We summarize the analysis above in the following theorem.

THEOREM 4.1. The reconstruction error made in the back-projection step of Algorithm 4.1 satisfies

$$
\left\|\left(\mathcal{R}_{\mathrm{lp}}^{\#}-\mathcal{R}^{\#}\right) h\right\|_{H_{1 \mathrm{p}}^{0}} \leq C\left(\left|\Delta_{3}\right|^{o_{3}}\|h\|_{H_{1 \mathrm{p}}}^{o_{3}}+\left|\Delta_{2}\right|^{o_{2}}\|h\|_{H_{1 \mathrm{p}}^{o_{2}}}+\left|\Delta_{1}\right|^{o_{1}}\|h\|_{H_{1 \mathrm{p}}}^{o_{1}}\right)
$$

We end with a quantitative remark on the estimates above. The frequency content of quasi interpolators is, generally speaking, one at a neighborhood of zero and dies out for higher frequencies; cf. [21]. In principle they mimic sinc-interpolation, where the frequency content of the kernel is a box function centered at the origin. Thus, the error introduced by replacing the operator $\mathcal{R}^{\#}$ with $I_{\Delta_{3}} \mathcal{R}^{\#} I_{\Delta_{2}}$ is mainly due to what happens with Radon data far away from the origin. Now, consider the back-projection kernel of Figure 3.1. Apart from along the line $\mu=0$, most of its energy lies in a neighborhood of the origin. As pointed out above, if data (limited to $s \in\left[\ln \left(a_{m}\right), 1\right]$ ) is smooth when represented in polar coordinates, it is smooth also in the log-polar representation. The fact that data is band-limited with respect to $s$ in combination with the fast decay in the $\omega$-direction should therefore keep the errors relatively small in practice.
4.3. Time complexity and implementation. Let us analyze Algorithm 4.1 in slightly more detail. The first filtering step is the same as in other filtered backprojection algorithms and can be implemented by $p$ FFT operations of length $2 q$ in time $\mathcal{O}(p q \log (q))$. At the first interpolation step, each interpolation $\left(I_{\Delta_{1}} h^{\nu}\right)\left(\theta_{j}, \rho_{i}\right)$ consists of a weighted sum of $h\left(\theta_{j}, s_{l}\right)$ at points where $s_{l}$ is within a kernel length distance from $\rho_{i}$. Hence this step is $\mathcal{O}\left(d_{1} p q^{\prime}\right)=\mathcal{O}\left(d_{1} p \kappa q\right)$, with $d_{1}$ the kernel length of $I_{\Delta_{1}}$. Similarly, each interpolation from log-polar coordinates to a Cartesian $q \times q$ grid is made by a weighted sum, in both $\theta$ and $\rho$ directions, giving a time complexity of $\mathcal{O}\left(d_{3} q^{2}\right)$, where $d_{3}$ is the kernel area of $I_{\Delta_{3}}$. Assuming both $d_{1}$ and $d_{3}$ to be relatively small, and using the optimal relation between $p$ and $q$ in parallel beam geometry, $p=\frac{\pi q}{2}$ (cf. [14]), we arrive at a time complexity of $\mathcal{O}\left(q^{2}\right)$ for both interpolation steps.

Note that both for the interpolation weights above as well as for the computation of the kernel $Z$ defined in (4.3), only geometry matters; i.e., these can be precomputed to save time. What remains are then the two-dimensional FFT steps. Taking into account the needed zero-padding, $2 m$ two-dimensional FFT operations of size $\left(\frac{2 p}{m} \times q^{\prime}\right)$ are required. This is performed in time $\mathcal{O}(p q \log (p q))=\mathcal{O}\left(q^{2} \log (q)\right)$, i.e. at the same complexity as other fast reconstruction methods. However, in comparison to, e.g., Fourier slice-reconstruction on a $q \times q$ grid, the constant of the leading term is worse. In principle this is due to oversampling factors of $\kappa$ and 2 in the $s$ and $\theta$ directions, respectively, and to the fact that both transformation and inversion are used. Together, this causes a worsening by a factor of about ten. However, that is in comparison with the most simple Fourier slice-reconstruction, with its well-known severe drawbacks in quality and without the effort of speeding up our proposed method (it is possible to use the zero-padded structure to decrease needed calculations). It should be added that more sophisticated slice-reconstruction schemes also require oversampling for accurate results.

Throughout section 4.1 we worked with quasi interpolators. The structure of Algorithm 4.1 easily incorporates usage of the prefiltering required by, e.g., spline interpolators discussed in section A. Required prefiltering for $I_{\Delta_{1}}$ can thus be included in $w_{b}$ of (4.1), and prefiltering needed for $I_{\Delta_{2}}$ and $I_{\Delta_{3}}$ can be included in $Z$, defined by (4.3). This allows the usage of spline interpolators without increasing the computational cost, and thus allows higher interpolation orders than the ones achieved by interpolators of the same kernel length.
4.4. Simulations. Finally, let us look at some numerical results. In these simulations we have used cubic spline interpolators for $I_{\Delta_{1}}, I_{\Delta_{2}}$, and $I_{\Delta_{3}} ; m=4$ partial reconstructions; $m_{\beta}=3$; and $\kappa=2$. The number of parallels and directions


FIG. 4.1. Impulse responses for log-polar (above) versus classical (below) back-projection at points $(0.1233,0.3816),(0.0998,0.0998),(0.8004,-0.0020)$ and $(-0.3229,-0.2368)$, respectively, from left to right.
are $q=512$ and $p=768$, respectively. Furthermore, to limit the regularization impact from the choice of filter in the filtering step, the Ram-Lak filter suggested by Ramachandran and Lakshminarayanan in [17] is used. One of the most commonly used filters in CT is the Shepp-Logan filter. For purposes of noise-reduction, high frequency content is suppressed when using this filter, and the reconstructions obtained are somewhat smoothed. In the simulations presented below there is no noise present. We want to compare our proposed reconstruction method with the standard one, and the most honest way of doing this is without any smoothing present. The tests performed with the Ram-Lak filter are thus more unmasking than tests with the Shepp-Logan filter.

In, e.g., [11], analytic expressions are derived for the Radon transform of functions being characteristic functions of elliptical discs. We use such functions as reconstructions objects, since they allow us to sample the Radon data exactly.

To test the performance of our proposed method, we consider two types of test objects. First we use the characteristic function of small circles as approximations of delta functions, and then apply the Shepp-Logan phantom, described in [11], to analyze an artificial slice of a head built up by characteristic functions of ellipses.

In Figure 4.1 are shown impulse responses at four different points for log-polar and classically computed back-projection. The reconstructions show quite high resemblance to one another. Reconstruction on a Cartesian grid makes the impulse response vary slightly, depending on the placement of the impulse. Recall that the responses usually are wider and smoother when the ordinary filters (such as the Shepp-Logan filter) of the filtering step are used.


Fig. 4.2. Upper left shows reconstruction using log-polar coordinates, upper right classical reconstruction. The two plots at center show comparisons between the two reconstructions along a horizontal line, where the upper one show their values, and the lower one their difference in $\log _{10}$-scale. The two lower images show the difference between the two reconstructions at different scales.

Next we turn our attention to the Shepp-Logan phantom; cf. Figure 4.2. The true head phantom carries an intensity of 1.02 at its inner part, a border of intensity 2.0, "eyes" at 1.0, and additional ellipses at 1.03 (except at intersections). The two top images of Figure 4.2 show reconstruction by log-polar (right) and traditional (left) back-projection. Visually they appear to be identical, and it is hard to draw further conclusions. For a better perspective, we have chosen to plot the two reconstructions along a horizontal line through the "mouth" part of the phantom. This is shown
in the upper plot of Figure 4.2. More precisely the values of the two reconstructions along row 410 have been plotted. Except for minor disparities at the points of discontinuity, visually the two reconstructions agree completely. The (absolute) difference between the two reconstructions has therefore been plotted in $\log _{10}$-scale in the lower of the plots in Figure 4.2. This illustrates the high accuracy of our proposed method, compared to standard methods of higher complexity. For comparison, similar plots of the "mouth" part are made in [6], but there, differences between the different reconstruction methods investigated can be seen in the (linear scaled) plots.

For further comparison, the differences between the two reconstructions are shown as images below in Figure 4.2, with different intensity scales. The left panel displays differences in the reconstruction of the high intensity border around the skull. At right we can also see differences at the other discontinuity parts, but note the low intensity span. This image also clearly shows a slightly inhomogeneous assembling of lines outside the head, an effect of the different techniques used.
5. Conclusion. In this paper we have made use of the invariance properties of the Radon transform and its dual to construct a method of inversion based on log-polar representations. An analysis of the continuous case as well as analytical expressions for the kernels have been presented. To deal with the nonuniformity of the discrete case, the concept of partial reconstructions was introduced. The nonuniformity also enforces the discrete reconstruction developed to rely on interpolation. Fortunately, these can be invoked in the reconstruction procedure, for construction of a fast and accurate back-projection algorithm, based on use of the (uniform) two-dimensional FFT. The algorithm presented has a time complexity of $\mathcal{O}\left(q^{2} \log (q)\right)$, the same as those of other fast reconstruction algorithms. From the tests presented in this paper, the accuracy of the method seems to be of the same order as the traditional backprojection algorithms, having time complexity $\mathcal{O}\left(q^{3}\right)$.

Appendix. Some properties of convolution interpolators. According to the Whittaker-Shannon sampling theorem, for any $b$-band-limited function $f$, i.e., a function with a Fourier transform $\hat{f}(\xi)$ vanishing for $|\xi|>b$, it is possible to reconstruct $f$ given the uniformly sampled values of $f$ at $x_{k}=k T$, where $T=\pi / b, k \in \mathbb{Z}$. The reconstruction formula reads as

$$
\begin{equation*}
f(x)=\sum_{k \in \mathbb{Z}} f\left(x_{k}\right) \operatorname{sinc}\left(x-x_{k}\right) \tag{A.1}
\end{equation*}
$$

A drawback of this sinc-based interpolation is the slow decay of the sinc-function. The sinc-interpolation is an example of convolution-based interpolation for uniformly sampled data:

$$
\begin{equation*}
I_{T} f(x)=\sum_{j \in \mathbb{Z}} c_{j}[f] \varphi\left(\frac{x}{T}-j\right) \tag{A.2}
\end{equation*}
$$

a semidiscrete convolution of a set of coefficients and an interpolation kernel $\varphi$. The coefficients $c_{j}[f]$ are generally obtained from

$$
\begin{equation*}
c_{j}^{T}[f]=\mu\left(f\left(\frac{\cdot+j}{T}\right)\right) \tag{A.3}
\end{equation*}
$$

where $\mu$ is a linear functional. For an overview of convolution-based interpolation, see [13]. The operator $I_{T}$ is said to be an interpolator (sometimes referred to as cardinal interpolator) if $I_{T} f$ coincides with $f$ at the sample points.

In some cases it is of more interest if $I_{T}$ manages to reconstruct polynomials of a certain order correctly. To this end, $I_{T}$ is said to be a quasi interpolator of order $p$ if it successfully interpolates all polynomials of degree $p-1$. In order to construct a quasi interpolator of order $p$ from an interpolation kernel $\varphi, \varphi$ must satisfy the Strang-Fix Conditions; cf. [20]. Of course, there are additional requirements on the coefficients $c_{j}[f]$.

In this paper, the error estimates in approximating a function by (A.2) are carried out in Sobolev-norms, where $H^{\gamma}\left(\mathbb{R}^{n}\right)$ or $H^{\gamma}$ of real order $\gamma$ consists of the functions $f$ such that

$$
\begin{equation*}
\|f\|_{H^{\gamma}}^{2}=\sum_{|\alpha| \leq \gamma}\left\|D^{\alpha} f\right\|_{L_{2}\left(\mathbb{R}^{n}\right)}^{2} \quad \text { is finite } \tag{A.4}
\end{equation*}
$$

where

$$
D^{\alpha} f=\left(\frac{\partial}{\partial x_{1}}\right)^{\alpha_{1}} \cdots\left(\frac{\partial}{\partial x_{n}}\right)^{\alpha_{n}}, \quad \alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)
$$

The following theorem is a somewhat weaker version of Theorem 2.2 in [5].
Theorem A.1. Let $I_{T}$ be a quasi interpolator of order p, defined by (A.2), where $\varphi$ satisfies the Strang-Fix conditions and, in addition, $\varphi$ and $\mu$ of (A.3) satisfy the conditions given in Theorem 2.1 in [5]. Then for $f \in H^{p}$ the following estimate holds:

$$
\begin{equation*}
\left\|f-I_{T} f\right\|_{H^{0}} \leq C|T|^{p}\|f\|_{H^{p}} \tag{A.5}
\end{equation*}
$$

An important type of interpolators are the spline interpolators [18], [19]. The B-spline kernel of order $m$ is defined by

$$
\varphi_{B^{m}}=\left(\frac{1}{2} \chi_{\left[-\frac{1}{2}, \frac{1}{2}\right]}+\frac{1}{2} \chi_{\left(-\frac{1}{2}, \frac{1}{2}\right)}\right) * \cdots *\left(\frac{1}{2} \chi_{\left[-\frac{1}{2}, \frac{1}{2}\right]}+\frac{1}{2} \chi_{\left(-\frac{1}{2}, \frac{1}{2}\right)}\right) \quad(m+1 \text { factors })
$$

It is readily verified that $\varphi_{B^{m}}$ consists of piecewise polynomials of degree $m$, and that it is supported in $\left(-\frac{m+1}{2}, \frac{m+1}{2}\right)$.

A quasi interpolator of order $m$ can be constructed with $\varphi_{B^{m}}$ as interpolation kernel, and with

$$
\begin{equation*}
c_{k}[f]=\sum_{j \in \mathbb{Z}} b_{k} f\left(x_{j-k}\right) \tag{A.6}
\end{equation*}
$$

where

$$
\sum_{k \in \mathbb{Z}} b_{k} e^{-i \xi k}=\frac{1}{\sum_{k \in \mathbb{Z}} \varphi_{B^{m}}(k) e^{-i \xi k}}, \quad \xi \in \mathbb{R}
$$

This follows, e.g., from [12], [21]. The construction of the coefficients $c_{k}[f]$ in (A.6) can be interpreted as a prefiltering step, which preferably is computed by means of FFT. Note that since the support of the B-spline kernel is relatively short, the number of terms needed in (A.2) are relatively few. Hence, an accurate interpolation procedure can be constructed which, in contrast to the sinc-interpolation of (A.1), requires data in only a small neighborhood around the point of evaluation.
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# ON THE DESIGN AND ANALYSIS OF INFLATED MEMBRANES: NATURAL AND PUMPKIN SHAPED BALLOONS* 
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#### Abstract

Large scientific balloons are used by NASA and the space agencies of many countries to carry out research in the upper stratosphere. Such a balloon typically consists of a thin plastic shell with several external caps. Load tendons run the length of the balloon from top fitting to bottom fitting, dividing the balloon into identical regions called gores. The gores are made from flat panels of $20-30 \mu \mathrm{~m}$ polyethylene film that are sealed edge-to-edge to form the complete shape. A typical fully inflated shape can be over 120 meters in diameter and over 1 million cubic meters in volume. To date, the workhorse of NASA's balloon program has been the zero-pressure natural shape balloon, an axisymmetric onion-like design that dates back to the 1950s. The equilibrium equations at float for a natural shape balloon lead to a nonlinear boundary value problem that can be solved to determine the design shape. In recent years, demand for long duration midlatitude balloon flights has led to a design concept known as the pumpkin balloon. A number of ad hoc approaches based on crude approximations of equilibrium have been put forth that lead to pumpkin-like balloon shapes. In this paper, we derive equilibrium equations for a pumpkin balloon. We also present a brief review of balloon models that follow from the axisymmetric membrane theory. Numerical solutions are included.
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1. Introduction. Balloons play an important role in NASA's current scientific investigations, including upper atmosphere research, high energy astrophysics, stratospheric composition, meteorology, and astronomy. With the development of the ultra long duration balloon and the possible uses of balloons in the exploration of planets in our solar system, balloons will play an important role in NASA's future scientific endeavors.

A high altitude large scientific balloon is normally designed to carry a payload of instruments to a certain altitude and then to maintain constant altitude while the science is carried out. The theoretical shape of a fully inflated high altitude balloon at float altitude is called the design shape. The design shape is normally modeled as an inextensible membrane. Quantities such as film weight density $w_{f}$, payload $L$, specific buoyancy of lifting gas $b$, circumferential stress $\sigma_{c}$, and differential pressure at the base of the balloon $p_{0}$ are parameters that affect the final shape. An axisymmetric model commonly used for applications to large scientific balloons is the natural shape model, which assumes that $\sigma_{c}=0$, i.e., that all tension is meridional. When $p_{0}=0$ in the natural shape model, we have the so called zero-pressure natural shape (ZPNS) balloon (see Figure 1.1(a)), a design that NASA flies regularly in its scientific balloon program. Venting ducts open to the atmosphere are located at the base of a ZPNS balloon. During daylight, when the balloon envelope and lifting gas are heated, excess gas is vented through these ducts. At night, when the gas cools and the volume

[^47]

Fig. 1.1. A 20-gore zero-pressure natural (onion-)shape balloon and a 20-gore pumpkin balloon.
of the balloon decreases, ballast is dropped to maintain altitude. The number of diurnal cycles limits ZPNS balloons to midlatitude flights of a few days due to ballast limitations. ZPNS flights of several weeks have been achieved in Antarctica where day/night diurnal cycles can be avoided during certain times of the year. One way to avoid carrying significant ballast is to design a balloon that can hold enough gas to maintain a positive differential pressure during the night and is strong enough to hold the overpressure caused by solar heating during the day. Thus, by reducing the volume variation over diurnal cycles, altitude excursions will be reduced and less ballast will be required during the life of the mission. This approach led to a design that has come to be known as the pumpkin balloon (see Figure 1.1(b)), a concept that goes back to the 1970s. While there have been a number of pumpkin-like balloon models proposed, many are based on ad hoc analysis and approximate equilibrium conditions. In this paper, we develop equilibrium equations for a pumpkin balloon based on a simplification of a unishell theory. As defined by Libai and Simmonds [17, p. 343], a unishell is a shell in which there is a system of coordinates $(\sigma, \tau)$ on the reference surface in which the components of the deformed metric and curvature tensors are independent of $\tau$. In the case of a pumpkin balloon, we will develop a system of equilibrium equations that depend only on the arc-length of the generating curve for a tubular surface corresponding to one lobe of the pumpkin shape. We formulate the equilibrium equations for a pumpkin balloon in the deformed configuration and derive a set of nonlinear ordinary differential equations (ODEs). The ODEs can be solved to determine the generating curve for the tubular surface defining the pumpkin balloon.

The original work on high altitude plastic balloons was carried out in the 1950s at the University of Minnesota, where the term natural shape balloon emerged (see [1]). In the 1960-70s, Justin Smalley did extensive work on axisymmetric balloon shapes (see e.g., [22], [23], [24]). He extended the natural shape model to handle a number of related axisymmetric cases, and implemented these mathematical models on a digital computer. Even though many axisymmetric balloon models are discussed in the literature, most follow from the natural shape equations. For the convenience of the reader, we will present a brief review of axisymmetric membrane models. By choosing parameters in the axisymmetric model in a certain way, we are led to various balloon models, including the ZPNS balloon, the super-pressure natural shape balloon, the $\Sigma$-shape, the Euler-elastica, and others. For an axisymmetric shape with $\sigma_{c} \neq 0$, we present one model whose solutions give rise to Delaunay surfaces (the spherical balloon is a special case).

The idea behind the pumpkin balloon is to use a light film as a gas barrier together with strong reinforcing tendons for both pressure confinement and to carry the weight of the balloon system. Roughly speaking, the shape of the pumpkin gore transfers much of the film stress to the load tendons. The term pumpkin balloon was coined by Smalley in his original work on the e-balloon (a model whose governing equations are the same as those for the Euler-Bernoulli elastica; "e" is for Euler). Smalley's original idea was to use the straining in an inflated gore to form a doubly curved surface. When fully pressurized, the balloon would take on the appearance of a pumpkin-like shape (see [25]). Shortly after Smalley's work on the e-balloon, the French carried out work on pumpkin balloons (see, e.g., [20]). There have been many variants on the pumpkin design. One notable effort in the 1980s was the Endeavour of Julian Nott in the race for the first circumnavigation of the globe. The Endeavour was a 64 gore constant bulge shape design; i.e., the angular width of the circular arc of a lobe was constant. There were some deployment problems related to this design (see section 3 for further details). The Japanese have studied pumpkin balloons (see, e.g., [26]), introducing cinching techniques in sewing to achieve a pressurized pumpkin shape. Using a constant bulge radius design and a tendon-based theory, Schur was the first to give a more analytical treatment of the pumpkin balloon (see [21]).

In ad hoc approaches to pumpkin balloons, it is usual to assume that the tendon profiles are known a priori from axisymmetric models (like those discussed in section 2 ). While this may be adequate as a rough first approximation, it is straightforward to model the pumpkin gore as a tubular surface and derive the generating curve for the pumpkin gore as the solution of a set of equilibrium equations. The formulation of a membrane model for a pumpkin gore is presented in section 3. Our formulation introduces the number of gores $n_{g}$ and the bulge radius $r_{B}$ as additional design parameters in the model equations.

It should be noted that a number of underlying assumptions made to determine shapes are sometimes violated in the real balloon. For example, the assumption of zero circumferential stress cannot hold in a real ZPNS balloon that is elastic: once it is pressurized, the hoop and meridional stresses will be nonzero and roughly the same order of magnitude in the upper portion of the balloon. Moreover, the ZPNS model assumes an axisymmetric surface of revolution, while the real balloon is constructed from long flat panels of film. This is not a problem, due in part to the compliant nature of polyethylene. Decades of successful ZPNS flights demonstrate the effectiveness of the ZPNS balloon.

The real ZPNS balloon has a curved unstrained reference configuration (bend a flat panel so that a developable surface spans the region between adjacent tendons). There is no such analogous unstrained/unwrinkled state of a three dimensional pumpkin balloon that is constructed from flat panels of film. This poses some complications in the construction process and is discussed in section 3. In this paper, our analysis assumes that the material is inextensible. However, we refer the reader to the literature for more on the subject of strained elastic balloons (see, [3], [6], [9], and the references therein).

The remainder of this paper is divided into four sections. In section 2, we provide some historical background on models that have been used in the design of scientific balloons. The most common models are derived from the equations for an axisymmetric membrane, and we establish connections between a number of special models. In section 3, we propose a model for a pumpkin balloon that reduces to a system of ODEs. In section 4, we present numerical solutions and also discuss some aspects of

Table 1.1
Design parameters.

| Description | Variable | Value |
| :--- | :---: | :---: |
| Bulge radius (pumpkin only) | $r_{B}$ | 0.1066 m |
| Weight of top fitting | $L_{1}$ | 8.45 N |
| Radius of top/bot fittings | $r_{1}$ | 0.10 m |
| Number of gores | $n_{g}$ | 96 |
| Tendon weight density | $w_{t}$ | $0.03 \mathrm{~N} / \mathrm{m}$ |
| Film weight density | $w_{f}$ | $0.344 \mathrm{~N} / \mathrm{m}^{2}$ |
| Payload | $L_{0}$ | 283 N |
| Buoyancy at design altitude | $b_{d}$ | $3.441 \mathrm{~N} / \mathrm{m}^{3}$ |
| Buoyancy at sea level | $b_{0}$ | $10.258 \mathrm{~N} / \mathrm{m}^{3}$ |

the various balloon shape models. Table 1.1 contains design parameters that were used to generate shapes presented in this paper.
2. Axisymmetric membrane models for a balloon. First, it is instructive to consider the problem of "designing" an inextensible spherical balloon. Suppose that we wish to determine the radius $R$ of a spherical balloon that must carry a weight $L_{0}$ at a constant design altitude. The density of the lifting gas $\rho_{g}$ and the density of the atmosphere $\rho_{a}$ are assumed to be known at the design altitude. Archimedes' Principle states that a balloon enclosing a gas volume $V$ of density $\rho_{g}$ will exert a net upward force (lift) that is equal in magnitude to the difference between the weight of the displaced air and the weight of the lifting gas, i.e.,

$$
\text { Lift }=g \rho_{a} V-g \rho_{g} V
$$

The specific buoyancy of the lifting gas is $b=\frac{\text { Lift }}{V}=g\left(\rho_{a}-\rho_{g}\right)$, where $b$ has the dimensions of force per volume. In our example, the balloon is assumed to be made of a single layer of film with weight density $w_{f}$. We assume that $n$ load tendons of weight density $w_{t}$ run from top to bottom of the balloon. From Archimedes' Principle, we know that a spherical balloon of radius $R$ in equilibrium must satisfy

$$
\begin{equation*}
\frac{4}{3} b \pi R^{3}=4 w_{f} \pi R^{2}+n w_{t} \pi R+L_{0} \tag{2.1}
\end{equation*}
$$

Solving for $R$, we find the spherical design shape. It is not difficult to show that there is exactly one solution of (2.1) with $R>0$ (see [7]). Finding the natural shape or a pumpkin shape is more involved. From force balance equations at float, a system of ODEs can be derived. Solving the ODEs yields the design shape.
2.1. Equilibrium equations for an axisymmetric membrane. The equations for a natural balloon shape were first derived by researchers at the University of Minnesota (see [1]). These equations and other related models are presented in [15, section V]. In [8], design and ascent shapes for axisymmetric membranes are considered for constant film weight density (i.e., the $\Sigma$-shape equations). In [7], the film weight density included contributions from external reinforcing caps and load tapes. For convenience, we present a synopsis of the equilibrium equations for an axisymmetric membrane. We choose a coordinate system such that the nadir of the balloon is located at the origin.

Since we seek axisymmetric solutions, we need to find a generating curve $s \rightarrow$ $(z(s), r(s))$, where $s$ is the arc-length. Let $\ell_{d}$ be the total length of the generating curve. The surface of the balloon $\mathcal{S}$ can be parametrized by $\mathbf{x}(s, \phi)$, where

$$
\begin{align*}
\mathbf{x}(s, \phi) & =r(s) \mathbf{e}_{1}(\phi)+z(s) \mathbf{k}, \quad 0<s<\ell_{d}, 0 \leq \phi<2 \pi,  \tag{2.2}\\
\mathbf{e}_{1}(\phi) & =\cos \phi \mathbf{i}+\sin \phi \mathbf{j}, \quad 0 \leq \phi \leq 2 \pi .
\end{align*}
$$

The set $\left\{\mathbf{e}_{1}(\phi), \mathbf{e}_{2}(\phi), \mathbf{k}\right\}$ is an orthonormal basis for $\mathbb{R}^{3}$, where $\mathbf{e}_{2}(\phi)=\mathbf{k} \times \mathbf{e}_{1}(\phi)=$ $-\sin \phi \mathbf{i}+\cos \phi \mathbf{j}$. The balloon's shape is defined by $\mathcal{S}=\left\{\mathbf{x}(s, \phi) \mid s \in\left[0, \ell_{d}\right], \phi \in[0,2 \pi]\right\}$. At each point along the curve, $s \rightarrow \mathbf{x}(s, \phi)$, the tangent vector is given by

$$
\mathbf{t}(s, \phi)=\frac{\partial \mathbf{x}}{\partial s}(s, \phi)=\sin \theta(s) \mathbf{e}_{1}(\phi)+\cos \theta(s) \mathbf{k},
$$

where $\theta(s)$ is the angle between $\mathbf{t}$ and $\mathbf{k}, z^{\prime}(s)=\cos \theta(s)$, and $r^{\prime}(s)=\sin \theta(s)$. The inward normal is $\mathbf{b}(s, \phi)=\mathbf{t} \times \mathbf{e}_{2}(\phi)=-\cos \theta \mathbf{e}_{1}(\phi)+\sin \theta \mathbf{k}$. Because the balloon is modeled as a membrane, we can ignore all stress couples. Under the assumption of axisymmetry, we can write the contact forces as

$$
\begin{aligned}
& \mathbf{n}_{1}(s, \phi)=\sigma_{m}(s) \mathbf{t}(s, \phi), \\
& \mathbf{n}_{2}(s, \phi)=\sigma_{c}(s) \mathbf{e}_{2}(\phi),
\end{aligned}
$$

where $\sigma_{m}$ is the meridional stress resultant and $\sigma_{c}$ the circumferential stress resultant. The forces acting on a curvilinear patch $\mathcal{A} \subset \mathcal{S}$ are the internal forces, $\mathbf{n}_{1}(s, \phi)$ and $\mathbf{n}_{2}(s, \phi)$, and the external forces,

$$
\mathbf{f}(s, \phi)=-p(s) \mathbf{b}(s, \phi)-w(s) \mathbf{k}
$$

where $p$ is hydrostatic differential pressure and $w$ is the balloon film weight density. All external forces are measured per unit area in the deformed configuration. Balancing the forces that act on $\mathcal{A}$, we are led to the following equilibrium equations (see [7]):

$$
\begin{equation*}
\frac{\partial}{\partial s}\left(r \sigma_{m} \mathbf{t}\right)-\sigma_{c} \mathbf{e}_{1}(\phi)+r \mathbf{f}=\mathbf{0} . \tag{2.3}
\end{equation*}
$$

If we carry out the differentiation in (2.3) and project the result onto $\mathbf{t}$ and $\mathbf{b}$, we obtain

$$
\begin{align*}
& \left(r \sigma_{m}\right) \frac{d \theta}{d s}=\sigma_{c} \cos \theta-r w \sin \theta-r p  \tag{2.4}\\
& \frac{d}{d s}\left(r \sigma_{m}\right)=\sigma_{c} \sin \theta+r w \cos \theta \tag{2.5}
\end{align*}
$$

respectively. Equations (2.4)-(2.5) are in agreement with those in [1, Vol. I, p. 3-2, (6)-(7)].

The hydrostatic pressure can be written as $p=b z+p_{0}$, where $p_{0}$ is the pressure at the base of the balloon $(z=0)$ and $b=g\left(\rho_{a}-\rho_{g}\right)$. While $b$ is assumed to be known as a function of altitude, it depends on a number of other parameters such as air and gas temperatures. A natural shape balloon derived under the assumption $p_{0}=0$ is called a ZPNS balloon. If $p_{0}>0$, we refer to the corresponding shape as a
superpressure natural shape balloon (SPNS balloon). At the bottom of a zero-pressure balloon are venting ducts which are open to the atmosphere. A superpressure balloon is sealed.
2.2. The natural shape model equations $\left(\sigma_{c}=0\right)$. In this section, we formulate the natural shape model (i.e., $\sigma_{c}=0$ ). It is convenient to define the total film load $T$ in the meridional direction, i.e., $T=2 \pi r \sigma_{m}$. Multiplying (2.4)-(2.5) by $2 \pi$, substituting $T$ for $2 \pi r \sigma_{m}$, and setting $\sigma_{c}=0$, we have

$$
\begin{aligned}
\theta^{\prime}(s) & =\frac{-2 \pi r(w \sin \theta+p)}{T} \\
T^{\prime}(s) & =2 \pi r w \cos \theta
\end{aligned}
$$

For applications considered here, we will assume that a load $L_{0}$ is suspended from the base of the balloon. In addition, we assume that the balloon is attached to a circular disk of radius $r_{0}$ at the bottom and disk of radius $r_{1}$ at the top. In a superpressure balloon, a force of magnitude $p_{0} \pi r_{0}^{2}$ acts on the bottom end-cap. Thus,

$$
\begin{equation*}
\cos \theta_{0} T(0)=L_{0}+p_{0} \pi r_{0}^{2} \tag{2.6}
\end{equation*}
$$

where $p_{0} \geq 0, \theta(0)=\theta_{0}$, and $\theta_{0}$ is one-half the "cone-angle" at the base of the balloon. Note that $\theta_{0}$ is not known a priori and must be computed based on certain parameter values and boundary conditions.

The governing differential equations for a natural shape balloon in terms of $T$ are

$$
\begin{align*}
\theta^{\prime}(s) & =\frac{-2 \pi r(w \sin \theta+p)}{T}  \tag{2.7}\\
T^{\prime}(s) & =2 \pi r w \cos \theta  \tag{2.8}\\
z^{\prime}(s) & =\cos \theta  \tag{2.9}\\
r^{\prime}(s) & =\sin \theta \tag{2.10}
\end{align*}
$$

The initial conditions for (2.7)-(2.10) are

$$
\begin{align*}
\theta(0) & =\theta_{0} \\
T(0) & =\frac{\left(L_{0}+\pi r_{0}^{2} p_{0}\right)}{\cos \theta_{0}}  \tag{2.11}\\
z(0) & =0 \\
r(0) & =r_{0}
\end{align*}
$$

For a given pair $\left(\theta_{0}, \ell\right),(2.7)-(2.10)$ can be integrated over the interval $0<s<\ell$ beginning with the initial conditions in (2.11). Using a shooting method, one determines $\left(\theta_{0}, \ell\right)=\left(\theta_{d}, \ell_{d}\right)$ and the functions $\theta\left(s ; \theta_{d}, \ell_{d}\right), T\left(s ; \theta_{d}, \ell_{d}\right), z\left(s ; \theta_{d}, \ell_{d}\right)$, and $r\left(s ; \theta_{d}, \ell_{d}\right)$ that satisfy (2.7)-(2.10), and

$$
\begin{align*}
\cos \theta_{1} T\left(\ell_{d} ; \theta_{d}, \ell_{d}\right) & =-L_{1}+\pi r_{1}^{2} p_{1}  \tag{2.12}\\
r\left(\ell_{d} ; \theta_{d}, \ell_{d}\right) & =r_{1}
\end{align*}
$$

where $L_{1}$ is the weight of the top fitting, $\theta_{1}=\theta\left(\ell_{d} ; \theta_{d}, \ell_{d}\right), z_{1}=z\left(\ell_{d} ; \theta_{d}, \ell_{d}\right)$, and $p_{1}=b z_{1}+p_{0}$. Note that when $L_{1}>0$, we expect $-\pi<\theta_{1}<-\frac{1}{2} \pi$. With $p(z)=b z+p_{0}$, such a solution automatically satisfies Archimedes Principle. If we project (2.3) onto the $\mathbf{k}$ direction, multiply by $2 \pi$, integrate from $s=0$ to $s=\ell_{d}$, and use the identity

$$
r\left(b z+p_{0}\right) \frac{d r}{d s}=\frac{1}{2} \frac{d}{d s}\left(r^{2}\left(b z+p_{0}\right)\right)-\frac{1}{2} b r^{2} \frac{d z}{d s}
$$

we obtain $T\left(\ell_{d}\right) \cos \theta_{1}-T(0) \cos \theta_{0}=2 \pi \int_{0}^{\ell_{d}} w r d s-b \mathcal{V}$. After rearranging terms and using (2.11) and (2.12), we observe that Archimedes Principle is satisfied; i.e.,

$$
\begin{equation*}
L_{1}+L_{0}+\pi\left(p_{1} r_{1}^{2}-p_{0} r_{0}^{2}\right)+W_{B}=b \mathcal{V} \tag{2.13}
\end{equation*}
$$

where $W_{B}$ is the total weight of the balloon system (balloon shell, caps, and load tapes).

In the natural shape model presented in [8], the weight of the caps and load tapes were added to the payload. The model presented here follows the approach in [7], where a variable film thickness and tendons are introduced. Here, we assume that the balloon system includes one cap that is modeled as an added thickness. The length of the cap is denoted by $c_{1}$ and is assumed to be known. For a given $\ell$, let $s_{1}=\ell-c_{1}$. This means that $w\left(s_{1}+0\right) \neq w\left(s_{1}-0\right)$ and $d \theta / d s$ and $d T / d s$ are discontinuous at $s_{1}$. The number of gores in a complete shape is $n_{g}$.

For shape determination, we assume that the tendon weight is distributed uniformly over the circumference of the balloon and is incorporated by modifying $w$ appropriately. We divide $n_{g} w_{t}$ by $2 \pi r(s)$ for $0<s<\ell$ to get the average weight density of load tape (tendon) with respect to area. We define the effective film weight density,

$$
\begin{equation*}
w(s)=w_{f}(s)+w_{t}(s), \quad 0<s<\ell \tag{2.14}
\end{equation*}
$$

where $w_{t}(s)=n_{g} w_{\text {tape }} /(2 \pi r(s)), 0<s<\ell$,

$$
w_{f}(s)=\left\{\begin{array}{cl}
w_{s}, & 0 \leq s \leq s_{1} \\
w_{s}+w_{c}, & s_{1}<s \leq \ell
\end{array}\right.
$$

$w_{s}$ is the weight density of a single layer of balloon film, and $w_{\text {tape }}$ is the load tape weight density. Additional caps with different weight densities can be incorporated easily. As a structural element, a load tendon and load tape behave very differently. However, for a statically determinate balloon, weight is the only consideration that is relevant.

In previous work (see, e.g., [7]), we handled the discontinuity in the effective film weight density by using a parallel shooting method to break the integration of (2.7)-(2.10) into subintervals. Doing so, we see that all functions are continuously differentiable on each subinterval. Existence of solutions obtained by the shooting method follows from standard arguments (see, e.g., [14]).
2.3. Axisymmetric balloon models related to the natural shape. In the following subsections we present a number of balloon models that are based on the natural shape equations (2.7)-(2.10). See [4] for further discussions on balloon models.

### 2.3.1. ZPNS balloons.

Constant film weight density ( $\Sigma$-shapes). In the early days of scientific ballooning and before digital computers were readily available, balloon designers relied on the $\Sigma$-shape model. Assuming $p_{0}=0$ and $w(s)=w_{s}$ in (2.7)-(2.10), one finds that the resulting equations can be rescaled in a convenient way using parameters $\lambda$ and $\Sigma$ (see [15, p. V-8]), where $\lambda^{3}=L_{0} / b, \Sigma=\left(2 \pi / L_{0}\right)^{1 / 3}\left(\mathcal{V}_{d} / G\right)^{2 / 3} w_{s}, G$ is the gross weight of the system, and $\mathcal{V}_{d}$ is the volume of the balloon at float. For this reason, the resulting shapes were called $\Sigma$-shapes. See [8] for a discussion on $\Sigma$-shapes and related axisymmetric ascent shapes for which the volume $\mathcal{V} \leq \mathcal{V}_{d}$. See [1] and [15] for more on $\Sigma$-shapes. The $\Sigma$-shape equations were first solved using an analog


Fig. 2.1. Comparison of $Z P N S$ and SPNS balloon profiles.
computer (see [1]). Using a set of tables with various values of $\lambda$ and $\Sigma$, the balloon designer could look up the appropriate value of $\theta_{0}$ and determine the gore length in terms of $\lambda$.

Nonconstant film weight density. When $w(s)=w_{f}(s)+w_{t}(s)$ is the effective film weight density, this model will yield a shape that, in general, is slightly shorter and fatter than the one determined by the $\Sigma$-shape model (see [7]). When $w(s)$ is not constant, then the basic equations cannot be rescaled as was done for the $\Sigma$-shapes. Smalley was the first to use a digital computer in the analysis of balloon shapes, and carried out extensive research and development of other related models (see, e.g., [22], [23], [24], [25]). Variants of this model are used in the design and manufacture of high altitude zero-pressure balloons.
2.3.2. Superpressure balloons. High altitude balloons are very sensitive to temperature changes that are experienced during a day/night cycle. A ZPNS balloon will lose significant altitude during the evening when the lifting gas cools and its volume contracts. On the other hand, the lifting gas will expand during the day when the balloon is heated by the sun. To reduce volume fluctuations, one idea is to overpressurize the balloon in such a way that the differential pressure at the nadir is positive for all conditions (day/night, clear/cloudy, etc.). While the axisymmetric inextensible membrane theory suggests that a SPNS balloon might work, a stress analysis of an elastic SPNS balloon shows that when $p_{0}$ is too large, the corresponding stress resultants for currently available films would be outside the safe operating range (see [3]). In some ad hoc approaches to the pumpkin balloon, the tendons are assumed to lie along the trace of the generating curve of a SPNS balloon, and so for completeness we include results on SPNS balloons.
$S P N S$ balloons. In a superpressurized natural shape balloon, we include $p_{0}>0$ as an additional design parameter and solve (2.7)-(2.10) to compute the balloon shape. Compared to the zero-pressure design, the superpressure natural shape balloon is, in general, shorter and wider (see Figure 2.1).

Euler elastica and the e-balloon. In this model, it is supposed that $b z_{1} \ll p_{0}$ near float. We neglect film and load tape weight contributions in the ODEs, and set $p=p_{0}$ for shape determination. Weight contributions due to the load tapes, film, and caps are added to the payload. The length of the generating curve must be chosen so
that $b \mathcal{V}$ is equal to the weight of the balloon system. In particular, setting $b=0$ and $w=0$ in (2.7)-(2.10), we find that $T$ must be constant and $\theta^{\prime}(s)=-2 \pi r p_{0} / T$. Setting $T=T_{0}$ and differentiating this result, we find $\theta^{\prime \prime}(s)=-2 \pi p_{0} r^{\prime}(s) / T_{0}$ and

$$
\begin{equation*}
\theta^{\prime \prime}+2 \tau \sin \theta=0 \tag{2.15}
\end{equation*}
$$

where $\tau=\pi p_{0} / T_{0}$. In this model, $T_{0}$ is the total tension. Typical boundary conditions that are used in conjunction with (2.15) are

$$
\begin{equation*}
\theta^{\prime}(0)=\theta^{\prime}(\ell)=0 \tag{2.16}
\end{equation*}
$$

For each $\ell$, there is a one parameter family of shapes parametrized by $\theta_{0}$. Equation (2.15) can be solved explicitly in terms of elliptic functions. Following Smalley's discussion in [25], we note that the radial component of the generating curve for the e-balloon is

$$
\begin{equation*}
r^{2}(\theta)=\tau^{-1} \sin \left(\frac{1}{2} \pi-\theta\right) \tag{2.17}
\end{equation*}
$$

An expression for $z$ can be found by integrating the appropriate differential equation or by using elliptic functions (see [16]). In [18], the problem of constructing a mylar balloon from two circular disks is considered. While this approach is not practical for large balloons, the shapes of [18] are not unrelated to the Euler-elastica balloon discussed here and the Delaunay surfaces discussed in the following section.

In Figure 2.1, we present axisymmetric balloon designs based on the ZPNS and the SPNS models. Design parameters and related quantities are presented in Tables 1.1 and 2.1. Numerical results will be discussed in more detail in section 4.

Table 2.1
Design values.
(a) Axisymmetric shapes

| (a) Axisymmetric shapes |  |  |  |
| :--- | :---: | :---: | :---: |
| Description | ZPNS | SPNS | Elastica |
| Nadir pressure (Pa) | 0 | 200 | 200 |
| Base angle (deg) | 53.21 | 87.74 | 87.23 |
| Height (m) | 5.664 | 4.091 | 4.153 |
| Diameter (m) | 6.178 | 6.638 | 6.690 |
| Tendon length (m) | 8.988 | 8.547 | 8.628 |
| Volume $\left(\mathrm{m}^{3}\right)$ | 102.07 | 101.91 | 104.73 |
| Surface area $\left(\mathrm{m}^{2}\right)$ | 107.39 | 109.40 | 111.32 |
| Skin weight $(\mathrm{N})$ | 36.91 | 37.60 | 0 |
| Tape weight $(\mathrm{N})$ | 25.89 | 24.62 | 0 |
| Load $(\mathrm{N})$ | 280 | 280 | 353 |


| (b) Pumpkin shape: $r_{B}=0.1066 \mathrm{~m}$ and $p_{0}=200 \mathrm{~Pa}$ |  |  |
| :--- | :---: | :---: |
| Description | $\sigma_{c}=0 \mathrm{~N} / \mathrm{m}$ | $\sigma_{c}=10 \mathrm{~N} / \mathrm{m}$ |
| Base angle $(\mathrm{deg})$ | 87.75 | 85.94 |
| Height $(\mathrm{m})$ | 4.178 | 4.234 |
| Diameter $(\mathrm{m})$ | 6.691 | 6.694 |
| Volume $\left(\mathrm{m}^{3}\right)$ | 104.15 | 104.46 |
| Surface area $\left(\mathrm{m}^{2}\right)$ | 133.50 | 133.7 |
| Skin weight $(\mathrm{N})$ | 45.89 | 45.96 |
| Tendon weight $(\mathrm{N})$ | 24.48 | 24.52 |
| Tendon length $(\mathrm{m})$ | 8.501 | 8.513 |
| Flat Tendon length $(\mathrm{m})$ | 8.662 | 8.674 |
| Mid gore length $(\mathrm{m})$ | 8.659 | 8.668 |

2.4. Axisymmetric balloons with $\sigma_{\boldsymbol{c}} \neq 0$. Smalley considered balloons with nonzero circumferential stress in [23]. A spherical balloon under a buoyant load is treated in [15, pp. V-19-V-21]. Balloons of this type have not been used as extensively as the natural shape for high altitude balloons.

If we eliminate $s$ in the problem formulation and use $z$ to parametrize the generating curve (i.e., $(r, z)=(r(z), z)$ ), we find that the curvature $\theta^{\prime}(s)$ can be expressed as $r^{\prime \prime} /\left(\sqrt{1+r^{\prime 2}}\right)^{3}$, and we can replace (2.4)-(2.5) by the following:

$$
\begin{align*}
\frac{r r^{\prime \prime} \sigma_{m}}{\left(\sqrt{1+r^{\prime 2}}\right)^{3}} & =\frac{\sigma_{c}-w r r^{\prime}}{\sqrt{1+r^{\prime 2}}}-p r  \tag{2.18}\\
\frac{d}{d z}\left(r \sigma_{m}\right) & =\sigma_{c} r^{\prime}(z)+w r
\end{align*}
$$

where $r^{\prime}(z)=d r / d z$ (see [1, Vol. I, p. 3-2]). If the weight of the film and buoyancy are negligible (i.e., $w=0$ and $b=0$ ), and we set $p=p_{0}$, with $\sigma_{m}$ and $\sigma_{c}$ constant, then (2.19) is satisfied when $\sigma_{c}=\sigma_{m}$. Thus, if we let $\sigma_{f}$ denote the common film stress resultant, we find that (2.19) can be expressed as

$$
\begin{equation*}
2 \mathcal{H} r\left(\sqrt{1+r^{\prime 2}}\right)^{3}=-r r^{\prime \prime}+1+r^{\prime 2} \tag{2.19}
\end{equation*}
$$

Equation (2.19) is the equation for a Delaunay surface with $\mathcal{H}=p_{0} /\left(2 \sigma_{f}\right)$ (see [13, p. 107]). A Delaunay surface (see [10]) is a surface of revolution with constant mean curvature $\mathcal{H}$. Thus (2.19) should not have been a complete surprise. Any soap bubble, axisymmetric or otherwise, displays equal tension in all directions, and so the equation of normal equilibrium immediately leads to the condition that the mean curvature must be constant. For a sphere of radius $R$ with constant pressure $p_{0}$, we find $\sigma_{f}=\frac{1}{2} p_{0} R$. If we set $w=0$ and $\sigma_{f}=\frac{1}{2} R p_{0}$, then we see $\theta(s)=\frac{1}{2} \pi-s / R, r(s)=$ $R \cos \theta, z(s)=R-R \sin \theta$ satisfy (2.7)-(2.10), defining a sphere of radius $R$. A thorough discussion of Delaunay's surfaces can be found in [19, p. 115]. A number of interesting geometrical characterizations of Delaunay surfaces can be found in [12]. See also [18] for a related discussion on small mylar balloons.

## 3. Pumpkin shape.

3.1. Background. As a first approximation to a pumpkin-like shape, it is not uncommon to make ad hoc assumptions to simplify finding the shape (see, e.g., [25], [26]). For example, in a constant bulge radius approach the author in [21] assumes that a tendon follows the trace of the generating curve for a related SPNS balloon. If the number of gores is sufficiently high and the bulge radius is chosen appropriately, it is not unreasonable to suppose that the region between adjacent load tendons is spanned by circular arcs, forming a pumpkin-like balloon. In the constant bulge radius approach, one assumes that the tendon profiles are known. The tangent to the tendon profile is orthogonal to a plane containing a circle of radius $r_{B}$. The angular width of the circular arc is then determined. In the constant bulge shape approach, the angular width is assumed to be a constant value independent of $s$. Since it is straightforward to formulate the equations for a pumpkin gore, assuming a tubular surface geometry, we can avoid these ad hoc assumptions and obtain a model that is a better representation of the three dimensional pumpkin gore. We will discuss the merits and flaws of these various designs in section 2.3.1, but first we derive the ODEs for a pumpkin balloon.
3.2. Equilibrium equations for a pumpkin balloon. In this section, we derive the equilibrium equations for a pumpkin shape balloon as a membrane with the geometry of a tubular surface (see [17, Chapter VI] for a related discussion on unishells). While tubular surfaces with boundary are considered in other works (see, e.g., [2]), the balloon problem is somewhat simpler because we can ignore bending moments. We will assume that the pumpkin shape is made up of $n_{g}$ symmetric pumpkin gores.

We begin with a curve, $\mathbf{\Upsilon}(s)=R(s) \mathbf{i}+Z(s) \mathbf{k} \in \mathbb{R}^{3}$, that we call the generator of the pumpkin gore. A priori, $\boldsymbol{\Upsilon} \in \mathbb{R}^{3}$ is unknown and must be derived from equilibrium conditions. The generator is parametrized by arc length $s$, i.e., $R^{\prime}(s)^{2}+Z^{\prime}(s)^{2}=1$. Let $\mathbf{t}$ denote the unit tangent of $\mathbf{\Upsilon}, \mathbf{b}$ its inward unit normal $(\mathbf{j}=\mathbf{t} \times \mathbf{b}), \theta=\theta(s)$ is the angle between $\mathbf{t}$ and $\mathbf{k}$, and

$$
\begin{aligned}
\mathbf{t}(s) & =\sin \theta \mathbf{i}+\cos \theta \mathbf{k} \\
\mathbf{b}(s) & =-\cos \theta \mathbf{i}+\sin \theta \mathbf{k}
\end{aligned}
$$

Typically, $\theta(s)$ is decreasing in superpressure applications. The set $\{\mathbf{b}, \mathbf{t}, \mathbf{j}\}$ gives a right-hand curvilinear basis for $\mathbb{R}^{3}$. Since $\boldsymbol{\Upsilon}$ is a plane curve, its torsion is zero, and the Frenet equations reduce to

$$
\begin{aligned}
\mathbf{t}^{\prime}(s) & =\kappa(s) \mathbf{b}(s) \\
\mathbf{b}^{\prime}(s) & =-\kappa(s) \mathbf{t}(s)
\end{aligned}
$$

where $\kappa$ is the curvature of $\boldsymbol{\Upsilon}$ (see [11, section 1.5]). We define a tubular surface in the following manner. Let

$$
\begin{equation*}
\mathbf{x}(s, v)=\mathbf{\Upsilon}(s)+r_{B}(-\mathbf{b}(s) \cos v+\mathbf{j} \sin v), \quad-\pi<v<\pi, \quad 0<s<L_{d} \tag{3.1}
\end{equation*}
$$

and $x(s, v)=\mathbf{x}(s, v) \cdot \mathbf{i}, y(s, v)=\mathbf{x}(s, v) \cdot \mathbf{j}$, and $z(s, v)=\mathbf{x}(x, v) \cdot \mathbf{k}$.
In the following, we denote partial differentiation using subscript notation, e.g., $\mathbf{x}_{s}=\partial \mathbf{x} / \partial s$. By direct calculation, we have

$$
\begin{aligned}
& \mathbf{x}_{s}(s, v)=\left(1+r_{B} \kappa(s) \cos v\right) \mathbf{t}(s) \\
& \mathbf{x}_{v}(s, v)=r_{B}(\mathbf{b}(s) \sin v+\mathbf{j} \cos v) \\
& \mathbf{x}_{s} \times \mathbf{x}_{v}=r_{B}\left(1+r_{B} \kappa(s) \cos v\right)(\mathbf{b}(s) \cos v-\mathbf{j} \sin v)
\end{aligned}
$$

and $d A=r_{B}\left(1+r_{B} \kappa \cos v\right) d s d v$. A unit vector normal to the tubular surface is

$$
\mathbf{N}(s, v)=\frac{\mathbf{x}_{s} \times \mathbf{x}_{v}}{\left|\mathbf{x}_{s} \times \mathbf{x}_{v}\right|}=\mathbf{b}(s) \cos v-\mathbf{j} \sin v
$$

and the triple $\left\{\mathbf{x}_{s}, \mathbf{x}_{v}, \mathbf{N}\right\}$ gives a right-hand basis for $\mathbb{R}^{3}$.
By direct calculation, we have $\mathbf{N}_{s}(s, v)=-\kappa(s) \mathbf{t}(s) \cos v$ and $\mathbf{N}_{v}(s, v)=-\mathbf{b}(s) \sin v+$ $\mathbf{j} \cos v$. The principal curvatures of the tubular surface are

$$
\begin{aligned}
& \kappa_{1}(s, v)=-\frac{\mathbf{N}_{s} \cdot \mathbf{x}_{s}}{\mathbf{x}_{s} \cdot \mathbf{x}_{s}}=\frac{\kappa \cos v}{1+r_{B} \kappa \cos v} \\
& \kappa_{2}(s, v)=-\frac{\mathbf{N}_{v} \cdot \mathbf{x}_{v}}{\mathbf{x}_{v} \cdot \mathbf{x}_{v}}=\frac{1}{r_{B}}
\end{aligned}
$$

The tubular surface is sufficiently smooth if we assume (see [11, p. 399])

$$
\begin{equation*}
r_{B} \kappa_{0}<1, \quad \text { where } \kappa_{0}<\max _{0 \leq s \leq L_{d}}|\kappa(s)| \tag{3.2}
\end{equation*}
$$

We find that the condition in (3.2) is met for our work on pumpkin balloons.


Fig. 3.1. A patch of a pumpkin gore with $\mathbf{a}_{1}, \mathbf{a}_{2}, \mathbf{N}$.

For the problems considered here, (3.2) is satisfied. A unit tangent to the curve $s \rightarrow \mathbf{x}(s, v)$ is

$$
\mathbf{a}_{1}(s, v)=\frac{\mathbf{x}_{s}(s, v)}{\left|\mathbf{x}_{s}(x, v)\right|}=\mathbf{t}(s)
$$

and a unit tangent to the curve $v \rightarrow \mathbf{x}(s, v)$ is

$$
\mathbf{a}_{2}(s, v)=\frac{\mathbf{x}_{v}(s, v)}{\left|\mathbf{x}_{v}(s, v)\right|}=\mathbf{b}(s) \sin v+\mathbf{j} \cos v
$$

Note that $\partial \mathbf{a}_{2} / \partial v=\mathbf{b}(s) \cos v-\mathbf{j} \sin v=\mathbf{N}$. In Figure 3.1, the geometry of a pumpkin gore patch is illustrated with the vectors $\left\{\mathbf{a}_{1}, \mathbf{a}_{2}, \mathbf{N}\right\}$ when $v=0$. Arc length in the tubular surface along a curve parallel to the generator $s \rightarrow \mathbf{x}(s, v)$ is $\bar{s}$, where $d \bar{s}=(1+$ $\left.r_{B} \kappa(s) \cos v\right) d s$. We formulate the equilibrium equations for the tubular surface using $(s, v)$ as parameters. We assume the meridional stress resultant is independent of $v$; i.e., $\sigma_{m}(\bar{s}(s), v)=\sigma_{m}(s)$ and the circumferential stress resultant is $\sigma_{c}(\bar{s}(s), v)=\sigma_{c}(s)$. The quantities $\sigma_{m}(s)$ and $\sigma_{c}(s, v)$ are measured per unit length in the tubular surface. We define

$$
\begin{aligned}
& \mathbf{n}_{1}(s, v)=\sigma_{m}(s) \mathbf{a}_{1}(s) \\
& \mathbf{n}_{2}(s, v)=\sigma_{c}(s) \mathbf{a}_{2}(s, v)
\end{aligned}
$$

A pumpkin gore will be a subset of a tubular surface. We assume that the pumpkin gore is situated symmetrically with respect to the $x z$ plane and interior to the wedge defined by the half-planes $y= \pm \tan \left(\pi / n_{g}\right) x$ with $x \geq 0$. We will refer to $r_{B}$ as the bulge radius of the pumpkin gore. The curve traced by $v \rightarrow$ $\mathbf{\Upsilon}(s)+r_{B}(-\mathbf{b}(s) \cos v+\mathbf{j} \sin v)$ is a circle lying in the plane with normal $\mathbf{t}(s)$. To find the length of the segment of the circle that forms a circumferential arc of the pumpkin gore, we need to find the values of $v$ where this arc intersects the planes $y= \pm \tan \left(\pi / n_{g}\right) x$. For fixed $s$, we find that $v$ must satisfy the condition

$$
y(s, v)=\tan \left(\frac{\pi}{n_{g}}\right) x(s, v)
$$

This leads us to the equation

$$
\begin{equation*}
A(s)+B(s) \cos v+C \sin v=0 \tag{3.3}
\end{equation*}
$$

where $A(s)=-R(s) \tan \left(\pi / n_{g}\right), B(s)=-r_{B} \cos \theta(s) \tan \left(\pi / n_{g}\right), C=r_{B}$. Now (3.3) can be solved for $v$, yielding

$$
v=v_{B}=\arccos \left(\frac{-A B+C \sqrt{C^{2}+B^{2}-A^{2}}}{B^{2}+C^{2}}\right)
$$

Since $A$ and $B$ are functions of $s$ and other parameters, so is $v_{B}=v_{B}\left(s, n_{g}, R(s), \theta(s)\right)$. The parameter dependence will be clear from context, and so we write $v_{B}$ or $v_{B}(s)$ for convenience. By symmetry, the solution corresponding to the plane $y=-\tan \left(\pi / n_{g}\right) x$ is $v=-v_{B}$. We define the theoretical three dimensional pumpkin gore $\mathcal{G}$ to be the set

$$
\mathcal{G}=\left\{\mathbf{x}(s, v), \quad-v_{B}(s)<v<v_{B}(s), \quad 0<s<L_{d}\right\}
$$

A complete shape $\mathcal{S}$ has cyclic symmetry and is made up of $n_{g}$ copies of $\mathcal{G}$. Although $\mathcal{G}$ is not axisymmetric, in practice $n_{g}$ is large, and so we ignore shear stress resultants in our formulation. A priori, the generating curve $\boldsymbol{\Upsilon}(s)$ for the pumpkin gore is unknown. To determine $\boldsymbol{\Upsilon}(s)$, we must first consider the equilibrium equations for an arbitrary patch on the tubular surface. From these, we are led to a system of ODEs that can be solved to determine $\boldsymbol{\Upsilon}$ and then $\mathcal{G}$.

We begin by deriving equilibrium equations for a patch, $\mathcal{A}=\left\{\mathbf{x}(\xi, v) \mid s_{0}<\xi<s\right.$, $\left.v_{0}<v<v_{1}\right\}$, where $-v_{B}(\xi)<v_{0}<v<v_{1}<v_{B}(\xi)$ for $s_{0}<\xi<s$. Balancing forces acting on $\mathcal{A}$, we find

$$
\begin{aligned}
\overrightarrow{0}= & \int_{v_{0}}^{v_{1}} \sigma_{m}(s) \mathbf{a}_{1}(s) r_{B} d \psi-\int_{v_{0}}^{v_{1}} \sigma_{m}\left(s_{0}\right) \mathbf{a}_{1}\left(s_{0}\right) r_{B} d \psi \\
& +\int_{s_{0}}^{s} \sigma_{c}(\xi) \mathbf{a}_{2}\left(s, v_{1}\right)\left(1+r_{B} \kappa \cos v_{1}\right) d \xi-\int_{s_{0}}^{s} \sigma_{c}(\xi) \mathbf{a}_{2}\left(s, v_{0}\right)\left(1+r_{B} \kappa \cos \left(v_{0}\right)\right) d \xi \\
3.4) & +\int_{\mathcal{A}} \mathbf{f}(\xi, \psi) r_{B}\left(1+r_{B} \kappa(\xi) \cos \psi\right) d \psi d \xi,
\end{aligned}
$$

where $\mathbf{f}$ is the external force. Thus, we can rewrite (3.4) in the form

$$
\begin{align*}
\overrightarrow{0}=\int_{s_{0}}^{s} \int_{v_{0}}^{v_{1}}\{ & \frac{\partial}{\partial s}\left[\sigma_{m}(\xi) \mathbf{a}_{1}(\xi) r_{B}\right]+\frac{\partial}{\partial \psi}\left[\sigma_{c}(\xi) \mathbf{a}_{2}(\xi, \psi)\left(1+r_{B} \kappa(\xi) \cos \psi\right)\right] \\
& \left.+\mathbf{f}(\xi, \psi) r_{B}\left(1+r_{B} \kappa(\xi) \cos \psi\right)\right\} d \psi d \xi \tag{3.5}
\end{align*}
$$

where

$$
\begin{aligned}
& \mathbf{f}(s, v)=-p(z(s, v)) \mathbf{N}(s, v)-w(s) \mathbf{k} \\
& z(s, v)=Z(s)-r_{B} \sin \theta \cos v
\end{aligned}
$$

By differentiating (3.5), one is led to a system of partial differential equations that determines the pumpkin gore. This system is complicated, and since $n_{g}$ is typically large, it is tempting to use a small angle approximation to justify dropping terms involving $2 \pi / n_{g}$ to obtain a simpler system. However, we can eliminate the dependence on $v$ by integrating and retain terms that influence the design profile. In particular, if we set $v_{0}=-v_{B}(s)$ and $v_{1}=v_{B}(s)$ in (3.5) and integrate with respect to $\psi$,
we obtain

$$
\begin{aligned}
\overrightarrow{0}=\int_{s_{0}}^{s}\{ & \frac{\partial}{\partial s}\left(\sigma_{m}(\xi) \mathbf{a}_{1}(\xi) 2 r_{B} v_{B}(\xi)\right) \\
& +\sigma_{c}(\xi)\left(\mathbf{a}_{2}\left(\xi, v_{B}(\xi)\right)-\mathbf{a}_{2}\left(\xi,-v_{B}(\xi)\right)\right)\left(1+r_{B} \kappa(\xi) \cos v_{B}\right) \\
& \left.\quad+\int_{-v_{B}(\xi)}^{v_{B}(\xi)}(-p(z(\xi, \psi)) \mathbf{N}(\xi, \psi)-w(\xi) \mathbf{k}) r_{B}\left(1+r_{B} \kappa(\xi) \cos \psi\right) d \psi\right\} d \xi
\end{aligned}
$$

To add the tendon weight density to (3.6), we note that $d \bar{s}=\left(1+r_{B} \kappa \cos v_{B}(s)\right) d s$ is an arc-length measure along the tendon. The weight of a segment $d \bar{s}$ is $w_{t} d \bar{s}$, and (3.6) becomes

$$
\begin{aligned}
\overrightarrow{0}=\int_{s_{0}}^{s}\{ & \frac{\partial}{\partial s}\left(\sigma_{m}(\xi) \mathbf{a}_{1}(\xi) 2 r_{B} v_{B}(\xi)\right) \\
& +\sigma_{c}(\xi)\left(\mathbf{a}_{2}\left(\xi, v_{B}(\xi)\right)-\mathbf{a}_{2}\left(\xi,-v_{B}(\xi)\right)\right)\left(1+r_{B} \kappa(\xi) \cos v_{B}(\xi)\right) \\
& -w_{t} \mathbf{k}\left(1+r_{B} \kappa(\xi) \cos v_{B}(\xi)\right) \\
& \left.+\int_{-v_{B}(\xi)}^{v_{B}(\xi)}(-p(z(\xi, \psi)) \mathbf{N}(\xi, \psi)-w(\xi) \mathbf{k}) r_{B}\left(1+r_{B} \kappa(\xi) \cos \psi\right) d \psi\right\} d \xi .
\end{aligned}
$$

In balloon design, it is not uncommon to make some simplifying assumptions about the form of $\sigma_{c}$. In the axisymmetric natural shape models, one assumes that $\sigma_{c}=0$. In the Delaunay surfaces, one assumes that $\sigma_{c}=\sigma_{m}$ is constant. The assumption $\sigma_{c}(\xi)=\sigma_{m}(\xi)$ could be handled without difficulty, but for convenience of exposition we will assume that $\sigma_{c}$ is a nonnegative constant. Using the properties of $\mathbf{a}_{2}$ and assuming $\sigma_{c}(\xi, v)=\sigma_{c}$, we find $\mathbf{a}_{2}(\xi, v)-\mathbf{a}_{2}(\xi,-v)=2 \mathbf{b}(\xi) \sin v$ and

$$
\begin{equation*}
\sigma_{c}(\xi)\left(\mathbf{a}_{2}\left(\xi, v_{B}(\xi)\right)-\mathbf{a}_{2}\left(\xi,-v_{B}(\xi)\right)\right)=2 \sigma_{c} \mathbf{b}(\xi) \sin v_{B}(\xi) \tag{3.8}
\end{equation*}
$$

Using (3.7) and (3.8), we obtain the following:

$$
\begin{aligned}
\overrightarrow{0}=\int_{s_{0}}^{s}\{ & \frac{\partial}{\partial s}\left(\sigma_{m}(\xi) \mathbf{a}_{1}(\xi) 2 r_{B} v_{B}(\xi)\right) \\
& +\left[2 \sigma_{c} \mathbf{b}(\xi) \sin v_{B}(\xi)-w_{t} \mathbf{k}\right]\left(1+r_{B} \kappa(\xi) \cos v_{B}(\xi)\right) \\
& \left.+\int_{-v_{B}(\xi)}^{v_{B}(\xi)}(-p(z(\xi, \psi)) \mathbf{N}(\xi, \psi)-w(\xi) \mathbf{k}) r_{B}\left(1+r_{B} \kappa(\xi) \cos \psi\right) d \psi\right\} d \xi .
\end{aligned}
$$

From the last term in (3.9), we find

$$
-\int_{-v_{B}(\xi)}^{v_{B}(\xi)} p \mathbf{N}(\xi, \psi) r_{B}\left(1+r_{B} \kappa \cos \psi\right) d \psi=-\mathbf{b}(\xi)\left(\kappa Q_{1}+Q_{0}\right)
$$

where

$$
\begin{aligned}
Q_{1}\left(b, p_{0}, r_{B}, v_{B}, Z, \theta\right)= & \frac{1}{12} r_{B}^{2}\left(12 p_{0} v_{B}+12 b v_{B} Z-b r_{B} \cos \left(\theta-3 v_{B}\right)\right. \\
& -9 b r_{B} \cos \left(\theta-v_{B}\right)+9 b r_{B} \cos \left(\theta+v_{B}\right)+b r_{B} \cos \left(\theta+3 v_{B}\right) \\
& \left.+6 p_{0} \sin \left(2 v_{B}\right)+6 b Z \sin \left(2 v_{B}\right)\right) \\
Q_{0}\left(b, p_{0}, r_{B}, v_{B}, Z, \theta\right)= & \frac{1}{4} r_{B}\left(-b r_{B} \cos \left(\theta-2 v_{B}\right)+b r_{B} \cos \left(\theta+2 v_{B}\right)\right. \\
& \left.-4 b r_{B} v_{B} \sin \theta+8 p_{0} \sin v_{B}+8 b Z \sin v_{B}\right)
\end{aligned}
$$

Equation (3.9) can be expressed in the form

$$
\begin{align*}
\overrightarrow{0}=\int_{s_{0}}^{s}\{ & \frac{\partial}{\partial \xi}\left(2 v_{B}(\xi) r_{B} \sigma_{m}(\xi) \mathbf{t}(\xi)\right) \\
& +\mathbf{b}(\xi)\left\{2 \sigma_{c} \sin v_{B}\left(1+\kappa r_{B} \cos v_{B}\right)-\kappa Q_{1}-Q_{0}\right\} \\
& \left.-2 \mathbf{k} r_{B} w_{f}\left\{v_{B}+r_{B} \kappa \sin v_{B}\right\}-\mathbf{k} w_{t}\left(1+r_{B} \kappa \cos v_{B}\right)\right\} d \xi \tag{3.10}
\end{align*}
$$

Differentiating (3.10) with respect to $s$ and simplifying, we obtain

$$
\begin{align*}
\overrightarrow{0}= & \left(\sigma_{m}(s) 2 r_{B} v_{B}(s)\right)^{\prime} \mathbf{t}(s)+\left(\sigma_{m}(s) 2 r_{B} v_{B}(s)\right)\left(-\theta^{\prime}(s)\right) \mathbf{b}(s) \\
& +\mathbf{b}(s)\left\{2 \sigma_{c} \sin v_{B}\left(1+\kappa r_{B} \cos v_{B}\right)-\kappa Q_{1}-Q_{0}\right\} \\
& -2 \mathbf{k} r_{B} w_{f}\left\{v_{B}+r_{B} \kappa \sin v_{B}\right\}-\mathbf{k} w_{t}\left(1+r_{B} \kappa \cos v_{B}\right) . \tag{3.11}
\end{align*}
$$

The inner product of (3.11) with $\mathbf{j}$ is zero. Taking the inner product of (3.11) with $\mathbf{t}$ and $\mathbf{b}$, we obtain the respective equations

$$
\left(\sigma_{m}(s) 2 r_{B} v_{B}(s)\right)^{\prime}=2 r_{B} w_{f}\left(v_{B}+r_{B} \kappa \sin v_{B}\right) \cos \theta+w_{t}\left(1+r_{B} \kappa \cos v_{B}\right) \cos \theta
$$

and

$$
\begin{aligned}
0= & -\sigma_{m} 2 r_{B} v_{B} \theta^{\prime}(s)+2 \sigma_{c} \sin v_{B}\left(1+\kappa r_{B} \cos v_{B}\right)-\kappa Q_{1}-Q_{0} \\
& -2 r_{B} w_{f}\left(v_{B}+r_{B} \kappa \sin v_{B}\right) \sin \theta-w_{t}\left(1+r_{B} \kappa \cos v_{B}\right) \sin \theta
\end{aligned}
$$

Using the definition $\kappa=-\theta^{\prime}(s)$, we find

$$
0=\theta^{\prime}(s)\left\{-\sigma_{m} 2 r_{B} v_{B}+Q_{1}+2 r_{B}^{2} w_{f} \sin v_{B} \sin \theta-\sigma_{c} r_{B} \sin \left(2 v_{B}\right)+w_{t} r_{B} \cos v_{B} \sin \theta\right\}
$$

$$
+2 \sigma_{c} \sin v_{B}-Q_{0}-2 r_{B} w_{f} v_{B} \sin \theta-w_{t} \sin \theta
$$

Defining the total meridional tension per gore,

$$
T_{m}(s)=2 r_{B} v_{B}(s) \sigma_{m}(s)
$$

and replacing $\kappa$ with $-\theta^{\prime}(s)$, we find

$$
\begin{gathered}
\cos \theta\left(2 r_{B}^{2} w_{f} \sin v_{B}+w_{t} r_{B} \cos v_{B}\right) \theta^{\prime}(s)+T_{m}^{\prime}(s)=2 r_{B} v_{B} w_{f} \cos \theta+w_{t} \cos \theta \\
\left(T_{m}(s)-Q_{1}-2 r_{B}^{2} w_{f} \sin v_{B} \sin \theta-w_{t} r_{B} \cos v_{B} \sin \theta+\sigma_{c} r_{B} \sin \left(2 v_{B}\right)\right) \theta^{\prime}(s) \\
=2\left(\sigma_{c} \sin v_{B}-\frac{1}{2} Q_{0}-r_{B} w_{f} v_{B} \sin \theta\right)-w_{t} \sin \theta
\end{gathered}
$$

We are finally led to a system of ODEs in $s$ that the generating curve for the pumpkin gore must satisfy. Setting $w^{*}(s)=2 r_{B} v_{B}(s) w_{f}$ and

$$
\begin{gathered}
\hat{\kappa}\left(\theta, T_{m}, Z, Q_{0}, Q_{1}, r_{B}, v_{B}, \sigma_{c}, w^{*}, w_{t}\right) \\
=-\frac{2 \sigma_{c} \sin v_{B}-Q_{0}-\left(w^{*}+w_{t}\right) \sin \theta}{T_{m}-Q_{1}-r_{B}\left(w^{*} \sin v_{B} / v_{B}+w_{t} \cos v_{B}\right) \sin \theta+\sigma_{c} r_{B} \sin \left(2 v_{B}\right)}
\end{gathered}
$$

we obtain

$$
\begin{align*}
\theta^{\prime}(s) & =-\hat{\kappa}\left(\theta, T_{m}, Z, Q_{0}, Q_{1}, r_{B}, v_{B}, \sigma_{c}, w^{*}, w_{t}\right)  \tag{3.12}\\
T_{m}^{\prime}(s) & =\left(w^{*}\left(1+\frac{r_{B} \hat{\kappa} \sin v_{B}}{v_{B}}\right)+w_{t}\left(1+r_{B} \hat{\kappa} \cos v_{B}\right)\right) \cos \theta  \tag{3.13}\\
R^{\prime}(s) & =\sin \theta  \tag{3.14}\\
Z^{\prime}(s) & =\cos \theta \tag{3.15}
\end{align*}
$$



Fig. 3.2. (a) Tendon profiles for pumpkin balloon models $\sigma_{c}=0 \mathrm{~N} / \mathrm{m}$ and $\sigma_{c}=10 \mathrm{~N} / \mathrm{m}$; $p_{0}=200$ Pa and $r_{B}=0.1066 \mathrm{~m}$. (b) Three dimensional pumpkin gore.

The ODEs (3.12)-(3.15) are supplemented by initial conditions

$$
\begin{align*}
\theta(0) & =\theta_{0}, \\
T_{m}(0) & =\frac{\left(L_{0}+\pi R_{0}^{2} p_{0}\right)}{\left(n_{g} \cos \theta_{0}\right)},  \tag{3.16}\\
R(0)+r_{B} \cos \theta(0) & =R_{0} \\
z(0) & =Z_{0},
\end{align*}
$$

and auxiliary equations

$$
\begin{align*}
n_{g} \cos \theta_{1} T_{m}(\ell) & =L_{1}-\pi R_{1}^{2} p_{1}  \tag{3.17}\\
R(\ell)+r_{B} \cos \theta(\ell) & =R_{1}
\end{align*}
$$

Equations (3.12)-(3.17) are solved via a shooting method, and the generating curve $\boldsymbol{\Upsilon}$ is determined. In Figure 3.2(a), we present the tendon profiles for pumpkin balloons with $\sigma_{c}=0$ and $\sigma_{c}>0$. The models will be discussed in more detail in the next section. In Figure 3.2(b), we present a discretization of the theoretical pumpkin gore.

As a check that Archimedes' Principle is satisfied at float, we take the dot product of (3.9) with $\mathbf{k}$, multiply by $n_{g}$, and integrate from $s=0$ to $s=L_{d}$; after simplifying the result and using
$2 n_{g} r_{B} v_{B}\left(L_{d}\right) \sigma_{m}\left(L_{d}\right) \cos \theta\left(L_{d}\right)-2 n_{g} r_{B} v_{B}(0) \sigma_{m}(0) \cos \theta_{d}+W_{c}+W_{\text {tapes }}+W_{\text {film }}-b \mathcal{V}=0$,

$$
W_{c}=2 \int_{0}^{L_{d}} \sigma_{c}(\xi) \mathbf{b}(\xi) \cdot \mathbf{k} \sin v_{B}(\xi)\left(1+\kappa(\xi) \cos v_{B}(\xi)\right) d \xi
$$

we find

$$
\begin{equation*}
L_{0}+L_{1}-\pi\left(p_{1} R_{1}^{2}-p_{0} R_{0}^{2}\right)+W_{\text {tapes }}+W_{c}+W_{\text {film }}=b V \tag{3.18}
\end{equation*}
$$

Note, if $\sigma_{c} \neq 0$, that the boundary conditions along the edge of the gore contribute a net force $W_{c}$ in the $\mathbf{k}$ direction, which is reflected in (3.18). For the case considered in Table 2.1(b), we find that $W_{c}$ is approximately 2 N .
4. Numerical results. In this section, we present numerical results for solutions of the respective shape-finding problems for balloon models discussed in previous sections. The design parameters used in our demonstration cases are those given in Table 1.1. For each balloon type, we calculated the corresponding shape (ZPNS, SPNS, and pumpkin) that would maintain a payload of 280 N at an altitude of 10 km . Each balloon was constructed with 96 gores and no caps. We use a 1.5 mil polyethylene skin for our designs. Relevant values (height, diameter, volume, etc.) of the specific designs are presented in Table 2.1(a) for axisymmetric shapes and in Table 2.1(b) for pumpkin shapes.

Normally, load tapes are used in the construction of natural shape balloons, and (heavier) load tendons are used in the construction of pumpkin balloons. This distinction is important to the balloon designer. For example, since a load tape can contain as much as $3 \%$ slackness and is less stiff than a load tendon, the balloon film will bear a significant portion the weight of the balloon system in certain regions. In a pumpkin balloon, the balloon film functions primarily as a gas barrier, locally transmitting loads to the tendons. Because we are not concerned with straining of the balloon film here, we use the same weight densities for tendons and load tapes.

While the Euler-elastica model utilizes some crude assumptions, it does have the advantage of a closed form solution. We note that the maximum radius for an Euler elastica profile is given by $1 / \sqrt{\tau}$ (see (2.17)). For the Euler-elastica shape related to the designs presented in Figure $3.2(\mathrm{a})$ with $p_{0}=200 \mathrm{~Pa}$, we find $T_{0}=$ $(274 \mathrm{~N}) / \cos (1.526)=6.134 \mathrm{kN}$ and $\tau=\pi p_{0} / T_{0}=0.1024 \mathrm{~m}^{-2}$, and the maximum radius is $\sqrt{1 / \tau}=3.1246 \mathrm{~m}$. The maximal radius in the SPNS model is 3.0267 m . The elastica model gives a $3.0 \%$ relative error.

It is important to keep in mind that in reality, the shape-finding process as described in sections $2-3$ is only one part of the process in the construction of a balloon. In a ZPNS, once $\left(\theta_{d}, \ell_{d}\right)$ are determined and $r(s)$ and $z(s)$ are known, the theoretical natural shape gore is given by

$$
\mathcal{N}=\left\{(x, y, z)=\mathbf{x}(s, \phi), 0<s<\ell_{d},-\pi / n_{g}<\phi<\pi / n_{g}\right\} .
$$

In reality, the true gore $\mathcal{N}$ is approximated by a developable surface,

$$
\hat{\mathcal{N}}=\left\{(x, y, z)=(r(s), y, z(s)), 0<s<\ell_{d},-r(s) \tan \left(\frac{\pi}{n_{g}}\right)<y<r(s) \tan \left(\frac{\pi}{n_{g}}\right)\right\}
$$

The developable surface $\hat{\mathcal{N}}$ can be rolled into a plane without straining, thus defining the lay-flat gore pattern to be cut. The complete balloon is then constructed by seaming together $n_{g}$ individual gores. While a circumferential fiber in $\mathcal{N}$ has a length of $2 \pi r(s) / n_{g}$, when $n_{g}$ is large $\tan \left(\pi / n_{g}\right) \approx \pi / n_{g}$ and we see that $\hat{\mathcal{N}}$ is a good approximation of $\mathcal{N}$. For a large balloon, $r$ is comparatively large (away from the end-caps), and we see that the curvature $\kappa$ of the curve $s \rightarrow(r(s), 0, z(s))$ is small. The other principal curvature is $-\cos \theta(s) / r(s)$, and so, away from the end-caps, it is also small because $r$ is large. For superpressure balloons, $\theta$ is near $\pm \pi / 2$ in the vicinity of the end-caps. ZPNS balloons flown by NASA typically have between 100 and 200 gores. When a real ZPNS balloon is fully pressurized, the balloon will assume a shape that is very nearly a surface of revolution.

The curvature of the pumpkin gore generator $\boldsymbol{\Upsilon}$ is of the same order of magnitude as the curvature of the generator of the corresponding SPNS. However, the curvature in the hoop direction is $r_{B}^{-1}$ and in general is not small. If $s_{c}$ is arc-length measured


FIG. 4.1. Normalized flat half-gore patterns.
down the center of the pumpkin gore, then $d s_{c}=\left(1+r_{B} \kappa(s)\right) d s$, and we define

$$
\tilde{\mathcal{G}}=\left\{(u, t) \mid t=s_{c}(s),-r_{B} v_{B}(s)<u<r_{B} v_{B}(s), 0<s<L_{d}\right\}
$$

While $\tilde{\mathcal{G}}$ can be thought of as a flat panel approximation to $\mathcal{G}$, even when fully pressurized, the balloon will have difficulty achieving the desired doubly curved shape. The length of an edge of $\tilde{\mathcal{G}}$ is much longer than the length of the corresponding theoretical gore $\mathcal{G}$. To achieve the desired shape in a real balloon, the material along the edge of $\tilde{\mathcal{G}}$ is gathered, and a tendon of length $L_{t}=\int_{0}^{L_{d}} d s_{t}$ is attached. Note that the gathering is nonuniform. (It is maximal near the equatorial latitudes and decreases as one approaches the end-caps.) In any case, there will be wrinkling in the inflated pumpkin balloon. If flat warped panels of film are used in the construction of a pumpkin gore, the amount of excess material and wrinkling can be reduced (see [5]).

In Figure 4.1, we present three flat gore patterns: a constant bulge shape design, a constant bulge radius design with $\sigma_{c}=0$, and a constant bulge radius design with $\sigma_{c}=10 \mathrm{~N} / \mathrm{m}$. The first design is based on the constant bulge shape approach, as was utilized in the Endeavour design. In the constant bulge shape approach, it is assumed that the load tendons followed the trace of the Euler-elastica curve and the region between tendons is spanned by circular arcs, assuming a constant angular width. In this approach, a node on the tendon in the $\phi=-\pi / n_{g}$ plane is identified with the corresponding node in the $\phi=\pi / n_{g}$ plane. The chord length $2 y(s)$ is replaced by a circular arc of length $1.2 \times 2 y(s)$ ( $20 \%$ "added width"). It is clear from Figure 4.1 that the constant bulge shape approach has significantly more material away from the equatorial region than $\tilde{\mathcal{G}}$ for a comparable pumpkin gore. The Endeavor was built with 64 constant bulge shape gores and, when fully pressurized, it assumed a severely distorted configuration that did not resemble a pumpkin shape. In hindsight, this should not have been a complete surprise, since the Endeavor gore pattern did not follow from equilibrium equations of the fully inflated shape. Only when four gores were removed was the Endeavor able to deploy into a shape one might characterize
as pumpkin-like (see [16]).
5. Concluding remarks. In this paper, we reviewed a number of axisymmetric balloon models including the zero-pressure natural shape balloon, the superpressure natural shape balloon, the Euler-elastica, and the sphere. Based on a tubular surface membrane theory, we developed a model for a three dimensional pumpkin gore. The pumpkin model that we present is an improvement over previous models in that it introduces a circumferential stress parameter into the model and leads to a more accurate representation of the three dimensional gore. We also discussed some of the practical issues that the manufacturer must deal with when trying to construct large doubly curved gores from flat sheets of balloon film.

Acknowledgment. The author would like to thank the referees for their comments.

## REFERENCES

[1] Anon., Research Development in the Field of High Altitude Plastic Balloons, NONR-710(01a) Reports, Department of Physics, University of Minnesota, Minneapolis, 1951-1956.
[2] E. L. Axelrad and F. A. Emmerling, Elastic tubes, Appl. Mech. Rev., 37 (1984), pp. 891-897.
[3] F. Baginski and W. Schur, Structural analysis of pneumatic envelopes: A variational formulation and optimization-based solution process, AIAA J., 41 (2003), pp. 304-311.
[4] F. Baginski and J. Winker, The natural shape balloon and related models, Adv. Space Res., 33 (2004), pp. 1617-1622.
[5] F. Baginski and W. Schur, Design Issues for Large Scientific Balloons, in Proceedings of the 3rd Annual Aviation Technology, Integration, and Operations (ATIO) Technical Forum, Denver, CO, 2003, paper AIAA-2003-6788.
[6] F. Baginski and W. Collier, Modeling the shapes of constrained partially inflated high altitude balloons, AIAA J., 39 (2001), pp. 1-11.
[7] F. Baginski, Q. Chen, and I. Waldman, Designing the shape of a large scientific balloon, Appl. Math. Modeling, 25 (2001), pp. 953-966.
[8] F. Baginski, W. Collier, and T. Williams, A parallel shooting method for determining the natural shape of a large scientific balloon, SIAM J. Appl. Math., 58 (1998), pp. 961-974.
[9] W. Collier, Estimating stresses in a partially inflated high altitude balloon using a relaxed energy, Quart. Appl. Math., 61 (2003), pp. 17-40.
[10] C. Delaunay, Sur la Surface de Revolution dont la Courbure Moyenne est Constante, J. Math. Pures Appl., 6 (1841), pp. 309-320.
[11] M. P. do Carmo, Differential Geometry of Curves and Surfaces, Prentice-Hall, Englewood Cliffs, NJ, 1976.
[12] H. Eells, The surfaces of Delaunay, Math. Intell., 9 (1987), pp. 53-57.
[13] C. Isenberg, The Science of Soap Films and Soap Bubbles, Dover, New York, 1992.
[14] H. B. Keller, Numerical Two-Point Boundary-Value Problems, Dover, New York, 1982.
[15] A. L. Morris, ed., Scientific Ballooning Handbook, Technical report NCAR-TN-99, National Center for Atmospheric Research, Boulder, CO, 1975.
[16] B. A. Lennon and S. Pellegrino, Stability of lobed inflatable structures, AIAA-2000-1728, Proceedings of the 41st AIAA/ASME/ASCE/AHS/ASC SDM Conference, Atlanta, GA, 2000.
[17] A. Libai and J. G. Simmonds, The Nonlinear Theory of Elastic Shells, 2nd ed., Cambridge University Press, Cambridge, UK, 1998.
[18] I. Mladenov and J. Oprea, The mylar balloon revisited, MAA Monthly, 110 (2003), pp. 761-784.
[19] J. Oprea, Differential Geometry, Prentice-Hall, Upper Saddle River, NJ, 1997.
[20] M. Rougeron, Up to date CNES Balloon Study, in Proceedings of the 10th AFCRL Scientific Balloon Symposium, 19783, paper AFCRL-TR-79-005.
[21] W. Schur, Analysis of load tape constrained pneumatics envelopes, Proceedings of the 40th AIAA/ASME/ASCE/AHS/ASC Structures, Structural Dynamics, and Materials Conference and Exhibit, St. Louis, MO, 1999, Collection of Technical Papers, Vol. 4 (A99-24601 05-39).
[22] J. H. Smalley, Determination of the shape of a free balloon, Theoretical Development, Technical report AFCRL-65-68, Air Force Cambridge Research Labs, 1964.
[23] J. H. Smalley, Determination of the shape of a free balloon-Balloons with superpressure, subpressure and circumferential stress and capped balloons, Technical report AFCRL-6572, Air Force Cambridge Research Labs, 1964.
[24] J. H. Smalley, Balloon shapes and stresses below the design altitude, Technical report NCAR-TN-25, Minneapolis, Minnesota, 1966.
[25] J. H. Smalley, Development of the e-balloon, Technical report AFCRL-70-0543, National Center for Atmospheric Research, Boulder, CO, 1970.
[26] N. Yajima, A survey of balloon design problems and prospects for large super-pressure balloons in the next century, Adv. Space Res., 30 (2002), pp. 1183-1192.

# MODELING AND DESIGN OF COATED STENTS TO OPTIMIZE THE EFFECT OF THE DOSE* 

MICHEL C. DELFOUR ${ }^{\dagger}$, ANDRÉ GARON ${ }^{\ddagger}$, AND VITO LONGO§


#### Abstract

Stents are used in interventional cardiology to keep a diseased vessel open. New stents are coated with a medicinal agent to prevent early reclosure due to the proliferation of smooth muscle cells. It is recognized that it is the dose of the agent that effectively controls the cells in the wall of the vessel. This paper focuses on the effect of the number of struts and the ratio between the coated area of the struts and the targeted area of the vessel on the design problem under set therapeutic bounds on the dose. It introduces mathematical models of the dose for a zero-thickness periodic stent and an asymptotic stent that will play a central role in our analysis. Theoretical and numerical results are presented along with their impact on the design process.
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1. Introduction. The use of stents (see Figure 1.1) in interventional cardiology is fairly recent. ${ }^{1}$

An electrical engineer, Wiktor underwent open heart surgery to correct an aortic dissection in 1984. Following the procedure, he wondered why such a vascular repair couldn't be done with less surgical trauma, and began to read about angioplasty. He came up with a variety of stent designs and signed a consulting agreement with Medtronic in 1988.

The "Wiktor Stent," an intravascular stent (U.S. patent No. 4, 886,062 ) provides an important solution to coronary artery reconstruction and recanalization. The stent keeps a diseased vessel open and prevents reclosure. Made of tantalum, a noncorrosive and malleable metal which is easily seen by the cardiologist during fluoroscopy, the stent is extremely easy to handle, deliver and deploy, which is of the utmost importance in emergency and routine situations.

In the case of the Wiktor Stent, the delivering catheter is inflated to expand and deploy the stent to maintain the opening. The balloon is then deflated and the catheter removed. Within a month, the stent becomes incorporated into the artery wall. Today, Medtronics' Wiktor stent has a 20 percent market share in Europe.

[^48]

Fig. 1.1. Wiktor stent as drawn in U.S. patent No. 4,886,062.

More than 40 percent of patients treated for atherosclerosis present restenosis within six months of the operation. Indeed, implanting a stent generally leads to complications, thrombosis and proliferation of smooth-muscle cells being the root causes of restenosis. It is important to understand that stenosis and restenosis develop by different mechanisms and over very different time scales: 30 years for stenosis, 6 months for restenosis. A great deal of research has been conducted on medicinal agents designed to have an antithrombotic effect or to limit the proliferation of smooth-muscle cells. This type of medication can be delivered in two ways: systematically or locally. The primary disadvantage of systemic delivery is generally its greater toxicity in the body, since, to be effective, a much higher level of the medication is a priori required than for local delivery. For this reason, the local solution is the preferred choice. For instance, a typical system consists of a stent coated with a thin layer of polymer which has been impregnated with a molecule that has an effect on the proliferation of smooth muscle cells $[1,9,10]$.

Modern stents are designed to be less invasive from the hemodynamic point of view. Engineers are introducing new shapes with minimal strut diameters to minimize induced perturbations that would theoretically increase stresses on the fluid and recirculation. Yet it is recognized that this strategy alone cannot prevent restenosis and considerable efforts are currently aimed at developing new stent coating to reduce or stop the proliferation of smooth muscle cells. However, to the authors' knowledge, the distribution of the coating (mass and contact surface) are not part of the design and the optimal selection of the shape parameters of the stent (coating is added to an already mechanically designed stent). An optimal coated stent (that would produce minimal restenosis) would be the result of a shape optimization that would simultaneously account for the hemodynamic and mass transfer processes.

It is the purpose of this paper to broaden the knowledge and improve the craft of the stent designer by providing new mathematical and numerical tools to help in the preliminary shape selection of stents. Mechanically the stent has to be strong enough to exert pressure on the wall of the vessel sufficient to keep it open and to restore a normal flow of blood. Once the purely mechanical parameters are set (choice of the material, contact surface, and thickness of the struts), there are a number of parameters left to control the delivery of the molecule to the wall: the total mass of the molecule and the distribution of the contact surface.

It is generally accepted that it is the effect of the concentration of the molecule over time that effectively controls the proliferation of the smooth muscle cells (cf. $[2,9,10])$. This naturally leads to the notion of a dose in each point of the artery. Mathematically the dose is defined as the integral of the concentration over all times ranging from 0 to $\infty$. The first key finding of this paper is the high sensitivity of the dose to the geometric distribution of the contact surface. This leads to the introduction of an asymptotic stent that describes the limit behavior of a family of


FIG. 1.2. Typical patterns of stents.
periodic stents as the number of struts increases, while maintaining a constant contact surface (and hence a constant distributed force on the wall to keep the vessel open). Given a bioactive material or molecule and the appropriate therapeutic bounds on the dose (a lower one to control the smooth muscle cells and an upper one to limit the toxicity of the molecule), the asymptotic stent provides a first estimate of the minimum total amount of bioactive material required. The second key finding is the behavior of the dose as the number of struts increases: It is almost periodic, and its amplitude decreases as the number of struts increases. It is then possible to select a realistic number of struts to achieve the design objectives and deliver the proper amount of bioactive material to the wall while respecting the upper therapeutic bound. Obviously this design would be followed by three-dimensional simulations to confirm the complete behavior of the device.

In this paper we have limited our investigation to the first two issues since they steer the overall process and contribute to limiting the number of three-dimensional simulations, thus reducing the cost of the design. For that purpose, we use a crude yet operational model of the lumen and the wall of the vessel: two concentric cylinders long enough not to affect the design in the target area where the stent will be deployed. For simplicity, the stent is chosen to be periodic and made up of a finite number of rings of radius $R$ with no thickness and uniform width. However, our modeling and our analysis (in sections 4 and 5) and their consequences readily extend to more complex periodic stent structures (in section 5.3) of the type shown in Figure 1.2. In its undeployed state we assume that all the struts of the stent are side by side without space between them. When the stent is deployed to fill the target area, space is created between the struts. We call $\rho$ the ratio between the contact surface occupied by the struts and the surface of the target area; it is a number between 0 and 1 . When the struts are periodically spaced, $1-\rho$ is a measure of the percentage of the area of the interface lumen/wall in the target area which is open to chemical/biological exchanges. The impact of such exchanges on the stent has not yet been fully investigated in the literature.

In our analysis we assume that the mass per unit area of the molecule impregnated in the thin layer on the stent is constant. We study the distribution of the dose in the artery with respect to the number of struts and the ratio $\rho$ while keeping the surface of the target area constant. For a fixed $\rho$, as the number of struts increases, their width and the space between two adjacent struts decrease. So we are naturally led to introduce the notion of an asymptotic stent. We obtain the equations for the dose of the asymptotic stent and study the distribution of the dose in the wall of
the artery. One of the technical difficulties is to determine the right transmission conditions at the wall/lumen interface in the target area. This naturally comes out of our mathematical analysis without any ad hoc arguments: a variational formulation for the zero-thickness periodic stent leading to the identification of the variational equation of the asymptotic stent and a complete constructive proof of convergence of the dose. The constructive analysis is certainly one of the main contributions of this paper, since it clarifies and justifies the general mathematical modeling of the biophysical process at hand.

Section 2 presents the time-space diffusion-transport equations for the concentration of the product using appropriate conditions on the flow at both ends of the artery. Section 3 gives the equations for the dose and the variational model. Since the thickness of the layer of polymer is small compared to the other geometric parameters, we let the thickness of the layer go to zero in the variational model and obtain in section 4 a new variational model for the dose which is a reasonable approximation. The construction of the asymptotic stent ${ }^{2}$ and the corresponding variational equation for the dose are given in section 5 . The generalization to stents of arbitrary geometry via an arbitrary characteristic function is developed in section 5.3. The asymptotic model is related to the Neumann sieve studied in $[13,5,7]$, where the plane surface is replaced by the interface lumen/wall in the lateral boundary of a cylinder and the possible apparition of a jump across the interface and a "strange term coming from nowhere," as in $[3,4,12]$. However, in our limiting process the surface of the holes does not go to zero, and we do not get a jump in the dose across the interface lumen/wall in the target area. Section 6 presents selected numerical simulations for a stent with $1,6,12,24,48,96,192$, and 384 struts, and the asymptotic case for $\rho$ equal to $0.1,0.2,0.5$, and 0.9 . A table of the integral of the dose in the wall of the artery is presented as a function of the ratio $\rho$ and the number of struts $N$. Complete results and details on the numerical implementation will be available in a more specialized paper. This paper concentrates on the theory and the discussion of the numerical simulation. Section 7 is a concluding section that reviews the theoretical and numerical results and their impact on the design process and objectives.
2. Equations for the concentration of product. Consider a section of cylindric artery of length $H$ where the stent will be deployed (cf. Figure 2.1). For simplicity assume that the artery is made up of two homogeneous regions: the lumen and the wall. More realistic multilayer models of the wall can be considered [11], but this will be sufficient for our purposes. Before the insertion of the stent, the lumen is assumed to be the open cylinder

$$
\begin{equation*}
C_{R} \stackrel{\text { def }}{=}\left\{\left(x_{1}, x_{2}, z\right): x_{1}^{2}+x_{2}^{2}<R^{2}, \quad 0<z<H\right\} \tag{2.1}
\end{equation*}
$$

of radius $R$ and length $H$. The wall is the open domain $C_{R+E} \backslash \bar{C}_{R}$ between the closed cylinder $\bar{C}_{R}$ and the open cylinder

$$
\begin{equation*}
C_{R+E} \stackrel{\text { def }}{=}\left\{\left(x_{1}, x_{2}, z\right): x_{1}^{2}+x_{2}^{2}<(R+E)^{2}, \quad 0<z<H\right\} \tag{2.2}
\end{equation*}
$$

of radius $R+E$ and length $H$, where $E$ is the radial thickness of the wall.
A stent of zero thickness will be deployed in the target area

$$
\begin{equation*}
\tilde{\Sigma} \stackrel{\text { def }}{=}\left\{\left(x_{1}, x_{2}, z\right): x_{1}^{2}+x_{2}^{2}=R^{2}, \quad \frac{H-L_{s}}{2} \leq z \leq \frac{H+L_{s}}{2}\right\} \tag{2.3}
\end{equation*}
$$
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FIG. 2.1. The lumen $\tilde{\Omega}_{l}$, the stent $\tilde{\Omega}_{s}$, and the wall $\tilde{\Omega}_{w}$ in $\mathbf{R}^{3}$ and the associated twodimensional generating surfaces $\Omega_{l}$ for the lumen, $\Omega_{s}$ for the stent, and $\Omega_{w}$ for the wall.
of the interface between the lumen and the wall. The length of the target region is $\tilde{\tilde{\Sigma}}_{s}<H$. The actual stent will be characterized by a closed subset $\tilde{\Sigma}_{s}$ of the surface $\tilde{\Sigma}$ (cf., for instance, one of the periodic patterns in Figure 1.2). By construction, the region $\tilde{\Sigma}$ is centered in $H / 2$ at equal distance

$$
\begin{equation*}
z_{0} \stackrel{\text { def }}{=} \frac{H-L_{s}}{2}>0 \tag{2.4}
\end{equation*}
$$

from the boundaries of $C_{R+E}$ in $z=0$ and $z=H$, which are artificial boundaries introduced for the analysis of the problem. The length $H$ of the section of the artery is assumed to be enough longer than $L_{s}$ that the effect of introducing an artificial boundary in $z=0$ and $z=H$ is negligible. It also means that the region $\tilde{\Sigma}$ does not touch the boundaries of the cylinder $C_{R+E}$ in $z=0$ and $z=H$.

The zero-thickness stent is coated with a polymer. Coating can exist on both sides of the stent. The regions occupied by the polymer are denoted

$$
\begin{gathered}
\tilde{\Omega}_{s}^{+} \stackrel{\text { def }}{=}\left\{\left(x_{1}, x_{2}, z\right):\left(R \frac{\left(x_{1}, x_{2}\right)}{\sqrt{x_{1}^{2}+x_{2}^{2}}}, z\right) \in \tilde{\Sigma}_{s} \text { and } R<\sqrt{x_{1}^{2}+x_{2}^{2}}<R+e^{+}\right\}, \\
\tilde{\Omega}_{s}^{-} \stackrel{\text { def }}{=}\left\{\left(x_{1}, x_{2}, z\right):\left(R \frac{\left(x_{1}, x_{2}\right)}{\sqrt{x_{1}^{2}+x_{2}^{2}}}, z\right) \in \tilde{\Sigma}_{s} \text { and } R-e^{-}<\sqrt{x_{1}^{2}+x_{2}^{2}}<R\right\}, \\
\tilde{\Omega}_{s} \stackrel{\text { def }}{=} \tilde{\Omega}_{s}^{+} \cup \tilde{\Omega}_{s}^{-}
\end{gathered}
$$

where $e^{+}$and $e^{-}$are the respective thicknesses of the coating on the upper and lower surfaces of $\tilde{\Sigma}_{s}$. Once the stent is deployed, the open regions $\tilde{\Omega}_{l}$ and $\tilde{\Omega}_{w}$ occupied by the lumen and the wall are

$$
\begin{equation*}
\tilde{\Omega}_{l} \stackrel{\text { def }}{=} C_{R} \backslash \overline{\tilde{\Omega}_{s}^{-}} \quad \text { and } \quad \tilde{\Omega}_{w} \stackrel{\text { def }}{=} C_{R+E} \backslash \overline{\tilde{\Omega}_{s}^{+} \cup C_{R}} \tag{2.5}
\end{equation*}
$$



FIG. 2.2. The two-dimensional boundaries and interfaces.
Mathematically, $\tilde{\Omega}_{l}, \tilde{\Omega}_{w}$, and $\tilde{\Omega}_{s}^{ \pm}$are open domains in $\mathbf{R}^{3}$.
It is the design of the set $\tilde{\Sigma}_{s}$ which is the ultimate objective of the analysis. There are several aspects to this design. For instance, the stent has to be mechanically strong enough to keep the lumen open. In this paper we neglect this aspect and concentrate on the delivery of the product to the wall. For simplicity we start with a periodic stent (in the $z$-direction) with cylindric symmetry. Further assume that it is coated only on its upper surface, that is, $e^{-}=0, \tilde{\Omega}_{s}^{-}=\varnothing$, and $\tilde{\Omega}_{s}=\tilde{\Omega}_{s}^{+}$(cf. Figure 2.1). In addition, the stent is assumed to be a set of $N$ equally spaced rings of width $\lambda$ and zero thickness with coating of thickness $e=e^{+}$, that is, the region between the radius $R$ and the radius $R+e$. The centerlines of the rings are located at coordinates

$$
\begin{equation*}
\left\{z_{i}: 1 \leq i \leq N\right\}, \quad z_{0}<z_{1}<z_{2}<\cdots<z_{N}<z_{0}+L_{s} \tag{2.6}
\end{equation*}
$$

along the $z$-axis as shown in the lower part of Figure 2.1 with $z_{i}+\lambda<z_{i+1}$. Thus all the rings are contained in the target region $\tilde{\Sigma}$. The domains $\tilde{\Omega}_{l}, \tilde{\Omega}_{w}$, and $\tilde{\Omega}_{s}$ and the interfaces $\tilde{\Sigma}$ and $\tilde{\Sigma}_{s}$ are generated by rotation of the two-dimensional open domains $\Omega_{l}, \Omega_{w}$, and $\Omega_{s}$ and the interfaces $\Sigma$ and $\Sigma_{s}$ (cf. Figure 2.1) around the axis $\Gamma_{0}$. In what follows, the tilded domains, boundaries, and interfaces will always denote the three-dimensional object generated by rotation around the axis $\Gamma_{0}$.

The boundary $\tilde{\Gamma}_{l}=\partial \tilde{\Omega}_{l}$ of the lumen $\tilde{\Omega}_{l}$ is made up of four parts:

- $\tilde{\Sigma}_{s}$, the interface between $\tilde{\Omega}_{l}$ and the region $\tilde{\Omega}_{\tilde{s}}$ occupied by the polymer;
- $\tilde{\Gamma}_{\tilde{L}}$, the interface between $\tilde{\Omega}_{l}$ and the region $\tilde{\Omega}_{w}$ occupied by the wall;
- $\tilde{\Gamma}_{l i}$, the part of the boundary of $\tilde{\Omega}_{l}$ where the blood flows in;
- $\tilde{\Gamma}_{l o}$, the part of the boundary of $\tilde{\Omega}_{l}$ where the blood flows out.

The corresponding parts of the generating surface are $\Sigma_{s}, \Gamma_{l w}, \Gamma_{l i}, \Gamma_{l o}$, and the centerline or axis $\Gamma_{0}$ of the cylinders (cf. Figure 2.2).

The boundary $\tilde{\Gamma}_{w}=\partial \tilde{\Omega}_{w}$ of the wall $\tilde{\Omega}_{w}$ is made up of five parts:

- $\tilde{\Gamma}_{l w}$, the interface between $\tilde{\Omega}_{w}$ and the region $\tilde{\Omega}_{l}$ occupied by the lumen;
- $\tilde{\Gamma}_{w s}$, the interface between $\tilde{\Omega}_{w}$ and the region $\tilde{\Omega}_{s}$ occupied by the polymer;
- $\tilde{\Gamma}_{w i}$, the part of the boundary of $\tilde{\Omega}_{w}$ where $z=0$;
- $\tilde{\Gamma}_{w o}$, the part of the boundary of $\tilde{\Omega}_{w}$, where $z=H$;
- $\tilde{\Gamma}_{R+E}$, the outer lateral boundary of the cylinder of radius $R+E$.

The corresponding parts of the generating surface are $\Gamma_{l w}, \Gamma_{w s}, \Gamma_{w i}, \Gamma_{w o}$, and the upper boundary $\Gamma_{R+E}$ at $\underset{\sim}{r}=R+E$ (cf. Figure 2.2).

The boundary $\tilde{\Gamma}_{s}=\partial \tilde{\Omega}_{s}$ of the polymer $\tilde{\Omega}_{s}$ is made up of two parts:

- $\tilde{\Sigma}_{\tilde{\Gamma}}$, the interface between $\tilde{\Omega}_{\tilde{s}}$ and the region $\tilde{\Omega}_{\underline{l}}$ occupied by the lumen;
- $\tilde{\Gamma}_{w s}$, the interface between $\tilde{\Omega}_{s}$ and the region $\tilde{\Omega}_{w}$ occupied by the wall.

The corresponding parts of the generating surface are $\Sigma_{s}$ and $\Gamma_{w s}$ (cf. Figure 2.2).
The fluid (here, the blood) in the lumen is assumed to be incompressible,

$$
\begin{equation*}
\operatorname{div} u=0 \quad \text { in } \tilde{\Omega}_{l} \tag{2.7}
\end{equation*}
$$

where $u$ is the velocity of the fluid. Further assume that

$$
\begin{gather*}
u \cdot n_{l} \leq 0 \text { on } \tilde{\Gamma}_{l i} \quad \text { and } \quad u \cdot n_{l} \geq 0 \text { on } \tilde{\Gamma}_{l o}  \tag{2.8}\\
u \cdot n_{l}=0 \quad \text { or } \quad u=0 \text { on } \tilde{\Sigma}_{s} \cup \tilde{\Gamma}_{l w} \tag{2.9}
\end{gather*}
$$

Condition (2.8)-(2.9) means that the blood is coming in through the cross section $\tilde{\Gamma}_{l i}$ and going out through the cross section $\tilde{\Gamma}_{l o}$. The velocity $u$ and the pressure $p$ will also verify the Navier-Stokes equation with the condition $u=0$ on $\tilde{\Sigma}_{s} \cup \tilde{\Gamma}_{l w}$. Yet the diffusion-transport equations will still make sense under the weaker condition $u \cdot n_{l}=0$ on $\tilde{\Sigma}_{s} \cup \tilde{\Gamma}_{l w}$. This would correspond to a non-Newtonian viscosity model, which is not the purpose of this paper. For instance, experimental data show the existence of a near-wall plasma layer that separates the blood corpuscles from the wall. The effect of this small layer is to account for a slipping of the flow over the wall.

Assume that the concentration $c(x, t)$ of product is given by the diffusion-transport equation (lumen) and diffusion equations (wall and the polymer):

$$
\begin{gather*}
\frac{\partial c}{\partial t}= \begin{cases}\operatorname{div}\left(D_{w} \nabla c\right) & \text { in } \tilde{\Omega}_{w} \\
\operatorname{div}\left(D_{s} \nabla c\right) & \text { in } \tilde{\Omega}_{s}\end{cases}  \tag{2.10}\\
\frac{\partial c}{\partial t}+u \cdot \nabla c=\operatorname{div}\left(D_{l} \nabla c\right) \quad \text { in } \tilde{\Omega}_{l} \tag{2.11}
\end{gather*}
$$

where $D_{w}, D_{s}$, and $D_{l}$ are the respective diffusion constants in the wall, the polymer, and the lumen. The inner product of two vectors $u=\left(u_{1}, u_{2}, u_{3}\right)$ and $v=\left(v_{1}, v_{2}, v_{3}\right)$ in $\mathbf{R}^{3}$ is denoted by

$$
u \cdot v \stackrel{\text { def }}{=} \sum_{i=1}^{3} u_{i} v_{i}
$$

In view of the incompressibility condition (2.7), equation (2.11) can be rewritten

$$
\begin{equation*}
\frac{\partial c}{\partial t}=\operatorname{div}\left(D_{l} \nabla c-c u\right) \quad \text { in } \tilde{\Omega}_{l} \tag{2.12}
\end{equation*}
$$

since $\operatorname{div} u=0$ implies $\operatorname{div}(c u)=\nabla c \cdot u+c \operatorname{div} u=\nabla c \cdot u$.
The boundary conditions on $c$ are

$$
\begin{array}{ll}
\text { wall } & {\left[\frac{\partial c}{\partial n_{w}}=0 \quad \text { on } \tilde{\Gamma}_{w i} \cup \tilde{\Gamma}_{w o} \cup \tilde{\Gamma}_{R+E}\right.} \\
\text { lumen } & {\left[\begin{array}{ll}
D_{l} \frac{\partial c}{\partial n_{l}}-u \cdot n_{l} c=0 \quad \text { or } \quad c=0 \text { on } \tilde{\Gamma}_{l i} \\
\frac{\partial c}{\partial n_{l}}=0 \text { on } \tilde{\Gamma}_{l o}
\end{array}\right.} \tag{2.13}
\end{array}
$$

where $n_{w}, n_{l}$, and $n_{s}$ are the respective unit outward normals to $\tilde{\Omega}_{w}, \tilde{\Omega}_{l}$, and $\tilde{\Omega}_{s}$. The first boundary condition involving $u$ at the entry $\tilde{\Gamma}_{l i}$ of the lumen is a transparent condition similar to those used in [2]. It allows for some backward diffusion at the interface $\tilde{\Gamma}_{l i}$. In that case the first condition (2.8) has to be strengthened to

$$
\exists \beta>0 \text { such that }-u \cdot n_{l} \geq\left\{\begin{array}{ll}
0 & \text { on } \tilde{\Gamma}_{l i} \backslash \tilde{\gamma}_{l i},  \tag{2.14}\\
\beta & \text { on } \tilde{\gamma}_{l i} \subset \tilde{\Gamma}_{l i},
\end{array} \quad \text { and } \quad u \cdot n_{l} \geq 0 \text { on } \tilde{\Gamma}_{l o}\right.
$$

where $\tilde{\gamma}_{l i}$ is some fixed subarea of the cross section $\tilde{\Gamma}_{l i}$ around its center. The second case with $c=0$ on $\tilde{\Gamma}_{l i}$ corresponds to the assumption that $\tilde{\Gamma}_{l i}$ is chosen sufficiently far from the region of the stent $\tilde{\Sigma}_{s}$ that the concentration $c$ on $\tilde{\Gamma}_{l i}$ can be taken as zero.

The conditions on $c$ at the interfaces are

$$
\begin{array}{ll}
\text { wall/polymer } & D_{w} \frac{\partial c}{\partial n_{w}}+D_{s} \frac{\partial c}{\partial n_{s}}=0 \quad \text { on } \tilde{\Gamma}_{w s} \\
\text { wall/lumen } & D_{w} \frac{\partial c}{\partial n_{w}}+D_{l} \frac{\partial c}{\partial n_{l}}=0 \quad \text { on } \tilde{\Gamma}_{l w}  \tag{2.15}\\
\text { polymer/lumen } & \frac{\partial c^{+}}{\partial n_{s}}=0 \quad \text { and } \quad \frac{\partial c^{-}}{\partial n_{l}}=0 \quad \text { on } \tilde{\Sigma}_{s}
\end{array}
$$

Recall that the lumen is isolated from the polymer and that there is an upper trace $c^{+}$ and a lower trace $c^{-}$of the concentration on the two sides of the interface $\tilde{\Sigma}_{s}$. $\tilde{\Sigma}_{s}$ is made up of the $N$ ring-shaped cracks in the three-dimensional domain, and different boundary conditions are specified on each side.

The initial condition is

$$
c(0, x)= \begin{cases}c_{0}(x) & \text { in } \tilde{\Omega}_{s}  \tag{2.16}\\ 0 & \text { in } \tilde{\Omega}_{w} \cup \tilde{\Omega}_{l}\end{cases}
$$

for some positive function $c_{0}(x) \geq 0$ representing the initial concentration of the product at time 0 in the polymer.
3. Mathematical models for the dose. The dose is the cumulative concentration integrated over time from 0 to infinity in a given position $x$, that is,

$$
\begin{equation*}
q(x) \stackrel{\text { def }}{=} \int_{0}^{\infty} c(t, x) d t \tag{3.1}
\end{equation*}
$$

3.1. Equations for the dose. Since all our equations are linear, the equations, boundary conditions, and interface conditions for $q$ are readily obtained from those for $c$. The equations for the dose $q(x)$ are

$$
\begin{gather*}
\operatorname{div}\left(D_{w} \nabla q\right)=0 \quad \text { in } \tilde{\Omega}_{w}  \tag{3.2}\\
\operatorname{div}\left(D_{s} \nabla q\right)=-c_{0} \quad \text { in } \tilde{\Omega}_{s}  \tag{3.3}\\
\operatorname{div}\left(D_{l} \nabla q-q u\right)=0 \quad \text { in } \tilde{\Omega}_{l} . \tag{3.4}
\end{gather*}
$$

The boundary conditions are

$$
\begin{array}{ll}
\text { wall } & {\left[\frac{\partial q}{\partial n_{w}}=0 \quad \text { on } \tilde{\Gamma}_{w i} \cup \tilde{\Gamma}_{w o} \cup \tilde{\Gamma}_{R+E}\right.} \\
\text { lumen } & {\left[\begin{array}{ll}
D_{l} \frac{\partial q}{\partial n_{l}}-u \cdot n_{l} q=0 & \text { or } \quad q=0 \text { on } \tilde{\Gamma}_{l i} \\
\frac{\partial q}{\partial n_{l}}=0 & \text { on } \tilde{\Gamma}_{l o}
\end{array}\right.} \tag{3.5}
\end{array}
$$

Again the choice of the first transparent condition on $\tilde{\Gamma}_{l i}$ requires the stronger condi-


FIG. 3.1. Schematic representation of the lumen, the polymer, and the wall (upper panel) and its 2-dimensional generating surface (lower panel).
tion (2.14) on $u$. The conditions at the interfaces are

$$
\begin{array}{ll}
\text { wall/polymer } & D_{w} \frac{\partial q}{\partial n_{w}}+D_{s} \frac{\partial q}{\partial n_{s}}=0 \quad \text { on } \tilde{\Gamma}_{w s}, \\
\text { wall/lumen } & D_{w} \frac{\partial q}{\partial n_{w}}+D_{l} \frac{\partial q}{\partial n_{l}}=0 \quad \text { on } \tilde{\Gamma}_{l w}  \tag{3.6}\\
\text { polymer/lumen } & \frac{\partial q^{+}}{\partial n_{s}}=0 \quad \text { and } \quad \frac{\partial q^{-}}{\partial n_{l}}=0 \quad \text { on } \tilde{\Sigma}_{s} .
\end{array}
$$

3.2. Variational equation for the dose. In this section we construct a variational formulation of the equations of the dose over the domain (cf. Figure 3.1)

$$
\begin{equation*}
\tilde{\Omega} \stackrel{\text { def }}{=}\left\{\left(x_{1}, x_{2}, z\right):\left|x_{1}\right|^{2}+\left|x_{2}\right|^{2}<(R+E)^{2}, 0<z<H\right\} \backslash \tilde{\Sigma}_{s} \tag{3.7}
\end{equation*}
$$

that is, $C_{R+E} \backslash \tilde{\Sigma}_{s}$. It is a bounded connected open domain with two-dimensional cracks along the polymer/lumen interfaces $\tilde{\Sigma}_{s}$. This is not a Lipschitzian domain. The associated space of solution is
(3.8) $\quad V(\tilde{\Omega}) \stackrel{\text { def }}{=} \begin{cases}H^{1}(\tilde{\Omega}) & \text { with condition (2.14)-(2.9) on } u, \\ \left\{v \in H^{1}(\tilde{\Omega}):\left.v\right|_{\tilde{\Gamma}_{l i}}=0\right\} & \text { with condition (2.8)-(2.9) on } u .\end{cases}$

We introduce the following bilinear form:

$$
\begin{aligned}
a(q, v) \stackrel{\text { def }}{=} & \int_{\tilde{\Omega}_{w}} D_{w} \nabla q \cdot \nabla v d x+\int_{\tilde{\Omega}_{s}} D_{s} \nabla q \cdot \nabla v d x \\
& +\int_{\tilde{\Omega}_{l}}\left(D_{l} \nabla q-q u\right) \cdot \nabla v d x+\int_{\tilde{\Gamma}_{l o}} u \cdot n_{l} q v d \Gamma .
\end{aligned}
$$

Then $q \in V(\tilde{\Omega})$ must verify the variational equation

$$
\begin{equation*}
\forall v \in V(\tilde{\Omega}), \quad a(q, v)=\int_{\tilde{\Omega}_{s}} c_{0} v d x \tag{3.9}
\end{equation*}
$$

The bilinear form can be rewritten as

$$
a(q, v)=\int_{\tilde{\Omega}} D \nabla q \cdot \nabla v d x-\int_{\tilde{\Omega}_{l}} q u \cdot \nabla v d x+\int_{\tilde{\Gamma}_{l_{o}}} u \cdot n_{l} q v d \Gamma
$$

by introducing the space-dependent diffusion defined almost everywhere on $\tilde{\Omega}$ :

$$
D(x) \stackrel{\text { def }}{=}\left\{\begin{array}{cl}
D_{w} & \text { if } x \in \tilde{\Omega}_{w} \\
D_{s} & \text { if } x \in \tilde{\Omega}_{s} \\
D_{l} & \text { if } x \in \tilde{\Omega}_{l}
\end{array}\right.
$$

The bilinear form $a$ is not symmetrical, but it is coercive on $V(\tilde{\Omega})$ under the two boundary conditions (2.8) and (2.9) on the velocity field $u$ and $q=0$ on $\tilde{\Gamma}_{l i}$ and under the two boundary conditions (2.14) and (2.9) on the velocity field $u$ for the transparent condition on $q$. Indeed, let $\alpha>0$ be the minimum of $D_{w}, D_{s}$, and $D_{l}$. Then, using the fact that $\operatorname{div} u=0$ and condition (2.9) and (2.8), we get

$$
a(q, q) \geq \alpha \int_{\tilde{\Omega}}|\nabla q|^{2} d x-\frac{1}{2} \int_{\tilde{\Gamma}_{l i}} u \cdot n_{l}|q|^{2} d \Gamma+\frac{1}{2} \int_{\tilde{\Gamma}_{l o}} u \cdot n_{l}|q|^{2} d \Gamma \geq \alpha \int_{\tilde{\Omega}}|\nabla q|^{2} d x
$$

Using condition (2.9) and (2.14), we get

$$
\begin{aligned}
a(q, q) & \geq \alpha \int_{\tilde{\Omega}}|\nabla q|^{2} d x-\frac{1}{2} \int_{\tilde{\Gamma}_{l i}} u \cdot n_{l}|q|^{2} d \Gamma+\frac{1}{2} \int_{\tilde{\Gamma}_{l o}} u \cdot n_{l}|q|^{2} d \Gamma \\
& \geq \alpha \int_{\tilde{\Omega}}|\nabla q|^{2} d x+\frac{\beta}{2} \int_{\tilde{\gamma}_{l i}} q^{2} d \tilde{\Sigma} \geq \min \left\{\alpha, \frac{\beta}{2}\right\}\left\{\int_{\tilde{\Omega}}|\nabla q|^{2} d x+\int_{\tilde{\gamma}_{l i}} q^{2} d \tilde{\Sigma}\right\}
\end{aligned}
$$

However, the last term on the right-hand side is an equivalent norm on $H^{1}(\tilde{\Omega})$ and $a$ is coercive on it. Therefore, by the Lax-Milgram theorem (cf. [8]), there exists a unique $q \in V(\tilde{\Omega})$ solution of the variational equation (3.9).

## 4. Equations for the dose as the thickness of the polymer goes to zero.

 In this section we construct new equations for the dose as the thickness of the polymer goes to zero, while keeping the total mass of product constant in the polymer. They are obtained from the stent made up of $N$ identical equally spaced flat rings, with $L>0$ the distance between the center of two consecutive struts; $\lambda, 0<\lambda<L$, the width of the rings; and $e>0$ the thickness of the polymer.4.1. Parametrization of the thickness. Start from the zero-thickness stent

$$
\tilde{\Sigma}_{s} \stackrel{\text { def }}{=} \bigcup_{i=1}^{N}\left\{\left(x_{1}, x_{2}, z\right): \begin{array}{l}
\left|x_{1}\right|^{2}+\left|x_{2}\right|^{2}=R^{2}  \tag{4.1}\\
0<z<H \text { and }\left|z-z_{i}\right| \leq \lambda / 2
\end{array}\right\}
$$

made up of $N$ identical equally spaced flat rings, with $L>0$ the distance between the centerlines of two consecutive struts and $\lambda, 0<\lambda<L$, the width of the rings (cf. Figure 3.1). Let $\varepsilon, 0<\varepsilon \leq e$, be the variable thickness of the polymer, and define the new domain occupied by the polymer as

$$
\tilde{\Omega}_{s}^{\varepsilon} \stackrel{\text { def }}{=} \bigcup_{i=1}^{N}\left\{\left(x_{1}, x_{2}, z\right): \begin{array}{l}
R^{2}<\left|x_{1}\right|^{2}+\left|x_{2}\right|^{2}<(R+\varepsilon)^{2} \\
0<z<H \text { and }\left|z-z_{i}\right|<\lambda / 2
\end{array}\right\}
$$

where $z_{i}$ is the position of the $i$ th strut along the $z$-axis. This induces a new domain for the wall

$$
\left.\left.\begin{array}{rl}
\tilde{\Omega}_{w}^{\varepsilon} \stackrel{\text { def }}{=}\left\{\left(x_{1}, x_{2}, z\right): \begin{array}{l}
R^{2}<\left|x_{1}\right|^{2}+\left|x_{2}\right|^{2}<(R+E)^{2} \\
0<z<H
\end{array}\right\}
\end{array}\right\} \begin{array}{l}
Q_{i=1}^{N} \leq\left|x_{1}\right|^{2}+\left|x_{2}\right|^{2} \leq(R+\varepsilon)^{2} \\
\\
0<z<H \text { and }\left|z-z_{i}\right| \leq \lambda / 2
\end{array}\right\} . ~ . ~\left(x_{1}, x_{2}, z\right): \begin{aligned}
& R^{2} \leq
\end{aligned}
$$

For $\varepsilon=0, \tilde{\Omega}_{s}^{0}=\varnothing$ and

$$
\tilde{\Omega}_{w}^{0}=\left\{\left(x_{1}, x_{2}, z\right): R^{2}<\left|x_{1}\right|^{2}+\left|x_{2}\right|^{2}<(R+E)^{2} \text { and } 0<z<H\right\}=C_{R+E} \backslash \overline{C_{R}}
$$

Since, up to a set of zero measure, $\tilde{\Omega}_{w}^{\varepsilon} \cup \tilde{\Omega}_{s}^{\varepsilon}=\tilde{\Omega}_{w}^{0}$ and $\tilde{\Omega}=\tilde{\Omega}_{w}^{\varepsilon} \cup \tilde{\Omega}_{s}^{\varepsilon} \cup \tilde{\Omega}_{l}=\tilde{\Omega}_{w}^{0} \cup \tilde{\Omega}_{l}$, it will be convenient to define the new space-dependent diffusion $D^{\varepsilon}$ almost everywhere on $\tilde{\Omega}$ as

$$
D^{\varepsilon}(x) \stackrel{\text { def }}{=}\left\{\begin{array}{cc}
D_{w} & \text { if } x \in \tilde{\Omega}_{w}^{\varepsilon} \\
D_{s} & \text { if } x \in \tilde{\Omega}_{s}^{\varepsilon} \\
D_{l} & \text { if } x \in \tilde{\Omega}_{l}
\end{array}\right.
$$

and the new bilinear form

$$
a^{\varepsilon}(q, v) \stackrel{\text { def }}{=} \int_{\tilde{\Omega}} D^{\varepsilon} \nabla q \cdot \nabla v d x-\int_{\tilde{\Omega}_{l}} q u \cdot \nabla v d x+\int_{\tilde{\Gamma}_{l o}} u \cdot n_{l} q v d \Gamma
$$

which turns out to be coercive with the same constant (independent of $\varepsilon$ ) as for the bilinear form $a(q, v)$ on $V(\tilde{\Omega})$. Here, to make the connection with the notation of the previous sections, the bilinear form $a(q, v)$ is now equal to $a^{e}(q, v)$. Note that the parameter $\varepsilon$ occurs only in the definition of the diffusion coefficient $D^{\varepsilon}$ and not in the domains over which the integrals are defined.

The initial linear right-hand side

$$
\begin{equation*}
\ell(v) \stackrel{\text { def }}{=} \int_{\tilde{\Omega}_{s}} c_{0} v d x \tag{4.2}
\end{equation*}
$$

(for the thickness $e$ ) has to be adjusted in order to deliver the same mass of product for a thickness $\varepsilon$. Assume that the initial concentration $c_{0}$ is constant in $\tilde{\Omega}_{s}$; that is, the total mass of product in the polymer is

$$
\begin{aligned}
& m \stackrel{\text { def }}{=} c_{0} \int_{\tilde{\Omega}_{s}} d x=c_{0} \sum_{i=1}^{N} \int_{z_{i}-\lambda / 2}^{z_{i}+\lambda / 2} d z \int_{R}^{R+e} 2 \pi r d r \\
& \quad=c_{0} N \lambda \pi\left[(R+e)^{2}-R^{2}\right]=c_{0} N \lambda \pi e(2 R+e) .
\end{aligned}
$$

Define the new concentration $c_{0}^{\varepsilon}$ such that the total mass remains $m$ over the new domain $\tilde{\Omega}_{s}^{\varepsilon}$; that is,

$$
\begin{aligned}
m & =\int_{\tilde{\Omega}_{s}^{\varepsilon}} c_{0}^{\varepsilon} d x=\sum_{i=1}^{N} \int_{z_{i}-\lambda / 2}^{z_{i}+\lambda / 2} d z \int_{R}^{R+\varepsilon} c_{0}^{\varepsilon} 2 \pi r d r \\
& =c_{0}^{\varepsilon} N \lambda \pi\left[(R+\varepsilon)^{2}-R^{2}\right]=c_{0}^{\varepsilon} N \lambda \pi \varepsilon(2 R+\varepsilon)
\end{aligned}
$$

In the domain $\tilde{\Omega}_{s}^{\varepsilon}$ occupied by the polymer, choose the new concentration

$$
c_{0}^{\varepsilon} \stackrel{\text { def }}{=} \frac{1}{\varepsilon}\left(\frac{1}{\lambda(2 R+\varepsilon) \pi}\right) \frac{m}{N}
$$

and the corresponding linear right-hand side

$$
\begin{equation*}
\ell^{\varepsilon}(v) \stackrel{\text { def }}{=} \int_{\tilde{\Omega}_{s}^{\varepsilon}} c_{0}^{\varepsilon} v d x \tag{4.3}
\end{equation*}
$$

The new variational problems indexed by $\varepsilon, 0<\varepsilon \leq e$, are

$$
\begin{equation*}
\exists q^{\varepsilon} \in V(\tilde{\Omega}) \quad \text { such that } \forall v \in V(\tilde{\Omega}), \quad a^{\varepsilon}\left(q^{\varepsilon}, v\right)=\ell^{\varepsilon}(v) \tag{4.4}
\end{equation*}
$$

where $\tilde{\Omega}$ is the open cylinder $C_{R+E}$ minus the stent $\tilde{\Sigma}_{s}$, as defined in (3.7).
4.2. Limiting process. The next step is to determine the limit $q^{0}$ of the dose $q^{\varepsilon}$ as $\varepsilon$ goes to zero, and to show that it is a solution of a new variational equation.

THEOREM 4.1. As $\varepsilon>0$ goes to zero, the solution $q_{\varepsilon} \in V(\tilde{\Omega})$ of (4.4) weakly converges to the solution $q^{0} \in V(\tilde{\Omega})$ of the variational equation

$$
\begin{equation*}
\forall v \in V(\tilde{\Omega}), \quad a^{0}\left(q^{0}, v\right)=\ell^{0}(v) \tag{4.5}
\end{equation*}
$$

where

$$
\begin{align*}
& \ell(v) \stackrel{\text { def }}{=} \int_{\tilde{\Sigma}_{s}} c_{s} v^{+} d x, \quad c_{s} \stackrel{\text { def }}{=} \frac{1}{\lambda 2 R \pi} \frac{m}{N},  \tag{4.6}\\
& a^{0}\left(q^{0}, v\right) \stackrel{\text { def }}{=} \int_{\tilde{\Omega}} \nabla q^{0} \cdot D^{0} \nabla v d x-\int_{\tilde{\Omega}_{l}} q^{0} u \cdot \nabla v d x+\int_{\tilde{\Gamma}_{l o}} u \cdot n_{l} q^{0} v d \Gamma \tag{4.7}
\end{align*}
$$

are the respective continuous linear and bilinear forms on $V(\tilde{\Omega}), c_{s}$ is the surface density of the product in $\mathrm{kg} / \mathrm{m}^{2}, v^{+}$is the trace of $v$ on the upper side of $\tilde{\Sigma}_{s}$, and $D^{0}$ is the diffusion defined almost everywhere in $\tilde{\Omega}$ :

$$
D^{0}(x) \stackrel{\text { def }}{=}\left\{\begin{align*}
D_{w} & \text { if } x \in \tilde{\Omega}_{w}^{0}  \tag{4.8}\\
D_{l} & \text { if } x \in \tilde{\Omega}_{l}
\end{align*}\right.
$$

Proof. The proof follows by standard arguments.
4.3. Equations for $\boldsymbol{q}^{\boldsymbol{0}}$. From the variational equation (4.5) for $q^{0}$ we get the following set of equations for the dose $q^{0}(x, t)$ :

$$
\begin{gather*}
\operatorname{div}\left(D_{w} \nabla q^{0}\right)=0 \quad \text { in } \tilde{\Omega}_{w}^{0}  \tag{4.9}\\
\operatorname{div}\left(D_{l} \nabla q^{0}-q^{0} u\right)=0 \quad \text { in } \tilde{\Omega}_{l} \tag{4.10}
\end{gather*}
$$



Fig. 5.1. Stent/lumen and stent/wall interfaces for $N$ struts (upper panel) and as $N$ goes to infinity (lower figure).

The boundary conditions are

$$
\begin{align*}
& \text { wall } \begin{cases}\frac{\partial q^{0}}{\partial n_{w}}=0 & \text { on } \tilde{\Gamma}_{w i} \cup \tilde{\Gamma}_{w o} \cup \tilde{\Gamma}_{R+E} \\
D_{w} \frac{\partial q^{0+}}{\partial n_{w}}=c_{s} & \text { on } \tilde{\Sigma}_{s}\end{cases} \\
& \text { lumen } \begin{cases}D_{l} \frac{\partial q^{0}}{\partial n_{l}}-u \cdot n_{l} q^{0}=0 & \text { or } \\
\begin{array}{ll}
\frac{\partial q^{0}}{\partial n_{l}}=0 & \text { on } \tilde{\Gamma}_{l i} \\
\frac{\partial q^{0-}}{\partial n_{l}}=0 & \text { on } \tilde{\Gamma}_{l o}
\end{array} \\
\text { on } \tilde{\Sigma}_{s}\end{cases} \tag{4.11}
\end{align*}
$$

The condition at the interface is

$$
\begin{equation*}
\text { wall/lumen } \quad D_{w} \frac{\partial q^{0}}{\partial n_{w}}+D_{l} \frac{\partial q^{0}}{\partial n_{l}}=0 \quad \text { on } \tilde{\Gamma}_{l w} . \tag{4.12}
\end{equation*}
$$

5. Asymptotic stent. In the design of the stent, we are left with several parameters: the surface density of product $c_{s}=m /(2 \pi R N \lambda)$, the total length of the space occupied by the stent $L_{s}=N L$, the ratio $\rho=N \lambda / N L=\lambda / L$ between the width of a strut $\lambda$ and the distance $L$ between two successive struts, and the total number $N$ of struts. Recall that the stent (see Figure 5.1 ) is specified by the set

$$
\tilde{\Sigma}_{s}^{N} \stackrel{\text { def }}{=} \bigcup_{i=1}^{N}\left\{\left(x_{1}, x_{2}, z\right): \begin{array}{l}
x_{1}^{2}+x_{2}^{2}=R^{2} \\
z_{i}-\frac{\lambda}{2} \leq z \leq z_{i}+\frac{\lambda}{2}
\end{array}\right\}, \quad z_{i}=z_{0}+\left(i-\frac{1}{2}\right) L, 1 \leq i \leq N
$$

where the superscript emphasizes the dependence on $N$. Recall that

$$
z_{0}=\frac{H-L_{s}}{2}>0
$$

Therefore the $N$-strut stent and the asymptotic stent will be centered in $[0, H]$ :

$$
\left.\left[z_{0}, z_{0}+L_{s}\right]=\left[z_{0}, z_{0}+N L\right] \subset\right] 0, H\left[\quad \text { and } \quad z_{0}+\frac{N L}{2}=\frac{H}{2}\right.
$$

In this section we construct an asymptotic model for the dose $q_{N}^{0}=q^{0}$ as the number of struts goes to infinity, while keeping constant the length $L_{s}$, the ratio $\rho$, and the surface density of the product $c_{s}$. Again the superscript on $q_{N}^{0}$ emphasizes the dependence of $q^{0}$ on $N$. The main technical difference between this and the asymptotic analysis in the previous section is that the space of the solution will also depend on $N$. In general, even if we can find a uniform bound in a large enough function space independent of $N$, we will not be able to use test functions in the fixed larger space unless the projection onto the $N$-dependent solution spaces is strongly continuous. This asymptotic problem is very similar to the Neumann sieve studied by $[13,5,7]$, where the plane surface is replaced by the lateral boundary of the cylinder of radius $R$. Fortunately here the total surface of the holes is constant and different from zero in the limiting process, and there will be no discontinuity of the trace of the asymptotic solution. The proof will use the weak convergence of a sequence of characteristic functions associated with the $N$-stent strut as in [6].
5.1. Construction of the asymptotic problem. Recall that for fixed $N$ the dose $q_{N}^{0}$ is the solution in the space

$$
\begin{gather*}
V\left(\tilde{\Omega}^{N}\right) \stackrel{\text { def }}{=} \begin{cases}H^{1}\left(\tilde{\Omega}^{N}\right), & \text { condition }(2.14)-(2.9) \text { on } u, \\
\left\{v \in H^{1}\left(\tilde{\Omega}^{N}\right):\left.v\right|_{\tilde{\Gamma}_{l i}}=0\right\}, & \text { condition }(2.8)-(2.9) \text { on } u,\end{cases}  \tag{5.1}\\
\tilde{\Omega}^{N} \stackrel{\text { def }}{=}\left\{\left(x_{1}, x_{2}, z\right):\left|x_{1}\right|^{2}+\left|x_{2}\right|^{2}<(R+E)^{2}, 0<z<H\right\} \backslash \tilde{\Sigma}_{s}^{N}
\end{gather*}
$$

of the variational equation

$$
\begin{equation*}
\forall v \in V_{N}, \quad a^{0}\left(q_{N}^{0}, v\right)=\ell_{N}^{0}(v) \tag{5.3}
\end{equation*}
$$

The linear form can now be rewritten in terms of the following characteristic function on $[0, H]$,

$$
\begin{gather*}
\chi_{N}(z) \stackrel{\text { def }}{=} \begin{cases}1 & \text { if } z \in \bigcup_{i=1}^{N}\left[z_{i}-\frac{\lambda}{2}, z_{i}+\frac{\lambda}{2}\right], \\
0 & \text { otherwise }\end{cases}  \tag{5.4}\\
\ell_{N}^{0}(v)=\int_{\tilde{\Sigma}_{s}^{N}} c_{s} v^{+} d x=\sum_{i=1}^{N} \int_{z_{i}-\frac{\lambda}{2}}^{z_{i}+\frac{\lambda}{2}} d z R \int_{0}^{2 \pi} d \theta c_{s} v\left(R^{+}, \theta, z\right)  \tag{5.5}\\
= \\
c_{s} \int_{0}^{H} d z \chi_{N}(z) R \int_{0}^{2 \pi} d \theta v\left(R^{+}, \theta, z\right),
\end{gather*}
$$

or in terms of the characteristic function $\chi_{\tilde{\Sigma}_{s}^{N}}$, defined on the target area $\tilde{\Sigma}$ in the lateral boundary of the cylinder $C_{R}$,

$$
\ell_{N}^{0}(v)=\int_{\tilde{\Sigma}} c_{s} \chi_{\tilde{\Sigma}_{s}^{N}} v^{+} d \tilde{\Sigma}, \quad \chi_{\tilde{\Sigma}_{s}^{N}}(x) \stackrel{\text { def }}{=} \begin{cases}1 & \text { if } x \in \tilde{\Sigma}_{s}^{N} \\ 0 & \text { otherwise }\end{cases}
$$

The bilinear form

$$
\begin{equation*}
a^{0}(w, v)=\int_{\tilde{\Omega}_{w}^{0}} D_{w} \nabla w \cdot \nabla v d x+\int_{\tilde{\Omega}_{l}}\left(D_{l} \nabla w-w u\right) \cdot \nabla v d x+\int_{\tilde{\Gamma}_{l o}} u \cdot n_{l} w v d \Gamma \tag{5.6}
\end{equation*}
$$

is independent of $N$. Assuming that there exist constants $L_{s}, 0<L_{s}<H$, and $\rho$, $0<\rho<1$, such that, as $N$ goes to infinity, $L N=L_{s}$ and $\lambda N=\rho L_{s}$, it is readily seen that the sequence $\left\{\chi_{N}\right\}$ is uniformly bounded in $L^{2}(0, H)$ and weakly convergent:

$$
\begin{gathered}
\forall p \geq 1, \quad \int_{0}^{H}\left(\chi_{N}\right)^{p} d z=\int_{0}^{H} \chi_{N} d z=N \lambda=\rho L_{s}=\text { constant } \\
\Rightarrow \chi_{N} \rightharpoonup \rho \chi_{\left[z_{0}, z_{0}+L_{s}\right]} \quad L^{2}(0, H) \text {-weak } \\
\forall \varphi \in L^{2}(0, H), \quad \int_{0}^{H} \chi_{N} \varphi d z \rightarrow \rho \int_{z_{0}}^{z_{0}+L_{s}} \varphi d z
\end{gathered}
$$

where

$$
\chi_{\left[z_{0}, z_{0}+L_{s}\right]}(z) \stackrel{\text { def }}{=} \begin{cases}1, & z \in\left[z_{0}, z_{0}+L_{s}\right]  \tag{5.7}\\ 0 & \text { otherwise } .\end{cases}
$$

Equivalently,

$$
\chi_{\tilde{\Sigma}_{s}^{N}} \rightharpoonup \rho \chi_{\tilde{\Sigma}} \quad L^{2}(\tilde{\Sigma}) \text {-weakly } \quad \text { and } \quad \forall \varphi \in L^{2}(\tilde{\Sigma}), \quad \int_{\tilde{\Sigma}} \chi_{\tilde{\Sigma}_{s}^{N}} \varphi d \Sigma \rightarrow \rho \int_{\tilde{\Sigma}} \varphi d \Sigma,
$$

where $\tilde{\Sigma}$ is the target area as defined in (2.3).
Since $L_{s}=N L, \lambda N=\rho L_{s}$, and $\rho=\lambda / L$ are constant in the limiting process, we get for all $v$ in $L^{2}(\tilde{\Sigma})$

$$
\begin{aligned}
\ell_{N}^{0}(v) & =c_{s} \int_{\tilde{\Sigma}} \chi_{\tilde{\Sigma}_{s}^{N}} v d \Sigma=c_{s} \int_{0}^{H} d z \chi_{N}(z) R \int_{0}^{2 \pi} d \theta v\left(R^{+}, \theta, z\right) \\
& \rightarrow \ell_{\infty}^{0}(v) \stackrel{\text { def }}{=} c_{s} \rho \int_{z_{0}}^{z_{0}+L_{s}} d z R \int_{0}^{2 \pi} d \theta v\left(R^{+}, \theta, z\right)=c_{s} \rho \int_{\tilde{\Sigma}} v^{+} d \Gamma
\end{aligned}
$$

This suggests introducing the new domain $\tilde{\Omega}^{\infty}$,

$$
\begin{equation*}
\tilde{\Omega}^{\infty} \stackrel{\text { def }}{=} \tilde{\Omega}^{0} \backslash \tilde{\Sigma} \tag{5.8}
\end{equation*}
$$

in the open cylinder $C_{R+E}$,

$$
\begin{equation*}
\tilde{\Omega}^{0} \stackrel{\text { def }}{=} C_{R+E}=\left\{\left(x_{1}, x_{2}, z\right):\left|x_{1}\right|^{2}+\left|x_{2}\right|^{2}<(R+E)^{2}, 0<z<H\right\} \tag{5.9}
\end{equation*}
$$

along with the new larger space of solution

$$
V\left(\tilde{\Omega}^{\infty}\right) \stackrel{\text { def }}{=} \begin{cases}H^{1}\left(\tilde{\Omega}^{\infty}\right), & \text { condition }(2.14)-(2.9) \text { on } u,  \tag{5.10}\\ \left\{v \in H^{1}\left(\tilde{\Omega}^{\infty}\right):\left.v\right|_{\tilde{\Gamma}_{l i}}=0\right\}, & \text { condition }(2.8)-(2.9) \text { on } u,\end{cases}
$$

and the smaller space

$$
V\left(\tilde{\Omega}^{0}\right) \stackrel{\text { def }}{=} \begin{cases}H^{1}\left(\tilde{\Omega}^{0}\right), & \text { condition }(2.14)-(2.9) \text { on } u  \tag{5.11}\\ \left\{v \in H^{1}\left(\tilde{\Omega}^{0}\right):\left.v\right|_{\tilde{\Gamma}_{l i}}=0\right\}, & \text { condition }(2.8)-(2.9) \text { on } u .\end{cases}
$$

Observe that for all $N \geq 1, V\left(\tilde{\Omega}^{0}\right) \subset V\left(\tilde{\Omega}^{N}\right) \subset V\left(\tilde{\Omega}^{\infty}\right)$, and recall that the linear term acts only on the upper part of the new crack $\tilde{\Sigma}$, that is,

$$
\begin{equation*}
\ell_{\infty}^{0}(v) \stackrel{\text { def }}{=} \int_{\tilde{\Sigma}} \rho c_{s} v^{+} d \Gamma \tag{5.12}
\end{equation*}
$$

It is easy to show that the solutions $q_{N}^{0}$ are uniformly bounded in the norm of $V\left(\tilde{\Omega}^{\infty}\right)$, that there is a subsequence which weakly converges to some $q_{\infty}^{0} \in V\left(\tilde{\Omega}^{\infty}\right)$, and that $q_{\infty}^{0}$ is a solution of the variational equation

$$
\begin{equation*}
\forall v \in V\left(\tilde{\Omega}^{0}\right), \quad a^{0}\left(q_{\infty}^{0}, v\right)=\ell_{\infty}^{0}(v) \tag{5.13}
\end{equation*}
$$

However this equation is incomplete since the test function belongs to the smaller space $H^{1}\left(\tilde{\Omega}^{0}\right)$ which does not see the crack $\tilde{\Sigma}$.

THEOREM 5.1. Assume that there exist constants $L_{s}, 0<L_{s}<H$, and $\rho$, $0<\rho<1$, such that, as $N$ goes to infinity, ${ }^{3} L N=L_{s}$ and $\lambda N=\rho L_{s}$. The sequence of solutions $q_{N}^{0} \in V\left(\tilde{\Omega}^{N}\right)$ converges $V\left(\tilde{\Omega}^{\infty}\right)$-weakly to $q_{\infty}^{0}$, which is the solution in $V\left(\tilde{\Omega}^{0}\right)$ of the variational equation

$$
\begin{equation*}
\exists q_{\infty}^{0} \in V\left(\tilde{\Omega}^{0}\right) \quad \text { such that } \forall v \in V\left(\tilde{\Omega}^{0}\right), \quad a^{0}\left(q_{\infty}^{0}, v\right)=\ell_{\infty}^{0}(v) \tag{5.14}
\end{equation*}
$$

where the continuous bilinear and the linear forms $a^{0}$ and $\ell_{\infty}^{0}$ are given by the expressions (5.6) and (5.12).

Remark 5.1. When the product is applied on the inner and outer surfaces of the stent, the asymptotic model predicts that the two sides contribute to increasing the total dose in the wall.

Proof. By the weak convergence of $\left\{q_{N}^{0}\right\}$ in $V\left(\tilde{\Omega}^{\infty}\right)$, the jump $\left.\left[q_{N}^{0}\right] \stackrel{\text { def }}{=}\left(q_{N}^{0+}-q_{N}^{0-}\right)\right|_{\tilde{\Sigma}}$ of $q_{N}^{0}$ across $\tilde{\Sigma}$ strongly converges:

$$
\left[q_{N}^{0}\right] \rightarrow\left[q_{\infty}^{0}\right] \quad L^{2}(\tilde{\Sigma}) \text {-strongly } .
$$

By continuity of the trace of $q_{N}^{0}$ across the region of the holes $\tilde{\Sigma} \backslash \tilde{\Sigma}_{s}^{N}$,

$$
\forall \varphi \in L^{2}(\tilde{\Sigma}), \quad \int_{\tilde{\Sigma} \backslash \tilde{\Sigma}_{s}^{N}}\left[q_{N}^{0}\right] \varphi d \Gamma=0
$$

Since we already have

$$
\chi_{N} \rightharpoonup \rho \chi_{\left[z_{0}, z_{0}+L_{s}\right]} \quad L^{2}(0, H) \text {-weakly } \quad \text { and } \quad \chi_{\tilde{\Sigma}_{s}^{N}} \rightharpoonup \rho \chi_{\tilde{\Sigma}} \quad L^{2}(\tilde{\Sigma}) \text {-weakly }
$$

then for all $\varphi \in L^{2}(\tilde{\Sigma})$

$$
\begin{aligned}
0= & \int_{\tilde{\Sigma} \backslash \tilde{\Sigma}_{s}^{N}}\left[q_{N}^{0}\right] \varphi d \Gamma=\int_{\tilde{\Sigma}}\left(1-\chi_{\tilde{\Sigma}_{s}^{N}}\right)\left[q_{N}^{0}\right] \varphi d \Gamma \\
& \rightarrow \int_{\tilde{\Sigma}}\left(1-\rho \chi_{\tilde{\Sigma}}\right)\left[q_{\infty}^{0}\right] \varphi d \Gamma=(1-\rho) \int_{\tilde{\Sigma}}\left[q_{\infty}^{0}\right] \varphi d \Gamma \\
& \Rightarrow \forall \varphi \in L^{2}(\tilde{\Sigma}), \quad(1-\rho) \int_{\tilde{\Sigma}}\left[q_{\infty}^{0}\right] \varphi d \Gamma=0
\end{aligned}
$$

Hence for $0 \leq \rho<1$

$$
\left[q_{\infty}^{0}\right]=0 \text { along } \tilde{\Sigma} \quad \Rightarrow q_{\infty}^{0} \in H^{1}\left(\tilde{\Omega}^{0}\right) \quad \Rightarrow q_{\infty}^{0} \in V\left(\tilde{\Omega}^{0}\right)
$$

Combining $q_{\infty}^{0} \in V\left(\tilde{\Omega}^{0}\right)$ with (5.13) and the fact that $a^{0}$ is coercive on $V\left(\tilde{\Omega}^{0}\right)$, we conclude that $q_{\infty}^{0}$ is the unique solution of the variational equation (5.14).

[^50]5.2. Equations for the dose of the asymptotic stent. From the variational equation (5.14) for $q_{\infty}^{0}$ we get the following set of equations for the dose $q_{\infty}^{0}(x, t)$ :
\[

$$
\begin{gather*}
\operatorname{div}\left(D_{w} \nabla q_{\infty}^{0}\right)=0 \quad \text { in } \tilde{\Omega}_{w}^{0}  \tag{5.15}\\
\operatorname{div}\left(D_{l} \nabla q_{\infty}^{0}-q_{\infty}^{0} u\right)=0 \quad \text { in } \tilde{\Omega}_{l} . \tag{5.16}
\end{gather*}
$$
\]

The boundary conditions are

$$
\begin{align*}
\text { wall } & \left\{\begin{array}{ll}
\frac{\partial q_{\infty}^{0}}{\partial n_{w}}=0 & \text { on } \tilde{\Gamma}_{w i} \cup \tilde{\Gamma}_{w o} \cup \tilde{\Gamma}_{R+E}, \\
\text { lumen } & \begin{cases}D_{l} \frac{\partial q_{\infty}^{0}}{\partial n_{l}}-u \cdot n_{l} q_{\infty}^{0}=0 \text { or } q_{\infty}^{0}=0 & \text { on } \tilde{\Gamma}_{l i} \\
\frac{\partial q_{\infty}^{0}}{\partial n_{l}}=0 & \text { on } \tilde{\Gamma}_{l o}\end{cases}
\end{array} .\right.
\end{align*}
$$

The condition at the interface is

$$
\text { wall/lumen } \quad D_{w} \frac{\partial q_{\infty}^{0}}{\partial n_{w}}+D_{l} \frac{\partial q_{\infty}^{0}}{\partial n_{l}}= \begin{cases}0 & \text { on } \tilde{\Gamma}_{l w}^{\infty}  \tag{5.18}\\ \rho c_{s} & \text { on } \tilde{\Sigma}\end{cases}
$$

where

$$
\begin{equation*}
\tilde{\Gamma}_{l w}^{\infty}=\left\{\left(x_{1}, x_{2}, z\right): x_{1}^{2}+x_{2}^{2}+z^{2}=R^{2} \text { and } z \in\right] 0, H\left[\backslash\left[z_{0}, z_{0}+L_{s}\right]\right\} \tag{5.19}
\end{equation*}
$$

5.3. Extension to general periodic stents. The previous modeling and asymptotic analysis rests on the introduction of a periodic characteristic function (only a function of the axial variable $z$ ). Yet the modeling and the variational equations of section 4 remain true for an arbitrary characteristic function $\chi(z, \theta)$ of the axial variable $z$ and the angular variable $\theta$ in cylindrical coordinates. Stents with a periodicity in a transverse direction (e.g., a spiral or helical shape) can now be considered and, once the pattern (cf. Figure 1.2) of the periodic stent has been selected, an asymptotic analysis similar to that of the previous subsections can be carried out.

Given an arbitrary characteristic function $\chi$ defined in the target area $\tilde{\Sigma}$,

$$
\begin{equation*}
\chi \in X(\tilde{\Sigma}) \stackrel{\text { def }}{=}\left\{\chi \in L^{2}(\tilde{\Sigma}):(1-\chi) \chi=0 \text { a.e. in } \tilde{\Sigma}\right\} \tag{5.20}
\end{equation*}
$$

the zero-thickness stent is completely specified by

$$
\begin{equation*}
\tilde{\Sigma}_{s}(\chi) \stackrel{\text { def }}{=}\{x \in \tilde{\Sigma}: \chi(x)=1\} \tag{5.21}
\end{equation*}
$$

the cracked open domain by

$$
\begin{equation*}
\tilde{\Omega}(\chi) \stackrel{\text { def }}{=}\left\{\left(x_{1}, x_{2}, z\right): x_{1}^{2}+x_{2}^{2}<(R+E)^{2} \text { and } 0<z<H\right\} \backslash \tilde{\Sigma}_{s}(\chi) \tag{5.22}
\end{equation*}
$$

and the space of solutions by

$$
\begin{equation*}
V(\chi)=V(\tilde{\Omega}(\chi)) \stackrel{\text { def }}{=}\{v \in V(\tilde{\Omega}):(1-\chi)[v]=0 \text { on } \tilde{\Sigma}\} \tag{5.23}
\end{equation*}
$$

where $[v]$ denotes the jump of $v$ across the target surface $\tilde{\Sigma}$. The dose $q=q(\chi)$ is the solution of the variational equation

$$
\begin{equation*}
\exists q \in V(\chi) \quad \text { such that } \forall v \in V(\chi), \quad a^{0}(q, v)=\ell^{0}(\chi ; v) \tag{5.24}
\end{equation*}
$$

Table 6.1
Parameters.

|  | Artery and Blood |  |  |
| :---: | :---: | :---: | :---: |
| Notation | Description | mm | a-dimensional |
| $R$ | Radius of the lumen | 1.5 | 0.5 |
| $E$ | Thickness of the wall of the artery | 0.4 | 0.133 |
| Re | Reynold's number |  | 141.8 |
| $\mathrm{Pe}_{l}$ | Peclet's number |  | $10^{8}$ |
|  | Wiktor stent |  |  |
| Notation | Description | mm | x $/ 3 \mathrm{~mm}$ |
| $N$ | Number of struts |  | 24 |
| $\lambda=2 r$ | Diameter of the strut | 0.15 | 0.05 |
| $L$ | Distance between two struts | 0.7 | 0.233 |
| $\rho$ | Ratio $=$ area of the stent $/ 2 \pi R L_{s}$ |  | 0.214 |
| $L_{s}$ | Length of the target area | 16.8 | 5.6 |
|  | Geometry |  |  |
| Notation | Description | mm | a-dimensional |
| $R$ | Radius of the lumen | 1.5 | 0.5 |
| $E$ | Thickness of the artery wall | 0.4 | 0.133 |
| $R+E$ | Radius of the artery | 1.9 | 0.63333 |
| $L_{s}$ | Length of the target area | 16.8 | 5.6 |
| $z_{0}$ | Length of the inlet section | 16.8 | 5.6 |
| $z_{0}$ | Length of the outlet section | 16.8 | 5.6 |
| H | Length of the artery | 50.4 | $16.8$ |
| $\rho$ | Ratio $=$ area of the stent $/ 2 \pi R L_{s}$ |  | 0.1 to 0.9 |
|  | Parameters of the diffusion |  |  |
| Notation | Description |  | a-dimensionsl |
| $\mathrm{Pe}_{p}$ | Diffusion in the wall (Peclet's number) |  | $10^{8}$ |
| $\mathrm{Pe}_{l}$ | Diffusion in the lumen (Peclet's number) |  | $10^{8}$ |
| $c_{s}$ | Surface density of product |  | $10^{-8}$ |

where

$$
\begin{gather*}
a^{0}(w, v) \stackrel{\text { def }}{=} \int_{\tilde{\Omega}_{p}^{o}} D_{w} \nabla w \cdot \nabla v d x+\int_{\tilde{\Omega}_{l}}\left(D_{l} \nabla w-w u\right) \cdot \nabla v d x+\int_{\tilde{\Gamma}_{l o}} u \cdot n_{l} w v d \Gamma  \tag{5.25}\\
\ell^{0}(\chi ; v) \stackrel{\text { def }}{=} \int_{\tilde{\Sigma}} c_{s} \chi v d \tilde{\Sigma}
\end{gather*}
$$

The notation emphasizes the fact that $\ell^{0}$ and $V$ both depend on $\chi$. This generalizes the equation of the dose to a stent of arbitrary geometry.
6. Numerical experimentation. In this section we complete the theoretical results by extensive numerical simulations in order to get a feeling for the kind of phenomena involved. The velocity profile $u$ of the flow in the lumen has been obtained by solving the incompressible Navier-Stokes equations (269,000 unknowns). The geometry and the equation of the dose have been scaled in order to work with dimensionless variables. The geometry of the artery, the parameters of the incompressible NavierStokes equation, and the characteristics of the diffusion-transport equation are given in Table 6.1 with the condition $q=0$ on $\tilde{\Sigma}_{l i}$. As a point of comparison, the parameters of the Wiktor stent were approximatively $L=0.7 \mathrm{~mm}$ for the distance between the centers of two struts, $\lambda=0.15 \mathrm{~mm}$ for the width, and $3-4 \mathrm{~mm}$ for the diameter. The number of struts was $N=24$, which gives a target area of length $L_{s}=16.8 \mathrm{~mm}$ and a ratio $\rho=0.15 / 0.7 \simeq 0.214$.


FIG. 6.1. Dose versus the position $z$ along the axis at the exterior radius $R+E=0.6333$ of the artery as a function of the number of struts $N$ for $\rho=0.1$.

We have made the computations for $\rho=0.1,0.2,0.5$, and 0.9 and for $N$ from 1 to 382. We have chosen to display the dose at the outer radius $R+E$ of the artery for the case $\rho=0.1$ in order to avoid the large fluctuations at the lumen/wall interface. The graphs of the dose start at $z_{0}=6$ and extend to $z_{0}+18$, which goes slightly beyond the target region of length $L_{s}=16.8$ with the variable $z-z_{0}$ in abscissa. They are displayed for different values of the number of struts $N$. Because of the broad range of numerical values of the dose, three sets of graphs are used. Figure 6.1 is in the range of 0 to 2.7 for $N=1,6,12,24,48,96, \infty$. At that scale, only the cases $N=1$, 6 , and 12 are visible. Figure 6.2 has two sets of graphs: the first one in the range of 0 to 0.0065 for $N=24,48,96,192,384$, and $N=\infty$, and the second one in the range of 0 to 0.0020 for $N=48,96,192,384$, and $N=\infty$.

As an indication of the highly irregular behavior of the dose in the vicinity of the stent, two figures give an $(r, z)$-plot of the dose at the upstream end of the target region occupied by the stent. For $\rho=0.1$, Figure 6.3 corresponds to $N=382$ struts and Figure 6.4 to the asymptotic stent. Notice the sharp spikes in the area of the struts and the sharp drop between two struts. It is also interesting that, even if the asymptotic theory predicts that the dose is continuous across the wall/lumen interface, a sharp drop is observed in the dose near the target area $\tilde{\Sigma}$ of the wall/lumen interface due to the high level of convection in the lumen. To get sharp and stable results, a very large number of variables was used in the numerical computations. Complete numerical tests and a description of the numerical method used will be reported in a subsequent paper. Finally, Table 6.2 gives the integral of the dose as a function of the number of struts $N$ and the ratio $\rho$.


Fig. 6.2. Dose versus the position $z$ along the axis at the exterior radius $R+E=0.6333$ of the artery as a function of the number of struts $N$ for $\rho=0.1$. The lower graph is a zoom of the upper one to show the dose for $N \geq 48$ in the range from 0 to .0020 .


Fig. 6.3. Dose as a function of $(r, z)$ for $N=382$ at the upstream end of $\tilde{\Sigma}$.


Fig. 6.4. Dose as a function of $(r, z)$ for $N=\infty$ at the upstream end of $\tilde{\Sigma}$.

TABLE 6.2
Integral of the dose in the wall as a function of $\rho$ and $N$ (blanks indicate no computation).

| $N$ | $\rho=0.1$ | $\rho=0.2$ | $\rho=0.5$ | $\rho=0.9$ |
| :---: | ---: | ---: | ---: | ---: |
| 1 | $2.4462610^{-1}$ | $1.76146 \quad 10^{+0}$ | $2.5799510^{+1}$ | $1.4757610^{+2}$ |
| 6 | $1.5769710^{-2}$ | $7.9622310^{-2}$ | $8.8481910^{-1}$ | $4.6475710^{+0}$ |
| 12 | $7.3799510^{-3}$ | $3.1422610^{-2}$ | $2.7927410^{-1}$ | $1.4054810^{+0}$ |
| 24 | $3.8217510^{-3}$ | $1.4589310^{-2}$ | $1.0469610^{-1}$ | $5.2782710^{-1}$ |
| 48 | $2.1071210^{-3}$ | $7.4094610^{-3}$ | $4.8375110^{-2}$ | $2.4186710^{-1}$ |
| 96 | $1.2585810^{-3}$ | $3.8051810^{-3}$ | $2.4758110^{-2}$ | $1.16813310^{-1}$ |
| 192 | $9.409410^{-4}$ |  |  |  |
| 384 | $8.028510^{-4}$ |  |  |  |
| asymptotic | $7.7910^{-4}$ | $1.5423410^{-3}$ | $3.8558610^{-3}$ | $6.9405610^{-3}$ |

## 7. Concluding remarks.

7.1. The onchocerciasis control problem. A problem closely related to the coating of stents is the onchocerciasis control program [2]. Black flies are known not only as a nuisance, causing economic losses in different areas of human activities, but also as transmitters of pathogens and parasites to man and animals. In some areas, black flies are vectors of a filarial worm (Onchocerca volvulus) which causes a serious endemic disease whose final stage is known as river blindness. The strategy chosen to combat this parasite was to break the chain of transmission by destroying the vector at its most vulnerable state, that is, the larval state. To control black fly larvae in running waters, special products have been developed with targeted toxic effects. Helicopters are used to periodically spray the rivers at prescribed sites over very large geographical areas. The objective was to minimize the total amount of larvicide used to treat a segment of river while maintaining a mortality rate $P$ of the larvae at each point in the river. The control parameters were the number of injections, the amount injected, and the location of the injections. It turned out that the minimum total weight corresponds to an infinity of uniformly distributed injection points. Of course, this asymptotic solution is not practically implementable when the injections are made by helicopters crossing the river. In practice, with real parameters, there was a significant drop in the minimal weights going from 1 ( 166.9 kg ) to $2(22.97 \mathrm{~kg}$ ) to $3(13.12 \mathrm{~kg})$ injections, and $20(5.9 \mathrm{~kg})$ injections gave a total weight close to the asymptotic solution ( 5.34 kg ). Experiments and measurements were possible in the laboratory, and a reliable relation between the mortality rate $P$ of the larvae and the required dose was established.

Table 7.1
Approximate amplitude of the dose for $\rho=0.1$ as a function of $N$.

| $N$ | 1 | 6 | 24 | 48 | 96 | 192 | 384 | asympt. |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Dose | 2.6000 | 0.1000 | 0.0068 | 0.0020 | 0.0010 | 0.00075 | 0.00065 | 0.00065 |

7.2. Analogies between the two problems. The injection points on the river correspond to the positions of our struts. What is required is a relatively uniform dose in the wall along the target area in the vicinity of the lumen. In Figure 6.1 the case $N=1$ gives a peak of 2.6 concentrated at the center of the stent for $N=1$. Figure 6.2 goes to smaller scales. Starting with $N=6$, the dose is roughly periodic in the target area and its amplitude decreases as $N$ increases, as shown in Table 7.1. As in the onchocerciasis control problem and with realistic parameters, we observe a very high sensitivity of the amplitude of the dose for $N$ small, but after $N=24$ we have
practically reached the asymptotic level. Recall that the original Wiktor stent had $N=24$ struts. If the mass surface density $c_{s}$ becomes a design parameter, we could require a minimum therapeutic dose $q_{\min }$ on the upper side of the target area $\tilde{\Sigma}$ or in a small region $S^{\prime}$ above $\tilde{\Sigma}$,

$$
\begin{gather*}
q(\chi)^{+} \geq q_{\min } \text { on } \tilde{\Sigma} \text { or } q(\chi)^{+} \geq q_{\min } \text { on } S^{\prime},  \tag{7.1}\\
S^{\prime} \stackrel{\text { def }}{=}\left\{\left(x_{1}, x_{2}, z\right): \begin{array}{l}
R^{2}<x_{1}^{2}+x_{2}^{2}<\left(R+e^{\prime}\right)^{2} \\
z_{0}<z<z_{0}+L_{s}
\end{array}\right\}, \quad 0<e^{\prime}<E, \tag{7.2}
\end{gather*}
$$

while minimizing $c_{s}$.
This strategy is probably not far from what is required for the design. Yet the wall of the artery is quite different from a river. In the wall there are biochemical effects and dynamics that are not fully understood or, more importantly, quantified. Following the implant of a stent, the endothelial wall is seriously damaged. It is necessary to delay the growth of smooth muscle cells to give time for the arterial wall to be recolonized by endothelial cells that contain chemical mediators responsible for orderly control of the growth process. Without such cells the growth process goes incorrectly. What is required is a relationship between the rate of growth of the smooth muscle cells (analgous to the larval mortality rate in [2]) and the dose in the vicinity of the wall/lumen interface. This could be obtained by ex vivo experiments and measurements to relate the rate of growth of the smooth muscle cells to the therapeutic dose.

As a side remark, clinical observations indicate that restenosis often takes place at the ends of the stent. This is corroborated by the fact that the dose sharply drops at both ends of the stent, as predicted in Figures 6.2, 6.3, and 6.4.
7.3. Impact on the design process. Using real parameters, our numerical simulations have revealed the high sensitivity of the dose to the number of struts $N$ of a periodic stent. The space distribution of the dose is almost periodic in the target area: It is maximal at the strut and decreases to a minimal value between two adjacent struts. The results also show that the design parameter $N$ effectively controls the amplitude and the uniformity of the dose in the target area and that the dose is always above the dose of the asymptotic stent (cf. Figure 6.2). Furthermore, the amplitude of the dose diminishes as the number of struts is increased.

As the quantitative discussion of section 7.2 indicates, even if an asymptotic stent cannot be constructed, a periodic stent (with a sufficiently large number of struts) can be designed to produce a distribution of the dose that is very close to that of the asymptotic stent. In view of this analysis, the design of a stent should start from the asymptotic analysis described in section 5. From a numerical point of view, this is simple and requires only two-dimensional simulations. Given a bioactive material, the lower therapeutic bound on the dose, a fixed target area, and a deployment ratio $\rho$, the asymptotic stent would yield an estimate of the minimum value of the required mass surface density $c_{s}$ (that is, a minimum total mass of bioactive material). The coating thickness of this material is easily obtained from the required total mass and the area of the target surface. Using the parameters obtained from the asymptotic design, the next step is to choose the number of struts $N$ of the periodic stent of section 4. The numerical experiments of Figure 6.2 show that, for the same mass surface density $c_{s}$ and ratio $\rho$, the dose of the periodic stent with a finite number of struts always lies above the dose for the asymptotic stent. Hence the same $c_{s}$ can be used for an $N$-strut stent to achieve the same lower therapeutic bound. Then the
designer can adjust the number of struts and possibly reduce $c_{s}$ in order to keep the dose under the upper therapeutic bound. This problem is two-dimensional and shares with the asymptotic stent the same geometrical simplicity.

As is often the case in design problems associated with complex systems, a simple operational model incorporating sensitive design parameters and retaining the essential features of the system can be extremely useful in quickly and economically identifying a good suboptimal design. Our analysis and design approach fall into that category and readily extend to more complex periodic stents (cf. section 5.3). As a better understanding of the biochemical and biophysical mechanisms in the wall becomes available, it will be incorporated into the model and the formulation of the design objectives in order to sharpen our results and improve the design process.
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#### Abstract

The chief purpose of this paper is to formulate and partly analyze a new mathematical model for continuous sedimentation-consolidation processes of flocculated suspensions in clarifierthickener units. This model appears in two variants for cylindrical and variable cross-sectional area units, respectively (Models 1 and 2). In both cases, the governing equation is a scalar, strongly degenerate parabolic equation in which both the convective and diffusion fluxes depend on parameters that are discontinuous functions of the depth variable. The initial value problem for this equation is analyzed for Model 1. We introduce a simple finite difference scheme and prove its convergence to a weak solution that satisfies an entropy condition. A limited analysis of steady states as desired stationary modes of operation is performed. Numerical examples illustrate that the model realistically describes the dynamics of flocculated suspensions in clarifier-thickeners.
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1. Introduction. Continuously operated clarifier-thickener units for the solidliquid separation of suspensions are widely used in chemical engineering, mineral processing, the pulp-and-paper and food industries, and wastewater treatment. For many purposes, spatially one-dimensional mathematical models of these units are sufficient. They are usually based on the kinematic sedimentation theory by Kynch [62], which describes the batch settling of a so-called ideal suspension of small, equal-sized rigid spheres in a viscous fluid by the conservation law $u_{t}+b(u)_{x}=0$ for the solids volume fraction $u$ as a function of depth $x$ and time $t$. The material-specific properties of the suspension are described by the Kynch batch flux density function $b(u)$. If a global conservation of mass principle is taken into account, then the extension of this theory to clarifier-thickener units leads to a conservation law with a flux that depends discontinuously on $x$, since the suspension feed flow is split into upwardsand downwards-directed bulk flows into the clarification and thickening zones, respectively. The discontinuous flux makes the well-posedness analysis and numerical simulation of the clarifier-thickener model difficult.

As is well known, the solution of the conservation law arising from the kinematic theory propagates along characteristics, which are straight lines in cylindrical vessels. However, most suspensions are not ideal; rather, they consist of small flocs, or as we
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Fig. 1.1. Clarifier-thickener units treating a flocculated suspension: (a) steady-state operation in conventional mode, (b) steady-state operation in high-rate mode, (c) a variant of the clarifierthickener setup with a vertical feed inlet.
say, they are flocculated. These mixtures include inorganic slurries such as tailings from mineral processing, which are flocculated artificially in order to enhance settling rates, as well as biological sludges in wastewater treatment. They form compressible sediment layers, which are characterized by curved isoconcentration lines in settling columns, and can therefore not be predicted by the kinematic theory. Instead, an extended dynamic model including pore pressure and effective solids stress has to be used. Such a model is provided by a theory of sedimentation-consolidation processes [10, 27], whose governing equation (if the model is reduced to one space dimension) is a quasi-linear degenerate parabolic equation, which degenerates into the equation of first-order hyperbolic type of the kinematic sedimentation model when $u \leq u_{\mathrm{c}}$, where $u_{\mathrm{c}}$ is a material-dependent critical concentration or gel point at which the solid flocs start to touch each other.

It is the purpose of this paper to present and analyze a clarifier-thickener model for flocculated suspensions as a combination of the first-order models for ideal suspensions with the sedimentation-consolidation theory, which contributes a strongly degenerate diffusion term. The proposed model consists of an initial value problem for a strongly degenerate parabolic PDE, in which both the convective flux and the diffusion flux depend discontinuously on the spatial variable $x$.

To be more precise, we consider a continuously operated axisymmetric clarifierthickener vessel as drawn in two variants in Figures 1.1(a) and (b) and Figure 1.1(c), respectively. Throughout this paper, we assume that all flow variables depend on depth $x$ and time $t$ only. This means in particular that $u$ is assumed to be constant across each horizontal cross section. We subdivide the vessel into four different zones:
the thickening zone $\left(0<x<x_{\mathrm{R}}\right)$, which is usually the unique zone considered in conventional analyses of continuous sedimentation, the clarification zone ( $x_{\mathrm{L}}<x<0$ ) located above, the underflow zone $\left(x>x_{\mathrm{R}}\right)$, and the overflow zone $\left(x<x_{\mathrm{L}}\right)$. The vessel is continuously fed at depth $x=0$, the feed level, with fresh feed suspension at a volume feed rate $Q_{\mathrm{F}}(t) \geq 0$. The concentration of the feed suspension is $u_{\mathrm{F}}(t)$. The prescribed volume underflow rate, at which the thickened sediment is removed from the unit, is $Q_{\mathrm{R}}(t) \geq 0$. Consequently, the overflow rate is $Q_{\mathrm{L}}(t)=Q_{\mathrm{R}}(t)-Q_{\mathrm{F}}(t)$, where we assume that the two control functions $Q_{\mathrm{F}}(t)$ and $Q_{\mathrm{R}}(t)$ are chosen such that $Q_{\mathrm{L}}(t) \leq 0$. Of course, the solids concentrations in the underflow and overflow cannot be prescribed and are part of the solution. Furthermore, we distinguish between the four abovementioned zones in the clarifier-thickener, which are a property of the equipment modeled, and the clear liquid, hindered settling, and compression regions, in which a suspension at a given point of time has the concentrations zero, $0<u \leq u_{\mathrm{c}}$, and $u>u_{c}$, respectively. Thus, the time-dependent location of the regions is a property of a particular flow, that is, of the solution to the problem. Finally, let us mention that the hypothetical assumption $Q_{\mathrm{F}}<0$ would mean that material is suctioned from rather than injected into the unit (as corresponding to our assumption $\left.Q_{\mathrm{F}} \geq 0\right)$. This case is not included in the present analysis.

The model includes two different stationary modes of operation that are usually distinguished in the applicative literature [34]: conventional operation, as shown in Figure 1.1(a), when the sediment level (where $u=u_{\mathrm{c}}$ ) is located below the feed level, and high-rate (also known as high-capacity) operation (Figure 1.1(b)), when one lets the sediment level (and thus the compression region) rise into the clarification zone. In the latter mode of operation, practitioners observe that the concentration above the compression region usually is zero. These distinctions are made in engineering applications, and we will show that both modes are captured by the model which we analyze in this paper. Figure 1.1(c) shows a variant of the clarifier-thickener setup of Figures 1.1(a) and (b), in which the feed flow enters the vessel from above through a feed inlet. Note that the feed inlet will usually occupy some of the crosssectional area of the vessel. We assume that the vessel drawn in Figure 1.1(c) is controlled by regulating the feed flow $Q_{\mathrm{F}}$ and the discharge flow $Q_{\mathrm{R}}$, such that no active control of the overflow rate $Q_{\mathrm{L}}$ is necessary. In any circumstance we consider a submerged feed source at a fixed vertical location. The notion "high rate" stems from the observation that this mode of operation usually permits higher solids throughput than the conventional mode, since the clarification zone can handle part of the solids feed flux. Capacity and design calculations based on the new model are, however, outside the scope of this paper. For the sake of simplicity, we also neglect the action of the rake provided in most industrial thickeners, which rotates above the gently sloped floor of the thickener to move the concentrated sediment towards the discharge opening.

Similar clarifier-thickener models were proposed by several authors including Barton, Li, and Spencer [6], Chancelier, Cohen de Lara, and Pacard [30], and Lev, Rubin, and Sheintuch [64]. All available treatments are, however, limited to the case of an ideal (nonflocculated) suspension, which is included as a special case in our analysis. In addition, we point out that in [30] the problem of flux discontinuities is circumvented by smoothing out the flux in small $\varepsilon$-neighborhoods of the flux around the levels zero and $x_{\mathrm{R}}$ (in our notation). However, uniqueness for $\varepsilon \rightarrow 0$ is proved in [30] for steady-state solutions only. Important contributions to the analysis and the determination of solutions to clarifier-thickener models for ideal suspensions have been made by Diehl [39, 40, 41, 42, 43], in which local-in-time existence and uniqueness
results for problems with piecewise constant initial data are obtained [39, 40, 41] and stationary solutions are completely classified [41, 43]. Numerical simulations using a Godunov-type scheme are presented in [40, 41, 42]. The paper [34] presents a limited discussion of a steady-state clarifier-thickener model for flocculated suspensions that has many features in common with the one presented here but is incomplete in that boundary conditions or flux transitions at the discharge level are lacking.

In a recent series of papers [19, 21, 23, 25] the authors with collaborators have initiated an activity aiming at providing a firm rigorous ground of mathematical (existence and uniqueness) and numerical analysis for the first-order clarifier-thickener models. Roughly speaking, the main ingredient in these clarifier-thickener models is a first-order scalar conservation law of the type

$$
\begin{equation*}
u_{t}+f(\gamma(x), u)_{x}=0 \tag{1.1}
\end{equation*}
$$

where the (with respect to $u$, nonconvex) flux $f$ and the discontinuous vector-valued coefficient $\gamma=\left(\gamma_{1}, \gamma_{2}\right)$ are given functions. As is well known, independently of the smoothness of $\gamma(x)$, solutions to (1.1) are in general not smooth, and weak solutions must be sought. Moreover, discontinuous weak solutions are in general not uniquely determined by their initial data. Consequently, an entropy condition must be imposed to single out the physically correct solution. These "physically relevant" solutions are called entropy weak solutions. When $\gamma$ is smooth, Kružkov's theory [61] ensures the existence of a unique and stable entropy weak solution to (1.1). Kružkov's theory does not apply when $\gamma$ is discontinuous. In our previous work cited above, which culminated in [25], we suggested using a variant of Kružkov's notion of entropy weak solution for (1.1) that accounts for the discontinuities in $\gamma$. Moreover, we proved existence and uniqueness (stability) of such entropy weak solutions in a certain functional class. The existence of such solutions was a consequence of convergence results for various numerical schemes such as front tracking [19], a relaxation scheme [21], and upwind difference schemes [23, 25].

The papers $[19,21,23,25]$ were inspired by previous work in the area of conservation laws with discontinuous fluxes. Due to their many applications, this is an area that has enjoyed a lot of interest in recent years $[2,5,9,12,39,40,48,49,50,51,52$, $57,59,60,65,66,67,70,72,73,75,76,77,78]$. (This list is not complete.) Without entering into too many details, let us just mention that the usual way to cope with the discontinuous parameter $\gamma(x)$ is to express it as an additional conservation law $\gamma_{t}=0$, which yields a system of conservations laws for the "unknowns" $(\boldsymbol{\gamma}, u)$. The equation $\gamma_{t}=0$ introduces linearly degenerate fields in this system with eigenvalues that are zero. Consequently, if $f_{u}$ is zero at some points $(\gamma, u)$, then the system is nonstrictly hyperbolic and it experiences so-called nonlinear resonant behavior, which means more complicated wave interactions than in strictly hyperbolic systems. Indeed, one cannot in general expect to bound the total variation of the conserved quantities directly but only when measured under a certain singular mapping, as was done first in [76] for a related system. An alternative "scalar" approach in which $\gamma$ is not treated as a separate unknown is presented in [52, 54, 55, 57, 77, 78] and further developed in $[21,23,25]$ in the context of the first-order clarifier-thickener models. If we took the model studied herein and discretized the discontinuity vector $\gamma(x)$ as an additional conservation law $\gamma_{t}=0$, then we should expect similar nonlinear resonance phenomena as known for first-order systems, since our model degenerates to first-order type on a solution value interval ( $u$-interval) of positive length.

The main ingredient in the models suggested herein, which accounts for compression effects, is not a first-order equation like (1.1) but rather a second-order strongly
degenerate parabolic (or mixed hyperbolic-parabolic) equation of the type

$$
\begin{equation*}
u_{t}+f(\gamma(x), u)_{x}=\left(\gamma_{1}(x) A(u)_{x}\right)_{x} \tag{1.2}
\end{equation*}
$$

where $A(\cdot)$ is nondecreasing with $A(0)=0$. Note that $A(\cdot)$ can have "flat" regions, and thus (1.2) is strongly degenerate. As a consequence, independently of the smoothness of $\gamma=\left(\gamma_{1}, \gamma_{2}\right)$, solutions to (1.2) will in general be discontinuous, and it becomes necessary to work within a framework of entropy weak solutions also for (1.2). In the case of smooth coefficients, the general mathematical theory of hyperbolic conservation laws was developed more than 30 years ago. On the other hand, the mathematical theory for strongly degenerate parabolic equations (with smooth coefficients) has advanced significantly only in the last few years $[7,8,28,31,32,53,68,69,82,83,84]$. (This list is not complete either.) Although conservation laws with discontinuous fluxes are well studied by now, strongly degenerate parabolic equations with discontinuous fluxes are much less studied. In fact, the only papers that we are aware of are $[54,55,56]$, among which the latter two are of importance for the present paper. In [55] equations like (1.2) are studied with a concave convective flux $u \mapsto f(\gamma(x), u)$ and with $\left(\gamma_{1}(x) A(u)_{x}\right)_{x}$ replaced by $A(u)_{x x}$. Existence of an entropy weak solution is established by proving convergence of a difference scheme of the type discussed in this paper. Uniqueness and stability issues for entropy weak solutions are studied in [56] for a particular class of equations.

Herein we develop further the methods used in $[25,55,56]$ in order to apply them to our new mathematical model for the dynamics of flocculated suspensions in clarifier-thickener units. The new results of this paper can be summarized as follows. First, we introduce a suitable definition of entropy weak solutions for the model variant with constant cross-sectional area (to which the mathematical and numerical analysis is limited). We argue that the $x$-discontinuity of the diffusion term $\left(\gamma_{1}(x) A(u)_{x}\right)_{x}$ requires an additional condition in this definition, which states that $A(u)$ is continuous across the jumps of $\gamma_{1}$ (in our model $\gamma_{1}$ is the characteristic function on an interval $\left.\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right)\right)$. Support for the necessity to state this condition comes from analyses of similar equations for two-phase flow in heterogeneous porous media, in which a similar condition is stated, and from the uniqueness analysis of our problem, which is the second novel point and in particular relies on this condition. Third, we formulate a simple finite difference scheme for the clarifier-thickener and prove its convergence by a compactness analysis. A feature of the compactness analysis is that the discontinuities in the fluxes make it hard to bound the total variation of the conserved variable. Instead, we introduce a particular nonlinear functional under which we are able to bound the total variation. We show that the limit element satisfies all parts of the definition of entropy weak solutions, except for the continuity of $A(u)$. This issue is left as an open problem. Fourth, we present an analysis of admissible stationary solutions based on the discussion of entropy weak solutions of the stationary ODE variant of the governing PDE of the transient model and, finally, a limited selection of numerical examples illustrating the clarifier-thickener model. Both the steady-state analysis and the numerical simulations support the view that it is reasonable to require $A(u)$ to be continuous.

Before outlining the remainder of this paper, let us briefly mention that we do not explicitly include the effect of hydrodynamic diffusion. This effect is also omitted in the majority of clarifier-thickener papers by other authors [ $6,30,34,39,40,41,42,43]$ but is included in the analyses by Lev, Rubin, and Sheintuch [64] and Verdickt et al. [81]. A profound justification of the omission of hydrodynamic diffusion is
beyond the scope of this paper but is provided in section 7.4 of [10] on the basis of practical limitations, theoretical considerations, computational comparisons, and experimental results. If we had decided to include hydrodynamic diffusion by adding a term, say $\mu u_{x x}$, with $\mu>0$ to the right-hand side of (1.2), then the resulting governing PDE would possess smooth solutions and allow for a simpler analytical and numerical treatment than the one advanced in this work. In essence, the discontinuities appearing in transient solutions would be blurred, and in Remark 5.4 we discuss how hydrodynamic diffusion affects steady states for the clarifier-thickener problem. Finally, let us mention that hydrodynamic diffusion is not explicitly modeled but is in a sense implicitly present in our model, since our concept of Kružkov entropy weak solution is equivalent to stating that our solution is obtained in the limit $\mu \rightarrow 0$ of smooth solutions of strictly parabolic equations with regularizing (hydrodynamic) diffusion term $\mu u_{x x}$. See section 4.3.

The remainder of this paper is organized as follows. In section 2, the clarifierthickener model is derived. We consider two variants for units with constant and variable interior cross-sectional area, respectively (Models 1 and 2). In particular, we incorporate the governing equation of the sedimentation-consolidation theory developed in full detail in [10]. We describe in section 3 the finite difference scheme for the simulation of both models. The scheme appears in two variants, an explicit one which also is analyzed, and a semi-implicit one for which a less restrictive condition for the time step size is valid, and which therefore is suitable for large-time simulations. In section 4 we analyze the initial value problem for Model 1, relying on our previous efforts $[25,55,56]$. A definition of entropy weak solutions is given (and discussed extensively), jump and entropy jump conditions are derived, and uniqueness of entropy weak solutions is proved. We study the explicit difference scheme described in section 3 and prove compactness of a family of approximate solutions generated by this difference scheme. We prove that the limit function $u$ is a weak solution of Model 1 that satisfies the entropy condition. The question of whether $A(u)$ is continuous for this limit function is left open. An important problem for practitioners are steadystate solutions, which correspond to the normal operation of a clarifier-thickener unit for constant feed and discharge control parameters. In section 5, we construct steadystate solutions to Model 1 as piecewise continuous solutions to a time-independent ODE version of the transient Model 1. These solutions are again based on the continuity of $A(u)$, but this time this property follows from the ODE formulation. Finally, section 6 presents a limited choice of numerical examples illustrating Models 1 and 2.

## 2. Mathematical model.

2.1. Balance equations. Consider a vessel with a variable cross-sectional area $S(x)$. Since we assume $u=u(x, t)$, the continuity equations for the solids and the fluid are given by

$$
\begin{array}{r}
S(x) u_{t}+\left(S(x) u v_{\mathrm{s}}\right)_{x}=0 \\
-S(x) u_{t}+\left(S(x)(1-u) v_{\mathrm{f}}\right)_{x}=0 \tag{2.2}
\end{array}
$$

where $v_{\mathrm{s}}$ and $v_{\mathrm{f}}$ are the solids and the fluid phase velocity, respectively. The mixture flux, that is, the volume average flow velocity weighted with the cross-sectional area at height $x$, is given by $Q(x, t):=S(x)\left(u v_{\mathrm{s}}+(1-u) v_{\mathrm{f}}\right)$. The sum of (2.1) and (2.2) produces the continuity equation of the mixture, $Q_{x}(x, t)=0$, which implies that $Q(\cdot, t)$ is constant as a function of $x$. When $Q$ suffers no jumps with respect to $x$, we obtain $Q(x, t)=Q\left(x_{\mathrm{R}}, t\right)=Q(t)$. This equation is equivalent to one of the mass
balance equations. We let it replace (2.2) and rewrite (2.1) in terms of the flow rate $Q(t)$ and the solid-fluid relative velocity or slip velocity $v_{\mathrm{r}}:=v_{\mathrm{s}}-v_{\mathrm{f}}$, for which a constitutive equation will be formulated. Observing that

$$
\begin{align*}
S(x) u v_{\mathrm{s}} & =S(x)\left[\left(u v_{\mathrm{s}}+(1-u) v_{\mathrm{f}}\right) u+u(1-u)\left(v_{\mathrm{s}}-v_{\mathrm{f}}\right)\right] \\
& =Q(t) u+S(x) u(1-u) v_{\mathrm{r}} \tag{2.3}
\end{align*}
$$

we obtain from (2.1) the equation

$$
\begin{equation*}
S(x) u_{t}+\left(Q(t) u+S(x) u(1-u) v_{\mathrm{r}}\right)_{x}=0 \tag{2.4}
\end{equation*}
$$

The kinematic sedimentation theory [62] is based on the assumption that $v_{\mathrm{r}}$ is a function of $u$ only, $v_{\mathrm{r}}=v_{\mathrm{r}}(u)$. However, the slip velocity is usually expressed in terms of the Kynch batch flux density function $b(u)$, such that $v_{\mathrm{r}}(u)=b(u) /(u(1-u))$ and (2.4) takes the form

$$
\begin{equation*}
S(x) u_{t}+(Q(t) u+S(x) b(u))_{x}=0 \tag{2.5}
\end{equation*}
$$

The function $b$ is usually assumed to be piecewise differentiable with $b(u)=0$ for $u \leq 0$ or $u \geq u_{\max }$, where $u_{\max }$ is the maximum solids concentration, $b(u)>0$ for $0<u<u_{\max }, b^{\prime}(0)>0$, and $b^{\prime}\left(u_{\max }\right) \leq 0$. A typical example is [74]

$$
\begin{equation*}
b(u)=v_{\infty} u(1-u)^{C} \quad \text { if } 0<u<u_{\max }, \quad b(u)=0 \quad \text { otherwise } \tag{2.6}
\end{equation*}
$$

where $C \geq 1$ and $v_{\infty}>0$ is the settling velocity of a single floc in pure fluid. It should be pointed out that in the presence of diffusion terms modeling compression effects, to be introduced later, the maximum concentration attained in a settling system depends on the balance between convection and diffusion terms but not critically on the choice of $u_{\max }$. In order to facilitate the analysis, we assume in this paper that $u_{\max }=1$ and that $b(u)$ is smooth on $[0,1]$.

We now apply the sedimentation-consolidation theory outlined in $[10,27]$ to include the sediment compressibility. By constitutive assumptions, a dimensional analysis, and considering one space dimension only, this theory leads to the following equation for the relative velocity $v_{\mathrm{r}}$, which plays the role of one of the linear momentum balances:

$$
\begin{equation*}
v_{\mathrm{r}}=v_{\mathrm{r}}\left(u, u_{x}\right)=\frac{b(u)}{u(1-u)}\left(1-\frac{\sigma_{\mathrm{e}}^{\prime}(u)}{\Delta \varrho g u} u_{x}\right) \tag{2.7}
\end{equation*}
$$

where $\Delta \varrho>0$ denotes the solid-fluid density difference, $g$ the acceleration of gravity, and $\sigma_{\mathrm{e}}(u)$ is the effective solid stress function, which is now the second constitutive function (besides $b$ ) characterizing the suspension. This function is assumed to satisfy $\sigma_{\mathrm{e}}(u) \geq 0$ for all $u$ and

$$
\sigma_{\mathrm{e}}^{\prime}(u):=\frac{d \sigma_{\mathrm{e}}(u)}{d u} \begin{cases}=0 & \text { for } u \leq u_{\mathrm{c}}  \tag{2.8}\\ >0 & \text { for } u>u_{\mathrm{c}}\end{cases}
$$

A commonly used semiempirical effective stress formula is the power law

$$
\begin{equation*}
\sigma_{\mathrm{e}}(u)=0 \quad \text { for } u \leq u_{\mathrm{c}} ; \quad \sigma_{\mathrm{e}}(u)=\sigma_{0}\left(\left(u / u_{\mathrm{c}}\right)^{k}-1\right) \quad \text { for } u>u_{\mathrm{c}} \tag{2.9}
\end{equation*}
$$

with parameters $\sigma_{0}>0$ and $k>1$. Note that the derivative $\sigma_{\mathrm{e}}^{\prime}(u)$ of the function defined in (2.9) is in general discontinuous at $u=u_{\mathrm{c}}$. Inserting (2.7) into (2.4) and defining

$$
\begin{equation*}
a(u):=\frac{b(u) \sigma_{\mathrm{e}}^{\prime}(u)}{\Delta \varrho g u}, \quad A(u):=\int_{0}^{u} a(s) d s \tag{2.10}
\end{equation*}
$$

we obtain the governing equation

$$
\begin{equation*}
(S(x) u)_{t}+(Q(t) u+S(x) b(u))_{x}=\left(S(x) A(u)_{x}\right)_{x} \tag{2.11}
\end{equation*}
$$

Since $a(u)=0$ for $u \leq u_{\text {c }}$ and $u=u_{\max }$ and $a(u)>0$ otherwise, (2.11) is first-order hyperbolic for $u \leq u_{\mathrm{c}}$ and second-order parabolic for $u>u_{\mathrm{c}}$. Since (2.11) degenerates into hyperbolic type on a solution value interval of positive length, (2.11) is called strongly degenerate parabolic. The location of the type-change interface $u=u_{\text {c }}$ (the sediment level) is in general unknown beforehand.

For the determination of appropriate functions $b$ and $\sigma_{\mathrm{e}}$ for real materials, see $[15,16,45]$. Moreover, the sedimentation-consolidation model is equivalent to the suspension dewatering theory employed in $[4,38,63,79]$ and other works by the same group of authors.
2.2. The clarifier-thickener model. In the present model, the volume bulk flows are $Q(x, t)=Q_{\mathrm{R}}(t)$ for $x>0$ and $Q(x, t)=Q_{\mathrm{L}}(t)$ for $x<0$. This suggests employing (2.11) with $Q(t)=Q_{\mathrm{R}}(t)$ for $0<x<x_{\mathrm{R}}$ and $Q(t)=Q_{\mathrm{L}}(t)$ for $x_{\mathrm{L}}<x<0$. Furthermore, we assume that in the overflow and underflow zones, the solid material is transported with the same velocity as the liquid. This means that the solid-fluid relative velocity vanishes, $v_{\mathrm{r}}=0$. Moreover, the cross-sectional area $S(x)$ needs to be positive outside the interval $\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right.$ ]. We assume that $S(x)=S_{0}$ for $x<x_{\mathrm{L}}$ and $x>x_{\mathrm{R}}$, where $S_{0}>0$ is a small but positive pipe diameter. From (2.3) we now read off that

$$
\left.S(x) u v_{\mathrm{s}}\right|_{x \notin\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right]}=S_{0} u v_{\mathrm{s}}= \begin{cases}Q_{\mathrm{L}}(t) u & \text { for } x<x_{\mathrm{L}}  \tag{2.12}\\ Q_{\mathrm{R}}(t) u & \text { for } x>x_{\mathrm{R}}\end{cases}
$$

The feed mechanism is introduced by adding a singular source term to the right-hand side of the solids continuity equation (2.1). If we prescribe an initial concentration $u_{0}$ in the vessel, we can summarize the resulting dynamic model as

$$
\begin{gather*}
S(x) u_{t}+\tilde{G}(x, t, u)_{x}=\left(\gamma_{1}(x) A(u)_{x}\right)_{x}+Q_{\mathrm{F}}(t) u_{\mathrm{F}}(t) \delta(x), \quad x \in \mathbb{R}, \quad t>0,  \tag{2.13}\\
u(x, 0)=u_{0}(x), \quad x \in \mathbb{R}, \quad u_{0}(x) \in\left[0, u_{\max }\right],  \tag{2.14}\\
\tilde{G}(x, t, u)=S(x) u v_{\mathrm{s}}= \begin{cases}Q_{\mathrm{L}}(t) u & \text { for } x<x_{\mathrm{L}}, \\
Q_{\mathrm{L}}(t) u+S(x) b(u) & \text { for } x_{\mathrm{L}}<x<0, \\
Q_{\mathrm{R}}(t) u+S(x) b(u) & \text { for } 0<x<x_{\mathrm{R}}, \\
Q_{\mathrm{R}}(t) u & \text { for } x>x_{\mathrm{R}},\end{cases}  \tag{2.15}\\
\gamma_{1}(x):= \begin{cases}S(x) & \text { if } x_{\mathrm{L}} \leq x \leq x_{\mathrm{R}}, \\
0 & \text { otherwise }\end{cases}
\end{gather*}
$$

For the mathematical analysis we assume that the control functions $Q_{\mathrm{L}}, Q_{\mathrm{R}}$, and $u_{\mathrm{F}}$ are constant. Finally, we may express the singular source term in (2.13) in terms of the derivative of the Heaviside function. Adding the term $-H(x) Q_{\mathrm{F}} u_{\mathrm{F}}$ to $\tilde{G}(x, u)$
and subtracting the term $Q_{\mathrm{L}} u_{\mathrm{F}}$, which is constant with respect to $x$, we obtain the strongly degenerate convection-diffusion problem

$$
\begin{gather*}
S(x) u_{t}+G(x, u)_{x}=\left(\gamma_{1}(x) A(u)_{x}\right)_{x}, \quad x \in \mathbb{R}, \quad t>0  \tag{2.16}\\
u(x, 0)=u_{0}(x), \quad x \in \mathbb{R}, \quad u_{0}(x) \in\left[0, u_{\max }\right]  \tag{2.17}\\
G(x, u)= \begin{cases}Q_{\mathrm{L}}\left(u-u_{\mathrm{F}}\right) & \text { for } x<x_{\mathrm{L}} \\
Q_{\mathrm{L}}\left(u-u_{\mathrm{F}}\right)+S(x) b(u) & \text { for } x_{\mathrm{L}}<x<0 \\
Q_{\mathrm{R}}\left(u-u_{\mathrm{F}}\right)+S(x) b(u) & \text { for } 0<x<x_{\mathrm{R}} \\
Q_{\mathrm{R}}\left(u-u_{\mathrm{F}}\right) & \text { for } x>x_{\mathrm{R}}\end{cases} \tag{2.18}
\end{gather*}
$$

2.3. Model 1 (constant interior cross-sectional area). A simple but important subcase is a vessel whose cross-sectional area is constant in the interior; i.e., we consider

$$
S(x)= \begin{cases}S_{0} & \text { for } x<x_{\mathrm{L}} \text { and } x>x_{\mathrm{R}}  \tag{2.19}\\ S_{\mathrm{int}} & \text { for } x_{\mathrm{L}} \leq x \leq x_{\mathrm{R}}\end{cases}
$$

In this case, the solution of (2.16)-(2.18) does not depend on the value of $S_{0}$. To see this, we introduce the new space variable $w=w(x)$ defined by the bijective mapping $\mathbb{R} \ni x \mapsto w \in \mathbb{R}$,

$$
w(x):= \begin{cases}\left(S_{0} / S_{\mathrm{int}}\right)\left(x-x_{\mathrm{L}}\right)+x_{\mathrm{L}} & \text { for } x<x_{\mathrm{L}}  \tag{2.20}\\ x & \text { for } x_{\mathrm{L}} \leq x \leq x_{\mathrm{R}} \\ \left(S_{0} / S_{\mathrm{int}}\right)\left(x-x_{\mathrm{R}}\right)+x_{\mathrm{R}} & \text { for } x>x_{\mathrm{R}}\end{cases}
$$

and from (2.16) we infer that the function $v$ defined by $v(w(x), t)=u(x, t)$ satisfies the following initial value problem, where we define the velocities $q_{\mathrm{R}}:=Q_{\mathrm{R}} / S_{\mathrm{int}}$, $q_{\mathrm{L}}:=Q_{\mathrm{L}} / S_{\mathrm{int}}$ and the diffusion functions $\tilde{a}(\cdot):=a(\cdot) / S_{\mathrm{int}}, \mathcal{A}(\cdot):=A(\cdot) / S_{\mathrm{int}}:$

$$
\begin{gather*}
v_{t}+g(w, v)_{w}=\left(\gamma_{1}(w) \mathcal{A}(v)_{w}\right)_{w}, \quad w \in \mathbb{R}, \quad t>0  \tag{2.21}\\
v(w, 0)=u_{0}(w(x)),  \tag{2.22}\\
g(w, v):= \begin{cases}q_{\mathrm{L}}\left(v-u_{\mathrm{F}}\right) & \text { for } w<x_{\mathrm{L}} \\
q_{\mathrm{L}}\left(v-u_{\mathrm{F}}\right)+b(v) & \text { for } x_{\mathrm{L}}<w<0 \\
q_{\mathrm{R}}\left(v-u_{\mathrm{F}}\right)+b(v) & \text { for } 0<w<x_{\mathrm{R}} \\
q_{\mathrm{R}}\left(v-u_{\mathrm{F}}\right) & \text { for } w>x_{\mathrm{R}}\end{cases} \tag{2.23}
\end{gather*}
$$

We refer to (2.21)-(2.23) as Model 1. Since the variation of $S(x)$ at $x=x_{\mathrm{L}}$ and $x=x_{\mathrm{R}}$ no longer appears in (2.21), Model 1 is formally attained by setting $S \equiv 1$ in (2.18) for all $x \in \mathbb{R}$. This significantly facilitates the analysis. Finally, we define the vector of discontinuity parameters

$$
\gamma:=\left(\gamma_{1}, \gamma_{2}\right), \quad \gamma_{1}(w):=\left\{\begin{array}{ll}
1 & \text { for } w \in\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right), \\
0 & \text { for } w \notin\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right)
\end{array} \quad \gamma_{2}(w):= \begin{cases}q_{\mathrm{L}} & \text { for } w<0 \\
q_{\mathrm{R}} & \text { for } w>0\end{cases}\right.
$$

and the flux function

$$
\begin{equation*}
f(\gamma(w), u):=g(x, u)=\gamma_{1}(x) b(u)+\gamma_{2}(x)\left(u-u_{\mathrm{F}}\right) \tag{2.24}
\end{equation*}
$$



Fig. 2.1. (a) The Kynch batch flux density function $b(u)$ and the fluxes adjacent to (b) $x=x_{\mathrm{L}}$, (c) $x=x_{\mathrm{R}}$, and (d) $x=0$.

Remark 2.1. Consider a nonflocculated ideal suspension for which $A \equiv 0$. Then Model 1 recovers the clarifier-thickener model with $S \equiv 1$ and $x_{\mathrm{L}}=-x_{\mathrm{R}}$ we analyzed previously [19, 21, 22, 25]. Our derivation now clearly shows that these analyses (including well-posedness and convergence of numerical schemes) are in fact not restricted to the assumption of transport pipes (leading away from the unit for $x<x_{\mathrm{L}}$ and $x>x_{\mathrm{R}}$ ) that have the same diameter as the thickening vessel. Rather, by application of the inverse of (2.20), they are also valid for vessels with cylindrical interior and transport pipes of arbitrarily small (but positive) pipe diameter $S_{0}$.

For the function $b(u)$ given by (2.6) with $v_{\infty}=10^{-4} \mathrm{~m} / \mathrm{s}, C=5$, the velocities $q_{\mathrm{L}}=-10^{-5} \mathrm{~m} / \mathrm{s}$ and $q_{\mathrm{R}}=2.5 \times 10^{-6} \mathrm{~m} / \mathrm{s}$, and $u_{\mathrm{F}}=0.08$, the flux functions $b(u)$ and the fluxes adjacent to the discontinuities of $\gamma$ near $x=x_{\mathrm{L}}, x=0$, and $x=x_{\mathrm{R}}$ are plotted in Figure 2.1. These parameters will also be utilized in sections 5 and 6 .
2.4. Model 2 (variable interior cross-sectional area). In the case that $S(x)$ is variable on $\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right)$, we refer to $(2.16)-(2.18)$ as Model 2. It is convenient to rewrite (2.16) as

$$
S(x) u_{t}+F(\gamma(x), u)_{x}=\left(\gamma_{1}(x) A(u)_{x}\right)_{x}
$$

and rewrite the flux function $G(x, u)$ as

$$
F(\gamma(x), u):=G(x, u)=\gamma_{1}(x) b(u)+\gamma_{2}(x)\left(u-u_{\mathrm{F}}\right),
$$

where

$$
\gamma_{1}(w):=\left\{\begin{array}{ll}
S(x) & \text { for } x \in\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right) \\
0 & \text { for } x \notin\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right)
\end{array} \quad \gamma_{2}(w):= \begin{cases}Q_{\mathrm{L}} & \text { for } x<0 \\
Q_{\mathrm{R}} & \text { for } x>0\end{cases}\right.
$$

3. Numerical scheme. The numerical scheme for the solution of (2.16)-(2.18) is a straightforward extension of that used in [23] for the first-order variant of (2.16). To define it, choose $\Delta x>0$, set $x_{j}:=j \Delta x$, and discretize the parameter vector $\gamma$, the initial data, and the cross-sectional area by

$$
\gamma_{j+1 / 2}:=\gamma\left(x_{j+1 / 2}\right), \quad U_{j}^{0}:=u_{0}\left(x_{j}\right), \quad S_{j}:=\frac{1}{\Delta x} \int_{x_{j-1 / 2}}^{x_{j+1 / 2}} S(x) d x
$$

Here $x_{j+1 / 2}:=x_{j}+\Delta x / 2$, i.e., the midpoint in the interval $\left[x_{j}, x_{j+1}\right)$. In contrast to [25], we discretize $u_{0}$ and $\gamma$ in a pointwise manner, rather than via cell averages. The discretization of $u_{0}$ circumvents some analytical difficulties that would otherwise turn up in the proof of Lemma 4.18 and is not unreasonable from a computational point of view. For $n>0$ we define the approximations according to the explicit marching formula

$$
\begin{equation*}
U_{j}^{n+1}=U_{j}^{n}-\lambda_{j} \Delta_{-} h\left(\gamma_{j+1 / 2}, U_{j+1}^{n}, U_{j}^{n}\right)+\frac{\lambda_{j}}{\Delta x} \Delta_{-}\left(\gamma_{1, j+1 / 2} \Delta_{+} A\left(U_{j}^{n}\right)\right) \tag{3.1}
\end{equation*}
$$

where $\lambda_{j}:=\Delta t /\left(S_{j} \Delta x\right), \Delta_{-} V_{j}:=V_{j}-V_{j-1}, \Delta_{+} V_{j}:=V_{j+1}-V_{j}$, and

$$
\begin{equation*}
h(\boldsymbol{\gamma}, v, u):=\frac{1}{2}\left[f(\boldsymbol{\gamma}, u)+f(\boldsymbol{\gamma}, v)-\int_{u}^{v}\left|f_{u}(\boldsymbol{\gamma}, w)\right| d w\right] \tag{3.2}
\end{equation*}
$$

is the Engquist-Osher flux [44]. Let $t_{n}:=n \Delta t$, and let $\chi^{n}, \chi_{j}$, and $\chi_{j+1 / 2}$ denote the characteristic functions of the intervals $\left[t_{n}, t_{n+1}\right),\left[x_{j-1 / 2}, x_{j+1 / 2}\right)$, and $\left[x_{j}, x_{j+1}\right)$, respectively. We then define

$$
\begin{equation*}
u^{\Delta}(x, t):=\sum_{n \geq 0} \sum_{j \in \mathbb{Z}} U_{j}^{n} \chi_{j}(x) \chi^{n}(t), \quad \gamma^{\Delta}(x):=\sum_{j \in \mathbb{Z}} \gamma_{j+1 / 2} \chi_{j+1 / 2}(x) \tag{3.3}
\end{equation*}
$$

Note that the discontinuity vector $\gamma$ is discretized on a spatial mesh which is staggered (i.e., shifted by $\Delta x / 2$ ) with respect to that of the conserved quantity $u$. This makes it possible to use the scalar Engquist-Osher function (3.2) for the convective part of the problem. A natural alternative would be to align the two discretizations. However, in that case one would have to solve (exactly or approximately) a Riemann problem for a system of two equations in two variables (namely, for $u$ and the volume average velocity $q$ ) at each cell boundary, which makes the resulting numerical method rather complicated; see $[48,59,60,65,66]$. In particular, our treatment of the convective part is simpler than the complicated (but accurate) front tracking algorithm used in [19]. Staggering the discretizations also simplifies the analysis, making it possible to apply, with some allowances for the parabolic terms, some of the analytical techniques developed for monotone schemes for purely hyperbolic problems.

Let us recall that the scheme stated here comprises both Model 1 and Model 2 and is employed for numerical examples for both models in section 6. The analysis of the scheme is, however, limited to Model 1 (with $S \equiv 1$ ).

In section 6 we also use the following semi-implicit variant of (3.1) for large-time computations:

$$
\begin{equation*}
U_{j}^{n+1}=U_{j}^{n}-\lambda_{j} \Delta_{-} h\left(\gamma_{j+1 / 2}, U_{j+1}^{n}, U_{j}^{n}\right)+\frac{\lambda_{j}}{\Delta x} \Delta_{-}\left(\gamma_{1, j+1 / 2} \Delta_{+} A\left(U_{j}^{n+1}\right)\right) \tag{3.4}
\end{equation*}
$$

The scheme (3.4) requires the solution of a system of nonlinear equations in each time step by the Newton-Raphson method. This can be done efficiently by Thomas's algorithm, since the coefficient matrix is tridiagonal. The advantage of using (3.4) lies in the fact that we need only to satisfy a CFL condition requiring that $\Delta t / \Delta x$ is bounded; while (3.1) enforces that $\Delta t /(\Delta x)^{2}$ be bounded; see Lemmas 4.16 and 4.17.
4. Mathematical analysis. In several instances we will not repeat arguments that are only minor modifications of proofs that have already appeared in [25], [55], or [56]. In various bounds, $C$ denotes a universal constant.
4.1. The initial value problem. For the sake of consistency with our previous papers, we will abuse the notation slightly by replacing the transformed spatial variable $w$ by $x$, and the transformed functions $v$ and $\mathcal{A}$ by $u$ and $A$, respectively. The Cauchy problem of interest is then

$$
\begin{align*}
& u_{t}+f(\gamma(x), u)_{x}=\left(\gamma_{1}(x) A(u)_{x}\right)_{x},(x, t) \in \Pi_{T}:=\mathbb{R} \times(0, T)  \tag{4.1}\\
& u(x, 0)=u_{0}(x), x \in \mathbb{R}
\end{align*}
$$

where $f(\gamma, u)=\gamma_{1} b(u)+\gamma_{2}\left(u-u_{\mathrm{F}}\right)$. The parameter vector for this problem is $\gamma:=\left(\gamma_{1}, \gamma_{2}\right)$, where

$$
\gamma_{1}(x):=\left\{\begin{array}{ll}
1 & \text { for } x \in\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right), \\
0 & \text { for } x \notin\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right),
\end{array} \quad \gamma_{2}(x):= \begin{cases}q_{\mathrm{L}} & \text { for } x \leq 0 \\
q_{\mathrm{R}} & \text { for } x>0\end{cases}\right.
$$

We assume that $q_{\mathrm{L}}<0$ and $q_{\mathrm{R}}>0$. This rules out the case of batch settling $\left(q_{\mathrm{L}}=0, q_{\mathrm{R}}=0\right)$. However, once our analysis is complete, it will be clear that one can accommodate batch processing as a separate case where one restricts the analysis to the interval $\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right]$. We assume that $b \in C^{2}([0,1])$, and $b(0)=b(1)=0$. Furthermore, we assume that $b^{\prime}$ vanishes at exactly one location $u_{\#} \in(0,1)$, where the function has a maximum, and that $b^{\prime \prime}$ vanishes at no more than one inflection point in $u_{\mathrm{infl}} \in(0,1)$; if such a point is present, we assume that $u_{\mathrm{inff}} \in\left(u_{\#}, 1\right)$. For example, $b(u)$ may be given by (2.6). In accordance with (2.9), (2.10), we will assume that $A \in \operatorname{Lip}([0,1]), A^{\prime}(u)=0$ for $u<u_{\mathrm{c}}$ and that $A^{\prime}(u)>0$ for $u \in\left(u_{\mathrm{c}}, 1\right)$.

For the initial data, we assume that $u_{0}$ satisfies

$$
\left\{\begin{array}{l}
u_{0} \in L^{1}(\mathbb{R}) \cap B V(\mathbb{R}) ; \quad u_{0}(x) \in[0,1] \forall x \in \mathbb{R} ;  \tag{4.2}\\
A\left(u_{0}\right) \text { is absolutely continuous on }\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right] ; \quad \gamma_{1} A\left(u_{0}\right)_{x} \in B V(\mathbb{R})
\end{array}\right.
$$

In this paper, $\gamma$ is allowed to take values in $\mathcal{G}:=\left\{\left(q_{\mathrm{L}}, 0\right),\left(q_{\mathrm{L}}, 1\right),\left(q_{\mathrm{R}}, 0\right),\left(q_{\mathrm{R}}, 1\right)\right\}$ only. This simplifies matters somewhat compared to our previous paper [25], where the cell average discretization of $\gamma$ required us to consider several lateral sides of the rectangle marked by the vertices in $\mathcal{G}$.
4.2. Definition of entropy weak solution. If (4.1) is allowed to degenerate at certain points, that is, $A^{\prime}(s)=0$ for some values of $s$, solutions are not necessarily smooth, and weak solutions must be sought. This property is independent of the smoothness of $\gamma$. Moreover, weak solutions are not necessarily unique, requiring some additional condition, a so-called entropy condition, to single out the physically meaningful solution.

As in [25], the function space $B V_{t}\left(\Pi_{T}\right)$ plays an important role in our definition of entropy weak solution. We denote by $\mathcal{M}\left(\Pi_{T}\right)$ the locally finite Radon (signed) measures on $\Pi_{T}$. The space $B V_{t}\left(\Pi_{T}\right)$ consists of locally integrable functions $W$ : $\Pi_{T} \rightarrow \mathbb{R}$ for which $\partial_{t} W \in \mathcal{M}\left(\Pi_{T}\right)$.

Let $\mathcal{J}:=\left\{x_{\mathrm{L}}, 0, x_{\mathrm{R}}\right\}$ denote the set of points where $\gamma$ is discontinuous. For a point $m \in \mathcal{J}$, we use the notation $\gamma(m-)$ and $\gamma(m+)$ for the one-sided limits at the point $m$ :

$$
\gamma(m-):=\lim _{x \uparrow m} \gamma(x), \quad \gamma(m+):=\lim _{x \downarrow m} \gamma(x) .
$$

The following definition is motivated by $[25,55,56]$.
Definition 4.1 ( $B V_{t}$ entropy weak solution). A measurable function $u: \Pi_{T} \rightarrow R$ is a $B V_{t}$ entropy weak solution of the initial value problem (4.1) if it satisfies the following conditions:
(D.1) $u \in L^{1}\left(\Pi_{T}\right) \cap B V_{t}\left(\Pi_{T}\right), u \in[0,1]$ a.e. in $\Pi_{T}$, and $A(u)_{x} \in L^{\infty}\left(\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right) \times\right.$ $(0, T))$.
(D.2) For all test functions $\phi \in \mathcal{D}\left(\Pi_{T}\right)$

$$
\begin{equation*}
\iint_{\Pi_{T}}\left(u \phi_{t}+\left[f(\gamma(x), u)-\gamma_{1}(x) A(u)_{x}\right] \phi_{x}\right) d x d t=0 \tag{4.3}
\end{equation*}
$$

(D.3) The initial condition is satisfied in the following strong $L^{1}$ sense:

$$
\begin{equation*}
\underset{t \downarrow 0}{\operatorname{ess}} \lim _{\mathbb{R}} \int_{\mathbb{R}}\left|u(x, t)-u_{0}(x)\right| d x=0 . \tag{4.4}
\end{equation*}
$$

(D.4) For a.e. $t \in[0, T], x \mapsto A(u(x, t))$ is continuous at $x=x_{\mathrm{L}}$ and $x=x_{\mathrm{R}}$.
(D.5) The following Kružkov-type entropy inequality holds for all $c \in \mathbb{R}$ and all test functions $0 \leq \phi \in \mathcal{D}\left(\Pi_{T}\right)$ :

$$
\begin{align*}
\iint_{\Pi_{T}} & \left(|u-c| \phi_{t}+\operatorname{sgn}(u-c)[f(\gamma(x), u)-f(\gamma(x), c)] \phi_{x}\right. \\
& \left.\quad-\gamma_{1}(x)|A(u)-A(c)|_{x} \phi_{x}\right) d x d t  \tag{4.5}\\
\quad+ & \int_{0}^{T} \sum_{m \in \mathcal{J}}|f(\gamma(m+), c)-f(\gamma(m-), c)| \phi(m, t) d t \geq 0
\end{align*}
$$

A function $u: \Pi_{T} \rightarrow \mathbb{R}$ satisfying conditions (D.1), (D.2), and (D.3) is called a $B V_{t}$ weak solution of the initial value problem (4.1).

### 4.3. Comments on the entropy weak solution concept.

4.3.1. Motivation of the entropy condition (4.5). It is possible to motivate the entropy condition (4.5) by the fact that limit functions constructed by the method of vanishing viscosity, in combination with smoothing of the coefficients, satisfy this condition. To this end, let $\gamma_{\varepsilon}(x):=\left(\gamma_{1, \varepsilon}, \gamma_{2, \varepsilon}\right)$ be a $C^{\infty}$ approximation of $\gamma$, such that $\gamma_{\varepsilon}$ equals $\gamma$ everywhere except on $(m-\varepsilon, m+\varepsilon)$ for $m \in\left\{x_{\mathrm{L}}, 0, x_{\mathrm{R}}\right\}$, and such that the sign of $\gamma_{\varepsilon}^{\prime}$ is constant on $(m-\varepsilon, m+\varepsilon)$ for $m \in\left\{x_{\mathrm{L}}, 0, x_{\mathrm{R}}\right\}$. Since $\gamma \mapsto f(\gamma, c)$ is linear, $f_{\gamma}(\gamma, c)$ does not depend on $x$. For each $\mu, \varepsilon>0$, let $u^{\mu, \varepsilon}$ be a classical solution to the uniformly parabolic equation

$$
\begin{equation*}
u_{t}^{\mu, \varepsilon}+f\left(\gamma_{\varepsilon}(x), u^{\mu, \varepsilon}\right)_{x}=\left(\gamma_{1, \varepsilon}(x) A\left(u^{\mu, \varepsilon}\right)_{x}\right)_{x}+\mu u_{x x}^{\mu, \varepsilon} \tag{4.6}
\end{equation*}
$$

Let us suppose that $u^{\mu, \varepsilon} \rightarrow u$ in $L_{\mathrm{loc}}^{p}$ for any $1 \leq p<\infty$. The rest of this remark is devoted to proving that the limit $u$ satisfies the entropy condition (4.5).

Since $\gamma_{\varepsilon}$ is smooth, the chain rule and the convexity of $\eta$ imply that $u^{\mu, \varepsilon}$ satisfies the following entropy condition for all convex $C^{2}$ functions $\eta: \mathbb{R} \rightarrow \mathbb{R}$ :

$$
\begin{align*}
\eta\left(u^{\mu, \varepsilon}\right)_{t} & +q\left(\gamma_{\varepsilon}(x), u^{\mu, \varepsilon}\right)_{x}-\left(\gamma_{1, \varepsilon}(x) r\left(u^{\mu, \varepsilon}\right)_{x}\right)_{x}-\mu \eta\left(u^{\mu, \varepsilon}\right)_{x x}  \tag{4.7}\\
& +\gamma_{\varepsilon}^{\prime}(x) \cdot\left(\eta^{\prime}\left(u^{\mu, \varepsilon}\right) f_{\gamma}\left(\gamma_{\varepsilon}(x), u^{\mu, \varepsilon}\right)-q_{\gamma}\left(\gamma_{\varepsilon}(x), u^{\mu, \varepsilon}\right)\right) \leq 0 \quad \text { in } \mathcal{D}^{\prime}\left(\Pi_{T}\right)
\end{align*}
$$

where $q: \mathbb{R}^{2} \times \mathbb{R} \rightarrow \mathbb{R}$ and $r: \mathbb{R} \rightarrow \mathbb{R}$ are defined, respectively, by

$$
q_{u}(\gamma, u)=\eta^{\prime}(u) f_{u}(\gamma, u), \quad r^{\prime}(u)=\eta^{\prime}(u) A^{\prime}(u)
$$

By a standard approximation argument, (4.7) implies that the following Kružkov-type entropy condition holds for any constant $c \in \mathbb{R}$ :

$$
\begin{align*}
&\left|u^{\mu, \varepsilon}-c\right|_{t}+\left[\operatorname{sgn}\left(u^{\mu, \varepsilon}-c\right)\left(f\left(\gamma_{\varepsilon}(x), u^{\mu, \varepsilon}\right)-f\left(\gamma_{\varepsilon}(x), c\right)\right)\right]_{x} \\
& \quad-\left(\gamma_{1, \varepsilon}\left|A\left(u^{\mu, \varepsilon}\right)-A(c)\right|_{x}\right)_{x}  \tag{4.8}\\
&-\mu\left|u^{\mu, \varepsilon}-c\right|_{x}+\operatorname{sgn}\left(u^{\mu, \varepsilon}-c\right) f\left(\gamma_{\varepsilon}(x), c\right)_{x} \leq 0 \quad \text { in } \mathcal{D}^{\prime}\left(\Pi_{T}\right)
\end{align*}
$$

where

$$
f\left(\gamma_{\varepsilon}(x), c\right)_{x}=\gamma_{\varepsilon}^{\prime}(x) \cdot f_{\gamma}\left(\gamma_{\varepsilon}(x), c\right)=\gamma_{1, \varepsilon}^{\prime}(x) f_{\gamma_{1, \varepsilon}}\left(\gamma_{\varepsilon}(x), c\right)+\gamma_{2, \varepsilon}^{\prime}(x) f_{\gamma_{2, \varepsilon}}\left(\gamma_{\varepsilon}(x), c\right)
$$

From (4.8) it is clear that the following "less precise" inequality holds:

$$
\begin{align*}
& \left|u^{\mu, \varepsilon}-c\right|_{t}+\left[\operatorname{sgn}\left(u^{\mu, \varepsilon}-c\right)\left(f\left(\gamma_{\varepsilon}(x), u^{\mu, \varepsilon}\right)-f\left(\gamma_{\varepsilon}(x), c\right)\right)\right]_{x}  \tag{4.9}\\
& -\left(\gamma_{1, \varepsilon}\left|A\left(u^{\mu, \varepsilon}\right)-A(c)\right|_{x}\right)_{x}-\mu\left|u^{\mu, \varepsilon}-c\right|_{x x}-\left|f\left(\gamma_{\varepsilon}(x), c\right)_{x}\right| \leq 0 \quad \text { in } \mathcal{D}^{\prime}\left(\Pi_{T}\right)
\end{align*}
$$

that is, for any $0 \leq \phi \in \mathcal{D}^{\prime}\left(\Pi_{T}\right)$,

$$
\begin{align*}
& \iint_{\Pi_{T}}\left(\left|u^{\mu, \varepsilon}-c\right| \phi_{t}+\right. \operatorname{sgn}\left(u^{\mu, \varepsilon}-c\right)\left(f\left(\gamma_{\varepsilon}(x), u^{\mu, \varepsilon}\right)-f\left(\gamma_{\varepsilon}(x), c\right)\right) \phi_{x} \\
&\left.-\gamma_{1, \varepsilon}\left|A\left(u^{\mu, \varepsilon}\right)-A(c)\right|_{x} \phi_{x}+\mu\left|u^{\mu, \varepsilon}-c\right| \phi_{x x}\right) d x d t  \tag{4.10}\\
&+\iint_{\Pi_{T}}\left|f\left(\gamma_{\varepsilon}(x), c\right)_{x}\right| \phi d x d t \geq 0
\end{align*}
$$

Using the properties of $\gamma$ and $\gamma_{\varepsilon}$, we can write (notice the signs)

$$
\begin{aligned}
& \iint_{\Pi_{T}}\left|f\left(\gamma_{\varepsilon}(x), c\right)_{x}\right| \phi d x d t=\int_{0}^{T} \int_{x_{\mathrm{L}}-\varepsilon}^{x_{\mathrm{L}}+\varepsilon} \gamma_{1, \varepsilon}^{\prime}(x)|b(c)| \phi(x, t) d x d t \\
& \quad-\int_{0}^{T} \int_{x_{\mathrm{R}}-\varepsilon}^{x_{\mathrm{R}}+\varepsilon} \gamma_{1, \varepsilon}^{\prime}(x)|b(c)| \phi(x, t) d x d t+\int_{0}^{T} \int_{-\varepsilon}^{\varepsilon} \gamma_{2, \varepsilon}^{\prime}(x)\left|c-u_{\mathrm{F}}\right| \phi(x, t) d x d t
\end{aligned}
$$

After three integrations by parts and subsequently sending $\varepsilon$ to zero, we obtain

$$
\begin{aligned}
\lim _{\varepsilon \rightarrow 0} \iint_{\Pi_{T}}\left|f\left(\gamma_{\varepsilon}(x), c\right)_{x}\right| \phi d x d t= & \int_{0}^{T}\left(\gamma_{1}\left(x_{\mathrm{L}}+\right)-\gamma_{1}\left(x_{\mathrm{L}}-\right)\right)|b(c)| \phi\left(x_{\mathrm{L}}, t\right) d t \\
& -\int_{0}^{T}\left(\gamma_{1}\left(x_{\mathrm{R}}+\right)-\gamma_{1}\left(x_{\mathrm{R}}-\right)\right)|b(c)| \phi\left(x_{\mathrm{R}}, t\right) d t \\
& +\int_{0}^{T}\left(\gamma_{2}(0+)-\gamma_{2}(0-)\right)\left|c-u_{\mathrm{F}}\right| \phi(0, t) d t \\
= & \int_{0}^{T} \sum_{m \in \mathcal{J}}|f(\gamma(m+), c)-f(\gamma(m-), c)| \phi(m, t) d t
\end{aligned}
$$

In view of the previous calculations, we can send $\mu, \varepsilon \rightarrow 0$ in (4.10) to conclude that the limit function $u$ satisfies the entropy condition (4.5).
4.3.2. Status of the weak formulation (4.3). We point out that the entropy inequality (4.5) does not imply the weak formulation (4.3). In fact, the usual procedure to derive the weak formulation from the Kružkov entropy inequality consists
in taking first $c>\|u\|_{\infty}$ and then $c<-\|u\|_{\infty}$, and then combining the resulting inequalities. This does not work here, since the term $|f(\gamma(m+), c)-f(\gamma(m-), c)|$ does not have compact support with respect to $c$, and therefore the sum over $m \in \mathcal{J}$ in (4.5) will not disappear for these values of $c$. Consequently, we state the weak formulation (4.3) and the entropy inequality (4.5) as independent ingredients of the solution concept.
4.3.3. Alternative entropy weak solution concepts. Section 4.3 .1 shows that the (Kružkov) entropy formulation (4.5) for the clarifier-thickener model can be derived from the parabolic regularization (4.6) when the regularization parameter $\mu$ and the parameter $\varepsilon$ that smoothes the flux discontinuities tend to zero. In section 1 we mentioned that the term $\mu u_{x x}$ corresponds to hydrodynamic diffusion. Consequently, the entropy formulation (4.5), which eventually leads to uniqueness, encodes that our "physically relevant" solutions are those obtained in the limit of vanishing hydrodynamic diffusion.

Alternative entropy concepts for conservation laws with discontinuous flux, which equally lead to unique solutions (that are, however, different from the ones constructed here), are possible. For example, a mathematical model for two-phase flow in a onedimensional porous medium that changes its type at $x=0$ can be written as the conservation law with discontinuous flux

$$
\begin{equation*}
u_{t}+(H(x) f(u)+(1-H(x)) g(u))_{x}=0 \tag{4.11}
\end{equation*}
$$

where $u$ is the saturation of one of the phases, the functions $f(u)$ and $g(u)$ are the rock-type dependent Darcy velocities for $x>0$ and $x<0$, respectively, and $H(x)$ is the Heaviside function. These models are usually based on the assumption that the capillary pressure is continuous across heterogeneities of the porous medium. Consequently, the appropriate viscous regularization term of (4.11) for this model is not given by $\mu u_{x x}^{\varepsilon}$ but by $\mu\left(\lambda_{c}\left(u^{\varepsilon}\right) p_{c}\left(u^{\varepsilon}\right)_{x}\right)_{x}$, where $\lambda_{c}$ and $p_{c}$ are the mobility and capillary pressure functions for the phase considered and $x<0(c=\mathrm{L})$ and $x>0(c=\mathrm{R})$, respectively [51, 71]. Analyzing the limit $\varepsilon \rightarrow 0$ for this regularization term, Kaasschieter [51] shows that the corresponding viscosity limit produces an entropy condition for the limiting equation (4.11) that excludes that characteristics leave the discontinuity at $x=0$ from both sides. In other words, the capillary pressure characterization does not allow undercompressive shocks emerging from $x=0$. This contrasts with the role of the flux discontinuity at $x=0$ in the clarifier-thickener model, in which material is injected at $x=0$ and transported from both sides of that source term location, which allows characteristics to emerge to both sides of $x=0$.

Based on the properties of this two-phase flow in heterogeneous porous media model, Adimurthi, Jaffré, and Veerappa Gowda propose in [1] an entropy formulation alternative to ours, which is essentially based on the usual Kružkov entropy characterization away from flux discontinuities, supplemented by an additional entropy jump condition that rules out undercompressive shocks. In [1] it is shown that regular solutions satisfying these conditions are unique, and convergence of a Godunov-type scheme to weak solutions of this type is proved. The entropy concepts of [1] and [25] (to which the present treatment reduces for $A \equiv 0$ ) coincide if the "left" and "right" fluxes $f(u)$ and $g(u)$ do not intersect and in general yield different results if these fluxes intersect in an "undercompressive" way. This means that if we suppose, for simplicity, that the functions $f(u)$ and $g(u)$ intersect at only one point, called $u_{\chi}$ here, then in the vicinity of $u_{\chi}$ we have $g^{\prime}(u)<0$ for $u \leq u_{\chi}$ and $f^{\prime}(u)>0$ for $u \geq u_{\chi}$. Such a situation frequently occurs in the two-phase flow in porous media model and
is also possible in the clarifier-thickener model. For example, consider the situation near the feed level $x=0$, and assume that we take the parameters $q_{\mathrm{L}}$ and $q_{\mathrm{R}}$ as used in Figure 2.1 but set $u_{\mathrm{F}}=0.8$. Graphically, this situation corresponds to moving the two curves in Figure 2.1(d) further apart until they intersect at $u_{\chi}=u_{\mathrm{F}}=0.8$. From the shape of these curves it becomes clear that this is indeed a case of an "undercompressive" intersection, where $f(u)=q_{\mathrm{R}}\left(u-u_{\mathrm{F}}\right)+b(u)$ and $g(u)=q_{\mathrm{L}}\left(u-u_{\mathrm{F}}\right)+b(u)$. Furthermore, if we assume that the clarifier-thickener is initially filled with suspension of that same concentration $u_{0}=u_{\mathrm{F}}$, we expect that filling up the vessel with (strongly concentrated) suspension of concentration $u=u_{\mathrm{F}}$ produces a solution that is constant near $x=0$ (for small times at least, until waves coming from $x_{\mathrm{L}}$ or $x_{\mathrm{R}}$ start to interfere). In this scenario, however, the theory of [1], which excludes undercompressive shocks, leads to a different solution, which includes one stationary oscillation between solution values $\theta_{f}$ and $\theta_{g}$ such that $f^{\prime}\left(\theta_{f}\right) \leq 0$ or $g^{\prime}\left(\theta_{g}\right) \geq 0$; i.e., the resulting stationary discontinuity is not undercompressive. In [20] we also present a numerical example for a similar case showing that both entropy theories, along with the convergence of the respective associated schemes, lead to different admissible solutions. Of course, these alternative theories mirror the different physics involved, as the different viscous regularizations of the clarifier-thickener model and of the two-phase flow in porous media model show. Finally, let us clarify that the problem of whether the fluxes $f(u)$ and $g(u)$ intersect in an "undercompressive way" is not equivalent to the satisfaction of the so-called crossing condition, to which we appeal in section 4.5 for the uniqueness proof. See the comment following Lemma 4.14 for a discussion of this point in the context of the clarifier-thickener model.
4.3.4. Motivation of condition (D.4). One consequence of this definition is that for a.e. $t \in[0, T], A(u(x, t))$ is absolutely continuous as a function of $x$ on $\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right]$ and that $A(u)_{x}$ exists a.e. in $\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right]$. The point that deserves to be discussed extensively is, however, our explicit requirement that $A(u)$ be continuous across $x=x_{\mathrm{L}}$ and $x=x_{\mathrm{R}}$. To justify this assumption, we follow the analysis of van Duijn, de Neef, and Molenaar [80] and Molenaar [71]. We consider the situation near $x_{\mathrm{R}}$. (The jump across $x_{\mathrm{L}}$ is handled in the same way.) We approximate the discontinuous coefficient $\gamma_{1}(x)$ by a smooth function $\gamma_{1}^{\varepsilon}(x)$, where $\varepsilon>0$ is a small smoothing parameter and $\gamma_{1}^{\varepsilon}(x)=\gamma_{1}(x)$ outside ( $\left.x_{\mathrm{R}}-\varepsilon, x_{\mathrm{R}}+\varepsilon\right)$. The differential equation that should be satisfied by the limit function in this interval for $\varepsilon \rightarrow 0$ provides an additional interface condition. We assume that $v^{\varepsilon}$ is the solution of Model 1 with $\gamma_{1}(x)$ replaced by $\gamma_{1}^{\varepsilon}$ and introduce the rescaled space variable $y:=\left(x-x_{R}\right) / \varepsilon$. Inside $\left(x_{R}-\varepsilon, x_{R}+\varepsilon\right)$, our equation can be written as $\varepsilon v_{t}^{\varepsilon}+\left(f^{\varepsilon}\left(y, v^{\varepsilon}\right)\right)_{y}=0$ with

$$
f^{\varepsilon}\left(y, v^{\varepsilon}\right)=q_{\mathrm{R}}\left(v^{\varepsilon}-u_{\mathrm{F}}\right)+\gamma_{1}^{\varepsilon} b\left(v^{\varepsilon}\right)-\gamma_{1}^{\varepsilon} \frac{1}{\varepsilon} A\left(v^{\varepsilon}\right)_{y} .
$$

We assume that $v^{\varepsilon}$ with $0 \leq v^{\varepsilon} \leq 1$ converges to a function $v$ as $\varepsilon \rightarrow 0$ and that the total flux $f^{\varepsilon}$ remains bounded uniformly in $\varepsilon$ as $\varepsilon \rightarrow 0$. Then the limit function $v$ should satisfy $A(v)_{y}=0$ for $-1<y<1$. Integrating this equation yields the following relation between $v(-1, t)$ and $v(1, t)$, which are identified with the limits of $u$ to the left and to right of $x=x_{\mathrm{R}}, u\left(x_{\mathrm{R}}-, t\right)$, and $u\left(x_{\mathrm{R}}+, t\right)$ :

$$
A\left(u\left(x_{\mathrm{R}}+, t\right)\right)-A\left(u\left(x_{\mathrm{R}}-, t\right)\right)=A(v(1, t))-A(v(-1, t))=\int_{-1}^{1} A(v)_{y} d y=0,
$$

which motivates our condition (D.4).

To highlight the status of condition (D.4), we first mention that (D.4) is the analogue of the "extended pressure condition" postulated in problems of multiphase flow in heterogeneous porous media [71, 80, 85]. These problems lead to equations with discontinuous flux and discontinuous (with respect to the space variable) diffusion, which require an additional jump condition across jumps of the diffusion coefficient (apart from the appropriate Rankine-Hugoniot condition) to ensure uniqueness. This analogy and the observation that in our case the diffusion terms are not present at all for $x<x_{\mathrm{L}}$ and $x>x_{\mathrm{R}}$ and it is therefore unlikely to obtain control on the limits of $A(u)_{x}$ for $x \downarrow x_{\mathrm{L}}$ and $x \uparrow x_{\mathrm{R}}$ strongly support the necessity to postulate (D.4) as a separate ingredient of the definition of an entropy weak solution. This view is also supported by the fact that our uniqueness proof relies on (D.4). In other words, (D.4) is necessary to ensure uniqueness.

It should be mentioned, however, that it is currently unclear how to prove that the numerical scheme converges to a solution that satisfies (D.4). In fact, we will prove that the scheme converges to a limit $u$ that satisfies all components of Definition 4.1 except (D.4). However, our numerical results support that $A(u)$ is continuous across $x=x_{\mathrm{L}}$ and $x=x_{\mathrm{R}}$. In particular, transient numerical simulations converge (for large times) to steady-state solutions. These are $x$-dependent piecewise continuous functions that are defined by a time-independent version of Definition 4.1 which does not include a postulate of continuity of $A(u)$, since satisfaction of this condition can be derived in the ODE context.
4.4. Existence of traces. In what follows, we often use the notation

$$
\begin{equation*}
F(\gamma, u, c):=\operatorname{sgn}(u-c)(f(\gamma, u)-f(\gamma, c)) \tag{4.12}
\end{equation*}
$$

for the Kružkov entropy flux appearing in (4.5). Here, the sign function is defined by $\operatorname{sgn}(w):=w /|w|$ for $w \neq 0$ and $\operatorname{sgn}(0):=0$. It is sometimes convenient to work with the function $\hat{f}(\gamma, u):=f(\gamma, u)+\gamma_{2} u_{\mathrm{F}}$ and to use the identity $F(\gamma, u, c)=\operatorname{sgn}(u-c)(\hat{f}(\gamma, u)-\hat{f}(\gamma, c))$. We will also find the following notation useful: $a \vee b:=\max \{a, b\}, a \wedge b:=\min \{a, b\}, a_{+}:=a \vee 0$, and $a_{-}:=a \wedge 0$.

Our analysis makes use of certain jump conditions that relate limits from the right and left of the entropy weak solution $u$ at jumps in the spatially varying coefficient $\gamma(x)$. Thus, we need a notion of one-sided limits (from both the right and left) at the points $x \in \mathcal{J}$.

Definition 4.2 (traces). Let $W \in L^{\infty}\left(\Pi_{T}\right)$ be a real function. By the right and left traces of $W(\cdot, t)$ at a point $x=x_{0} \in \mathbb{R}$ we understand functions $t \mapsto W\left(x_{0} \pm, t\right) \in$ $L^{\infty}(0, T)$ that satisfy

$$
\begin{array}{ll}
\underset{x \downarrow x_{0}}{\mathrm{ess} \lim }\left|W(x, t)-W\left(x_{0}+, t\right)\right|=0 & \text { for a.e. } t \in(0, T), \\
\underset{x \uparrow x_{0}}{\mathrm{ess} \lim }\left|W(x, t)-W\left(x_{0}-, t\right)\right|=0 & \text { for a.e. } t \in(0, T) .
\end{array}
$$

As in $[25,56]$, we now derive the existence of the required traces from our definition of $B V_{t}$ entropy weak solution. To this end, we introduce the so-called singular mapping. Let $\mathcal{S}(w)$ denote the characteristic function of the interval $\left[0, u_{\mathrm{c}}\right]$, where $A^{\prime}(u)=0$, and recall that

$$
f(\gamma(w), u)=\gamma_{1}(x) b(u)+\gamma_{2}(x)\left(u-u_{\mathrm{F}}\right)
$$

The singular mapping is defined by

$$
\begin{equation*}
\Psi(\gamma, u):=\mathcal{F}(\gamma, u)+\gamma_{1} A(u), \quad \mathcal{F}(\gamma, u):=\int_{0}^{u}\left(\gamma_{1} \mathcal{S}(w)+1-\gamma_{1}\right)\left|f_{u}(\gamma, w)\right| d w \tag{4.13}
\end{equation*}
$$

Following [55], we have broken the singular mapping into two parts: $\mathcal{F}$ for the hyperbolic spatial operator and $\gamma_{1} A$ for the parabolic operator. Note that if $\gamma_{1}=0$, which means that $x \notin\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right]$, the parabolic term will not be present, and the singular mapping simplifies to $\Psi(\gamma, u)=\mathcal{F}(\gamma, u)=\int_{0}^{u}\left|f_{u}(\gamma, w)\right| d w$. If $x \in\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right)$, then $\gamma_{1}=1$, and

$$
\Psi(\gamma, u)=\mathcal{F}(\gamma, u)+A(u), \quad \mathcal{F}(\gamma, u)=\int_{0}^{u} \mathcal{S}(w)\left|f_{u}(\gamma, w)\right| d w
$$

Thus, for $x \in\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right)$,

$$
\partial_{u} \Psi(\gamma, u)= \begin{cases}\left|f_{u}(\gamma, u)\right| & \text { for } u \leq u_{\mathrm{c}} \\ A^{\prime}(u) & \text { for } u>u_{\mathrm{c}}\end{cases}
$$

Thus, we see that for any fixed value of $x$ (and hence $\gamma$ ) and $u$, exactly one of the mappings $u \mapsto \mathcal{F}(\gamma, u), u \mapsto \gamma_{1} A(u)$ is increasing, and the other is constant. This allows us to separate the hyperbolic and parabolic terms somewhat in our analysis and is the motivation behind the particular form of the singular mapping given by (4.13).

The following lemma records some easily verified properties of $\Psi$. We omit the elementary proofs.

LEMMA 4.3. The mapping $u \mapsto \Psi(\gamma, u)$ is Lipschitz continuous on $[0,1]$, uniformly for $\gamma \in \mathcal{G}$. In addition, $u \mapsto \Psi(\gamma, u)$ is strictly increasing on $[0,1]$ for each fixed vector $\gamma \in \mathcal{G}$.

The proof of the following lemma is easily adapted to the present situation from that of Lemma 3.1 of [56]. The key ingredients are (4.3), (4.5), and the fact that $u_{t} \in \mathcal{M}\left(\Pi_{T}\right)$.

Lemma 4.4. Suppose $u$ is a $B V_{t}$ entropy weak solution. Then, for any $c \in \mathbb{R}$,

$$
\begin{gather*}
\left(f(\gamma(x), u)-f(\gamma(x), c)-\gamma_{1}(x)(A(u)-A(c))_{x}\right)_{x} \in \mathcal{M}\left(\Pi_{T}\right)  \tag{4.14}\\
\left(\operatorname{sgn}(u-c)[f(\gamma(x), u)-f(\gamma(x), c)]-\gamma_{1}(x)|A(u)-A(c)|_{x}\right)_{x} \in \mathcal{M}\left(\Pi_{T}\right) \tag{4.15}
\end{gather*}
$$

Lemma 4.5. Let u be a $B V_{t}$ entropy weak solution of (4.1), and consider the transformed function $z(x, t):=\Psi(\gamma(x), u(x, t))$. Then $\int_{0}^{T} \operatorname{TV}(z(\cdot, t)) d t<C$ for some finite constant $C>0$. In other words, $z_{x} \in \mathcal{M}\left(\Pi_{T}\right)$.

Proof. For $A \equiv 0$, the proof of Lemma 2.2 of [25] applies unchanged up to minor differences in notation. Here we modify that proof to account for the presence of $A(u)$. Let $\operatorname{TV}\left(\left.z(\cdot, t)\right|_{\mathcal{I}}\right)$ denote the spatial variation of $z(\cdot, t)$ measured over the interval $\mathcal{I}$. Then it suffices to show that $\int_{0}^{T} \operatorname{TV}\left(\left.z(\cdot, t)\right|_{\mathcal{I}}\right) d t$ is bounded for each of the open intervals $\mathcal{I}=\left(-\infty, x_{\mathrm{L}}\right),\left(x_{\mathrm{L}}, 0\right),\left(0, x_{\mathrm{R}}\right)$, and $\left(x_{\mathrm{R}}, \infty\right)$. Due to the factor $\gamma_{1}(x)$, the singular mapping $\Psi$ simplifies to $\Psi(\gamma, u)=\int_{0}^{u}\left|f_{u}(\gamma, w)\right| d w$ when $\mathcal{I}=\left(-\infty, x_{\mathrm{L}}\right)$ or $\mathcal{I}=\left(x_{\mathrm{R}}, \infty\right)$, and so the proof of Lemma 2.2 of [25] applies to those intervals
without any modifications. We will focus on the interval $\mathcal{I}=\left(0, x_{\mathrm{R}}\right)$ and omit the proof for $\left(x_{\mathrm{L}}, 0\right)$ since it is similar. Thus, we now set out to show that

$$
\begin{equation*}
\int_{0}^{T} \operatorname{TV}\left(\left.z(\cdot, t)\right|_{\left\{x \mid 0<x<x_{\mathrm{R}}\right\}}\right) d t<\infty \tag{4.16}
\end{equation*}
$$

To this end, recall that for $x \in\left(0, x_{\mathrm{R}}\right)$, we have $\boldsymbol{\gamma}=\left(1, q_{\mathrm{R}}\right)$, and

$$
\begin{aligned}
f(\boldsymbol{\gamma}, u) & =q_{\mathrm{R}} u+b(u)-q_{\mathrm{R}} u_{\mathrm{F}}=\hat{f}(\boldsymbol{\gamma}, u)-q_{\mathrm{R}} u_{\mathrm{F}} \\
\Psi(\boldsymbol{\gamma}, u) & =\int_{0}^{u} \mathcal{S}(w)\left|\hat{f}_{u}(\boldsymbol{\gamma}, w)\right| d w+A(u)=\int_{0}^{u} \mathcal{S}(w)\left|q_{\mathrm{R}}+b^{\prime}(w)\right| d w+A(u), \\
F(\boldsymbol{\gamma}, u, c) & =\operatorname{sgn}(u-c)(f(\boldsymbol{\gamma}, u)-f(\boldsymbol{\gamma}, c))=\operatorname{sgn}(u-c)(\hat{f}(\boldsymbol{\gamma}, u)-\hat{f}(\boldsymbol{\gamma}, c))
\end{aligned}
$$

Let $\Pi_{T}^{\mathrm{R}}:=\left(0, x_{\mathrm{R}}\right) \times(0, T) \subset \Pi_{T}$. Since $A(u)_{x} \in L^{\infty}\left(\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right) \times(0, T)\right)$, we have

$$
A(u)_{x} \in \mathcal{M}\left(\Pi_{T}^{\mathrm{R}}\right), \quad(A(u)-A(c))_{x} \in \mathcal{M}\left(\Pi_{T}^{\mathrm{R}}\right), \quad|A(u)-A(c)|_{x} \in \mathcal{M}\left(\Pi_{T}^{\mathrm{R}}\right)
$$

Thus, it suffices to show that $\mathcal{F}(\gamma, u)_{x} \in \mathcal{M}\left(\Pi_{T}^{\mathrm{R}}\right)$. Note that

$$
\mathcal{F}(\gamma(x), u(x, t))=\int_{0}^{u(x, t)} \mathcal{S}(w)\left|\hat{f}_{u}(\gamma, w)\right| d w \quad \text { for } \quad(x, t) \in \Pi_{T}^{\mathrm{R}}
$$

Due to the assumptions on $q_{\mathrm{R}}$ and $b(u)$, the function $\hat{f}$ has at most two extrema for $u \in(0,1)$. We assume that $q_{\mathrm{R}}$ is chosen such that there are exactly two extrema $u_{1}^{*}<u_{2}^{*}$. The cases with one or no extremum will be omitted; they are handled in a similar manner. It is clear that $u \mapsto \hat{f}(\gamma, u)$ is strictly monotone on intervals not containing extrema. We need the following fact, which follows by subtracting (4.14) from (4.15) and then dividing by 2 :

$$
\begin{equation*}
\left(\chi_{l}(w ; c)\left(f\left(\gamma_{\mathrm{R}}, u\right)-f\left(\gamma_{\mathrm{R}}, c\right)\right)-\gamma_{1}(x)\left((A(u)-A(c))_{-}\right)_{x}\right)_{x} \in \mathcal{M}\left(\Pi_{T}^{\mathrm{R}}\right) \quad \forall c \in \mathbb{R} \tag{4.17}
\end{equation*}
$$

Here $\chi_{l}(w ; c)$ is the characteristic function for $[0, c]$, and we have restricted our attention to the smaller domain $\Pi_{T}^{\mathrm{R}}$. Finally, we have used the fact that $\gamma(x) \equiv \gamma_{\mathrm{R}}$ for $x \in\left(0, x_{\mathrm{R}}\right)$.

Next, note that for $c \leq u_{\mathrm{c}}$ in (4.17), the term $(A(u)-A(c))_{-}$vanishes. This is easy to see by considering the two possible cases $u>c$ and $u \leq c$. In the first case, $A(u)-A(c) \geq 0$, since $A(\cdot)$ is nondecreasing, and in the second case $A(u)-A(c)=0$, since $A(\cdot)$ is constant on $\left[0, u_{\mathrm{c}}\right]$. Also, $\hat{f}(\boldsymbol{\gamma}, u)-\hat{f}(\gamma, c)=f(\gamma, u)-f(\boldsymbol{\gamma}, c)$. Thus, we conclude from (4.17) that

$$
\begin{equation*}
\left(\chi_{l}(w ; c)\left(\hat{f}\left(\gamma_{\mathrm{R}}, u\right)-\hat{f}\left(\gamma_{\mathrm{R}}, c\right)\right)\right)_{x} \in \mathcal{M}\left(\Pi_{T}^{\mathrm{R}}\right) \quad \text { for } c \leq u_{\mathrm{c}} \tag{4.18}
\end{equation*}
$$

In (4.18), we now take $c_{1}:=u_{1}^{*} \wedge u_{\mathrm{c}}, c_{2}:=u_{2}^{*} \wedge u_{\mathrm{c}}$, and $c_{3}:=1 \wedge u_{\mathrm{c}}$, and letting

$$
P_{i}\left(\gamma_{\mathrm{R}}, u\right):=\chi_{l}\left(w ; c_{i}\right)\left(\hat{f}\left(\gamma_{\mathrm{R}}, u\right)-\hat{f}\left(\gamma_{\mathrm{R}}, c_{i}\right)\right), \quad i=1,2,3
$$

we have $\partial_{x} P_{i} \in \mathcal{M}\left(\Pi_{T}^{\mathrm{R}}\right)$. It is a straightforward exercise to verify that

$$
\begin{align*}
\mathcal{F}(\gamma, u)= & P_{3}\left(\gamma_{\mathrm{R}}, u\right)-2 P_{2}\left(\gamma_{\mathrm{R}}, u\right)+2 P_{1}\left(\gamma_{\mathrm{R}}, u\right) \\
& +\hat{f}\left(\gamma_{\mathrm{R}}, c_{3}\right)-2 \hat{f}\left(\gamma_{\mathrm{R}}, c_{2}\right)+2 \hat{f}\left(\gamma_{\mathrm{R}}, c_{1}\right) \tag{4.19}
\end{align*}
$$

from which it follows immediately that $\mathcal{F}(\gamma, u)_{x} \in \mathcal{M}\left(\Pi_{T}^{\mathrm{R}}\right)$.

The proof of the following lemma is a direct application of Lemma 4.5. Its proof follows from the proofs of Lemmas 3.3 and 3.4 of [56].

Lemma 4.6. $A B V_{t}$ entropy solution $u$ and the quantities $\gamma_{1} A(u), \gamma_{1} A(u)_{x}$, and $\gamma_{1}|A(u)-A(c)|_{x}$ admit right and left traces at each jump in $\gamma$.
4.5. Entropy jump conditions and uniqueness of entropy solutions. Our objective in this section is to prove the $L^{1}$ stability of entropy weak solutions, which is stated in Theorem 4.15. If we had in our problem (4.1) the parabolic term $A(u)_{x x}$ instead of $\left(\gamma_{1}(x) A(u)_{x}\right)_{x}$, i.e., if $\gamma_{1} \equiv 1$, section 2 of [56] would apply verbatim, and we could simply appeal to Theorem 2.1 of that paper. Thus we will follow closely section 2 of [56]. Since the spatially varying parameter $\gamma_{1}$ plays a key role here, we remind the reader that $\gamma_{1}$ is simply the characteristic function for the interval $\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right)$.

As in [56], it is convenient, and sufficient, to work with limits in the sense of Lebesgue. Specifically, let $W=W(x)$ be any function on $\mathbb{R}$, and fix a point $x_{0} \in \mathbb{R}$. We define Lebesgue-type one-sided limits as follows:

$$
\mathrm{L} \lim _{x \downarrow x_{0}} W(x):=\lim _{\epsilon \downarrow 0} \frac{1}{\epsilon} \int_{x_{0}}^{x_{0}+\epsilon} W(x) d x, \quad \underset{x \uparrow x_{0}}{\mathrm{~L} \lim _{\mathrm{o}}} W(x):=\lim _{\epsilon \downarrow 0} \frac{1}{\epsilon} \int_{x_{0}-\epsilon}^{x_{0}} W(x) d x .
$$

The key fact here (see Lemma 2.1 of [56]) is the following.
LEMmA 4.7. Let $W \in L^{\infty}\left(\Pi_{T}\right)$, and fix a point $x_{0} \in \mathbb{R}$. If the right and left traces $t \mapsto W\left(x_{0} \pm, t\right)$ exist in the sense of Definition 4.2, then for a.e. $t \in(0, T)$ they also exist as right and left traces in the sense of Lebesgue points in $L^{1}$ :

Next, we record the versions of Lemmas 2.2 and 2.3 of [56] that account for the coefficient $\gamma_{1}(x)$ multiplying $A(u)_{x}$. The proofs in [56] are easily modified to deal with $\gamma_{1}$ and are omitted here.

Lemma 4.8. Let $u$ and $v$ be a pair of $B V_{t}$ entropy weak solutions. Let $F$ be the Kružkov entropy flux defined in (4.12). Fix one of the jumps in $\gamma$ located at $m \in \mathcal{J}$. Then for a.e. $t \in(0, T)$

$$
\begin{align*}
& \underset{x \downarrow m}{\operatorname{Lim}} F(\gamma(x), u(x, t), v(x, t))=F(\gamma(m+), u(m+, t), v(m+, t)),  \tag{4.20}\\
& \underset{x \uparrow m}{\mathrm{~L} \lim _{m}} F(\gamma(x), u(x, t), v(x, t))=F(\gamma(m-), u(m-, t), v(m-, t)), \\
& \underset{x \downarrow m}{\operatorname{Lim}}\left(\gamma_{1}(x)|A(u)-A(v)|_{x}\right)(x, t) \\
& = \begin{cases}\gamma_{1}(m+) \sigma(m+, t)\left(A(u)_{x}(m+, t)-A(v)_{x}(m+, t)\right) & \text { if } A(u(m+, t)) \\
& \neq A(v(m+, t)), \\
\gamma_{1}(m+)\left|A(u)_{x}(m+, t)-A(v)_{x}(m+, t)\right| & \text { otherwise },\end{cases}  \tag{4.21}\\
& \mathrm{L} \lim _{x \uparrow m}\left(\gamma_{1}(x)|A(u)-A(v)|_{x}\right)(x, t) \\
& = \begin{cases}\gamma_{1}(m-) \sigma(m-, t)\left(A(u)_{x}(m-, t)-A(v)_{x}(m-, t)\right) & \text { if } A(u(m-, t)) \\
& \neq A(v(m-, t)), \\
-\gamma_{1}(m-)\left|A(u)_{x}(m-, t)-A(v)_{x}(m-, t)\right| & \text { otherwise },\end{cases} \tag{4.22}
\end{align*}
$$

where $\sigma(m+, t):=\operatorname{sgn}(u(m+, t)-v(m+, t))$ and $\sigma(m-, t):=\operatorname{sgn}(u(m-, t)-v(m-, t))$.

Lemma 4.9. Let u be a $B V_{t}$ entropy weak solution. Let $F$ be the Kružkov entropy flux defined in (4.12). Fix one of the jumps in $\gamma$ located at $m \in \mathcal{J}$. For any $c \in \mathbb{R}$, we have for a.e. $t \in(0, T)$

$$
\begin{gather*}
\quad \mathrm{L} \lim _{x \downarrow m} F(\gamma(x), u(x, t), c)=F(\gamma(m+), u(m+, t), c), \\
\mathrm{L} \lim _{x \uparrow m} F(\gamma(x), u(x, t), c)=F(\gamma(m-), u(m-, t), c),  \tag{4.23}\\
\mathrm{L} \lim _{x \downarrow m}\left(\gamma_{1}(x)|A(u)-A(c)|_{x}\right)(x, t) \\
= \begin{cases}\gamma_{1}(m+) \sigma(m+, t) A(u)_{x}(m+, t) & \text { if } u(m+, t) \neq c, \\
\gamma_{1}(m+)\left|A(u)_{x}(m+, t)\right| & \text { if } u(m+, t)=c,\end{cases}  \tag{4.24}\\
\underset{x \uparrow m}{\mathrm{~L} \lim _{x}\left(\gamma_{1}(x)|A(u)-A(c)|_{x}\right)(x, t)} \\
= \begin{cases}\gamma_{1}(m-) \sigma(m-, t) A(u)_{x}(m-, t) & \text { if } u(m-, t) \neq c, \\
-\gamma_{1}(m-)\left|A(u)_{x}(m-, t)\right| & \text { if } u(m-, t)=c,\end{cases} \tag{4.25}
\end{gather*}
$$

where $\sigma(m-, t):=\operatorname{sgn}(u(m-, t)-c)$ and $\sigma(m+, t):=\operatorname{sgn}(u(m+, t)-c)$.
Before continuing, we introduce a notational convention that we hope will simplify the appearance of the formulas that follow. Whenever we are discussing a fixed element $m \in \mathcal{J}$, and the time is fixed at $t \in[0, T]$ where all of the relevant right and left limits exist, we use the notation $u_{ \pm}=u_{ \pm}(t)=u(m \pm, t), \gamma_{ \pm}=\gamma(m \pm)$, and $\left(\gamma_{1} A\left(u_{x}\right)\right)_{ \pm}=\left(\gamma_{1} A(u)_{x}\right)(m \pm, t)$.

We collect in the following lemma several properties of a $B V_{t}$ entropy weak solution near a jump in $\gamma$. The relationship (4.26) is the Rankine-Hugoniot condition for this problem, while (4.28) is an entropy condition. The relationship (4.27) restricts the sign of $A(u)_{x}$ at a jump in $\gamma$.

REMARK 4.1. To highlight once again the significance of assumption (D.4), we mention that the proof of (4.27) requires the hypothesis that $A(u)$ is continuous across the jumps in $\gamma$ at $x_{\mathrm{L}}$ and $x_{\mathrm{R}}$. Thus, (D.4) is crucial for the uniqueness of entropy weak solutions of Model 1.

Lemma 4.10. Let u be a $B V_{t}$ entropy weak solution. Fix one of the jumps in $m \in \mathcal{J}$. Then the following relationships hold across the jump for a.e. $t \in(0, T)$ :

$$
\begin{gather*}
f\left(\gamma_{+}, u_{+}\right)-\left(\gamma_{1} A(u)_{x}\right)_{+}=f\left(\gamma_{-}, u_{-}\right)-\left(\gamma_{1} A(u)_{x}\right)_{-}  \tag{4.26}\\
\operatorname{sgn}\left(u_{+}-u_{-}\right) \operatorname{sgn}\left(\left(A(u)_{x}\right)_{+}\right) \geq 0, \quad \operatorname{sgn}\left(u_{+}-u_{-}\right) \operatorname{sgn}\left(\left(A(u)_{x}\right)_{-}\right) \geq 0 \tag{4.27}
\end{gather*}
$$

And for $u_{-}(t) \neq u_{+}(t)$,

$$
\begin{align*}
& {\left[F\left(\gamma_{+}, u_{+}, c\right)-\operatorname{sgn}\left(u_{+}-c\right)\left(\gamma_{1} A(u)_{x}\right)_{+}\right]} \\
& -\left[F\left(\gamma_{-}, u_{-}, c\right)-\operatorname{sgn}\left(u_{-}-c\right)\left(\gamma_{1} A(u)_{x}\right)_{-}\right]  \tag{4.28}\\
& \quad \leq\left|f\left(\gamma_{+}, c\right)-f\left(\gamma_{-}, c\right)\right| \quad \forall c \in \mathbb{R}
\end{align*}
$$

where $F$ is the Kružkov entropy flux function defined in (4.12). In addition, the appropriate inequality in Table 4.1 holds for all $c$ between $u_{-}$and $u_{+}$.

Proof. The proofs of these assertions are similar to the proofs of Lemmas 2.4, $2.5,2.6$, and 2.7 of [56]. Since the proof of (4.27) relies on the assumption (D.4), we will review its proof but will not repeat the proofs of the other assertions. We start by fixing a time $t \in(0, T)$ where all of the relevant right and left spatial (essential)

Table 4.1
Entropy jump conditions.

|  | $f\left(\boldsymbol{\gamma}_{-}, c\right) \leq f\left(\boldsymbol{\gamma}_{+}, c\right)$ | $f\left(\boldsymbol{\gamma}_{-}, c\right) \geq f\left(\boldsymbol{\gamma}_{+}, c\right)$ |
| :---: | :---: | :---: |
| $u_{-} \leq c \leq u_{+}$ | $f\left(\boldsymbol{\gamma}_{+}, u_{+}\right)-\left(\gamma_{1} A(u)_{x}\right)_{+}$ | $f\left(\boldsymbol{\gamma}_{-}, u_{-}\right)-\left(\gamma_{1} A(u)_{x}\right)_{-}$ |
|  | $\leq f\left(\boldsymbol{\gamma}_{+}, c\right)$ | $\leq f\left(\boldsymbol{\gamma}_{-}, c\right)$ |
| $u_{+} \leq c \leq u_{-}$ | $f\left(\boldsymbol{\gamma}_{-}, u_{-}\right)-\left(\gamma_{1} A(u)_{x}\right)_{-}$ | $f\left(\boldsymbol{\gamma}_{+}, u_{+}\right)-\left(\gamma_{1} A(u)_{x}\right)_{+}$ |
|  | $\geq f\left(\boldsymbol{\gamma}_{-}, c\right)$ | $\geq f\left(\boldsymbol{\gamma}_{+}, c\right)$ |

limits exist at $x=m$. We prove only the first inequality in (4.27); the proof of the other inequality is similar. Let us suppress the dependence on $t$ for the remainder of the proof. If $u_{+}=u_{-}$, the inequality is obvious, so assume that $u_{+}>u_{-}$. We must show that $\left(A(u)_{x}\right)_{+} \geq 0$. From

$$
\underset{\varepsilon \downarrow 0}{\operatorname{ess} \lim } u(m+\varepsilon)=: u_{+}>u_{-}
$$

it is clear that $u(m+\varepsilon)>u_{-}$for a.e. sufficiently small $\varepsilon>0$. Next, we apply $A$ to both sides of $u(m+\varepsilon)>u_{-}$. Since $A$ is nondecreasing, we obtain $A(u(m+\varepsilon)) \geq A\left(u_{-}\right)$ for a.e. sufficiently small $\varepsilon>0$. If the jump point is at the origin, i.e., $m=0$, then continuity of $A(u)$ follows from assumption (D.1). If $m=x_{\mathrm{L}}$ or $m=x_{\mathrm{R}}$, then assumption (D.4) gives us continuity of $A(u)$. In either case, we have $A\left(u_{-}\right)=A\left(u_{+}\right)$. Thus,

$$
\begin{equation*}
\frac{1}{\varepsilon} \int_{m}^{m+\varepsilon} A(u)_{x} d x=\frac{1}{\varepsilon}\left(A(u(m+\varepsilon))-A\left(u_{+}\right)\right) \geq 0 \tag{4.29}
\end{equation*}
$$

for a.e. sufficiently small $\varepsilon>0$. Letting $\varepsilon \downarrow 0$ (along a subsequence for which (4.29) holds) yields $\left(A(u)_{x}\right)_{+} \geq 0$. The proof is completed by showing via a similar argument that if $u_{+}<u_{-}$, then $\left(A(u)_{x}\right)_{+} \leq 0$.

Remark 4.2. Since $A$ is nondecreasing, we can write the entropy condition (4.28) in the alternative form

$$
\begin{equation*}
\Phi(\gamma, u, c)_{+}-\Phi(\gamma, u, c)_{-} \leq\left|f\left(\gamma_{+}, c\right)-f\left(\gamma_{-}, c\right)\right| \quad \forall c \in \mathbb{R} \tag{4.30}
\end{equation*}
$$

where $\Phi(\gamma, u, c):=F(\gamma, u, c)-\gamma_{1}|A(u)-A(c)|_{x}$. Note that the entropy jump condition (4.28) is the same as the one stated in Lemma 2.6 of [56], with the exception that $\gamma_{1}=\gamma_{1}(x)$ is not present in [56]. Similarly, this is the only difference between Table 1 of [56] and our Table 4.1.

The next lemma is basically Lemma 2.8 of [56], adapted to the present setup.
Lemma 4.11. Let $u$ be a $B V_{t}$ entropy weak solution. Fix the jump in $\gamma$ located at $m=0$ and a time $t \in[0, T]$ where all of the relevant right and left limits exist. If $u_{-} \neq u_{+}$, then $A^{\prime}(w)=0$ for $w$ between $u_{-}$and $u_{+}$, and thus $A(\cdot)$ is constant on the interval connecting $u_{-}$to $u_{+}$; that is,

$$
\begin{equation*}
A(w)=A\left(u_{-}\right)=A\left(u_{+}\right) \quad \text { for } w \text { between } u_{-} \text {and } u_{+} \tag{4.31}
\end{equation*}
$$

Taken together, Lemma 4.11 and assumption (D.4) guarantee continuity of $x \mapsto$ $A(u(x, t))$ for a.e. $t \in[0, T]$ at each of the jumps $m \in\left\{x_{\mathrm{L}}, 0, x_{\mathrm{R}}\right\}$. Using this fact, along with the relationships in Table 4.1, it is possible to prove the following lemma, whose proof we omit, since it is essentially the same as the proof of Lemma 2.9 of [56].

Lemma 4.12. Let $u$ and $v$ be a pair of $B V_{t}$ entropy weak solutions. Fix a jump in $\gamma$ located at $m \in \mathcal{J}$ and a time $t \in(0, T)$ where all of the relevant right and left traces exist. Assume that $u_{-}>v_{-}, u_{+}<v_{+}$. If $u_{+} \leq u_{-}$, then

$$
\begin{align*}
v_{-} \in & {\left[u_{+}, u_{-}\right), f\left(\gamma_{+}, v_{-}\right) \geq f\left(\gamma_{-}, v_{-}\right) } \\
& \Longrightarrow f\left(\gamma_{-}, v_{-}\right)-\left(\gamma_{1} A(v)_{x}\right)_{-} \leq f\left(\gamma_{-}, u_{-}\right)-\left(\gamma_{1} A(u)_{x}\right)_{-}  \tag{4.32}\\
v_{+} \in & \left(u_{+}, u_{-}\right], f\left(\gamma_{-}, v_{+}\right) \geq f\left(\gamma_{+}, v_{+}\right) \\
& \Longrightarrow f\left(\gamma_{+}, v_{+}\right)-\left(\gamma_{1} A(v)_{x}\right)_{+} \leq f\left(\gamma_{+}, u_{+}\right)-\left(\gamma_{1} A(u)_{x}\right)_{+}
\end{align*}
$$

If $v_{-} \leq v_{+}$, then

$$
\begin{align*}
u_{-} \in & \left(v_{-}, v_{+}\right], f\left(\gamma_{+}, u_{-}\right) \leq f\left(\gamma_{-}, u_{-}\right) \\
& \Longrightarrow f\left(\gamma_{-}, v_{-}\right)-\left(\gamma_{1} A(v)_{x}\right)_{-} \leq f\left(\gamma_{-}, u_{-}\right)-\left(\gamma_{1} A(u)_{x}\right)_{-}  \tag{4.33}\\
u_{+} \in & {\left[v_{-}, v_{+}\right), f\left(\gamma_{+}, u_{+}\right) \geq f\left(\gamma_{-}, u_{+}\right) } \\
& \Longrightarrow f\left(\gamma_{+}, v_{+}\right)-\left(\gamma_{1} A(v)_{x}\right)_{+} \leq f\left(\gamma_{+}, u_{+}\right)-\left(\gamma_{1} A(u)_{x}\right)_{+}
\end{align*}
$$

Before proceeding to our main uniqueness theorem, let us recall the so-called crossing condition that we introduced in [56].

Definition 4.13 (crossing condition). For any jump in $\gamma$ with associated left and right limits $\left(\gamma_{-}, \gamma_{+}\right)$, we say that the crossing condition holds if, for any states $u$ and $v$,

$$
\begin{equation*}
f\left(\gamma_{+}, u\right)-f\left(\gamma_{-}, u\right)<0<f\left(\gamma_{+}, v\right)-f\left(\gamma_{-}, v\right) \text { implies } u<v \tag{4.34}
\end{equation*}
$$

The geometric interpretation of this condition is that if the graphs of $u \mapsto f\left(\gamma_{-}, u\right)$ and $u \mapsto f\left(\gamma_{+}, u\right)$ cross, then there can be at most one crossing, say at $u=u_{\chi}$, and in this case the graph of $f\left(\gamma_{-}, u\right)$ lies above (below) the graph of $f\left(\gamma_{+}, u\right)$ for $u<u_{\chi}$ $\left(u>u_{\chi}\right)$. The crossing condition is satisfied automatically if there is no crossing. Figure 2.1(d) shows an example of a flux crossing that satisfies the crossing condition, with crossing point $u_{\chi}=u_{\mathrm{F}}$. A motivation for the crossing condition in the present context is given by the following lemma, whose elementary proof is provided in [25]. See also Figure 2.1.

LEMMA 4.14. With our assumptions on $b, q_{\mathrm{L}}$, and $q_{\mathrm{R}}$, the crossing condition is satisfied at each jump $m \in \mathcal{J}$. Specifically, there are no flux crossings associated with the jumps $x=x_{\mathrm{L}}, x=x_{\mathrm{R}}$. There may be a single crossing at the jump $x=0$, but it satisfies the crossing condition.

Satisfaction of the crossing condition at the nontrivial crossing at $x=0$ may be traced to the fact that a source is located there, and thus the flow diverges from the origin. This is most easily understood by ignoring for a moment the batch flux $b(u)$ and the parabolic term. It is easy to check that these terms do not affect the crossing relationship at $x=0$. Then, if we use $\delta(x)$ to denote the delta function, our model simplifies to

$$
u_{t}+q(x) u_{x}=\left(q_{\mathrm{R}}-q_{\mathrm{L}}\right) u_{\mathrm{F}} \delta(x), \quad q(x)= \begin{cases}q_{\mathrm{L}} & \text { for } x<0 \\ q_{\mathrm{R}} & \text { for } x>0\end{cases}
$$

Since $q_{\mathrm{L}}<0<q_{\mathrm{R}}$, we have diverging flows, balanced by a source term on the righthand side. Notice that in this case the flux curves are the straight lines $u \mapsto q_{\mathrm{L}}\left(u-u_{\mathrm{F}}\right)$ and $u \mapsto q_{\mathrm{R}}\left(u-u_{\mathrm{F}}\right)$, and the crossing condition is satisfied. On the other hand, if we
had $q_{\mathrm{L}}>0>q_{\mathrm{R}}$, then our simplified model would result in converging flows, balanced by a sink term, and the crossing condition would be violated. Thus, from a physical point of view, our assumption that the crossing condition is satisfied is a natural one and follows directly from the fact that the clarifier-thickener model has a source term (as opposed to a sink term).

If any of the jumps in $\gamma$ violated the crossing condition, our definition of entropy solution would not be strong enough to rule out so-called expansion shocks (see [56] for a detailed explanation), and our uniqueness theory would break down. It turns out that additional entropy conditions are required when the crossing condition is not satisfied; we defer further discussion of this issue to a future paper since the crossing condition is satisfied in the present context.

We are finally able to prove our main uniqueness theorem.
ThEOREM 4.15 ( $L^{1}$ stability and uniqueness). Let $v$ and $u$ be two $B V_{t}$ entropy weak solutions to the initial value problem (4.1). For a.e. $t \in(0, T)$,

$$
\begin{equation*}
\|v(\cdot, t)-u(\cdot, t)\|_{L^{1}(\mathbb{R})} \leq\left\|v_{0}-u_{0}\right\|_{L^{1}(\mathbb{R})} \tag{4.35}
\end{equation*}
$$

Proof. For $B V_{t}$ entropy weak solutions $u$ and $v$, a "doubling of variables" argument appearing in Appendix A of [56] yields

$$
\begin{equation*}
-\iint_{\Pi_{T}}\left(|v-u| \varphi_{t}+F(\gamma(x), v, u) \varphi_{x}+\left|\gamma_{1} A(v)-\gamma_{1} A(u)\right| \varphi_{x x}\right) d t d x \leq 0 \tag{4.36}
\end{equation*}
$$

for any $0 \leq \varphi \in \mathcal{D}\left(\Pi_{T} \backslash \mathcal{J}\right)$. Next, via a limiting argument (see the proof of Theorem 2.1 of [56]) we extend this inequality to the larger class of test functions which do not vanish near $x \in \mathcal{J}$. Specifically, we obtain for any $0 \leq \phi \in \mathcal{D}\left(\Pi_{T}\right)$

$$
\begin{align*}
& -\iint_{\Pi_{T}}\left(|v-u| \phi_{t}+F(\gamma(x), v, u) \phi_{x}-\left|\gamma_{1} A(v)-\gamma_{1} A(u)\right| \phi_{x x}\right) d t d x \\
& \quad \leq \sum_{m \in \mathcal{J}} \int_{0}^{T}\left[F(\gamma(x), v, u)-\left|\gamma_{1} A(v)-\gamma_{1} A(u)\right|_{x}\right]_{x=m-}^{x=m+} \phi(m, t) d t \tag{4.37}
\end{align*}
$$

where the notation indicates limits from the right and left at $x=m$.
We wish to show that each term in the sum on the right-hand side of (4.37) is nonpositive. If we fix a jump point $m \in \mathcal{J}$, then the contribution to this sum from the jump point $m$ is given by

$$
\begin{equation*}
R:=\Phi(\gamma(m+), v(m+, t), u(m+, t))-\Phi(\gamma(m-), v(m-, t), u(m-, t)) \tag{4.38}
\end{equation*}
$$

Here $\Phi$ is defined in Remark 4.2 and appears in the entropy condition (4.30). Our goal is now to show that $R$ is nonpositive. Let us fix a time $t \in(0, T)$ where all of the relevant essential right and left limits exist. If $m=0$, then since $\gamma_{1}=1$ on the interval $\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right)$ containing $x=0, R \leq 0$ is immediate by repeating the relevant portion (the seven cases) of the proof of Theorem 2.1 of [56]. (Note that in [56] we used the symbol $S$ for the quantity known here as $R$.) We will not reproduce that proof here, but we emphasize that this $(m=0)$ is the only case where a nontrivial flux crossing occurs, and thus we rely on the fact that the crossing condition is satisfied.

If $x=x_{\mathrm{L}}$ or $x=x_{\mathrm{R}}$, then because of the jump in $\gamma_{1}$, we cannot appeal directly to [56], which did not address the case of a spatially varying parabolic term. We will focus on the case $x=x_{\mathrm{R}}$ and omit the similar case $x=x_{\mathrm{L}}$. The approach is to verify that $R \leq 0$ in each of the seven cases identified in [56]. The assumptions on $b(u)$
ensure that at $x=x_{\mathrm{R}}$, we will always have $f\left(\gamma_{-}, u\right) \geq f\left(\gamma_{+}, u\right)$. In particular, there are no flux crossings, which simplifies the proofs of Cases 6 and 7.

Case $1\left(v_{-}=u_{-}, v_{+}=u_{+}\right)$. Then $F\left(\gamma_{+}, v_{+}, u_{+}\right)=0$ and $F\left(\gamma_{-}, v_{-}, u_{-}\right)=0$, and by Lemma 4.8 and the fact that $\gamma_{1}\left(x_{\mathrm{R}}+\right)=0, R$ reduces to

$$
R=-\left|\left(\gamma_{1} A(u)_{x}\right)_{-}-\left(\gamma_{1} A(v)_{x}\right)_{-}\right| \leq 0
$$

Case $2\left(v_{-}=u_{-}, u_{+} \neq v_{+}\right)$. Assume that $v_{+}>u_{+}$. In this case

$$
\begin{align*}
R= & f\left(\gamma_{+}, v_{+}\right)-f\left(\gamma_{+}, u_{+}\right)-\left(\gamma_{1} A(v)_{x}\right)_{+}+\left(\gamma_{1} A(u)_{x}\right)_{+} \\
& -\left|\left(\gamma_{1} A(v)_{x}\right)_{-}-\left(\gamma_{1} A(u)_{x}\right)_{-}\right| \tag{4.39}
\end{align*}
$$

where we have used the equality $f\left(\gamma_{-}, v_{-}\right)=f\left(\gamma_{-}, u_{-}\right)$. Via the Rankine-Hugoniot condition and another application of $f\left(\gamma_{-}, u_{-}\right)=f\left(\gamma_{-}, v_{-}\right)$, we get

$$
f\left(\gamma_{+}, v_{+}\right)-f\left(\gamma_{+}, u_{+}\right)=-\left(\gamma_{1} A(v)_{x}\right)_{-}+\left(\gamma_{1} A(u)_{x}\right)_{-}
$$

We have again used the fact that $\gamma_{1}\left(x_{\mathrm{R}}+\right)=0$. Substituting this into (4.39) gives

$$
R=-\left|\left(\gamma_{1} A(v)_{x}\right)_{-}-\left(\gamma_{1} A(u)_{x}\right)_{-}\right| \leq 0
$$

The situation where $v_{+}<u_{+}$is handled similarly.
Case $3\left(v_{+}=u_{+}, u_{-} \neq v_{-}\right)$. The proof of this case is similar to that of Case 2 and is therefore omitted.

Case $4\left(u_{-}<v_{-}, u_{+}<v_{+}\right)$. In this case, using $\gamma_{1}\left(x_{R}+\right)=0$, we obtain from (4.38)

$$
\begin{align*}
R= & \left(f\left(\gamma_{+}, v_{+}\right)-f\left(\gamma_{+}, u_{+}\right)\right) \\
& -\left[f\left(\gamma_{-}, v_{-}\right)-f\left(\gamma_{+}, u_{+}\right)-\left(\gamma_{1} A(v)_{x}\right)_{-}+\left(\gamma_{1} A(u)_{x}\right)_{-}\right] \tag{4.40}
\end{align*}
$$

which equals zero, by the Rankine-Hugoniot condition (4.26).
Case $5\left(u_{-}>v_{-}, u_{+}>v_{+}\right)$. As in the preceding case, $R=0$ due to a similar calculation.

Case 6 ( $\left.u_{-}>v_{-}, u_{+}<v_{+}\right)$. In this case, (4.38) becomes

$$
R=f\left(\gamma_{-}, v_{-}\right)+f\left(\gamma_{+}, v_{+}\right)-f\left(\gamma_{-}, u_{-}\right)-f\left(\gamma_{+}, u_{+}\right)-\left(\gamma_{1} A(v)_{x}\right)_{-}+\left(\gamma_{1} A(u)_{x}\right)_{-}
$$

$$
\begin{equation*}
=2 f\left(\gamma_{+}, v_{+}\right)-2 f\left(\gamma_{+}, u_{+}\right) \tag{4.41}
\end{equation*}
$$

$$
\begin{equation*}
=2\left[f\left(\gamma_{-}, v_{-}\right)-\left(\gamma_{1} A(v)_{x}\right)_{-}\right]-2\left[f\left(\gamma_{-}, u_{-}\right)-\left(\gamma_{1} A(u)_{x}\right)_{-}\right] \tag{4.42}
\end{equation*}
$$

where (4.41) and (4.42) follow from the Rankine-Hugoniot condition (4.26). In (4.41) we have used again the fact that $\gamma_{1}\left(x_{\mathrm{R}}+\right)=0$. It follows from the assumption $u_{-}>v_{-}, u_{+}<v_{+}$that $u_{+}<v_{+} \leq u_{-}$or $v_{-}<u_{-} \leq v_{+}$must hold. Take the case where $u_{+}<v_{+} \leq u_{-}$. Recalling that at $m=x_{\text {R }}$ we always have $f\left(\gamma_{-}, \cdot\right) \geq f\left(\gamma_{+}, \cdot\right)$, we can apply (4.32) of Lemma 4.12, giving us $f\left(\gamma_{+}, v_{+}\right) \leq f\left(\gamma_{+}, u_{+}\right)$. With (4.41) in mind, we see that $R \leq 0$. In the case where $v_{-}<u_{-} \leq v_{+}$, (4.33) of Lemma 4.12 yields $f\left(\gamma_{-}, v_{-}\right)-\left(\gamma_{1} A(v)_{x}\right)_{-} \leq f\left(\gamma_{-}, u_{-}\right)-\left(\gamma_{1} A(u)_{x}\right)_{-}$, again implying that $R \leq 0$, this time using (4.42).

Case $7\left(u_{-}<v_{-}, u_{+}>v_{+}\right)$. The proof is identical to that of Case 6 ; we switch the roles of $u$ and $v$ and use the version of Lemma 4.12 that results by also switching the roles of $u$ and $v$.

We have established that for any $0 \leq \phi \in \mathcal{D}\left(\Pi_{T}\right)$

$$
\begin{equation*}
-\iint_{\Pi_{T}}\left(|v-u| \phi_{t}+F(\gamma(x), v, u) \phi_{x}-\left|\gamma_{1} A(v)-\gamma_{1} A(u)\right| \phi_{x x}\right) d t d x \leq 0 \tag{4.43}
\end{equation*}
$$

The proof is concluded via a standard test function argument which is outlined in the proof of Theorem 2.1 of [56].
4.6. Convergence of the numerical approximations. In what follows, let us denote by $\Delta$ the pair $\Delta:=(\Delta t, \Delta x)$. Our purpose in this section is to prove convergence (along a subsequence) of the numerical approximations as $\Delta \downarrow 0$, i.e., as $\Delta t, \Delta x \rightarrow 0$ with $\Delta t, \Delta x>0$. For the sake of simplicity, we will concentrate on the explicit version of the algorithm.

Let $\left(\gamma^{\Delta}, u^{\Delta}\right)$ be the finite difference approximation defined in (3.3). A significant part of the convergence analysis consists of establishing a spatial total variation estimate for the approximate solution $u^{\Delta}$, measured with respect to a particular transformed variable. More precisely, we prove that $u^{\Delta}$ converges (along a subsequence) to a weak solution by introducing a singular mapping $\Psi:(\gamma, u) \mapsto(\gamma, z)$ such that strong compactness of $z^{\Delta}=\Psi\left(\gamma^{\Delta}, u^{\Delta}\right)$ can be obtained. As always in problems involving resonance phenomena, one should measure the space translates with respect to a nonlinear transformation; as already mentioned in the introduction, there is generally no spatial total variation bound for the conserved variable $u$ itself. The singular mapping approach has been used for many years in the purely hyperbolic setting, starting with the paper [76].

On the other hand, the construction of a suitable singular mapping $\Psi$ for secondorder equations is more recent and was done first in [55]. The idea is to construct a singular mapping that includes a contribution from both the convective flux and the diffusion function. We first prove compactness for the two parts of the singular mapping separately. We then combine the two portions to recover the original singular mapping and conclude that since the mapping is strictly increasing as a function of the conserved variable $u$, convergence of the transformed variable implies convergence of $u$.

Since we are applying the scheme described in section 3 to Model 1 (constant cross section), we can simplify the analysis by taking $S_{j} \equiv 1$, and then $\lambda_{j}=: \lambda=\Delta t / \Delta x$. To simplify the notation a little further, let $\mu=\lambda / \Delta x, h_{j+1 / 2}^{n}=h\left(\gamma_{j+1 / 2}, U_{j+1}^{n}, U_{j}^{n}\right)$, $\gamma_{1+1 / 2}=s_{j+1 / 2}$, and $A_{j}^{n}=A\left(U_{j}^{n}\right)$. The marching formula (3.1) then takes the form

$$
\begin{equation*}
U_{j}^{n+1}=U_{j}^{n}-\lambda \Delta_{+} h_{j-1 / 2}^{n}+\mu \Delta_{+}\left(s_{j-1 / 2} \Delta_{-} A_{j}^{n}\right) \tag{4.44}
\end{equation*}
$$

The Engquist-Osher numerical flux is consistent with the actual flux, i.e., $h(\gamma, u, u)=f(\gamma, u)$. In addition, for fixed $\gamma, h(\gamma, v, u)$ is a two-point monotone flux, meaning that it is nonincreasing with respect to $v$ and nondecreasing with respect to $u$. Due to the regularity assumptions on $f$, the numerical flux $h$ is Lipschitz continuous with respect to each of its arguments and in fact satisfies

$$
\begin{equation*}
f_{u}^{-}(\gamma, v)=h_{v}(\gamma, v, u) \leq 0 \leq h_{u}(\gamma, v, u)=f_{u}^{+}(\gamma, u) \tag{4.45}
\end{equation*}
$$

where $f_{u}^{-}(\boldsymbol{\gamma}, u):=\min \left\{0, f_{u}(\boldsymbol{\gamma}, u)\right\}$ and $f_{u}^{+}(\boldsymbol{\gamma}, u):=\max \left\{0, f_{u}(\boldsymbol{\gamma}, u)\right\}$ denote the negative and positive parts of $f_{u}$. Thus, whenever the flux $u \mapsto f(\gamma, u)$ is $C^{1}$, the
numerical flux is also $C^{1}$ as a function of the conserved variables $u$ and $v$. The following bound is easily checked:

$$
\|h\|:=\max \{|h(\gamma, v, u)| \mid \gamma \in \mathcal{G}, v, u \in[0,1]\} \leq\|f\|+\frac{1}{2}\left\|f_{u}\right\|
$$

From formula (4.45) it is clear that $\left\|f_{u}\right\|$ is a Lipschitz constant for the numerical flux $h$ with respect to the conserved variables $u$ and $v$.

We assume that the discretization parameters $(\Delta x, \Delta t)$ are chosen so that the following Courant-Friedrichs-Lewy (CFL) [35] condition holds:

$$
\begin{equation*}
\lambda\left(\max \left\{-q_{\mathrm{L}}, q_{\mathrm{R}}\right\}+\max _{u \in[0,1]}\left|b^{\prime}(u)\right|\right)+\mu \max _{u \in[0,1]} A^{\prime}(u) \leq 1 / 2 \tag{4.46}
\end{equation*}
$$

In our case, the stability analysis relies very much on the monotonicity property of the scheme, where we recall that a finite difference scheme such as (4.44) is monotone [36] if

$$
\begin{equation*}
U_{j}^{n} \leq V_{j}^{n} \quad \forall j \quad \Longrightarrow \quad U_{j}^{n+1} \leq V_{j}^{n+1} \quad \forall j . \tag{4.47}
\end{equation*}
$$

The following lemma and its proof illustrate how the CFL condition (4.46) is derived from the requirement that our scheme (4.44) be monotone.

Lemma 4.16. If the initial data $\left\{U_{j}^{0}\right\}_{j \in \mathbb{Z}}$ lies in the interval $[0,1]$ and the $C F L$ condition (4.46) is satisfied, then the solution $\left\{U_{j}^{n}\right\}_{j \in \mathbb{Z}}$ computed by the explicit scheme (4.44) also belongs to the interval $[0,1]$ for each $n \geq 0$. Moreover, the difference scheme (4.44) remains monotone at each time level $n \geq 0$.

Proof. Let us first rewrite (4.44) as $U_{j}^{n+1}=G_{j}\left(U_{j+1}^{n}, U_{j}^{n}, U_{j-1}^{n}, \gamma_{j+1 / 2}, \gamma_{j-1 / 2}\right)$ for $j \in \mathbb{Z}$. Then the scheme is monotone, i.e., satisfies (4.47), if

$$
\begin{equation*}
\partial U_{j}^{n+1} / \partial U_{j+1}^{n} \geq 0, \quad \partial U_{j}^{n+1} / \partial U_{j}^{n} \geq 0, \quad \partial U_{j}^{n+1} / \partial U_{j-1}^{n} \geq 0, \quad j \in \mathbb{Z} \tag{4.48}
\end{equation*}
$$

However, in our case we have for $j \in \mathbb{Z}$

$$
\begin{align*}
\partial U_{j}^{n+1} / \partial U_{j+1}^{n}= & -\lambda f_{u}^{-}\left(\gamma_{j+1 / 2}, U_{j+1}^{n}\right)+\mu \gamma_{1 j+1 / 2} A^{\prime}\left(U_{j+1}^{n}\right)  \tag{4.49}\\
\partial U_{j}^{n+1} / \partial U_{j-1}^{n}= & \lambda f_{u}^{+}\left(\gamma_{j-1 / 2}, U_{j-1}^{n}\right)+\mu \gamma_{1-1 / 2} A^{\prime}\left(U_{j-1}^{n}\right)  \tag{4.50}\\
\partial U_{j}^{n+1} / \partial U_{j}^{n}= & 1+\lambda f_{u}^{-}\left(\gamma_{j+1 / 2}, U_{j}^{n}\right)-\lambda f_{u}^{+}\left(\gamma_{j-1 / 2}, U_{j}^{n}\right)  \tag{4.51}\\
& -\mu\left(\gamma_{1-1 / 2}+\gamma_{1 j+1 / 2}\right) A^{\prime}\left(U_{j}^{n}\right)
\end{align*}
$$

Since $f_{u}^{-} \leq 0, f_{u}^{+} \geq 0$, and $A^{\prime}(u) \geq 0$ by definition, we see that the right-hand sides of (4.49) and (4.50) are always nonnegative. If $U_{j}^{n} \in[0,1]$, then it is easy to deduce from (4.51) and from $\gamma_{1} \in[0,1]$ that also $\partial U_{j}^{n+1} / \partial U_{j}^{n} \geq 0$ if the CFL condition (4.46) is satisfied. Precisely speaking, $U_{j}^{n} \in[0,1]$ and the CFL condition (4.46) ensure that the scheme is monotone at time $t_{n}$.

It remains to prove that if we have $U_{j}^{n} \in[0,1]$, then the quantities $U_{j}^{n+1}$ calculated by the scheme also satisfy $U_{j}^{n+1} \in[0,1]$ for $j \in \mathbb{Z}$. To this end, we now apply the scheme (4.44) to the initial data $V_{j}^{0} \equiv 0$. The parabolic terms vanish, since the data is constant, and at time level 1 we get $V_{j}^{1}=V_{j}^{0}-\lambda \Delta_{-} h\left(\gamma_{j+1 / 2}, V_{j+1}^{0}, V_{j}^{0}\right)$. Since $b(u)=0$ for $u=0$ and $u=1$, it is easy to check that $V_{0}^{1}=\lambda\left(q_{\mathrm{R}}-q_{\mathrm{L}}\right) u_{\mathrm{F}}$ and $V_{j}^{1}=0$ for $j \neq 0$. The CFL condition implies that $0 \leq \lambda\left(-q_{\mathrm{L}}\right) \leq 1 / 2$ and $0 \leq \lambda q_{\mathrm{R}} \leq 1 / 2$, which yields $0 \leq \lambda\left(q_{\mathrm{R}}-q_{\mathrm{L}}\right) \leq 1$, and thus $V_{j}^{1} \in[0,1]$.

Next, we apply the scheme (4.44) to the initial data $W_{j}^{0} \equiv 1$, yielding at time level $1 W_{j}^{1}=W_{j}^{0}-\lambda \Delta_{-} h\left(\gamma_{j+1 / 2}, W_{j+1}^{0}, W_{j}^{0}\right)$. This time we find that $W_{0}^{1}=1-$ $\lambda\left(q_{\mathrm{R}}-q_{\mathrm{L}}\right)\left(1-u_{\mathrm{F}}\right)$ and $W_{j}^{1}=1$ for $j \neq 0$. The CFL condition again guarantees that $W_{j}^{1} \in[0,1]$. Thus, $0 \leq V_{j}^{1}, W_{j}^{1} \leq 1$, the CFL condition remains valid for $\left\{V_{j}^{1}\right\}_{j \in \mathbb{Z}}$ and $\left\{W_{j}^{1}\right\}_{j \in \mathbb{Z}}$, and monotonicity implies that $V_{j}^{1} \leq U_{j}^{1} \leq W_{j}^{1}$. Continuing inductively, we see that $0 \leq V_{j}^{n} \leq U_{j}^{n} \leq W_{j}^{n} \leq 1$, the CFL condition remains satisfied at each successive time step, and we continue to have monotonicity for each $n \geq 0$.

When sending $\Delta \downarrow 0$, as we will do in the analysis of the explicit scheme (3.1), the ratio $\mu=\lambda / \Delta x=\Delta t / \Delta x^{2}$ will be kept constant, which means that $\lambda=\mu \Delta x$ is variable with $\lambda \rightarrow 0$ as $\Delta \downarrow 0$.

The CFL condition for the semi-implicit scheme (3.4), which we do not analyze here but use for some of the numerical examples, is

$$
\begin{equation*}
\lambda\left(\max \left\{-q_{\mathrm{L}}, q_{\mathrm{R}}\right\}+\max _{u \in[0,1]}\left|b^{\prime}(u)\right|\right) \leq 1 / 2 \tag{4.52}
\end{equation*}
$$

Consequently, the semi-implicit scheme behaves stably for $\Delta \downarrow 0$ if we fix $\lambda=\Delta t / \Delta x$ such that (4.52) is satisfied. The semi-implicit scheme (3.4) allows a faster computation than the explicit scheme (3.1), since $\Delta t$ needs to be chosen proportional to $\Delta x$, not $\Delta x^{2}$ (as for the explicit scheme). Again, the CFL condition (4.52) accrues from the requirement that the scheme be monotone, as we shall see in the following version of Lemma 4.16 for the semi-implicit scheme (3.4). This lemma can be considered as a motivation for the CFL condition (4.52).

Lemma 4.17. If the initial data $\left\{U_{j}^{0}\right\}_{j \in \mathbb{Z}}$ lies in the interval $[0,1]$ and the $C F L$ condition (4.52) is satisfied, then the solution $\left\{U_{j}^{n}\right\}_{j \in \mathbb{Z}}$ computed by the semi-implicit scheme (3.4) also belongs to the interval $[0,1]$ for each $n \geq 0$. Moreover, the difference scheme (3.4) remains monotone at each time level $n \geq 0$.

Proof. Let $V^{n}:=\left\{V_{j}^{n}\right\}_{j \in \mathbb{Z}}$ and $W^{n}:=\left\{W_{j}^{n}\right\}_{j \in \mathbb{Z}}$ satisfy $V_{j}^{n}, W_{j}^{n} \in[0,1]$ for all $j \in \mathbb{Z}$. If we compute $V^{n+1}$ and $W^{n+1}$ using the implicit scheme, then with the help of (4.45) we can write their difference as

$$
\begin{align*}
W_{j}^{n+1}-V_{j}^{n+1}= & W_{j}^{n}-V_{j}^{n}+\alpha_{j+1 / 2}\left(W_{j+1}^{n}-V_{j+1}^{n}\right)-\beta_{j+1 / 2}\left(W_{j}^{n}-V_{j}^{n}\right) \\
& -\alpha_{j-1 / 2}\left(W_{j}^{n}-V_{j}^{n}\right)+\beta_{j-1 / 2}\left(W_{j-1}^{n}-V_{j-1}^{n}\right) \\
& +s_{j+1 / 2} \theta_{j+1}\left(W_{j+1}^{n+1}-V_{j+1}^{n+1}\right)  \tag{4.53}\\
& -\left(s_{j+1 / 2}+s_{j-1 / 2}\right) \theta_{j}\left(W_{j}^{n+1}-V_{j}^{n+1}\right) \\
& +s_{j-1 / 2} \theta_{j-1}\left(W_{j-1}^{n+1}-V_{j-1}^{n+1}\right)
\end{align*}
$$

where we define for $j \in \mathbb{Z}$

$$
\begin{align*}
& \alpha_{j+1 / 2}:=-\lambda \int_{0}^{1} f_{u}^{-}\left(\gamma_{j+1 / 2}, V_{j+1}^{n}+\phi\left(W_{j+1}^{n}-V_{j+1}^{n}\right)\right) d \phi \geq 0 \\
& \beta_{j+1 / 2}:=\lambda \int_{0}^{1} f_{u}^{+}\left(\gamma_{j+1 / 2}, V_{j}^{n}+\phi\left(W_{j}^{n}-V_{j}^{n}\right)\right) d \phi \geq 0 \tag{4.54}
\end{align*}
$$

and

$$
\begin{equation*}
\theta_{j}:=\mu \frac{A\left(W_{j}^{n+1}\right)-A\left(V_{j}^{n+1}\right)}{W_{j}^{n+1}-V_{j}^{n+1}} \geq 0 \tag{4.55}
\end{equation*}
$$

Let us abbreviate $D_{j}^{n}:=W_{j}^{n}-V_{j}^{n}$ and rearrange (4.53) into the form

$$
\begin{align*}
\left(1+\left(s_{j+1 / 2}+s_{j-1 / 2}\right) \theta_{j}\right) D_{j}^{n+1}= & \left(1-\beta_{j+1 / 2}-\alpha_{j-1 / 2}\right) D_{j}^{n}+\alpha_{j+1 / 2} D_{j+1}^{n} \\
& +\beta_{j-1 / 2} D_{j-1}^{n}+s_{j+1 / 2} \theta_{j+1} D_{j+1}^{n+1}  \tag{4.56}\\
& +s_{j-1 / 2} \theta_{j-1} D_{j-1}^{n+1}
\end{align*}
$$

Thanks to the CFL condition (4.52), we have $1-\beta_{j+1 / 2}-\alpha_{j-1 / 2} \geq 0$. Thus all of the coefficients appearing in (4.56) are nonnegative, and taking absolute values results in

$$
\begin{align*}
\left(1+\left(s_{j+1 / 2}+s_{j-1 / 2}\right) \theta_{j}\right)\left|D_{j}^{n+1}\right| \leq & \left(1-\beta_{j+1 / 2}-\alpha_{j-1 / 2}\right)\left|D_{j}^{n}\right| \\
& +\alpha_{j+1 / 2}\left|D_{j+1}^{n}\right|+\beta_{j-1 / 2}\left|D_{j-1}^{n}\right|  \tag{4.57}\\
& +s_{j+1 / 2} \theta_{j+1}\left|D_{j+1}^{n+1}\right|+s_{j-1 / 2} \theta_{j-1}\left|D_{j-1}^{n+1}\right| .
\end{align*}
$$

Summing (4.57) over $j \in \mathbb{Z}$, canceling wherever possible, and recalling the definition of $D_{j}^{n}$, we find that

$$
\begin{equation*}
\sum_{j \in \mathbb{Z}}\left|W_{j}^{n+1}-V_{j}^{n+1}\right| \leq \sum_{j \in \mathbb{Z}}\left|W_{j}^{n}-V_{j}^{n}\right| \tag{4.58}
\end{equation*}
$$

indicating that the semi-implicit scheme is $L^{1}$-contractive on data that is constrained to the interval $[0,1]$. It now follows from the Crandall-Tartar lemma [37] that the scheme is also monotone (on data that is constrained to the interval $[0,1]$ ).

We still must show that the solution remains in $[0,1]$. First, observe that the $L^{1}$-contraction property (4.58) implies that the solution to the implicit scheme is unique. Referring back to the portion of the proof of Lemma 4.16 where we used the specific data $V_{j}^{0} \equiv 0$, and $W_{j}^{0} \equiv 1$, we see that the solutions $V_{j}^{1}$ and $W_{j}^{1}$ are also (the unique) solutions to the implicit scheme at time level 1. With these observations in mind, it is clear that the relevant portion of the proof of Lemma 4.16 also shows invariance of the interval $[0,1]$ for the semi-implicit scheme.

We now continue our analysis of the explicit scheme (3.1).
Lemma 4.18. Our numerical approximation satisfies the following discrete time continuity estimate (which is uniform in $n$ and $\Delta$ ):

$$
\begin{equation*}
\Delta x \sum_{j \in \mathbb{Z}}\left|U_{j}^{n+1}-U_{j}^{n}\right| \leq \Delta x \sum_{j \in \mathbb{Z}}\left|U_{j}^{1}-U_{j}^{0}\right| \leq C \Delta t \tag{4.59}
\end{equation*}
$$

It also satisfies a uniform (in $n$ and $\Delta$ ) $L^{1}$ bound:

$$
\begin{equation*}
\left\|u^{\Delta}\left(\cdot, t^{n}\right)\right\|_{L^{1}(\mathbb{R})} \leq C T \tag{4.60}
\end{equation*}
$$

Proof. The proof of Lemma 3.3 of [55] is almost entirely applicable to (4.59), the only possible complication arising when we have to bound the quantity

$$
\sum_{j \in \mathbb{Z}}\left|\Delta_{-} \frac{1}{\Delta x} s_{j+1 / 2} \Delta_{+} A\left(U_{j}^{0}\right)\right|
$$

One finds that the proof of the analogous bound in [55] can be modified to accommodate the present situation. The key ingredients are the assumption that $\gamma_{1} A\left(u_{0}\right)_{x} \in B V(\mathbb{R})$, along with the pointwise discretization of $u_{0}$. For the proof of (4.60), see Lemma 3.4 of [55].

In what follows, it will be convenient to have available the notation $\mathcal{O}(1)$ to denote a quantity that is bounded uniformly in $n$ and $\Delta$.

Lemma 4.19. The following bound holds independently of $\Delta$ and the time level $n$ :

$$
\begin{equation*}
\sum_{j \in \mathbb{Z}} s_{j-1 / 2}\left|\Delta_{-} A_{j}^{n}\right| \leq C . \tag{4.61}
\end{equation*}
$$

Proof. Let $\rho_{j-1 / 2}^{n}:=h_{j-1 / 2}^{n}-s_{j-1 / 2} \Delta_{-} A_{j}^{n} / \Delta x$. By substituting $U_{j}^{n+1}-U_{j}^{n}=$ $-\lambda \Delta_{+} \rho_{j-1 / 2}^{n}$ into (4.59) we find that

$$
\begin{equation*}
\sum_{j \in \mathbb{Z}}\left|\Delta_{+} \rho_{j-1 / 2}^{n}\right|=\mathcal{O}(1) . \tag{4.62}
\end{equation*}
$$

At the same time, if $j$ is so large that $x_{j}>x_{\mathrm{R}}+2 \Delta x$, then $\rho_{j-1 / 2}^{n}=q_{\mathrm{R}} U_{j}^{n}$. From Lemma 4.16, we get that $\left|\rho_{j-1 / 2}^{n}\right| \leq q_{\mathrm{R}}$. This bound, together with the bound (4.62), implies a uniform bound of the form $\left|\rho_{j-1 / 2}^{n}\right|=\mathcal{O}(1)$. Since the convective numerical flux $h(\gamma, v, u)$ is continuous, the quantity $h_{j-1 / 2}^{n}$ is also uniformly bounded, and so we have the bound $s_{j-1 / 2}\left|\Delta_{-} A_{j}^{n}\right| / \Delta x=\mathcal{O}(1)$. The proof is completed by multiplying both sides of this relationship by $\Delta x$, summing over $j$, and recalling that $s_{j-1 / 2}$ vanishes for $x_{j}$ outside of the interval $\left[x_{\mathrm{L}}-\Delta x, x_{\mathrm{R}}\right]$.

Let $z^{\Delta}(x, t):=\Psi\left(\gamma(x), u^{\Delta}(x, t)\right)$. Defining (see (4.13) for the definition of $\mathcal{F}$ )

$$
\mathcal{F}^{\Delta}(x, t):=\mathcal{F}\left(\gamma(x), u^{\Delta}(x, t)\right), \quad A^{\Delta}(x, t):=A\left(u^{\Delta}(x, t)\right),
$$

we can separate $z^{\Delta}$ into its hyperbolic and parabolic contributions:

$$
\begin{equation*}
z^{\Delta}(x, t)=\mathcal{F}^{\Delta}(x, t)+\gamma_{1}(x) A^{\Delta}(x, t) . \tag{4.63}
\end{equation*}
$$

To prove that the difference scheme converges, we follow [25] and first prove compactness for the transformed quantity $z^{\Delta}$. We establish spatial variation bounds separately for each of the intervals $\left(-\infty, x_{\mathrm{L}}\right),\left(x_{\mathrm{L}}, 0\right),\left(0, x_{\mathrm{R}}\right),\left(x_{\mathrm{R}}, \infty\right)$. The jumps in $z^{\Delta}$ where these intervals meet are bounded, and so we can ignore them. Indeed consider the jump in $z^{\Delta}\left(x, t^{n}\right)$ that occurs at $x=m \in\left\{x_{\mathrm{L}}, 0, x_{\mathrm{R}}\right\}$, which is given by

$$
z^{\Delta}\left(m+, t^{n}\right)-z^{\Delta}\left(m-, t^{n}\right)=\Psi\left(\gamma+, u^{\Delta}\left(m+, t^{n}\right)\right)-\Psi\left(\gamma-, u^{\Delta}\left(m-, t^{n}\right)\right) .
$$

Since $u^{\Delta}$ is bounded uniformly (by Lemma 4.16), $\gamma$ is bounded by assumption, and the transformation $\Psi$ is Lipschitz continuous with respect to all variables, it is clear that the magnitude of this jump is uniformly bounded also.

In the intervals $\left(-\infty, x_{\mathrm{L}}\right)$ and $\left(x_{\mathrm{R}}, \infty\right)$, the parabolic term is not present, and (4.63) simplifies to $z^{\Delta}(x, t)=\gamma_{2} u^{\Delta}(x, t)$. This makes it clear that the proof of the variation bound for these intervals is the same as the proof of Lemma 3.5 of [25]. We record this fact in the following lemma.

Lemma 4.20. We have the following bounds, which are independent of $\Delta$ and $n$ :

$$
\begin{equation*}
\operatorname{TV}\left(\left.z^{\Delta}\left(\cdot, t^{n}\right)\right|_{\left\{x \mid x<x_{\mathrm{L}}\right\}}\right) \leq C, \quad \operatorname{TV}\left(\left.z^{\Delta}\left(\cdot, t^{n}\right)\right|_{\left\{x \mid x>x_{\mathrm{R}}\right\}}\right) \leq C \tag{4.64}
\end{equation*}
$$

We now address the variation bound for the remaining intervals, $\left(x_{\mathrm{L}}, 0\right)$ and $\left(0, x_{\mathrm{R}}\right)$. As in [25], we will focus on $\left(0, x_{\mathrm{R}}\right)$, omitting the proof for the other interval, since it is similar. Let $\boldsymbol{\gamma}_{\mathrm{R}}:=\left(q_{\mathrm{R}}, 1\right)$; i.e., let $\boldsymbol{\gamma}_{\mathrm{R}}$ denote the value that $\boldsymbol{\gamma}$ takes on
$\left(0, x_{\mathrm{R}}\right)$. Recalling the definition (4.13), we see that $\gamma_{1}=1$ for $x \in\left(0, x_{\mathrm{R}}\right)$, and so $\Psi$ simplifies to

$$
\begin{equation*}
\Psi(\gamma, u)=\mathcal{F}\left(\gamma_{\mathrm{R}}, u\right)+A(u), \quad \mathcal{F}\left(\gamma_{\mathrm{R}}, u\right)=\int_{0}^{u} \mathcal{S}(w)\left|f_{u}\left(\gamma_{\mathrm{R}}, w\right)\right| d w \tag{4.65}
\end{equation*}
$$

Let $J^{-}$be the largest index $j$ such that $x_{j}-\Delta x / 2 \leq 0$, and let $J^{+}$be the smallest index $j$ such that $x_{j}+\Delta x / 2 \geq x_{\mathrm{R}}$. Thus $0 \in I_{J^{-}}, x_{\mathrm{R}} \in I_{J^{+}}$, and $\left[0, x_{\mathrm{R}}\right] \subseteq$ $\left[x_{J^{-}}-\Delta x / 2, x_{J^{+}}+\Delta x / 2\right]$.

The following lemma records a discrete entropy inequality. It can be proved via a slight modification (to account for $s_{j-1 / 2}$ ) of the proof of Lemma 4.1 of [56].

Lemma 4.21. For any $c \in \mathbb{R}$, the following cell entropy inequality is satisfied by approximate solutions $U_{j}^{n}$ generated by the scheme (4.44):

$$
\begin{align*}
\left|U_{j}^{n+1}-c\right| \leq\left|U_{j}^{n}-c\right| & -\lambda \Delta_{-} H_{j+1 / 2}^{n}+\mu \Delta_{+}\left(s_{j-1 / 2} \Delta_{-}\left|A\left(U_{j}^{n}\right)-A(c)\right|\right)  \tag{4.66}\\
& -\lambda \operatorname{sgn}\left(U_{j}^{n+1}-c\right) \Delta_{+} f\left(\gamma_{j-1 / 2}, c\right)
\end{align*}
$$

where the numerical entropy flux $H_{j+1 / 2}$ is defined by

$$
\begin{equation*}
H_{j+1 / 2}^{n}:=h\left(\gamma_{j+1 / 2}, U_{j+1}^{n} \vee c, U_{j}^{n} \vee c\right)-h\left(\gamma_{j+1 / 2}, U_{j+1}^{n} \wedge c, U_{j}^{n} \wedge c\right) \tag{4.67}
\end{equation*}
$$

Formally, the cell entropy inequality (4.66) can be motivated by assuming that the function $u$ in the integrand of (4.5) is piecewise constant on the rectangle $R_{j}^{n}:=$ $\left(x_{j-1 / 2}, x_{j+1 / 2}\right) \times\left(t_{n}, t_{n+1}\right)$ and by choosing a sequence of test functions $\phi$ with support on $R_{j}^{n}$ that approximate the characteristic function $\chi_{j}^{n}$ of $R_{j}^{n}$. Moreover, the exact entropy flux defined in (4.12) is replaced by the numerical entropy flux (4.67). In this sense, the discrete entropy inequality (4.66) is consistent with the entropy inequality (4.5) for the exact solution, but observe that the term in the second line of (4.66), which mirrors the sum over $m \in \mathcal{J}$ in (4.5), is evaluated at time level $t_{n+1}$.

Let $\chi_{l}(w ; c):=H(c-w)$, where $H(\cdot)$ is the Heaviside function, and $\chi_{r}(w ; c):=$ $1-\chi_{l}(w ; c)$. The following lemma is easily established using the calculations used in Lemma 3.9 of [25], adapted to the cell entropy inequality (4.66) appearing in Lemma 4.21.

Lemma 4.22. Fix $c \in \mathbb{R}$ and $\gamma \in \mathcal{G}$. The following inequalities are valid for $J^{-} \leq j \leq J^{+}$:

$$
\begin{align*}
& -\int_{U_{j}^{n}}^{U_{j+1}^{n}} \chi_{l}(w ; c) f_{u}^{-}(\gamma, w) d w-\int_{U_{j-1}^{n}}^{U_{j}^{n}} \chi_{l}(w ; c) f_{u}^{+}(\gamma, w) d w  \tag{4.68}\\
& \leq \frac{-1}{\lambda}\left(U_{j}^{n}-U_{j}^{n+1}\right)_{-}-\frac{1}{\Delta x} \Delta_{+}\left(s_{j-1 / 2} \Delta_{-}\left(A\left(U_{j}^{n+1}\right)-A(c)\right)_{-}\right)+\alpha_{j}^{n} \\
& \int_{U_{j}^{n}}^{U_{j+1}^{n}} \chi_{r}(w ; c) f_{u}^{-}(\gamma, w) d w+\int_{U_{j-1}^{n}}^{U_{j}^{n}} \chi_{r}(w ; c) f_{u}^{+}(\gamma, w) d w \\
& \leq \frac{1}{\lambda}\left(U_{j}^{n}-U_{j}^{n+1}\right)_{+}-\frac{1}{\Delta x} \Delta_{+}\left(s_{j-1 / 2} \Delta_{-}\left(A\left(U_{j}^{n+1}\right)-A(c)\right)_{+}\right)+\beta_{j}^{n}
\end{align*}
$$

The quantities $\alpha_{j}^{n}$ and $\beta_{j}^{n}$ are bounded independently of $n$ and $\Delta$. In fact, $\alpha_{j}^{n}=\beta_{j}^{n}=0$ for $J^{-}+2 \leq j \leq J^{+}-2$.

With the help of these entropy inequalities, we can prove the following lemma.

Lemma 4.23. The following spatial variation bounds are satisfied, independent of $\Delta$ and $n$ :

$$
\operatorname{TV}\left(\left.\mathcal{F}^{\Delta}\left(\cdot, t^{n}\right)\right|_{\left\{x \mid x_{\mathrm{L}}<x<0\right\}}\right) \leq C, \quad \operatorname{TV}\left(\left.\mathcal{F}^{\Delta}\left(\cdot, t^{n}\right)\right|_{\left\{x \mid 0<x<x_{\mathrm{R}}\right\}}\right) \leq C
$$

Proof. We prove only the second assertion; the proof of the first is similar. We follow closely the proof of Lemma 3.10 of [25]. First, observe that if the term

$$
\frac{1}{\Delta x} \Delta_{-}\left(\Delta_{+} s_{j-1 / 2}\left(A\left(U_{j}^{n}\right)-A(c)\right)_{-}\right)
$$

was not present in (4.68), the proof of Lemma 3.10 of [25] would apply verbatim. Next, recall from the proof of Lemma 4.5 that if $c \leq u_{c}$, then $\left(A\left(U_{j}^{n}\right)-A(c)\right)_{-}=0$. Thus, when $c \leq u_{\mathrm{c}}$, the parabolic term in (4.68) disappears, giving us

$$
\begin{equation*}
-\int_{U_{j}^{n}}^{U_{j+1}^{n}} \chi_{l}(w ; c) f_{u}^{-}(\gamma, w) d w-\int_{U_{j-1}^{n}}^{U_{j}^{n}} \chi_{l}(w ; c) f_{u}^{+}(\gamma, w) d w \leq \frac{-1}{\lambda}\left(U_{j}^{n}-U_{j}^{n+1}\right)_{-}+\alpha_{j}^{n} \tag{4.70}
\end{equation*}
$$

When $x \in\left(0, x_{\mathrm{R}}\right),\left(\gamma_{1}(x), \gamma_{2}(x)\right)=\left(q_{\mathrm{R}}, 1\right) \equiv \gamma_{\mathrm{R}}$, and by the assumptions on $b$ and $q_{\mathrm{R}}, u \mapsto f\left(\gamma_{\mathrm{R}}, u\right)$ has at most two extrema for $u \in(0,1)$. For the sake of argument, we assume that there are exactly two extrema. It will become clear that a simplified version of the following proof will suffice if there are fewer than two. So assume that there is one maximum located at $u_{1}^{*} \in(0,1)$ and one minimum located at $u_{2}^{*} \in(0,1)$, with $u_{1}^{*}<u_{2}^{*}$. The flux $u \mapsto f\left(\gamma_{\mathrm{R}}, u\right)$ is strictly monotone away from these critical points. Let $u_{0}^{*}:=0$ and $u_{3}^{*}:=1$, and for $\nu=0,1,2$, let $\chi^{\nu}(u)$ be the characteristic function of the interval $\left[\min \left\{u_{\nu}^{*}, u_{c}\right\}, \min \left\{u_{\nu+1}^{*}, u_{\mathrm{c}}\right\}\right)$. Each of the intervals $\left[\min \left\{u_{\nu}^{*}, u_{\mathrm{c}}\right\}, \min \left\{u_{\nu+1}^{*}, u_{\mathrm{c}}\right\}\right.$ ) either is empty (if the left endpoint happens to equal $u_{\mathrm{c}}$ ) or $f\left(\gamma_{\mathrm{R}}, u\right)$ is strictly monotone in its interior. Define

$$
\phi^{\nu}\left(\gamma_{\mathrm{R}}, u\right):=\int_{0}^{u} \chi^{\nu}(w)\left|f_{u}\left(\gamma_{\mathrm{R}}, w\right)\right| d w, \quad \nu=0,1,2
$$

Clearly, $\mathcal{S}(u)=\chi^{0}(u)+\chi^{1}(u)+\chi^{2}(u)$, so that $\mathcal{F}\left(\gamma_{\mathrm{R}}, \cdot\right)$ has the decomposition

$$
\begin{equation*}
\mathcal{F}\left(\gamma_{\mathrm{R}}, u\right)=\phi^{0}\left(\gamma_{\mathrm{R}}, u\right)+\phi^{1}\left(\gamma_{\mathrm{R}}, u\right)+\phi^{2}\left(\gamma_{\mathrm{R}}, u\right) \tag{4.71}
\end{equation*}
$$

We now use the entropy inequality (4.70) three times, just as in the proof of Lemma 3.10 of [25], except that now instead of $c=u_{\nu}, \nu=1,2,3$, we take $c=\min \left\{u_{\nu}^{*}, u_{\mathrm{c}}\right\}$, $\nu=1,2,3$. In order to keep the analysis somewhat self-contained, let us review the calculation appearing in [25] when $c=u_{1}^{*}$. We start by setting $c=u_{1}^{*}$ in inequality (4.70) and observe that $u \mapsto f\left(\gamma_{\mathrm{R}}, u\right)$ is strictly increasing on ( $0, u_{1}^{*}$ ). Then (4.70) simplifies to

$$
\begin{equation*}
-\int_{U_{j-1}^{n}}^{U_{j}^{n}} \chi_{l}\left(w ; u_{1}^{*}\right) f_{u}^{+}\left(\gamma_{\mathrm{R}}, w\right) d w \leq \frac{-1}{\lambda}\left(U_{j}^{n}-U_{j}^{n+1}\right)_{-}+\alpha_{j}^{n} \tag{4.72}
\end{equation*}
$$

Since $f_{u}^{+}\left(\gamma_{\mathrm{R}}, u\right)=\left|f_{u}\left(\gamma_{\mathrm{R}}, u\right)\right|$ for $u \in\left(0, u_{1}^{*}\right)$, we find that

$$
\begin{aligned}
\int_{U_{j-1}^{n}}^{U_{j}^{n}} \chi_{l}\left(w ; u_{1}^{*}\right) f_{u}^{+}\left(\gamma_{\mathrm{R}}, w\right) d w & =\int_{U_{j-1}^{n}}^{U_{j}^{n}} \chi^{0}(w)\left|f_{u}\left(\gamma_{\mathrm{R}}, w\right)\right| d w \\
& =\phi^{0}\left(\gamma_{\mathrm{R}}, U_{j}^{n}\right)-\phi^{0}\left(\gamma_{\mathrm{R}}, U_{j-1}^{n}\right)
\end{aligned}
$$

Combining this last relationship with (4.72), we have the inequality

$$
\phi^{0}\left(\gamma_{\mathrm{R}}, U_{j-1}^{n}\right)-\phi^{0}\left(\gamma_{\mathrm{R}}, U_{j}^{n}\right) \leq \frac{1}{\lambda}\left|U_{j}^{n+1}-U_{j}^{n}\right|+\alpha_{j}^{n}
$$

and, since the right-hand side of this inequality is nonnegative, we also have

$$
\begin{equation*}
-\left(\phi^{0}\left(\gamma_{\mathrm{R}}, U_{j}^{n}\right)-\phi^{0}\left(\gamma_{\mathrm{R}}, U_{j-1}^{n}\right)\right)_{-} \leq \frac{1}{\lambda}\left|U_{j}^{n+1}-U_{j}^{n}\right|+\alpha_{j}^{n} \tag{4.73}
\end{equation*}
$$

Next, we sum (4.73) over $j$ and invoke Lemmas 4.22 and 4.18 to obtain

$$
\begin{aligned}
& -\sum_{j=J^{-}}^{J^{+}}\left(\phi^{0}\left(\gamma_{\mathrm{R}}, U_{j}^{n}\right)-\phi^{0}\left(\gamma_{\mathrm{R}}, U_{j-1}^{n}\right)\right)_{-} \leq \sum_{j=J^{-}}^{J^{+}}\left(\frac{1}{\lambda}\left|U_{j}^{n+1}-U_{j}^{n}\right|+\left|\alpha_{j}^{n}\right|\right) \\
& \leq \sum_{j \in \mathbb{Z}} \frac{1}{\lambda}\left|U_{j}^{n+1}-U_{j}^{n}\right|+\left|\alpha_{J^{+}}^{n}\right|+\left|\alpha_{J^{+}-1}^{n}\right|+\left|\alpha_{J^{-}}^{n}\right|+\left|\alpha_{J^{-}+1}^{n}\right|=\mathcal{O}(1) .
\end{aligned}
$$

Finally, we observe that since $\phi^{0}$ is bounded uniformly in $\Delta$ and $n$, it follows from this bound on the negative variation that $\phi^{0}$ also has uniformly bounded total variation. Similar calculations (see [25]) result in uniform bounds on the total variation of $\phi^{1}$ and $\phi^{2}$; i.e., we have

$$
\sum_{j=J^{-}}^{J^{+}}\left|\phi^{\nu}\left(\gamma_{\mathrm{R}}, U_{j}^{n}\right)-\phi^{\nu}\left(\gamma_{\mathrm{R}}, U_{j-1}^{n}\right)\right|=\mathcal{O}(1), \quad \nu=0,1,2
$$

In view of (4.71), the proof is completed by combining these three bounds.
With this spatial variation bound established, we can prove the following lemma. We omit the proof, which is not essentially different from the proof of Lemma 3.8 of [55].

Lemma 4.24. There exists a subsequence of $\left\{\mathcal{F}^{\Delta}\right\}$, also denoted by $\left\{\mathcal{F}^{\Delta}\right\}$, and a function $\overline{\mathcal{F}} \in L^{1}\left(\Pi_{T}\right) \cap L^{\infty}\left(\Pi_{T}\right)$ such that $\mathcal{F}^{\Delta} \rightarrow \overline{\mathcal{F}}$ in $L_{\mathrm{loc}}^{1}\left(\Pi_{T}\right)$ and a.e. in $\Pi_{T}$. Furthermore, $\overline{\mathcal{F}}(\cdot, t) \in L^{1}(\mathbb{R})$ for all $t \in[0, T]$.

The following lemma establishes convergence (along a subsequence) of the discrete diffusion term $A^{\Delta}$. The proof is similar to the proofs of Lemmas 3.9, 3.10, 3.11, and 3.12 of [55].

Lemma 4.25. The following bounds are satisfied, independent of $n$ and $\Delta$ :

$$
\begin{align*}
& \left\{\Delta t \Delta x \sum_{n \geq 0} \sum_{j \in \mathbb{Z}} s_{j+1 / 2}\left(\Delta_{+} A\left(U_{j}^{n}\right)\right)^{2}\right\}^{1 / 2} \leq C \Delta x  \tag{4.74}\\
& \left\|A\left(u^{\Delta}(\cdot+y, \cdot)\right)-A\left(u^{\Delta}(\cdot, \cdot)\right)\right\|_{L^{2}\left(\Omega_{y}\right)} \leq C \sqrt{|y|(|y|+\Delta x)} \quad \forall y \in\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right) \\
& \left\|A\left(u^{\Delta}(\cdot, \cdot+\tau)\right)-A\left(u^{\Delta}(\cdot, \cdot)\right)\right\|_{L^{2}\left(\Omega_{\tau}\right)} \leq C \sqrt{\tau+\Delta t} \quad \forall \tau \in(0, T) \tag{4.75}
\end{align*}
$$

where $\Omega_{y}$ consists of all $(x, t) \in \Pi_{T}$ such that $x$ and $x+y$ belong to $\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right) \times(0, T)$ and $\left.\Omega_{\tau}:=\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right) \times(0, T-\tau)\right)$. Finally, we have that there exists a subsequence of $\left\{A^{\Delta}\right\}$, also denoted by $\left\{A^{\Delta}\right\}$, and a function $\bar{A} \in L^{2}\left(0, T ; H^{1}\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right)\right)$ such that $A^{\Delta} \rightarrow \bar{A}$ in $L^{2}\left(\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right) \times(0, T)\right.$ and boundedly a.e. in $\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right) \times(0, T)$. Furthermore, $\bar{A}=A(u)$ a.e. in $\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right) \times(0, T)$, where $u$ denotes the $L^{\infty}$ weak-* limit of $u^{\Delta}$.

It is possible to establish more regularity of the diffusion function than displayed in Lemma 4.25. This additional regularity, which is stated in the lemma below, will be used later in the proof of Theorem 4.27.

LEmma 4.26. There exists a constant $C$, independent of $\Delta$, such that

$$
\left|A\left(U_{j}^{n}\right)-A\left(U_{i}^{n}\right)\right| \leq C|j-i| \Delta x, \quad\left|A\left(U_{j}^{n}\right)-A\left(U_{j}^{m}\right)\right| \leq C \sqrt{|n-m| \Delta t}
$$

for all $i, j, n, m$ such that $\left(x_{i}, t_{n}\right),\left(x_{j}, t_{n}\right)$, and $\left(x_{j}, t_{m}\right)$ belong to $\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right) \times(0, T)$.
Define $\tilde{A}^{n}(x)$ as

$$
\tilde{A}^{n}(x)=\frac{1}{\Delta x}\left(\left(x-x_{j-1}\right) A\left(U_{j}^{n}\right)+\left(x_{j}-x\right) A\left(U_{j-1}^{n}\right)\right), \quad x \in\left[x_{j-1}, x_{j}\right]
$$

Then define

$$
\tilde{A}^{\Delta}(x, t)=\frac{1}{\Delta t}\left(\left(t-t_{n}\right) \tilde{A}^{n+1}(x)+\left(t_{n+1}-t\right) \tilde{A}^{n}(x)\right), \quad t \in\left[t_{n}, t_{n+1}\right] .
$$

Then there exists a subsequence of $\tilde{A}^{\Delta}$, also denoted by $\tilde{A}^{\Delta}$, and a function

$$
\tilde{A} \in C^{1,1 / 2}\left(\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right) \times(0, T)\right)
$$

such that $\tilde{A}^{\Delta} \rightarrow \bar{A}$ in $L^{\infty}\left(\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right) \times(0, T)\right)$. Moreover, there holds $\left(\tilde{A}^{\Delta}\right)_{x} \stackrel{\star}{\rightharpoonup} \tilde{A}_{x}$ in $L^{\infty}\left(\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right) \times(0, T)\right)$.

This lemma can be proved by a straightforward adaptation of the proofs of Lemmas 4.1 and 4.2 and Theorem 4.1 in [55].

We can now prove our main convergence theorem.
Theorem 4.27. Assume that the hypotheses concerning the data stated in section 4.1 are satisfied. Then there exists a $B V_{t}$ weak solution of the initial value problem (4.1) that satisfies the entropy condition (D.5). Let $u^{\Delta}$ be defined by (3.3) and the scheme (4.44), with the parameters $\Delta x$ and $\Delta t$ chosen so that the CFL condition (4.46) holds. Then, along a subsequence, $u^{\Delta} \rightarrow u$ in $L_{\mathrm{loc}}^{1}\left(\Pi_{T}\right)$ and a.e. in $\Pi_{T}$, where $u$ is a $B V_{t}$ weak solution.

Proof. The proof of convergence (along a subsequence) to a function $u: \Pi_{T} \rightarrow$ $\mathbb{R}$ is essentially the same as the proof of Theorem 3.1 of [55]. The main idea is to observe that $z^{\Delta}=\Psi\left(\gamma^{\Delta}, u^{\Delta}\right)=\mathcal{F}^{\Delta}+\gamma_{1} A^{\Delta}$. Convergence (along a subsequence) of $\left\{z^{\Delta}\right\}$ then follows from compactness for the sequences $\mathcal{F}^{\Delta}$ and $\gamma_{1} A^{\Delta}$ (Lemmas 4.24 and 4.25). Letting $z(x, t)$ denote $\lim _{\Delta \rightarrow 0} z^{\Delta}(x, t)$, one then recovers the conserved quantity $u$ via $u(x, t)=\Psi^{-1}(\gamma(x), z(x, t))$. The arguments in [55] also (with some slight modifications to account for $\gamma_{1}$ multiplying $\left.A(u)_{x}\right)$ show that $u \in L^{1}\left(\Pi_{T}\right) \cap L^{\infty}\left(\Pi_{T}\right) \cap C\left(0, T ; L^{1}(\mathbb{R})\right)$ and $A(u) \in L^{2}\left(0, T ; H^{1}\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right)\right)$. It follows readily from the discrete time continuity estimate (4.59) that $u \in B V_{t}\left(\Pi_{T}\right)$ (see the proof of Theorem 3.1 of [25]) and that the initial data is assumed in the strong $L^{1}$ sense; i.e, (4.4) is satisfied.

To show that the limit $u$ is a $B V_{t}$ weak solution, it remains to verify that the weak formulation (4.3) is satisfied, for which a a Lax-Wendroff-type calculation is required. The proof of Theorem 3.1 of [55] applies in the present situation, with the exception that the spatially varying coefficient $s_{j-1 / 2}$ multiplying the parabolic term causes some new complications. We can lay this matter to rest if we can show that for $\phi \in \mathcal{D}\left(\Pi_{T}\right)$, and with $\phi_{j}^{n}:=\phi\left(x_{j}, t_{n}\right)$,

$$
\begin{equation*}
\Delta x \Delta t \sum_{n \geq 0} \sum_{j \in \mathbb{Z}} \frac{1}{\Delta x^{2}} \Delta_{+}\left(s_{j-1 / 2} \Delta_{-} A_{j}^{n}\right) \phi_{j}^{n} \rightarrow-\iint_{\Pi_{T}} \gamma_{1}(x) A(u)_{x} \phi_{x} d x d t \tag{4.76}
\end{equation*}
$$

Summing by parts, we get the following expression for the left-hand side of (4.76):

$$
\begin{equation*}
-\Delta x \Delta t \sum_{n \geq 0} \sum_{j \in \mathbb{Z}} \frac{1}{\Delta x}\left(s_{j-1 / 2} \Delta_{-} A_{j}^{n}\right)\left(\Delta_{-} \phi_{j}^{n} / \Delta x\right) \tag{4.77}
\end{equation*}
$$

Let $\tilde{A}^{\Delta}$ be the interpolant defined in Lemma 4.26. Observe that $\left(\tilde{A}^{\Delta}\right)_{x}=$ $\Delta_{+} A\left(U_{j}^{n}\right)$ on the parallelogram $P_{j}^{n}$ with vertices $\left(x_{j}, t^{n-1}\right),\left(x_{j}, t^{n}\right),\left(x_{j+1}, t^{n}\right)$, and $\left(x_{j+1}, t^{n+1}\right)$.

We now have

$$
\begin{align*}
&-\Delta x \Delta t \sum_{n \geq 0} \sum_{j \in \mathbb{Z}} \frac{1}{\Delta x}\left(s_{j-1 / 2} \Delta_{-} A_{j}^{n}\right)\left(\Delta_{-} \phi_{j}^{n} / \Delta x\right) \\
&=\sum_{n \geq 0} \sum_{j \in \mathbb{Z}} \iint_{P_{j}^{n+1}} \gamma_{1}(x)\left(\tilde{A}^{\Delta}\right)_{x} \phi_{x} d x d t+\mathcal{O}(\Delta x+\Delta t)  \tag{4.78}\\
& \quad=\iint_{\Pi_{T}} \gamma_{1}(x)\left(\tilde{A}^{\Delta}\right)_{x} \phi_{x} d x d t+\mathcal{O}(\Delta x+\Delta t)
\end{align*}
$$

According to Lemma 4.26 we can assume that $\tilde{A}^{\Delta} \rightarrow \bar{A}$ in $L^{\infty}\left(\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right) \times(0, T)\right)$. Since $u^{\Delta} \rightarrow u$ a.e. in $\Pi_{T}$, we can repeat the proof of Theorem 4.1 in [55] to show that $\tilde{A}=A(u)$ a.e. in $\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right) \times(0, T)$. Recall that the parameter $\gamma_{1}(x)$ takes the value 1 for $x \in\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right)$ and is zero elsewhere. Using this and the convergence $\left(\tilde{A}^{\Delta}\right)_{x}{ }^{\star} A(u)_{x}$ in $L^{\infty}\left(\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right) \times(0, T)\right)$ when sending $\Delta \rightarrow 0$ in (4.78), we get (4.76).

The proof that $u$ satisfies the entropy inequality (4.5) requires another Lax-Wendroff-type calculation, this time based on the cell entropy inequality (4.66). The proof of Theorem 5.1 of [55], or Lemma 4.1 of [56], suffices for the situation at hand, again with the exception of the parabolic terms, due to the presence of $s_{j-1 / 2}$. It is possible to resolve this matter by an argument (which we omit) similar to the one above.

REMARK 4.3. In this proof, we have verified all but condition (D.4) of Definition 4.1. Thus, if we were able to prove that (D.4) is satisfied, then the limit $u$ of Theorem 4.27 would be the $B V_{t}$ entropy solution whose uniqueness is guaranteed by Theorem 4.15. Although our numerical results suggest that this condition is satisfied by the limit of the sequence of approximate solutions, a rigorous proof of this property is still left as an open problem.
5. Steady-state solutions. The construction of steady states is based on the stationary version of $(2.16)$ or (2.21). We do not present here a thorough analysis of all steady states but identify some stationary solutions in order to motivate the choices of the control parameters for the transient simulations. Our construction of steady states will follow a procedure similar to that of the simpler continuous thickening models treated in $[16,17]$. Specifically, we fix the material model and the vessel geometry and assume that the clarifier-thickener is to be operated at given values of $Q_{\mathrm{L}}, Q_{\mathrm{F}}$, and $u_{\mathrm{F}}$ and is supposed to produce a thickened sediment of a discharge concentration $u_{\mathrm{D}}>u_{\mathrm{c}}$. Although the construction given below can be extended in a straightforward manner to vessels with varying cross-sectional area, there are some subtle details that require us to restrict the rigorous discussion to vessels with constant cross-sectional interior area, so that we limit the discussion to Model 1.

Our notation is consistent with section 4 ; i.e., we refer to the space variable by $x$ (instead of $w$ ), to the solution by $u$ (instead of $v$ ), and to the integrated diffusion coefficient by $A$ (instead of $\mathcal{A})$.

Definition 5.1. A piecewise twice differentiable function $u: \mathbb{R} \rightarrow\left[0, u_{\max }\right]$ is a steady-state entropy weak solution of Model 1 if the following conditions are satisfied: (a) the function $\gamma_{1}(x) A(u)^{\prime}$ is bounded, where ${ }^{\prime}=d / d x$; (b) the function $u$ is a weak solution to the following ODE that arises from (2.21) and where $g(x, u)$ is given by (2.23):

$$
\begin{equation*}
g(x, u)^{\prime}=\left(\gamma_{1}(x) A(u)^{\prime}\right)^{\prime} \tag{5.1}
\end{equation*}
$$

i.e., for every test function $\phi \in C_{0}^{2}(\mathbb{R})$ with compact support we have

$$
\begin{equation*}
\int_{\mathbb{R}}\left(f(\gamma(x), u(x))-\gamma_{1}(x) A(u(x))^{\prime}\right) \phi^{\prime}(x) d x=0 \tag{5.2}
\end{equation*}
$$

and (c) the following entropy inequality holds for all test functions $\phi \in C_{0}^{2}(\mathbb{R}), \phi \geq 0$, and $k \in \mathbb{R}$ :

$$
\begin{align*}
& \int_{\mathbb{R}}\left(\operatorname{sgn}(u(\xi)-k)(f(\gamma(\xi), u(\xi))-f(\gamma(\xi), k))-\gamma_{1}(\xi) A(u)^{\prime}\right) \phi^{\prime}(\xi) d \xi \\
& +\sum_{m \in \mathcal{J}}\left|f\left(\gamma\left(m^{+}\right), k\right)-f\left(\gamma\left(m^{-}\right), k\right)\right| \phi(m) \geq 0 \tag{5.3}
\end{align*}
$$

It is standard to conclude from (5.2) that the following jump condition has to be satisfied across any discontinuity of the steady-state solution, where $u\left(x^{+}\right)$and $u\left(x^{-}\right)$ refer to limits of $u(\xi)$ taken for $\xi \rightarrow x$ with $\xi>x$ and $\xi<x$, respectively:

$$
\begin{equation*}
f\left(\gamma\left(x^{-}\right), u\left(x^{-}\right)\right)-\left.\gamma_{1}\left(x^{-}\right) A^{\prime}(u)\right|_{x=x^{-}}=f\left(\gamma\left(x^{+}\right), u\left(x^{+}\right)\right)-\left.\gamma_{1}\left(x^{+}\right) A^{\prime}(u)\right|_{x=x^{+}} \tag{5.4}
\end{equation*}
$$

It is easy to see that this condition implies that steady-state solutions are constant for $x<x_{\mathrm{L}}$ and $x>x_{\mathrm{R}}$.

Lemma 5.2. Inequality (5.3) implies the following entropy jump condition:

$$
\begin{align*}
& \operatorname{sgn}\left(u\left(x^{+}\right)-k\right)\left[f\left(\gamma\left(x^{+}\right), u\left(x^{+}\right)\right)-f\left(\gamma\left(x^{+}\right), k\right)-\left.\gamma_{1}\left(x^{+}\right) A^{\prime}(u)\right|_{x=x^{+}}\right] \\
& -\operatorname{sgn}\left(u\left(x^{-}\right)-k\right)\left[f\left(\gamma\left(x^{-}\right), u\left(x^{-}\right)\right)-f\left(\gamma\left(x^{-}\right), k\right)-\left.\gamma_{1}\left(x^{-}\right) A^{\prime}(u)\right|_{x=x^{-}}\right]  \tag{5.5}\\
& \leq\left|f\left(\gamma\left(x^{+}\right), k\right)-f\left(\gamma\left(x^{-}\right), k\right)\right| \quad \forall k \in \mathbb{R}
\end{align*}
$$

(Note that the right-hand side of (5.5) is zero for $x \notin \mathcal{J}$.)
Proof. The proof is a simpler variant of the proof of Lemma 2.6 of [56]. To outline it, let us fix $m \in \mathcal{J}=\left\{x_{\mathrm{L}}, 0, x_{\mathrm{R}}\right\}$, and define the function

$$
\theta_{\varepsilon}(x):= \begin{cases}(\varepsilon+x) / \varepsilon & \text { if } x \in[-\varepsilon, 0] \\ (\varepsilon-x) / \varepsilon & \text { if } x \in[0, \varepsilon] \\ 0 & \text { otherwise }\end{cases}
$$

with a parameter $\varepsilon>0$. A density argument will reveal that we may choose the compactly supported Lipschitz continuous function $\theta_{\varepsilon}(x-m)$ as a test function in (5.3). This yields

$$
\begin{array}{r}
\frac{1}{\varepsilon} \int_{m-\varepsilon}^{m}\left(F(\gamma(\xi), u(\xi), k)-\gamma_{1}(x)|A(u)-A(k)|^{\prime}\right) d x \\
-\frac{1}{\varepsilon} \int_{m}^{m+\varepsilon}\left(F(\gamma(\xi), u(\xi), k)-\gamma_{1}(x)|A(u)-A(k)|^{\prime}\right) d x  \tag{5.6}\\
+\left|f\left(\gamma\left(m^{+}\right), k\right)-f\left(\gamma\left(m^{-}\right), k\right)\right| \geq 0
\end{array}
$$

where we recall the notation (4.12). Since the solution $u(x)$ is piecewise smooth, we may apply a time-independent version of Lemma 4.9 to conclude that for $\varepsilon \rightarrow 0$, we obtain from (5.6)

$$
\begin{align*}
& F\left(\gamma\left(m^{+}\right), u\left(m^{+}\right), k\right)-\underset{\xi \downarrow m}{\operatorname{Lim}}\left(\gamma_{1}(\xi)|A(u)-A(k)|^{\prime}\right) \\
& -F\left(\gamma\left(m^{-}\right), u\left(m^{-}\right), k\right)+\underset{\xi \uparrow m}{\mathrm{~L} \lim }\left(\gamma_{1}(\xi)|A(u)-A(k)|^{\prime}\right)  \tag{5.7}\\
& \leq\left|f\left(\gamma\left(m^{+}\right), k\right)-f\left(\gamma\left(m^{-}\right), k\right)\right|
\end{align*}
$$

Assume for the moment that $u\left(m^{+}\right) \neq k$ and $u\left(m^{-}\right) \neq k$. Then Lemma 4.9 implies that

$$
\begin{aligned}
& \underset{\xi \downarrow m}{\mathrm{~L} \lim _{m}\left(\gamma_{1}(\xi)|A(u)-A(k)|^{\prime}\right)=\left.\operatorname{sgn}\left(u\left(m^{+}\right)-k\right) \gamma_{1}\left(m^{+}\right) A^{\prime}(u)\right|_{x=m^{+}}, ~, ~, ~, ~} \\
& \underset{\xi \uparrow m}{\mathrm{~L} \lim _{m}\left(\gamma_{1}(\xi)|A(u)-A(k)|^{\prime}\right)=\left.\operatorname{sgn}\left(u\left(m^{-}\right)-k\right) \gamma_{1}\left(m^{-}\right) A^{\prime}(u)\right|_{x=m^{-}}, ~, ~, ~}
\end{aligned}
$$

such that (5.7) already implies (5.5). To remove this restriction, assume that $k=$ $u\left(m^{-}\right)$. (The other case is similar.) Then the left-hand side of (5.5) is just

$$
\begin{aligned}
L:=\operatorname{sgn}\left(u\left(m^{+}\right)-u\left(m^{-}\right)\right) & {\left[f\left(\gamma\left(m^{+}\right), u\left(m^{+}\right)\right)\right.} \\
& \left.-f\left(\gamma\left(m^{+}\right), u\left(m^{-}\right)\right)-\left.\gamma_{1}\left(m^{+}\right) A^{\prime}(u)\right|_{x=m^{+}}\right]
\end{aligned}
$$

Using the jump condition (5.4), we obtain

$$
\begin{aligned}
& L= \operatorname{sgn}\left(u\left(m^{+}\right)-u\left(m^{-}\right)\right)\left[f\left(\gamma\left(m^{-}\right), u\left(m^{-}\right)\right)\right. \\
&\left.\quad-f\left(\gamma\left(m^{+}\right), u\left(m^{-}\right)\right)-\left.\gamma_{1}\left(m^{-}\right) A^{\prime}(u)\right|_{x=m^{-}}\right] \\
& \leq\left|f\left(\gamma\left(m^{-}\right), u\left(m^{-}\right)\right)-f\left(\gamma\left(m^{+}\right), u\left(m^{-}\right)\right)\right| \\
&-\left.\operatorname{sgn}\left(u\left(m^{+}\right)-u\left(m^{-}\right)\right) \gamma_{1}\left(m^{-}\right) A^{\prime}(u)\right|_{x=m^{-}}
\end{aligned}
$$

and applying a steady-state variant of the right inequality of (4.27) in Lemma 4.10, we finally get

$$
L \leq\left|f\left(\gamma\left(m^{-}\right), u\left(m^{-}\right)\right)-f\left(\gamma\left(m^{+}\right), u\left(m^{-}\right)\right)\right|
$$

which is the inequality (5.5). Finally, since we are dealing with time-independent solutions, inequality (5.6) and the remaining discussion remain valid if we replace $m \in \mathcal{J}$ by $x \in \mathbb{R}$.

The following lemma states a useful continuity result.
LEMMA 5.3. Let $u(x)$ be a piecewise differentiable steady-state entropy weak solution of Model 1. Then $A\left(u\left(x^{+}\right)\right)=A\left(u\left(x^{-}\right)\right)$for all $x \in \mathbb{R}$.

Proof. We consider first a point $x \in\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right)$, at which $\gamma_{1}$ is continuous. Then the boundedness of $\gamma_{1}(x) A(u)^{\prime}$ implies that

$$
0=\lim _{\varepsilon \rightarrow 0} \int_{x-\varepsilon}^{x+\varepsilon} \gamma_{1}(\xi) A(u(\xi))^{\prime} d \xi=\lim _{\varepsilon \rightarrow 0} \int_{x-\varepsilon}^{x+\varepsilon} A(u(\xi))^{\prime} d \xi=A\left(u\left(x^{+}\right)\right)-A\left(u\left(x^{-}\right)\right)
$$

Furthermore, consider that boundedness of $\gamma_{1}(x) A(u)^{\prime}$ implies that $A(u)^{\prime}$ is uniformly bounded on $\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right]$. On the other hand, for $x<x_{\mathrm{L}}$ and $x>x_{\mathrm{R}}$, the jump condition (5.4) reduces to $q_{\mathrm{L}} u\left(x^{-}\right)=q_{\mathrm{L}}\left(x^{+}\right)$and $q_{\mathrm{R}} u\left(x^{+}\right)=q_{\mathrm{R}} u\left(x^{+}\right)$, respectively, which
implies that $u\left(x^{-}\right)=u\left(x^{+}\right)$and therefore no jumps are possible for $x<x_{\mathrm{L}}$ and $x>x_{\mathrm{R}}$. We conclude that piecewise smooth steady-state solutions are constant on $\left(-\infty, x_{\mathrm{L}}\right)$ and $\left(x_{\mathrm{R}}, \infty\right)$, and therefore we have $A(u)^{\prime}=0$ on $\left(-\infty, x_{\mathrm{L}}\right) \cup\left(x_{\mathrm{R}}, \infty\right)$. Thus $A(u)^{\prime}$ is uniformly bounded, and therefore has a continuous primitive $A(u)$, which implies that $A\left(u\left(x^{+}\right)\right)=A\left(u\left(x^{-}\right)\right)$for all $x \in \mathbb{R}$.

Remark 5.1. We point out that the continuity property established by Lemma 5.3 includes the steady-state analogue of condition (D.4) stated for the time-dependent Model 1. However, we see that for our class of steady-state solutions, the continuity of $A(u)$ across $x=x_{\mathrm{L}}$ and $x=x_{\mathrm{R}}$ is a result of a more general regularity property and need not be postulated separately.

Constructively, we select the discharge concentration $u_{\mathrm{D}}=\left.u(x)\right|_{x>x_{\mathrm{R}}}$ and then integrate the ODE arising from the steady-state version of Model 1 upwards by obeying jump conditions wherever necessary. In doing so, we shall establish the limitations the entropy condition imposes on the choice of control parameters. Thus, the one-sided boundary condition is

$$
\begin{equation*}
u\left(x_{\mathrm{R}}^{-}\right)=u_{\mathrm{D}}>u_{\mathrm{C}} . \tag{5.8}
\end{equation*}
$$

The discussion will be limited to those cases where the compression zone does not reach the overflow level. In addition, to further simplify the discussion, we assume that the functions $g_{\mathrm{L}}(u):=q_{\mathrm{L}} u+b(u)$ and $g_{\mathrm{R}}(u):=q_{\mathrm{R}} u+b(u)$ are monotone on the interval $\left[0, u_{c}\right]$; i.e.,

$$
\begin{equation*}
q_{\mathrm{L}}+b^{\prime}(u)>0, \quad q_{\mathrm{R}}+b^{\prime}(u)>0 \quad \text { for } u \in\left[0, u_{\mathrm{c}}\right] \tag{5.9}
\end{equation*}
$$

Moreover, we limit ourselves to steady-state solutions for which the overflow or effluent concentration $u_{\mathrm{E}}:=\left.u(x)\right|_{x<x_{\mathrm{L}}}$ is zero; that is, we choose the parameters $u_{\mathrm{D}}$ and $u_{\mathrm{F}}$ such that

$$
\begin{equation*}
Q_{\mathrm{F}} u_{\mathrm{F}}=\left(Q_{\mathrm{R}}-Q_{\mathrm{L}}\right) u_{\mathrm{F}}=Q_{\mathrm{R}} u_{\mathrm{D}}-Q_{\mathrm{L}} u_{\mathrm{E}} \tag{5.10}
\end{equation*}
$$

is satisfied with $u_{\mathrm{E}}=0$, or, equivalently, and since we consider Model 1 only,

$$
\begin{equation*}
u_{\mathrm{F}}\left(q_{\mathrm{R}}-q_{\mathrm{L}}\right) / q_{\mathrm{R}}=u_{\mathrm{D}} . \tag{5.11}
\end{equation*}
$$

These steady states represent either the conventional or the high-rate mode of continuous operation shown in Figure 1.1(a) and Figure 1.1(b), respectively.

At this point it should be emphasized that our steady-state problem is in general overdetermined. In fact, fixing $u_{\mathrm{D}}$ and integrating (5.1) upwards and obeying entropy and jump conditions, we will in general not achieve a solution with $\left.u\right|_{x<x_{\mathrm{L}}}=u_{\mathrm{E}}=0$. All profiles with $\left.u\right|_{w<x_{\mathrm{L}}} \neq u_{\mathrm{E}}=0$ have to be rejected as candidates for steady-state entropy solutions, since the global mass balance (5.10) is a consequence of the weak formulation (5.2). To make the analysis transparent, we will in some instances write out the symbol $u_{\mathrm{E}}$ in manipulations before setting it to zero. One result of this procedure is that under our model assumptions, no steady states with the compression region completely contained in the thickening zone but with a nonzero effluent concentration exist.

To determine a steady-state entropy weak solution that satisfies the global mass balance, it is in general necessary, say, to fix $u_{\mathrm{F}}$, to choose $u_{\mathrm{D}}$, to solve (5.1), to verify whether (5.10) is satisfied with $u_{\mathrm{E}}$ replaced by $u\left(x_{\mathrm{L}}^{-}\right)$, and to iterate this solution procedure (for example, by varying $u_{\mathrm{D}}$ ) until the global mass balance (5.10) is attained. However, under the simplifying assumption (5.9), it turns out that solutions
with $u_{\mathrm{E}}=0$ can easily be characterized: these are those steady-state entropy weak solutions for which the compression region is strictly contained in the container, i.e., for which $\inf \left\{x \in \mathbb{R}: u(x)>u_{\mathrm{c}}\right\}>x_{\mathrm{L}}$. This is the most important subclass of steady states, since they are the most desired mode of operation (see Figure 1.1). Moreover, it turns out that these steady-state entropy weak solutions are strictly increasing.
5.1. Steady-state solution in the discharge zone. Before proceeding to integrate the ODE (5.1) upwards from $x=x_{\mathrm{R}}$, we consider the discharge zone $x>x_{\mathrm{R}}$. Since we are seeking solutions for which $A(v)$ is continuous, we conclude that $A\left(u\left(x_{\mathrm{R}}^{+}\right)\right)=A\left(u\left(x_{\mathrm{R}}^{-}\right)\right)=A\left(u_{\mathrm{D}}\right)$, and therefore $u\left(x_{\mathrm{R}}^{+}\right)=u_{\mathrm{D}}$. On the other hand, from (5.1) we infer that the steady-state solution must be constant for $x>x_{\mathrm{R}}$. We conclude that $u(x)=u_{\mathrm{D}}$ for $x>x_{\mathrm{R}}$.
5.2. Steady-state solution in the thickening zone. Now that the steadystate solution has been determined in the interval $\left(x_{R}, \infty\right)$, we determine the solution in the interval $\left(0, x_{\mathrm{R}}\right)$. To this end, note first that as a consequence of the jump condition (5.4), the steady-state solution must satisfy the condition $q_{\mathrm{R}} u_{\mathrm{D}}+b\left(u_{\mathrm{D}}\right)-$ $\left.A(u)^{\prime}\right|_{x=x_{\mathrm{R}}^{+}}=q_{\mathrm{R}} u_{\mathrm{D}}$, which means

$$
\begin{equation*}
b\left(u_{\mathrm{D}}\right)-\left.A(u)^{\prime}\right|_{x=x_{\mathrm{R}}^{+}}=0 \tag{5.12}
\end{equation*}
$$

Assume now that $v(x)$ is a continuously differentiable solution of the following onesided boundary value problem, which is the subcase of (5.1) occurring for the interval ( $\left.0, x_{\mathrm{R}}\right]$ :

$$
\begin{equation*}
q_{\mathrm{R}}\left(u-u_{\mathrm{D}}\right)+b(u)-A(u)^{\prime}=0 \quad \text { for } x<x_{\mathrm{R}}, \quad u\left(x_{\mathrm{R}}\right)=u_{\mathrm{D}} \tag{5.13}
\end{equation*}
$$

Note that we have used (5.12) to reduce the second-order ODE (5.1) to the first-order ODE (5.13). We consider the solution of (5.13) on the interval $\left[x_{\mathrm{c}}, x_{\mathrm{R}}\right]$, where

$$
\begin{equation*}
x_{\mathrm{c}}:=\inf \left\{x \in\left(0, x_{\mathrm{R}}\right] \mid u(x) \text { is the solution of (5.13) and } u(x)>u_{\mathrm{c}}\right\} . \tag{5.14}
\end{equation*}
$$

However, not every solution of (5.13) is an acceptable steady-state solution. Rather, the following lemma shows that the entropy condition (5.3) imposes an additional admissibility condition. This condition imposes a restriction on the choice of $q_{R}$ and $u_{\mathrm{D}}$ for a given flux density function $b(u)$.

LEmma 5.4. Any steady-state entropy solution $u(x)$ of the one-sided boundary value problem (5.13) on the interval $\left(x_{\mathrm{c}}, x_{\mathrm{R}}\right)$ is monotonically increasing; i.e., $u^{\prime}(x) \geq 0$ for $x \in\left[x_{\mathrm{c}}, x_{\mathrm{R}}\right]$. This statement is equivalent to the requirement

$$
\begin{equation*}
q_{\mathrm{R}} u_{\mathrm{D}} \leq q_{\mathrm{R}} k+b(k) \quad \forall k \text { between } u(x) \text { and } u_{\mathrm{D}} \text { for } x \in\left[x_{\mathrm{c}}, x_{\mathrm{R}}\right] \tag{5.15}
\end{equation*}
$$

Proof. In view of (5.12), we obtain from (5.5) the inequality

$$
\begin{align*}
& \forall k \in \mathbb{R}: \forall x \in\left(x_{\mathrm{c}}, x_{\mathrm{R}}\right): \quad \operatorname{sgn}\left(u_{\mathrm{D}}-k\right)\left(q_{\mathrm{R}}\left(u_{\mathrm{D}}-k\right)-b(k)\right) \\
& \quad-\operatorname{sgn}(u(x)-k)\left[q_{\mathrm{R}}(u(x)-k)+b(u(x))-b(k)-A(u)^{\prime}\right] \leq 0 \tag{5.16}
\end{align*}
$$

We now fix $x \in\left(x_{\mathrm{c}}, x_{\mathrm{R}}\right)$ and evaluate (5.16) for different values of $k$. Setting $k<$ $\min \left\{u(x), u_{\mathrm{D}}\right\}$ and $k>\max \left\{u(x), u_{\mathrm{D}}\right\}$, we obtain $\pm\left[q_{\mathrm{D}} u_{\mathrm{D}}-q_{\mathrm{R}} u-b(u)+A(u)^{\prime}\right] \leq 0$, which in view of (5.13) is no new information. The choices $k=u(x)$ and $k=u_{\mathrm{D}}$ are covered as limiting cases in the subsequent discussion of the two alternatives in which $k$ is located strictly between $u(x)$ and $u_{\mathrm{D}}$.

Assume first that $u_{\mathrm{D}}<k<u(x)$. Then (5.16) leads to the inequality

$$
\begin{equation*}
2\left(q_{\mathrm{R}} k+b(k)\right)-q_{\mathrm{R}} u_{\mathrm{D}}-q_{\mathrm{R}} u(x)-b(u(x))+A(u)^{\prime} \leq 0 \quad \forall k \in\left(u_{\mathrm{D}}, u(x)\right) \tag{5.17}
\end{equation*}
$$

Using that $-q_{\mathrm{R}} u(x)-b(u(x))+A(u)^{\prime}=-q_{\mathrm{R}} u_{\mathrm{D}}$, we obtain from (5.17)

$$
\begin{equation*}
q_{\mathrm{R}}\left(k-u_{\mathrm{D}}\right)+b(k) \leq 0 \quad \forall k \in\left(u_{\mathrm{D}}, u(x)\right) \tag{5.18}
\end{equation*}
$$

However, (5.18) can never be satisfied, since $q_{\mathrm{R}}>0, k>u_{\mathrm{D}}$, and we assume $b \geq 0$.
The remaining case is the assumption $u(x)<k<u_{\mathrm{D}}$, which leads to the inequality

$$
\begin{equation*}
-2\left(q_{\mathrm{R}} k+b(k)\right)+q_{\mathrm{R}} u_{\mathrm{D}}+q_{\mathrm{R}} u(x)+b(u(x))-A(u)^{\prime} \leq 0 \quad \forall k \in\left(u(x), u_{\mathrm{D}}\right) \tag{5.19}
\end{equation*}
$$

Using that $q_{\mathrm{R}} u(x)+b(u(x))-A(u)^{\prime}=q_{\mathrm{R}} u_{\mathrm{D}}$ and that $b\left(u_{\mathrm{D}}\right)>0$, we obtain from

$$
\begin{equation*}
q_{\mathrm{R}} u_{\mathrm{D}} \leq q_{\mathrm{R}} k+b(k) \quad \forall k \in\left[u(x), u_{\mathrm{D}}\right] . \tag{5.19}
\end{equation*}
$$

Since (5.13) can be rearranged to give

$$
\begin{equation*}
u^{\prime}(x)=\frac{q_{\mathrm{R}}\left(u(x)-u_{\mathrm{D}}\right)+b(u(x))}{a(u(x))} \tag{5.21}
\end{equation*}
$$

we see that (5.20) implies that $u^{\prime}(x) \geq 0$ for $x \in\left[x_{\mathrm{c}}, x_{\mathrm{R}}\right]$.
REmARK 5.2. Note that (5.20) has a useful graphical interpretation: namely, the graph of $g_{\mathrm{R}}(u)=q_{\mathrm{R}} u+b(u)$ must lie above the horizontal line $f=q_{\mathrm{R}} u_{\mathrm{D}}$ fixed by the desired operation data. This condition implies a limitation of the attainable solids throughput for the given material and vessel.

To proceed with the discussion, we distinguish between three cases: $x_{\mathrm{c}}>0$ (Case 1), $x_{\mathrm{c}}=0$ and $u\left(0^{+}\right)>u_{\mathrm{c}}$ (Case 2), and $x_{\mathrm{c}}=0$ and $u\left(0^{+}\right)=u_{\mathrm{c}}$ (Case 3).

Case $1\left(x_{\mathrm{c}}>0\right)$. The Rankine-Hugoniot and entropy jump conditions across $x=x_{\mathrm{c}}$ are

$$
\begin{align*}
\forall k \in \mathbb{R}: & \operatorname{sgn}\left(u\left(x_{\mathrm{c}}^{+}\right)-k\right)\left[q_{\mathrm{R}}\left(u\left(x_{\mathrm{c}}^{+}\right)-k\right)+b\left(u\left(x_{\mathrm{c}}^{+}\right)\right)-b(k)-\left.A(u)^{\prime}\right|_{x=x_{\mathrm{c}}^{+}}\right]  \tag{5.23}\\
& -\operatorname{sgn}\left(u\left(x_{\mathrm{c}}^{-}\right)-k\right)\left[q_{\mathrm{R}}\left(u\left(x_{\mathrm{c}}^{-}\right)-k\right)+b\left(u\left(x_{\mathrm{c}}^{-}\right)\right)-b(k)-\left.A(u)^{\prime}\right|_{x=x_{\mathrm{c}}^{-}}\right] \leq 0
\end{align*}
$$

respectively. Moreover, from Lemma 5.3 it follows that $A\left(u\left(x_{\mathrm{c}}^{-}\right)\right)=A\left(u\left(x_{\mathrm{c}}^{+}\right)\right)=$ $A\left(u_{\mathrm{c}}\right)=0$, so that $0 \leq u\left(x_{\mathrm{c}}^{-}\right) \leq u_{\mathrm{c}}$. From (5.13) and the definition of $x_{\mathrm{c}}$ it follows that $q_{\mathrm{R}} u\left(x_{\mathrm{c}}^{+}\right)+b\left(u\left(x_{\mathrm{c}}^{+}\right)\right)-\left.A(u)^{\prime}\right|_{x=x_{\mathrm{c}}^{+}}=q_{\mathrm{R}} u_{\mathrm{D}}$. Inserting this into (5.22), we get

$$
\begin{equation*}
q_{\mathrm{R}} u\left(x_{\mathrm{c}}^{-}\right)+b\left(u\left(x_{\mathrm{c}}^{-}\right)\right)-\left.A(u)^{\prime}\right|_{x=x_{\mathrm{c}}^{-}}=q_{\mathrm{R}} u_{\mathrm{D}} . \tag{5.24}
\end{equation*}
$$

Inserting (5.13), (5.24), and $u\left(x_{\mathrm{c}}^{+}\right)=u_{\mathrm{c}}$ into (5.23) yields

$$
\begin{aligned}
\forall k \in & \mathbb{R}: \quad \operatorname{sgn}\left(u_{\mathrm{c}}-k\right)\left(q_{\mathrm{R}} u_{\mathrm{D}}-q_{\mathrm{R}} k-b(k)\right) \\
& -\operatorname{sgn}\left(u\left(x_{\mathrm{c}}^{-}\right)-k\right)\left(q_{\mathrm{R}} u_{\mathrm{D}}-q_{\mathrm{R}} k-b(k)\right) \leq 0 .
\end{aligned}
$$

Obviously, the unique nontrivial case that needs to be discussed here is $u\left(x_{\mathrm{c}}^{-}\right)<k<$ $u_{\mathrm{c}}$. Then we have $\operatorname{sgn}\left(u_{\mathrm{c}}-k\right)=1, \operatorname{sgn}\left(u\left(x_{\mathrm{c}}^{-}\right)-k\right)=-1$, and the inequality is reduced to

$$
\begin{equation*}
q_{\mathrm{R}} u_{\mathrm{D}} \leq g_{\mathrm{R}}(k)=q_{\mathrm{R}} k+b(k) \quad \forall k \in\left(u\left(x_{\mathrm{c}}^{-}\right), u_{\mathrm{c}}\right) \tag{5.25}
\end{equation*}
$$

On the other hand, from (5.15) we infer that $q_{\mathrm{R}} u_{\mathrm{D}} \leq q_{\mathrm{R}} u_{\mathrm{c}}+b\left(u_{\mathrm{c}}\right)$. This means that at $u=u_{\mathrm{c}}$, the graph of $g_{\mathrm{R}}(u)$ lies above or intersects the horizontal line $f=q_{\mathrm{R}} u_{\mathrm{D}}$. Consequently, $u\left(x_{\mathrm{c}}^{-}\right)$is the largest intersection of $g_{\mathrm{R}}(u)$ with the horizontal line $f=$ $q_{\mathrm{R}} u_{\mathrm{D}}$ that is smaller than or equal to $u_{\mathrm{c}}$ :

$$
u\left(x_{\mathrm{c}}^{-}\right)=\inf \left\{u \in\left[0, u_{\mathrm{c}}\right] \mid \forall \xi \in\left[u, u_{\mathrm{c}}\right]: g_{\mathrm{R}}(\xi)=q_{\mathrm{R}} \xi+b(\xi) \geq q_{\mathrm{R}} u_{\mathrm{D}}\right\}
$$

Since $g_{\mathrm{R}}(0)=0<q_{\mathrm{R}} u_{\mathrm{D}}$ and $g_{\mathrm{R}}\left(u_{\mathrm{c}}\right)>q_{\mathrm{R}} u_{\mathrm{D}}$ by assumption, it is ensured that the curve $u \mapsto g_{\mathrm{R}}(u)$ and the horizontal line $u \mapsto q_{\mathrm{R}} u_{\mathrm{D}}$ always intersect on $\left[0, u_{\mathrm{c}}\right]$, and thus $u\left(x_{\mathrm{c}}^{-}\right)$is well defined. Note that for a function $b(u)$ with exactly one inflection point, the infimum is taken over at most three solutions of the equation $q_{\mathrm{R}} u+b(u)=q_{\mathrm{R}} u_{\mathrm{D}}$. It is not difficult to see that the steady-state solution in the interval $\left(x_{\mathrm{c}}, 0\right)$ is given by the constant $u\left(x_{\mathrm{c}}^{-}\right)$, which is uniquely constructed here.

It is at this point that assumption (5.9) turns out to be convenient in order to reduce the number of possible cases occurring in the continuation of the solution into the clarification zone. There would be no difficulty associated with relaxing this assumption.

Cases 2 and $3\left(x_{\mathrm{c}}=0, v\left(0^{+}\right) \geq u_{\mathrm{c}}\right)$. The construction of the steady-state solution in the thickening zone $\left(0, x_{\mathrm{R}}\right]$ is completed. The differentiable solution profile is given by the solution of the one-sided boundary value problem (5.13).

### 5.3. Steady-state solution in the clarification zone.

Case $1\left(x_{\mathrm{c}}>0\right)$. At $x=0$, the next flux discontinuity has to be dealt with. However, since the solution for $x>0$ is a constant not exceeding $u_{\mathrm{c}}$ and since $A(u)$ is continuous across $x=0$, we have to treat a transition between two fluxes of a hyperbolic conservation law. The entropy weak solution to this problem has been determined in several papers $[19,39,40,41,46,47,48,58,75]$. The basic complication is that if the fluxes adjacent to $x=0$ are nonmonotone, then there might be several possibilities to satisfy the Rankine-Hugoniot condition if $u\left(0^{+}\right)$is given, and an entropy condition is necessary to single out the unique entropy-satisfying solution. This will in general generate a multitude of cases here, depending on the flux parameters and properties of the function $b$ and on which solution of the equation $q_{\mathrm{R}} u+b(u)=q_{\mathrm{D}} u_{\mathrm{D}}$ yields the relevant state $u\left(0^{+}\right)$.

All these cases can be handled by the recent theory of conservation laws with discontinuous flux. However, assumption (5.9) helps to avoid this complication since it ensures that to a given value $u\left(0^{+}\right)$there corresponds a unique value $u\left(0^{-}\right)$such that the jump condition across $x=0$,

$$
\begin{equation*}
q_{\mathrm{R}}\left(u\left(0^{+}\right)-u_{\mathrm{F}}\right)+b\left(u\left(0^{+}\right)\right)=q_{\mathrm{L}}\left(u\left(0^{-}\right)-u_{\mathrm{F}}\right)+b\left(u\left(0^{-}\right)\right) \tag{5.26}
\end{equation*}
$$

is satisfied. To see this, recall that the constancy of $u$ on $\left(0, x_{\mathrm{c}}\right)$ and (5.24) imply that $q_{\mathrm{R}} u\left(0^{+}\right)+b\left(u\left(0^{+}\right)\right)=q_{\mathrm{R}} u_{\mathrm{D}}$. Inserting this into (5.26), we get

$$
\begin{equation*}
-\left(q_{\mathrm{R}}-q_{\mathrm{L}}\right) u_{\mathrm{F}}+q_{\mathrm{R}} u_{\mathrm{D}}=q_{\mathrm{L}} u\left(0^{-}\right)+b\left(u\left(0^{-}\right)\right) \tag{5.27}
\end{equation*}
$$

However, the left-hand side of (5.27) is just $q_{\mathrm{L}} u_{\mathrm{E}} \leq 0$. On the other hand, due to (5.9) and since we seek a solution $0 \leq u\left(0^{-}\right) \leq u_{c}$, the right-hand side of (5.27) is nonnegative and is zero only for $u\left(0^{-}\right)=0$. Thus, the only solution is $u_{\mathrm{E}}=0$, $u\left(0^{-}\right)=0$, which implies that $u(x)=0$ for all $x \leq 0$.

Consequently, under the assumption (5.9) the only steady-state entropy weak solutions for which the sediment level $x=x_{\mathrm{c}}$ is located strictly below the feed level $x=0$ are solutions for which there is only clear liquid in the clarification and overflow
zones $(x \geq 0)$. For these solutions, the feed and discharge concentrations $u_{\mathrm{F}}$ and $u_{\mathrm{D}}$ are linked by $\left(q_{R}-q_{\mathrm{L}}\right) u_{\mathrm{F}}=q_{\mathrm{R}} u_{\mathrm{D}}$.

Case $2\left(x_{\mathrm{c}}=0, u\left(0^{+}\right)>u_{\mathrm{c}}\right)$. Lemma 5.3 implies that $u\left(0^{-}\right)=u\left(0^{+}\right)$if $u^{+}>u_{\mathrm{c}}$. Thus, we can continue to solve (5.1) in the clarification zone $x \in\left(x_{\mathrm{L}}, 0\right)$. Integrating this ODE over the interval $(x, 0)$, we obtain the following one-sided boundary value problem for a first-order ODE:

$$
\begin{equation*}
q_{\mathrm{L}}\left(u(x)-u\left(0^{-}\right)\right)+b(u)-b\left(u\left(0^{-}\right)\right)-\left.A(u)^{\prime}\right|_{x=0^{-}}=0 \quad \text { for } x<0, \quad u(0)=u\left(0^{-}\right) \tag{5.28}
\end{equation*}
$$

To determine $u^{\prime}\left(0^{-}\right)$, we use the Rankine-Hugoniot condition (5.4) across $x=0$,

$$
\begin{align*}
& q_{\mathrm{L}}\left(u\left(0^{-}\right)-u_{\mathrm{F}}\right)+b\left(u\left(0^{-}\right)\right)-\left.A(u)^{\prime}\right|_{x=0^{-}} \\
& =q_{\mathrm{R}}\left(u\left(0^{+}\right)-u_{\mathrm{F}}\right)+b\left(u\left(0^{+}\right)\right)-\left.A(u)^{\prime}\right|_{x=0^{+}} \tag{5.29}
\end{align*}
$$

Recalling that we already know that $u\left(0^{-}\right)=u\left(0^{+}\right)$, we get

$$
\begin{equation*}
\left.A(u)^{\prime}\right|_{x=0^{-}}=\left(q_{\mathrm{L}}-q_{\mathrm{R}}\right)\left(u\left(0^{-}\right)-u_{\mathrm{F}}\right)+\left.A(u)^{\prime}\right|_{x=0^{+}} . \tag{5.30}
\end{equation*}
$$

On the other hand, in the present case we know that $\left.A(u)^{\prime}\right|_{x=0^{+}}=q_{\mathrm{R}}\left(u\left(0^{+}\right)-u_{\mathrm{D}}\right)+$ $b\left(u\left(0^{+}\right)\right)$. Inserting this into (5.30) and replacing $u\left(0^{+}\right)$by $u\left(0^{-}\right)$, we get

$$
\begin{equation*}
\left.A(u)^{\prime}\right|_{x=0^{-}}=q_{\mathrm{L}} u\left(0^{-}\right)-q_{\mathrm{R}} u_{\mathrm{D}}-\left(q_{\mathrm{L}}-q_{\mathrm{R}}\right) u_{\mathrm{F}}+b\left(u\left(0^{-}\right)\right) \tag{5.31}
\end{equation*}
$$

Finally, we insert (5.31) into (5.28) and obtain the one-sided boundary value problem

$$
\begin{equation*}
q_{\mathrm{L}} u(x)+b(u)-A(u)^{\prime}-q_{\mathrm{R}} u_{\mathrm{D}}-\left(q_{\mathrm{L}}-q_{\mathrm{R}}\right) u_{\mathrm{F}}=0, \quad x<0 ; \quad v(0)=v\left(0^{-}\right) \tag{5.32}
\end{equation*}
$$

We now define

$$
\begin{equation*}
\tilde{x}_{\mathrm{c}}:=\inf \left\{x \in\left[x_{\mathrm{L}}, 0\right) \mid u(x) \text { is the solution of (5.28) and } u_{\max } \geq u(x)>u_{\mathrm{c}}\right\} \tag{5.33}
\end{equation*}
$$

and recall from (5.32) and (5.31) that we have

$$
b(u(x))-A(u)^{\prime}=-q_{\mathrm{L}} u(x)+q_{\mathrm{R}} u_{\mathrm{D}}+\left(q_{\mathrm{L}}-q_{\mathrm{R}}\right) u_{\mathrm{F}} \quad \text { for } x \in\left(\tilde{x}_{\mathrm{c}}, 0\right]
$$

as well as that we obtain from (5.5) the inequality

$$
\begin{align*}
& {\left[\operatorname{sgn}\left(u\left(0^{-}\right)-k\right)-\operatorname{sgn}(u(x)-k)\right]\left(-q_{\mathrm{L}} k-b(k)+q_{\mathrm{R}} u_{\mathrm{D}}+\left(q_{\mathrm{L}}-q_{\mathrm{R}}\right) u_{\mathrm{F}}\right) \leq 0}  \tag{5.34}\\
& \forall x \in\left(\tilde{x}_{\mathrm{C}}, 0\right) \text { and } \forall k \in \mathbb{R} .
\end{align*}
$$

We observe that $q_{\mathrm{R}} u_{\mathrm{D}}+\left(q_{\mathrm{L}}-q_{\mathrm{R}}\right) u_{\mathrm{F}}=q_{\mathrm{L}} u_{\mathrm{E}}$. Then, the solution in the interval $\left(\tilde{x}_{\mathrm{c}}, 0\right)$ is given by the solution of the one-sided boundary problem (which is a slight rearrangement of (5.32))

$$
\begin{equation*}
u^{\prime}(x)=\frac{q_{\mathrm{L}} u(x)+b(u(x))-q_{\mathrm{L}} u_{\mathrm{E}}}{a(u(x))}, \quad x<0, \quad u(0)=u\left(0^{-}\right) \tag{5.35}
\end{equation*}
$$

Due to our assumption (5.9), since $g_{\mathrm{L}}(0)=0$, and $b(u)$ and therefore $g_{\mathrm{L}}(u)$ has exactly one inflection point, we know that $g_{\mathrm{L}}(u)$ has exactly one positive maximum $u_{\mathrm{M}}>u_{\mathrm{c}}$ and that $g_{\mathrm{L}}(u)$ is monotonically decreasing between $u_{\mathrm{M}}$ and $u_{\max }=1$ with $g_{\mathrm{L}}\left(u_{\max }\right)=q_{\mathrm{L}} u_{\max }<0$. Consequently, there exists exactly one point $u^{*}$ with
$u_{\mathrm{c}}<u^{*}<u_{\text {max }}$ such that $q_{\mathrm{L}} u^{*}+b\left(u^{*}\right)=q_{\mathrm{L}} u_{\mathrm{E}}$. Since the maximum of $g_{\mathrm{L}}$ is positive but $q_{\mathrm{L}} u_{\mathrm{E}} \leq 0$, we know that $u^{*}>u_{\mathrm{M}}$, and therefore

$$
\begin{equation*}
g_{\mathrm{L}}(u)<g_{\mathrm{L}}\left(u^{*}\right) \text { for } u>u^{*}, u \leq u_{\max } \tag{5.36}
\end{equation*}
$$

We first assume that $u\left(0^{+}\right)=u\left(0^{-}\right)>u^{*}$. Our immediate goal is to show that $u\left(0^{-}\right)>u^{*}$ does not lead to an admissible steady-state solution. Note that by the discussion of the solution in the thickening zone, we know that $u\left(0^{-}\right)<u_{\mathrm{D}}$.

By the definition of $u^{*}$, we may rewrite the ODE (5.35) as

$$
u^{\prime}(x)=\frac{g_{\mathrm{L}}(u(x))-g_{\mathrm{L}}\left(u^{*}\right)}{a(u(x))}, \quad x<0, \quad u(0)=u\left(0^{-}\right)
$$

In light of (5.36), we see that inserting $u\left(0^{-}\right)>u^{*}$ will cause the right-hand side of the ODE in (5.35) to be negative at $x=0$, and this right-hand side remains negative if we proceed with the integration of (5.35), since we produce a solution that is monotonically decreasing (increasing upwards). This integration may be continued upwards until either $u=u_{\max }=1$ is attained or $x=x_{\mathrm{L}}$ is reached. In the first case, however, there is no valid way to continue the solution to the remaining interval $\left(x_{\mathrm{L}}, \tilde{x}_{\mathrm{C}}\right)$ other than setting $u=u_{\text {max }}=1$ for $x \in\left(x_{\mathrm{L}}, \tilde{x}_{\mathrm{c}}\right)$. This means that at $x=x_{\mathrm{L}}$, the jump condition implies that $q_{\mathrm{L}} u_{\max }=q u_{\mathrm{E}}$, that is, $u_{\mathrm{E}}=u_{\text {max }}$, in contradiction with the assumption $u_{\mathrm{E}}<u_{\max }$. In the other case, in which $x=x_{\mathrm{L}}$ is reached by integrating (5.35), we have the following Rankine-Hugoniot condition across $x=x_{\mathrm{L}}$ :

$$
\begin{equation*}
q_{\mathrm{L}} u\left(x_{\mathrm{L}}^{+}\right)+b\left(u\left(x_{\mathrm{L}}^{+}\right)\right)-\left.A(u)^{\prime}\right|_{w=x_{\mathrm{L}}^{+}}=q_{\mathrm{L}} u\left(x_{\mathrm{L}}^{-}\right) \tag{5.37}
\end{equation*}
$$

On the other hand, since $u\left(x_{\mathrm{L}}^{+}\right) \geq u\left(0^{-}\right)>u_{\mathrm{c}}$, we have $A\left(u\left(x_{\mathrm{L}}^{+}\right)\right)>0$, and thus, due to Lemma 5.3, $u\left(x_{\mathrm{L}}^{+}\right)=u\left(x_{\mathrm{L}}^{-}\right)$, and therefore (5.37) reduces to $b\left(u\left(x_{\mathrm{L}}^{+}\right)\right)=\left.A(u)^{\prime}\right|_{x=x_{\mathrm{L}}^{+}}$. However, since by assumption $u^{\prime}\left(x_{\mathrm{L}}^{+}\right)<0$, we have that $\left.A^{\prime}(u)\right|_{x=x_{\mathrm{L}}^{+}}<0$, which in turn implies that $b\left(u\left(x_{\mathrm{L}}^{+}\right)\right)<0$. This is a contradiction to the nonnegativity of $b$. Thus, no admissible steady-state solution can be constructed if $u\left(0^{-}\right)>u^{*}$.

The case $u\left(0^{-}\right)=u^{*}$ equally leads to an inadmissible solution, since integrating (5.35) leads to the constant solution $u \equiv u^{*}$ on ( $\left.x_{\mathrm{L}}, 0\right)$. Similarly to the discussion of the previous case, the jump condition (5.37) and Lemma 5.3 imply that $b\left(u^{*}\right)=\left.A(u)^{\prime}\right|_{x=x_{\mathrm{L}}^{+}}$. However, the constancy of $u$ along $x \in\left(x_{\mathrm{L}}, 0\right)$ implies that $\left.A(u)^{\prime}\right|_{x=x_{\mathrm{L}}^{+}}=0$, and therefore $b\left(u^{*}\right)=0$, in contradiction with the assumed properties of $b$. Another reason to reject the profiles with $u\left(0^{-}\right) \geq u^{*}$ as candidates for steady-state entropy weak solutions is the violation of the global conservation principle (5.10), since we have chosen $u_{\mathrm{D}}$ and $u_{\mathrm{F}}$ such that $u_{\mathrm{E}}=0$, but in these cases our integration yields positive values of $u\left(x_{\mathrm{L}}^{-}\right)$, which should equal $u_{\mathrm{E}}$.

We now look at the remaining case $u\left(0^{-}\right)<u^{*}$. Then the right-hand side of the ODE in (5.35) is always positive, which implies a monotonically increasing (decreasing upwards) solution $u(x)$ until $x=\tilde{x}_{\mathrm{c}}$ is reached. This solution also satisfies the entropy condition. In fact, for any $x \in\left(\tilde{x}_{\mathrm{c}}, 0\right)$ with $u(x)<u\left(0^{-}\right)$and for all $k \in\left(u(x), u\left(0^{-}\right)\right)$, condition (5.34) (which is void for all other values of $k$ and for $u(x)=u\left(0^{-}\right)$) implies that $2\left(-q_{\mathrm{L}} k-b(k)+q_{\mathrm{L}} u_{\mathrm{E}}\right) \leq 0$, i.e.,

$$
\begin{equation*}
q_{\mathrm{L}} k+b(k)-q_{\mathrm{L}} u_{\mathrm{E}} \geq 0 \quad \forall k \in\left(u(x), u\left(0^{-}\right)\right), \tag{5.38}
\end{equation*}
$$

which in view of (5.35) is satisfied if $u(x)$ is a monotonically increasing solution on $\left(\tilde{x}_{\mathrm{c}}, 0\right)$.

We summarize our discussion of Case 2 in the clarification zone by the following lemma.

Lemma 5.5. Any admissible steady-state entropy solution $u=u(x)$ of Model 1 with $u\left(0^{-}\right)=u\left(0^{+}\right)>u_{\mathrm{c}}$ must satisfy $u\left(0^{-}\right)<u^{*}$, where $u^{*}$ is the unique point in $\left(u_{\mathrm{c}}, u_{\max }\right)$ satisfying $g_{\mathrm{L}}\left(u^{*}\right) \equiv q_{\mathrm{L}} u^{*}+b\left(u^{*}\right)=q_{\mathrm{L}} u_{\mathrm{E}}$. This solution is monotonically increasing on the interval ( $\tilde{x}_{\mathrm{c}}, 0$ ), where $\tilde{x}_{\mathrm{c}}$ is defined by (5.33).

Remark 5.3. The statement of Lemma 5.5 also has an obvious graphical interpretation. However, this condition requires knowledge of the value $u\left(0^{+}\right)=u\left(0^{-}\right)$. Thus, it can be evaluated only after the solution in the thickening zone has been determined. Furthermore, combining this finding with Lemma 5.4 for the thickening zone, we see that in any of the Cases 1, 2, or 3, the entropy condition and jump conditions enforce that $u^{\prime}(x) \geq 0$ in the compression region.

With the present discussion, we have constructed a steady-state solution up to $\tilde{x}_{\mathrm{c}}$, provided that $u(x)>u_{\mathrm{c}}$ in the thickening zone $x \in\left(0, x_{\mathrm{R}}\right)$. To finish the steadystate construction, let us first recall that for sake of brevity and being well aware of the incompleteness of the treatment in the present paper, we limit the discussion to those steady states for which $\tilde{x}_{\mathrm{c}}>x_{\mathrm{L}}$. In this case, there is a jump located at $x=\tilde{x}_{\mathrm{c}}$. We now seek the constant solution value $u=u\left(\tilde{x}_{\mathrm{c}}^{-}\right)$in the interval $\left(x_{\mathrm{L}}, \tilde{x}_{\mathrm{c}}\right)$. This value must satisfy $0 \leq u\left(\tilde{x}_{\mathrm{c}}^{-}\right) \leq u_{\mathrm{c}}$. From the Rankine-Hugoniot condition that follows from (5.4), $q_{\mathrm{L}} u\left(\tilde{x}_{\mathrm{c}}^{-}\right)+b\left(\tilde{x}_{\mathrm{c}}^{-}\right)=q_{\mathrm{L}} u_{\mathrm{c}}+b\left(u_{\mathrm{c}}\right)-\left.A(u)^{\prime}\right|_{x=\tilde{x}_{\mathrm{c}}^{+}}$, we see that the constant $u\left(\tilde{x}_{\mathrm{c}}^{-}\right)=u_{\mathrm{c}}$ is not a solution. Consequently, we look for a constant $0 \leq u\left(\tilde{x}_{\mathrm{c}}^{-}\right)<u_{\mathrm{c}}$. To this end, note that the steady-state jump condition at $x=x_{\mathrm{L}}$ is $g_{\mathrm{L}}\left(u\left(x_{\mathrm{L}}^{+}\right)\right)=q_{\mathrm{L}} u\left(x_{\mathrm{L}}^{+}\right)+b\left(u\left(x_{\mathrm{L}}^{+}\right)\right)=q_{\mathrm{L}} u\left(x_{\mathrm{L}}^{-}\right)=q_{\mathrm{L}} u_{\mathrm{E}}$. Taking into account that $g_{\mathrm{L}}(u)$ is a nonnegative monotonically increasing function on $\left[0, u_{\mathrm{c}}\right]$, while the right-hand side is a nonpositive constant, we conclude (similar as in the discussion of Case 1) that $u_{\mathrm{E}}=0$ and $u\left(\tilde{x}_{\mathrm{c}}^{-}\right)=0$; i.e., the solution is zero on $\left(x_{\mathrm{L}}, \tilde{x}_{\mathrm{c}}\right)$.

Remark 5.4. The last result means that the mathematical model correctly describes the elimination of the hindered settling region in steady-state operation when the sediment level (where $u=u_{\mathrm{c}}$ ) is allowed to rise above the feed level, as drawn in Figure 1.1(b). No particles are elutriated from the compression region into the overflow. This supports the physical explanation that above the feed level, the sediment bed acts as a filter medium for the portion of the feed flow that is directed into the clarification zone.

If we added a small amount of hydrodynamic diffusion and used a strictly positive diffusion coefficient $a(u)$ such that the resulting model were strictly parabolic, then there would be no upper limit for the integration of ODEs like (5.28), and under the preconditions of Case 2 discussed here, the quantity $\tilde{x}_{\mathrm{c}}$ defined by (5.33) would always assume the value $x_{\mathrm{L}}$ (corresponding to the overflow level) with $u\left(x_{\mathrm{L}}^{+}\right)>0$. In other words, there would be a small but positive volume fraction of solids in the overflow. Steady-state concentration profiles for a clarifier-thickener model with a strictly positive diffusion coefficient that illustrate this situation are plotted, for example, in [81].

Finally, we mention that Lev, Rubin, and Sheintuch [64] use a steady-state clar-ifier-thickener model without compression effects but with a hydrodynamic diffusion term instead. A discussion of possible concentration extrema at steady state leads them to the conclusion that the concentration must increase downwards. Our analysis shows that by applying the entropy concept to the steady-state ODE, this characterization remains valid even when hydrodynamic diffusion vanishes.

Case $3\left(x_{\mathrm{c}}=0, u\left(0^{+}\right)=u_{\mathrm{c}}\right)$. In this case, we have $A\left(u\left(0^{+}\right)\right)=0$ and due to the continuity of $A(u)$ across $x=0, A\left(u\left(0^{-}\right)\right)=0$, which means $u\left(0^{-}\right) \in\left[0, u_{\mathrm{c}}\right]$. Since, in the present case, it has been possible to integrate (5.13) up to $x=0^{+}$, we can
replace the Rankine-Hugoniot condition across $x=0$, (5.29), by $q_{\mathrm{L}} u\left(0^{-}\right)+b\left(u\left(0^{-}\right)\right)-$ $\left.A(u)^{\prime}\right|_{x=0^{-}}=\left(q_{\mathrm{L}}-q_{\mathrm{R}}\right) u_{\mathrm{F}}+q_{\mathrm{R}} u_{\mathrm{D}}$. On the other hand, the following entropy jump condition follows by evaluating (5.5) for $x=0$ :

$$
\begin{align*}
& \operatorname{sgn}\left(u\left(0^{+}\right)-k\right)\left[q_{\mathrm{R}}\left(u\left(0^{+}\right)-k\right)+b\left(u\left(0^{+}\right)\right)-b(k)-\left.A(u)^{\prime}\right|_{x=0^{+}}\right] \\
& -\operatorname{sgn}\left(u\left(0^{-}\right)-k\right)\left[q_{\mathrm{L}}\left(u\left(0^{-}\right)-k\right)+b\left(u\left(0^{-}\right)\right)-b(k)-\left.A(u)^{\prime}\right|_{x=0^{-}}\right]  \tag{5.39}\\
& \leq\left|q_{\mathrm{R}}\left(k-u_{\mathrm{F}}\right)-q_{\mathrm{L}}\left(k-u_{\mathrm{F}}\right)\right| \quad \forall k \in \mathbb{R}
\end{align*}
$$

Inserting (5.29), using once again (5.13) and that $u\left(0^{+}\right)=u_{\mathrm{c}}$, we get

$$
\begin{aligned}
& \operatorname{sgn}\left(u_{\mathrm{c}}-k\right)\left(-q_{\mathrm{R}} k-b(k)+q_{\mathrm{R}} u_{\mathrm{D}}\right) \\
& -\operatorname{sgn}\left(u\left(0^{-}\right)-k\right)\left(-q_{\mathrm{L}} k-b(k)+\left(q_{\mathrm{L}}-q_{\mathrm{R}}\right) u_{\mathrm{F}}+q_{\mathrm{R}} u_{\mathrm{D}}\right) \\
& \leq\left|\left(q_{\mathrm{R}}-q_{\mathrm{L}}\right)\left(k-u_{\mathrm{F}}\right)\right| \quad \forall k \in \mathbb{R} .
\end{aligned}
$$

Choosing $k=0$ and exploiting that $b(k)=0$, we get

$$
\begin{equation*}
\operatorname{sgn}\left(u_{\mathrm{c}}\right) q_{\mathrm{R}} u_{\mathrm{D}}-\operatorname{sgn}\left(u\left(0^{-}\right)\right)\left(\left(q_{\mathrm{L}}-q_{\mathrm{R}}\right) u_{\mathrm{F}}+q_{\mathrm{R}} u_{\mathrm{D}}\right) \leq\left|\left(q_{\mathrm{R}}-q_{\mathrm{L}}\right)\left(-u_{\mathrm{F}}\right)\right| \tag{5.40}
\end{equation*}
$$

which in view of $u_{\mathrm{c}}>0, u_{\mathrm{F}}>0$, and $q_{\mathrm{R}}-q_{\mathrm{L}} \geq 0$ implies that

$$
\begin{equation*}
q_{\mathrm{R}} u_{\mathrm{D}}+\operatorname{sgn}\left(u\left(0^{-}\right)\right)\left(q_{\mathrm{R}}-q_{\mathrm{L}}\right) u_{\mathrm{F}}+\operatorname{sgn}\left(v\left(0^{-}\right)\right) q_{\mathrm{R}} u_{\mathrm{D}} \leq\left(q_{\mathrm{R}}-q_{\mathrm{L}}\right) u_{\mathrm{F}} \tag{5.41}
\end{equation*}
$$

If $\operatorname{sgn}\left(u\left(0^{-}\right)\right)=1$, then the left-hand side of (5.41) equals $2 q_{\mathrm{R}} u_{\mathrm{D}}+\left(q_{\mathrm{R}}-q_{\mathrm{L}}\right) u_{\mathrm{F}}$. Thus, inequality (5.41) cannot be satisfied. The unique remaining option is $\operatorname{sgn}\left(u\left(0^{-}\right)\right)=0$, i.e., $u\left(0^{-}\right)=0$. It is then easily seen that the solution for $x<0$, including also the section $x<x_{\mathrm{L}}$, vanishes identically. Thus, the solution of Case 3 is the limiting case of Cases 1 and 2 for $u\left(0^{+}\right) \rightarrow u_{c}$.

REMARK 5.5. The condition $u^{\prime}(x) \geq 0$ is in full agreement with engineering intuition, since one expects that in a clarifier-thickener operating properly at steady state, the concentration increases downwards. In fact, in several previous papers dealing with a simpler model of an ideal continuous thickener [13, 16], which basically consists only of the thickening zone of the model discussed here, the condition $u^{\prime}(x) \geq 0$ was postulated as a separate requirement for the determination of admissible steady states following just from this intuition, and the graphical condition (5.20) was derived by using this assumption in (5.21). We now clearly see that the natural requirement that a steady state should be an entropy weak solution implies this monotonicity property in the thickening zone, and it is therefore unnecessary to introduce it as an additional condition.

Observe that in contrast to our analysis of the thickening zone, we do not apply the entropy condition to construct the restrictions on the parameters (expressed by Lemma 5.5) in the clarification and overflow zones; rather, we exploit the jump conditions to establish these restrictions and then check that the admissible solution satisfies the entropy condition.
5.4. Examples of steady states. Here and in the numerical examples, the flocculated suspension is characterized by the functions $b(u)$ and $\sigma_{\mathrm{e}}(u)$ given by (2.6) and (2.9), respectively, with $v_{\infty}=10^{-4} \mathrm{~m} / \mathrm{s}, C=5, \sigma_{0}=1.0 \mathrm{~Pa}, u_{\mathrm{c}}=0.1$, and $k=6$. The remaining parameters are $\Delta \varrho=1500 \mathrm{~kg} / \mathrm{m}^{3}$ and $g=9.81 \mathrm{~m} / \mathrm{s}^{2}$. These values are fairly realistic and are also used in $[14,16]$.

Moreover, we assume the bulk velocities $q_{\mathrm{R}}=2.5 \times 10^{-6} \mathrm{~m} / \mathrm{s}$ and $q_{\mathrm{L}}=-1.0 \times$ $10^{-5} \mathrm{~m} / \mathrm{s}$. Thus, we are interested in steady states for which $u_{\mathrm{D}}=u_{\mathrm{F}}\left(q_{\mathrm{R}}-q_{\mathrm{L}}\right) / q_{\mathrm{R}}=$


Fig. 5.1. The flux functions $q_{\mathrm{R}} u+b(u)$ (left) and $q_{\mathrm{L}}+b(u)$ (right). The left diagram also shows the constant lines $q_{\mathrm{R}} u_{\mathrm{D}}$ for some values of $u_{\mathrm{D}}$.
$5 u_{\mathrm{F}}$, and these parameters have been chosen so that assumption (5.9) is satisfied. The relevant flux functions for the thickening and clarification zone, $g_{\mathrm{R}}(u)$ and $g_{\mathrm{L}}(u)$, are plotted in Figure 5.1.

We start the steady-state construction by fixing values of $u_{\mathrm{D}}$ and determining the corresponding value $x_{\mathrm{c}}$. We limit ourselves to those values $u_{\mathrm{D}}$ that ensure that the entropy condition (5.15) is satisfied. To this end, we consider the plot of $g_{\mathrm{R}}(u)$ and draw horizontal line segments $f=q_{\mathrm{R}} u_{\mathrm{D}}$ for a selection of values of $u_{\mathrm{D}}$ and for $u_{\mathrm{c}} \leq u \leq u_{\mathrm{D}}$, as has been done in the left plot of Figure 5.1. We see that these lines remain strictly below the graph of $g_{\mathrm{R}}(u)$ for those values of $u_{\mathrm{D}}$ for which

$$
q_{\mathrm{R}} u_{\mathrm{D}}<\min _{u_{\mathrm{c}} \leq u \leq 1} g_{\mathrm{R}}(u)=g_{\mathrm{R}}(0.703) \approx 1.92 \times 10^{-6} \mathrm{~m} / \mathrm{s}
$$

This implies that the entropy condition (5.15) is satisfied a priori (i.e., independently of the depth of the thickening zone $x_{\mathrm{R}}$ ) for all $u_{\mathrm{D}}$ with

$$
u_{\mathrm{c}} \leq u_{\mathrm{D}}<u_{\mathrm{D} \max }:=\frac{1}{q_{\mathrm{R}}} \min _{u_{\mathrm{c}} \leq u \leq 1} g_{\mathrm{R}}(u)=\frac{1.92 \times 10^{-6} \mathrm{~m} / \mathrm{s}}{2.5 \times 10^{-6} \mathrm{~m} / \mathrm{s}}=0.768
$$

For all other values of $u_{\mathrm{D}}$, it would be necessary to determine a solution to (5.13) and to check whether this is monotone on $\left[x_{\mathrm{c}}, x_{\mathrm{R}}\right]$. We will not pursue this here.

Given this limitation on $u_{\mathrm{D}}$, we choose the profiles for $u_{\mathrm{D}}=0.3,0.35,0.4,0.405$, $0.41, \ldots, 0.455$ for closer inspection. Solving (5.13) with a standard numerical ODE method, we obtain that for $u_{\mathrm{D}} \leq 0.41$, we have $x_{\mathrm{c}}>0$ and therefore steady states of Case 1, while all other values lead to candidates for Case 2. Solving the equation $q_{\mathrm{R}} u\left(x_{\mathrm{c}}^{-}\right)+b\left(u\left(x_{\mathrm{c}}^{-}\right)\right)=q_{\mathrm{R}} u_{\mathrm{D}}$ numerically yields the following values of $u\left(x_{\mathrm{c}}^{-}\right)$, which are the constant values each entropy weak solution assumes on $\left[0, x_{\mathrm{c}}\right]$ :

| $u_{\mathrm{D}}$ | 0.3 | 0.35 | 0.4 | 0.405 | 0.41 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $u\left(x_{\mathrm{c}}^{-}\right)$ | 0.00759 | 0.00892 | 0.01026 | 0.01039 | 0.01053 |

For these values of $u_{\mathrm{D}}$, the steady-state entropy weak solution in the clarification and overflow zones is zero. Figure 5.2 includes plots of these profiles.

It remains to deal with $u_{\mathrm{D}}=0.415,0.42, \ldots, 0.455$, the candidates for Case 2, for which the clarification zone has to be examined. We have just found out that


Fig. 5.2. Steady-state concentration profiles in Vessel 1. The dotted curves show solutions of (5.13) and (5.28) that do not lead to admissible steady states with zero overflow concentration.
all of these concentration values admit an entropy-satisfying steady-state solution in the thickening zone. However, with the present parameters we have $u_{\mathrm{E}}=0$, which implies that $u^{*}=0.369$. This point is marked in Figures 5.1 and 5.2. We see that integrating (5.13) from $u_{\mathrm{D}}=0.455$ leads to a profile with $u\left(0^{+}\right)>u^{*}$, which does not lead to an admissible solution in the clarification zone. The tentative profile for this case is the rightmost dotted profile in Figure 5.2. For $u_{\mathrm{D}}=0.445$ and $u_{\mathrm{D}}=0.45$, we obtain admissible profiles in the clarification zone, which, however, reach the overflow level $x=x_{\mathrm{L}}$ and will produce an effluent with $u_{\mathrm{E}}>0$. These profiles are no admissible entropy steady-state solutions since the global conservation principle is violated. The values $u_{\mathrm{D}}=0.415,0.42, \ldots, 0.435$ lead to admissible steadystate profiles with $\tilde{x}_{\mathrm{c}}>x_{\mathrm{L}}$, and, as a consequence of our analysis, $u_{\mathrm{E}}=0$.

## 6. Numerical examples.

6.1. Preliminary remarks. Note that for $k \in \mathbb{N}$, as chosen here, standard calculus yields that the function $A(u)$ has the explicit representation $A(u)=\mathrm{A}(u)-\mathrm{A}\left(u_{\mathrm{c}}\right)$ for $u>u_{\mathrm{c}}$ with

$$
\mathrm{A}(u):=-\frac{v_{\infty} \sigma_{0}}{\Delta \varrho g u_{\mathrm{c}}^{k}}(1-u)^{C} u^{k} \sum_{j=1}^{k} c_{j}\left(\frac{1}{u}-1\right)^{j}, \quad c_{j}=\prod_{l=1}^{j} \frac{k+1-l}{C+l}, \quad j=1, \ldots, k
$$

it is straightforward to verify by differentiating $\mathrm{A}(u)$ that

$$
\frac{d \mathrm{~A}(u)}{d u}=v_{\infty} u(1-u)^{C} \cdot \frac{1}{\Delta \varrho g u} \cdot \frac{d}{d u}\left(\sigma_{0}\left(\left(u / u_{\mathrm{c}}\right)^{k}-1\right)\right)=\frac{v_{\infty} \sigma_{0}}{\Delta \varrho g u_{\mathrm{c}}^{k}}(1-u)^{C} k u^{k-1}
$$

so that the function $A(u)$ defined here indeed satisfies (2.10).


Fig. 6.1. The cylindrical clarifier-thickener (left) and the unit with discontinuously varying cross-sectional area (right) used for numerical simulations.

We consider two units, a cylindrical one (Vessel 1) and one with discontinuously varying cross-sectional area (Vessel 2); see Figure 6.1. The interior of Vessel 1 is $S_{\mathrm{int}}=1 \mathrm{~m}^{2}$. (Recall that the outer pipe diameter $S_{0}$ can always be transformed away.) The piecewise constant cross-sectional area function $S(x)$ of the noncylindrical one, Vessel 2, is defined in Figure 6.1.

The motivation of the choice of $S(x)$ for Vessel 2 is that most clarifier-thickeners have a conically shaped bottom to facilitate transport of material to the discharge outlet and that we assume that one-quarter of the cross-sectional area in the clarification zone is occupied by installations related to the feed mechanisms. Observe that in the second case, both parameters $\gamma_{1}$ and $\gamma_{2}$ accounting for the cross-sectional area and the bulk flow, respectively, have a discontinuity at $x=0$.
6.2. Example 1: Batch settling. To illustrate the material behavior of the suspension, we present in Figure 6.2 three simulations of the settling of an initially homogeneous suspension at initial concentrations $u_{0}=0.02,0.08$, and 0.2 in a closed column (for which all $Q$ 's and $q$ 's vanish) of height $L=1 \mathrm{~m}$. We employ the explicit numerical method (3.1), $\Delta x=L / 500$, and $\lambda=20 \mathrm{~s} / \mathrm{m}$. In the first two cases, we have $a\left(u_{0}\right)=0$, and the suspension-clear liquid interface propagates as a sharp shock and the transition between the region of initial concentration and the sediment rising from below is sharp, while in the third case transitions are continuous. In all three cases, a stationary sediment is forming. In Figure 6.2 and all subsequent threedimensional plots, the visual grid used to represent the solution is much coarser than the computational.

### 6.3. Numerical simulations of Model 1.

6.3.1. Example 2: Variation of discharge and overflow rates. The four simulations shown in Figure 6.3 have been computed using the unique feed flux $q_{\mathrm{F}} u_{\mathrm{F}}=$ $\left(q_{\mathrm{R}}-q_{\mathrm{L}}\right) u_{\mathrm{F}}$ with $q_{\mathrm{F}}=1.25 \times 10^{-5} \mathrm{~m} / \mathrm{s}$ and $u_{\mathrm{F}}=0.08$ but by using four different "splits" of the feed rate into the discharge and overflow rates attained by varying the parameter $\nu \in[0,1]$ in $q_{\mathrm{R}}=\nu q_{\mathrm{F}}$ and $q_{\mathrm{L}}=-(1-\nu) q_{\mathrm{F}}$. In all four simulations, solving the transient equations for sufficiently large times apparently leads to a stationary solution. The numerical scheme is the explicit one (3.1) with $\lambda=40 \mathrm{~s} / \mathrm{m}$, and for this and all other numerical simulations of Model 1 , we choose $\Delta x=1 / 300 \mathrm{~m}$.

In Figure $6.3(\mathrm{a})$, we set $\nu=1$; i.e., the vessel is closed at the top and opened

(a)

(b)

(c)

Fig. 6.2. Example 1: Simulation of batch settling of an initially homogeneous suspension with $u_{0}=0.02$ (a), $u_{0}=0.08$ (b), and $u_{0}=0.20$ (c).


Fig. 6.3. Example 2: Simulation of filling up a cylindrical clarifier-thickener with $u_{\mathrm{F}}=0.08$, $q_{\mathrm{F}}=1.25 \times 10^{-5} \mathrm{~m} / \mathrm{s}, q_{\mathrm{R}}=\nu q_{\mathrm{F}}$, and $q_{\mathrm{L}}=-(1-\nu) q_{\mathrm{F}}$ for $\nu=1$ (a) and $\nu=0.5$ (b).
at the bottom, with the volume feed rate equaling the discharge rate. We see that the feed suspension is immediately diluted upon entering the vessel but attains its original concentration, 0.08 , again when passing the discharge level. No compression region occurs.

For $\nu=0.5$ (Figure 6.3(b)), we obtain a very thin sediment layer at the bottom, and the discharge concentration is 0.16 , twice the feed concentration. The solution qualitatively agrees with that for $\nu=0.25$ (Figure 6.3(c)). However, for $\nu=0.25$ the final discharge concentration is $0.32=4 u_{\mathrm{F}}$, and the sediment layer is appreciable. The stationary solutions attained in these cases correspond to steady-state solutions of Case 1 (conventional operation).

Finally, we take $\nu=0$; i.e., the vessel is closed at its bottom. The corresponding solution is shown in Figure $6.3(\mathrm{~d})$. We observe that the feed suspension is at first immediately diluted upon entering the thickening zone. The material forms a compressible sediment layer at the bottom. This layer rises at nearly constant speed, breaks into the clarification zone, and, finally, produces an overflow at constant


Fig. 6.3 (CONT'D.). Example 2: Simulation of filling up a cylindrical clarifier-thickener with $u_{\mathrm{F}}=0.08, q_{\mathrm{F}}=1.25 \times 10^{-5} \mathrm{~m} / \mathrm{s}, q_{\mathrm{R}}=\nu q_{\mathrm{F}}$, and $q_{\mathrm{L}}=-(1-\nu) q_{\mathrm{F}}$ for $\nu=0.25$ (c) and $\nu=0$ (d).
concentration 0.08 , which is just the feed concentration. (Note that this kind of steady state is not included in the analysis of section 5.)
6.3.2. Example 3: Transitions between approximate steady states. We now utilize the examples of section 5.4 to design a long-time numerical example in which the parameters for the time-dependent Model 1 are chosen in such a way that the predetermined steady states may be attained. This example and Example 4 (for Model 2) are solved by the semi-implicit method (3.4) with $\lambda=4000 \mathrm{~s} / \mathrm{m}$. We consider the constant flow velocities $q_{\mathrm{R}}=2.5 \times 10^{-6} \mathrm{~m} / \mathrm{s}$ and $q_{\mathrm{L}}=-1.0 \times 10^{-5} \mathrm{~m} / \mathrm{s}$. The feed concentration $u_{\mathrm{F}}$ is varied in a stepwise fashion as follows:

$$
u_{\mathrm{F}}(t)= \begin{cases}0.086 & \text { for } 0 \leq t \leq t_{1}:=4.0 \times 10^{7} \mathrm{~s}  \tag{6.1}\\ 0.08 & \text { for } t_{1}<t \leq t_{2}:=6.0 \times 10^{7} \mathrm{~s} \\ 0.088 & \text { for } t_{2}<t \leq t_{3}:=9.5 \times 10^{7} \mathrm{~s} \\ 0 & \text { for } t>t_{3}\end{cases}
$$



Fig. 6.4. Example 3: Simulations of the fill-up and transitions between steady states in a cylindrical clarifier-thickener (Vessel 1): filling up a cylindrical clarifier-thickener up to steady state with $u_{\mathrm{F}}=0.086$ (initial stages: (a), complete process: (b)).

The initial stage of the fill-up process is shown in Figure 6.4(a), while the complete solution for the first time interval $\left[0, t_{1}\right]$ is plotted in Figure 6.4(b). We observe that the feed propagates as a rarefaction wave into the thickening zone and that a sediment layer is built up, which rises above the feed level. The interesting point is that the numerical solution becomes stationary after the very long simulated time of about $3.0 \times 10^{7} \mathrm{~s}$, which corresponds to roughly one year, and the stationary solution closely approximates the steady-state profile corresponding to the same values of $q_{\mathrm{L}}$, $q_{\mathrm{R}}$, and $u_{\mathrm{F}}$ plotted in Figure 5.2. In particular, the numerical value of the overflow concentration remains zero, and the solution value assumed at $w=x_{\mathrm{R}}$ equals 0.42997. Thus, we have reason to believe that this steady-state solution is indeed the limit attained by the entropy weak solution for these parameters, at least for $t \rightarrow \infty$; whether the steady state is reached even in finite time would be a further question.

At the simulated time $t=t_{1}$, we reduce $u_{\mathrm{F}}$ to a value that in combination with those of $q_{\mathrm{L}}$ and $q_{\mathrm{R}}$ once again corresponds to a steady state plotted in Figure 5.2 but


Fig. 6.4 (CONT'D.). Example 3: Simulations of the fill-up and transitions between steady states in a cylindrical clarifier-thickener (Vessel 1): two different views of the complete simulation with successive changes of $u_{\mathrm{F}}$ from 0.086 to $0.08,0.088$, and 0 ( (c) and (d)).
this time to one of conventional operation. Figures 6.4(c) and (d) indicate that also this steady state seems to be attained by the transient solution. In particular, the hindered settling region becomes visible again. Shortly before $t=t_{2}$, the numerical solution value at $x=x_{\mathrm{R}}$ equals 0.40001 .

At $t=t_{2}$, we increase $u_{\mathrm{F}}$ to 0.088 , and we observe that the simulation converges again to the corresponding steady state of Figure 5.2. Shortly before the solution becomes stationary, at $t=t_{3}$, we switch off the feed by setting $u_{\mathrm{F}}=0$, and the clarifier-thickener unit empties rapidly.

Although the operations involved in this run-filling up, transitions between steady states, and emptying of a clarifier-thickener-are typical control actions, practitioners would, of course, accelerate the fill-up by closing the unit [15, 16]. The main intention behind our example is, however, to illustrate that the model apparently converges to steady-state solutions.


Fig. 6.5. Example 4: Simulation of transitions between steady states in Vessel 2: plot of the initial fill-up stage (a) and long-time simulation (b).
6.4. Example 4: Numerical simulation of Model 2. Finally, we repeat the simulation of Example 3; that is, we use again the function $u_{\mathrm{F}}(t)$ defined by (6.1), but now we consider Model 2, Vessel 2 drawn in Figure 6.1, and select $Q_{\mathrm{L}}=$ $-1.0 \times 10^{-5} \mathrm{~m}^{3} / \mathrm{s}$ and $Q_{\mathrm{R}}=2.5 \times 10^{-6} \mathrm{~m}^{3} / \mathrm{s}$. Model 2 enforces a CFL condition involving a factor $\max S(x) / \min S(x)$, which equals 25 here, so we have to decrease accuracy to maintain acceptable computation time. We here choose $\lambda=100 \mathrm{~s} / \mathrm{m}$ and $\Delta x=1 / 50 \mathrm{~m}$ for the long-time run shown in Figure 6.5(b) but $\Delta x=1 / 300 \mathrm{~m}$ for the short simulated period in Figure 6.5(a).

We observe that the concentration profiles slightly reflects the thickener geometry, although due to the diffusion term, this effect is less pronounced than for the same model without compression (i.e., for $A \equiv 0$ ); see [23, 24]. First, observe the difference between Figure 6.5(a) and the corresponding simulation for Model 1 and Vessel 1 in Figure 6.4(a). The conical cross-section of the lower part of the thickening zone causes a continuous variation of the concentration in the initial hindered settling region and

TABLE 6.1
Approximate $L^{1}$ errors for the numerical solution of Example 3.

|  | $t=200000 \mathrm{~s}$ |  | $t=1000000 \mathrm{~s}$ |  | $t=2000000 \mathrm{~s}$ |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $J=\frac{1 \mathrm{~m}}{\Delta x}$ | $L^{1}$ error | conv. rate | $L^{1}$ error | conv. rate | $L^{1}$ error | conv. rate |
| 10 | $1.429 \mathrm{e}-2$ |  | $2.301 \mathrm{e}-2$ |  | $2.857 \mathrm{e}-2$ |  |
| 20 | $7.092 \mathrm{e}-3$ | 1.010 | $1.115 \mathrm{e}-2$ | 1.004 | $1.424 \mathrm{e}-2$ | 1.005 |
| 40 | $3.475 \mathrm{e}-3$ | 1.029 | $5.666 \mathrm{e}-3$ | 1.017 | $7.026 \mathrm{e}-3$ | 1.019 |
| 80 | $1.691 \mathrm{e}-3$ | 1.039 | $2.758 \mathrm{e}-3$ | 1.038 | $3.425 \mathrm{e}-3$ | 1.037 |
| 100 | $1.338 \mathrm{e}-3$ | 1.048 | $2.176 \mathrm{e}-3$ | 1.063 | $2.704 \mathrm{e}-3$ | 1.059 |
| 160 | $8.004 \mathrm{e}-4$ | 1.094 | $1.306 \mathrm{e}-3$ | 1.087 | $1.623 \mathrm{e}-3$ | 1.085 |
| 200 | $6.225 \mathrm{e}-4$ | 1.126 | $1.015 \mathrm{e}-3$ | 1.129 | $1.263 \mathrm{e}-3$ | 1.124 |

accelerates the fill-up process.
Of course, a variable cross-sectional area $S(x)$ complicates the discussion of steady states but also offers new design opportunities [16]. Here, Vessel 2 no longer admits a steady state for $u_{\mathrm{F}}=0.088$ with $u_{\mathrm{E}}=0$. In fact, we observe in Figure 6.5(b) that a stationary profile is attained with nonzero overflow concentration. Rather, the numerical values attained are overflow and underflow concentrations $u\left(x_{\mathrm{L}}^{-}\right)=0.00121$ and $u\left(x_{\mathrm{R}}^{+}\right)=0.43293$. The stationary profile is probably a steady state with nonzero effluent concentration (which is not included in the analysis of section 5, as are not any other steady states for Model 2).
6.5. Comments on the numerical results. First of all, we mention that our numerical results, including test runs with coarser discretizations (not shown here), suggest that the scheme indeed converges to solutions for which $A(u)$ is continuous across $x_{\mathrm{L}}$ and $x_{\mathrm{R}}$, as required by condition (D.4). However, it should be emphasized that our scheme does not possess a built-in mechanism to enforce this property. As emphasized before, a rigorous proof for the convergence of the scheme towards a solution satisfying (D.4) is still an open problem, and it might be that one even has to modify the scheme to ensure this property. This requires a deeper numerical analysis, which we defer to another paper.

Furthermore, the accuracy and convergence rate of the numerical scheme used herein may be of interest. To this end, we measured approximate $L^{1}$ errors for the simulation of Example 3 by measuring the difference $\left\|u^{\Delta}(\cdot, t)-u^{\mathrm{ref}}(\cdot, t)\right\|_{L^{1}(-1.1 \mathrm{~m}, 1.1 \mathrm{~m})}$ for a number of discretizations $(\Delta x, \Delta t=\lambda \Delta x)$ at $t=200000 \mathrm{~s}, t=1000000 \mathrm{~s}$, and $t=2000000 \mathrm{~s}$, where $u^{\Delta}$ is the numerical solution obtained with $\Delta x=1 \mathrm{~m} / J$, $J=10,20,40,80,100,160,200$, and $u^{\text {ref }}$ is a high-accuracy reference solution with $J=1600$; see Table 6.1. In all cases, the semi-implicit scheme (3.4) with the parameter $\lambda=4000 \mathrm{~s} / \mathrm{m}$ was used.

We observe that the approximate $L^{1}$ convergence rates are slightly larger than but close to 1 . This is consistent with the formal first-order accuracy of the time discretization and of the discretization of the convective fluxes. Similar approximately linear convergence has been observed for the explicit version (3.1) of the scheme applied to a slightly simpler equation that does not involve a discontinuous parameter in the diffusion term in [55], and for the application of the explicit scheme to the initialboundary value problem of batch settling of a flocculated suspension in [18], which does not involve a discontinuous parameter at all. It should be pointed out that observed convergence rates substantially depend on the parameters and numerical examples chosen. For example, similar approximate $L^{1}$ tables for the explicit scheme (3.1) applied to the first-order clarifier-thickener model (obtained by setting $A \equiv 0$ ) are presented in [25]. It turns out that when approximate $L^{1}$ errors are measured at
times when the solution includes nonstationary "hyperbolic" discontinuities (shocks), then the observed $L^{1}$ convergence rate measured on a succession of grids may fall substantially below 1 .

To put these observations into the proper perspective, let us mention that a theoretical estimate of the rate of convergence of the numerical scheme presented herein is outside current theory, even in the case of smooth coefficients. However, our prime motivation behind advancing the scheme (3.1) (and its semi-implicit variant (3.4)) was to use it as a constructive tool for the well-posedness analysis and to employ it for simulations to illustrate the mathematical analysis. Clearly, we do not propose (3.1) or (3.4) as the optimal scheme for simulations in practice. For that purpose the scheme should be upgraded to formal second order both in time and in space accuracy, which can be attained, for example, by combining flux correction and Strang-type operator splitting between the hyperbolic and parabolic portions of the problem. We pursue this further in [26].

Finally, there are conceivable alternative schemes for the clarifier-thickener model that seem worth exploring. For example, one could combine the very efficient front tracking method introduced in [19] for the hyperbolic portion and combine it with finite differencing of the diffusion term in an operator splitting procedure. Alternatively, the relaxation scheme used in [21] for the simulation of the first-order clarifierthickener model could be extended to handle the second-order degenerate diffusion term accounting for sediment compressibility (as in [29]). Recent numerical schemes for strongly degenerate parabolic equations that can possibly be extended to the clarifier-thickener model also include the local discontinuous Galerkin method [33] and diffusive kinetic BGK approximations [3, 11].
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#### Abstract

A Cauchy transform approach to the problem of determining the free surface evolution of a single bubble in Stokes flow is developed. A number of exact solutions to a class of problems have been derived in the literature using conformal mapping theory, and these solutions are retrieved and further generalized using the new formulation. Certain quantities which are conserved by the dynamics are also identified, the existence of which had not previously been pointed out. A principal purpose of this paper is to use the new formulation to understand when it is possible to externally specify the evolution of the bubble area in such classes of exact solution. It is found to be possible only for certain types of far-field boundary conditions.
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1. Introduction. It is a well-known yet remarkable fact that large classes of exact solutions can be found for unsteady two-dimensional (2-D) Stokes flow with a free surface, both with and without surface tension. The solutions follow from the application of powerful complex variable methods; most often these methods involve the use of a conformal mapping $z(\zeta, t)$ to reformulate the free boundary problem as a boundary value problem on a fixed domain in the $\zeta$-plane (assumed in this paper to be a unit disk). The free boundary evolution is then conveniently described by the functional form of the map $z(\zeta, t)$.

Among the first results from the application of complex variable methods to free boundary problems for 2-D Stokes bubbles are the steady bubble solutions of Richardson [18, 19]. Antanovskii [2] later constructed exact unsteady solutions in the case when the asymptotic form of the far-field flow is given by an $m$ th order irrotational straining flow. Independently, Tanveer and Vasconcelos [23] derived explicit unsteady solutions in the form of polynomial mappings in the case when the far-field flow is purely linear, e.g., pure straining flow or simple shear flow with $m=1$. They also constructed new exact solutions for an expanding/contracting bubble in a quiescent flow. Antanovskii [3] also constructed explicit steady solutions in the case of nonlinear ${ }^{1}$ and rotational far-field conditions. The latter solutions were applied as a simple 2-D model for flow in Taylor's four roller mill. Siegel [22] later generalized these results to include explicit unsteady solutions for certain nonlinear rotational far-field conditions, including the time-dependent evolution of the solutions in [3]. Additionally, there is a large amount of literature describing related developments for the evolution of viscous blobs in 2-D Stokes flow (see, e.g., Howison and Richardson [14] and the

[^52]references therein). Complex variable methods have also been applied to study the evolution of bubbles in Hele-Shaw flow. Cummings, Howison, and King [10] provide a comparison of the developments in Hele-Shaw flow and 2-D Stokes flows. Aside from their intrinsic mathematical interest, these investigations have led to improved understanding of the formation of cusp singularities in free surface flow. The exact 2-D solutions are also useful as an important component of the leading-order solution to three-dimensional flow in slender geometries [9].

The aforementioned exact solutions for 2-D Stokes flow and Hele-Shaw flow all take the form of rational conformal mappings which may be written as

$$
\begin{equation*}
z(\zeta, t)=\frac{a_{0}(t)+a_{1}(t) \zeta+\cdots+a_{N}(t) \zeta^{N}}{\zeta\left(1+b_{1}(t) \zeta+\cdots+b_{M}(t) \zeta^{M}\right)} \tag{1}
\end{equation*}
$$

For convenience we have chosen $b_{0}(t)=1$ (this is always possible through a redefinition of the other coefficients); if $b_{i}(t) \equiv 0$, then the mapping reduces to a simpler polynomial form. Note that the extra $\zeta$ term in the denominator of (1) is due to the mapping of the inside of the unit disk to the exterior of the bubble. When the dynamics preserves the form (1), the free boundary evolution reduces from an infinite-dimensional dynamical system (namely, the original governing PDEs) to a finite system of ODEs from which one can compute the $N+M+1$ parameters of the conformal mapping from given initial data and external flow. ${ }^{2}$

In essence, demonstration of the existence of a solution of the form (1) for a given free boundary problem involves two key steps. First, it must be shown that the form (1) is preserved in time; i.e., if $z(\zeta, 0)$ is a rational function of the form (1) for some $M, N$, then, as long as the solution exists, $z(\zeta, t)$ remains a rational function with the same $M, N$. In this paper we shall refer to this requirement as the closure condition. In particular, this implies that the number and type of (pole) singularities in the complex plane (i.e., $|\zeta|>1$ ) is invariant with time. Second, it is generally required that solutions $z(\zeta, t)$ do not generate any flow singularities (i.e., sources or sinks) in the finite fluid domain, although we do allow sources or sinks at infinity, corresponding to expanding/contracting bubble area.

For the solutions described in $[2,23]$ the closure condition is automatically satisfied, i.e., without any restrictions on the map coefficients $a_{i}, b_{i}$. The governing ODEs for the coefficients $a_{i}, b_{i}$ therefore come strictly from the second requirement, which gives $N+M$ conditions for $N+M+1$ unknowns. As a final condition, one is free to specify the time rate of change of the bubble area or, in other words, to specify the existence of a time-dependent source or sink fixed at infinity.

In contrast, for the solutions derived in [22] the closure condition imposes a constraint on the map coefficients $a_{i}, b_{i}$, in addition to the $N+M$ constraints supplied by the second condition above. Thus, seemingly, one is not free to arbitrarily specify the bubble area. It therefore seems rather fortuitous that the constant area condition employed in [22] is correct, i.e., that the dynamics actually preserves bubble area. However, it is not at all clear from the discussion there how to ascertain if or when this is the case.

In this paper, we provide a general discussion of when it is possible to obtain exact solutions to a very broad class of problems which encompasses and expands the class investigated in $[2,22,23]$. Additionally, we specify precisely when it is possible to externally control the bubble area and, in cases for which the area is not controllable,

[^53]provide a simple means of ascertaining its time dependence. Our analysis involves a different approach from the one given in [2, 22, 23], namely, that emphasis is placed on consideration of the Cauchy transform which we define here as
\[

$$
\begin{equation*}
\frac{1}{2 \pi i} \oint_{\partial D(t)} \frac{\bar{z}^{\prime}}{z^{\prime}-z} d z^{\prime} \tag{2}
\end{equation*}
$$

\]

where $\partial D(t)$ denotes the boundary of the fluid domain $D(t)$. When $z$ is inside the bubble, the line integral (2) defines an analytic function, say $C(z, t)$. The analytic continuation of $C(z, t)$ outside the bubble (and into the fluid region $D(t)$ ) contains a great deal of information about the bubble shape. In many respects, $C(z, t)$ is a more natural mathematical object to consider; indeed, given the functional form of $C(z, t)$ at each instant it is possible to reconstruct the relevant conformal mapping. The evolution equation for $C(z, t)$ also has a convenient mathematical form which is easy to analyze. In particular, using the new formulation presented here it is possible to resolve such issues as the question of bubble area evolution, a question which often involves formidable calculation in the usual conformal map approach. It is appropriate to mention that the Cauchy transform has been used to great effect by many previous authors in the study of Hele-Shaw free boundary problems [12, 20, 21, 24].

The rest of this paper is organized as follows. In section 2 we introduce the Cauchy transform formulation for the problem of Stokes flow for a single bubble and prove its equivalence to the usual Stokes flow formulation. We also demonstrate the existence of certain conserved quantities which are useful in constructing exact solutions. In section 3 we use the new formulation to retrieve the exact solutions which have been previously presented in the literature and show how new classes of solutions may be derived. In particular, with the new approach the closure condition is easily verified, in contrast to the much more involved calculations that are necessary using the conformal map approach. More importantly, we use our formulation to investigate when it is possible to externally specify the evolution of bubble area. Some concluding remarks are presented in section 4 .

## 2. Mathematical formulation.

2.1. Stokes flow problem. Consider the quasi-steady evolution of a single bubble in an ambient Stokes flow. The fluid inside the bubble is assumed to have zero viscosity, implying that it is a passive fluid with spatially constant pressure, which for convenience is set to zero. We denote the fluid region exterior to the bubble by $D(t)$, and the bubble is denoted by $D_{c}(t)$. The flow is allowed to be singular at infinity, although we do not consider any flow singularities (such as sources or sinks) in the finite flow domain. Figure 1 gives a schematic. In view of the incompressibility of the flow, it is convenient to introduce a streamfunction $\psi(x, y)$ which satisfies

$$
\begin{equation*}
\mathbf{u}=\nabla^{\perp} \psi \tag{3}
\end{equation*}
$$

It is easily seen that

$$
\begin{equation*}
\nabla^{4} \psi=0 \quad \text { in } D(t) \tag{4}
\end{equation*}
$$

We assume that surface tension acts on the bubble boundary so that the stress condition is

$$
\begin{equation*}
-p n_{j}+2 e_{j k} n_{k}=\kappa n_{j} \tag{5}
\end{equation*}
$$



Fig. 1. Schematic illustrating the bubble region $D_{c}(t)$ and the fluid region $D(t)$. There is a singular flow field at infinity.
where $\kappa$ is the surface curvature (assumed positive for a convex surface), $p$ is the pressure exterior to the bubble, $\mathbf{n}$ is a unit normal pointing outward from the bubble, and

$$
e_{j k}=\frac{1}{2}\left(\frac{\partial u_{j}}{\partial x_{k}}+\frac{\partial u_{k}}{\partial x_{j}}\right)
$$

is the rate of strain tensor. In (5) we have assumed that velocities are nondimensionalized by $\sigma / \mu$, where $\sigma$ is the surface tension, lengths are nondimensionalized by $R$, the undeformed bubble radius, and $p$ is nondimensionalized by $\sigma / R$. Additionally, time is nondimensionalized by $R \mu / \sigma$. The kinematic condition is that

$$
\begin{equation*}
\mathbf{u} \cdot \mathbf{n}=V_{n} \tag{6}
\end{equation*}
$$

at each point on the interface.
The problem is now reformulated as a problem in analytic function theory following the formulation of Tanveer and Vasconcelos [23]. The general solution of (4) at each instant has the form

$$
\begin{equation*}
\psi=\operatorname{Im}[\bar{z} f(z, t)+g(z, t)] \tag{7}
\end{equation*}
$$

where $z=x+i y$ and the overbar denotes complex conjugate. Here $f(z, t)$ and $g(z, t)$ are the Goursat functions which are analytic everywhere in the fluid region $D(t)$. In terms of the Goursat functions, the following relations can easily be established:

$$
\begin{align*}
p-i \omega & =4 f^{\prime}(z, t) \\
u+i v & =-f(z, t)+z \overline{f^{\prime}(z, t)}+\overline{g^{\prime}(z, t)}  \tag{8}\\
e_{11}+i e_{12} & =z \overline{f^{\prime \prime}(z, t)}+\overline{g^{\prime \prime}(z, t)}
\end{align*}
$$

where $\omega$ is the vorticity and $u, v$ are the $x$ - and $y$-components of velocity. Defining $s$ to be the arclength traversed in a counterclockwise direction around the bubble boundary $z(s, t)$, the stress boundary condition can be written in the form

$$
\begin{equation*}
f(z, t)+z \overline{f^{\prime}(z, t)}+\overline{g^{\prime}(z, t)}=-i \frac{z_{s}}{2} \quad \text { on } \partial D(t) \tag{9}
\end{equation*}
$$

Using the second equation of (8) and (9), the kinematic condition can be written as

$$
\begin{equation*}
\operatorname{Im}\left[\left(z_{t}+2 f\right) \bar{z}_{s}\right]=-\frac{1}{2} \quad \text { on } \partial D(t) \tag{10}
\end{equation*}
$$

Equations (9) and (10) are supplemented by boundary conditions on $f(z, t)$ and $g^{\prime}(z, t)$ at infinity. In this paper we consider far-field conditions of the form

$$
\begin{align*}
f(z, t) & =f_{n} z^{n}+\cdots+f_{0}+O\left(\frac{1}{z}\right)  \tag{11}\\
g^{\prime}(z, t) & =g_{m} z^{m}+\cdots+g_{0}+O\left(\frac{1}{z}\right) \tag{12}
\end{align*}
$$

2.2. Evolution of the Cauchy transform. Given the above formulation, it is instructive to consider the evolution of the Cauchy transform $C(z, t)$ introduced in (2). The following result is central to the subsequent developments in this paper.

Theorem 2.1 (evolution of the Cauchy transform). The Stokes flow problem described in section 2.1 is equivalent to the equation

$$
\begin{equation*}
\frac{\partial C(z, t)}{\partial t}+\frac{\partial I(z, t)}{\partial z}=R(z, t) \tag{13}
\end{equation*}
$$

together with (10) and boundary condition (11). Here $C(z, t)$ and $I(z, t)$ are defined for $z \in D_{c}(t)$ (i.e., inside the bubble) by

$$
\begin{align*}
C(z, t) & =\frac{1}{2 \pi i} \oint_{\partial D(t)} \frac{\bar{z}^{\prime}}{z^{\prime}-z} d z^{\prime} \\
I(z, t) & =\frac{1}{2 \pi i} \oint_{\partial D(t)} \frac{-2 f\left(z^{\prime}, t\right) \bar{z}^{\prime}}{z^{\prime}-z} d z^{\prime} \tag{14}
\end{align*}
$$

and where the forcing term $R(z, t)$ is given by

$$
\begin{equation*}
R(z, t)=2\left(g_{m} z^{m}+g_{m-1} z^{m-1}+\cdots+g_{0}\right) \tag{15}
\end{equation*}
$$

Remark. The viscous sintering problem, which involves the evolution of fluid drops (rather than bubbles), has been investigated using the Cauchy transform approach by Crowdy [5]. There, the Cauchy transform of the domain was defined by the area integral

$$
\begin{equation*}
C(z, t) \equiv \frac{1}{\pi} \iint_{D(t)} \frac{d x^{\prime} d y^{\prime}}{z^{\prime}-z} \tag{16}
\end{equation*}
$$

In the case of a bounded fluid region, (16) is equivalent to our current definition (2), by the complex form of Green's theorem [1]. Note also that, in the viscous sintering problem, the inhomogeneous term $R(z, t)$ is absent since there are no singularities present to drive the flow; i.e., the flow is driven purely by surface tension. For the

Stokes bubbles considered here, the term $R(z, t)$ represents the forcing due to the singular behavior of the flow at infinity.

Remark. In the viscous sintering problem, [5] provides a proof of the forward result for Theorem 2.1, i.e., that a solution to the Stokes flow problem satisfies (13) (with $R(z, t)=0$ ). This paper provides the first proof of the "backward" result, and hence the equivalence of the two formulations. Although the proof here is for bubbles, it may easily be modified to the case of fluid drops.

Proof of Theorem 2.1. We first prove the "backward" result; i.e., we assume the existence of a solution $C(z, t), f(z, t)$ to (10), (13) (with $f(z, t)$ analytic in $D(t)$ and having far-field behavior (11)) and show that (9) is satisfied for an appropriately defined $g^{\prime}(z, t)$ that is analytic in the fluid domain $D(t)$ and satisfies (12). By direct differentiation we have

$$
\begin{equation*}
\frac{\partial C(z, t)}{\partial t}=-\frac{1}{2 \pi i} \oint_{\partial D(t)} \frac{z_{t}^{\prime} \bar{z}^{\prime} d z^{\prime}}{\left(z^{\prime}-z\right)^{2}}+\frac{1}{2 \pi i} \oint_{\partial D(t)} \frac{\left(\bar{z}^{\prime} d z^{\prime}\right)_{t}}{z^{\prime}-z} \tag{17}
\end{equation*}
$$

Next, the kinematic condition (10) is rewritten in the form

$$
\begin{equation*}
(\bar{z} d z)_{t}=z_{t} d \bar{z}+\bar{z}\left(d z_{t}\right)+2 f d \bar{z}-2 \bar{f} d z+i d s \tag{18}
\end{equation*}
$$

Substituting (18) into (17) gives the equation

$$
\begin{align*}
\frac{\partial C(z, t)}{\partial t} & =\frac{1}{2 \pi i} \oint_{\partial D(t)}\left[\frac{-z_{t}^{\prime} \bar{z}^{\prime} d z^{\prime}}{\left(z^{\prime}-z\right)^{2}}+\frac{z_{t}^{\prime} d \bar{z}^{\prime}+\bar{z}^{\prime}\left(d z^{\prime}\right)_{t}}{z^{\prime}-z}\right] \\
& +\frac{1}{2 \pi i} \oint_{\partial D(t)} \frac{2 f\left(z^{\prime}, t\right) d \bar{z}^{\prime}-2 \bar{f}\left(z^{\prime}, t\right) d z^{\prime}+i d s}{z^{\prime}-z} \tag{19}
\end{align*}
$$

The terms in square brackets represent a total (spatial) differential of $z^{\prime}{ }_{t} \bar{z}^{\prime} /\left(z^{\prime}-z\right)$ which is assumed to be single-valued. Therefore the first integral term is zero. After replacing $\partial C / \partial t$ using (13), we obtain

$$
\begin{align*}
R(z, t) & +\frac{1}{2 \pi i} \frac{\partial}{\partial z} \oint_{\partial D(t)} \frac{2 f\left(z^{\prime}, t\right) \bar{z}^{\prime}}{z^{\prime}-z} d z^{\prime} \\
& -\frac{1}{2 \pi i} \oint_{\partial D(t)} \frac{2 f\left(z^{\prime}, t\right) d \bar{z}^{\prime}-2 \bar{f}\left(z^{\prime}, t\right) d z^{\prime}+i d s}{z^{\prime}-z}=0 . \tag{20}
\end{align*}
$$

But

$$
\begin{align*}
\frac{1}{2 \pi i} \frac{\partial}{\partial z} \oint_{\partial D(t)} \frac{f\left(z^{\prime}, t\right) \bar{z}^{\prime}}{z^{\prime}-z} d z^{\prime} & =\frac{1}{2 \pi i} \oint_{\partial D(t)} \frac{f\left(z^{\prime}, t\right) \bar{z}^{\prime}}{\left(z^{\prime}-z\right)^{2}} d z^{\prime} \\
& =\frac{1}{2 \pi i} \oint_{\partial D(t)} \frac{f_{z^{\prime}}\left(z^{\prime}, t\right) \bar{z}^{\prime}+f\left(z^{\prime}, t\right) \bar{z}_{z^{\prime}}^{\prime}}{z^{\prime}-z} d z^{\prime} \tag{21}
\end{align*}
$$

where the subscript $z^{\prime}$ denotes partial differentiation, and the latter equality follows after integration by parts. Substituting (21) into (20) then yields

$$
\begin{equation*}
R(z, t)+\frac{1}{2 \pi i} \oint_{\partial D(t)} \frac{\left(2 f_{z^{\prime}}\left(z^{\prime}, t\right) \bar{z}^{\prime}+2 \bar{f}\left(z^{\prime}, t\right)\right)-i d s}{z^{\prime}-z}=0 \tag{22}
\end{equation*}
$$

It is convenient to introduce the notation

$$
\tilde{f}(z, t)=f(z, t)-\left(f_{n} z^{n}+\cdots+f_{0}\right)
$$

so that $\tilde{f}(z, t)$ represents the component of $f(z, t)$ that decays to zero as $z \rightarrow \infty$. By the well-known properties of Cauchy integrals, we have for $z \in D_{c}(t)$

$$
\begin{align*}
\frac{1}{2 \pi i} \oint_{\partial D(t)} & \frac{\tilde{f}\left(z^{\prime}, t\right)}{z^{\prime}-z} d z^{\prime}=0  \tag{23}\\
\frac{1}{2 \pi i} \frac{\partial}{\partial z} \oint_{\partial D(t)} \frac{\tilde{f}\left(z^{\prime}, t\right)}{z^{\prime}-z} d z^{\prime} & =0  \tag{24}\\
\frac{1}{2 \pi i} \oint_{\partial D(t)} \frac{R\left(z^{\prime}, t\right)}{z^{\prime}-z} d z^{\prime} & =R(z, t) \tag{25}
\end{align*}
$$

Equation (22) is now modified by adding twice the conjugate of (23) and the product of $2 \bar{z}$ with (24) to it. After employing (25), the modified equation is written as

$$
\begin{equation*}
\bar{\Phi}(z, t)+\bar{z} \Phi^{\prime}(z, t)+\Psi(z, t)=0 \tag{26}
\end{equation*}
$$

for $z \in D_{c}(t)$, where

$$
\begin{align*}
\Phi(z, t) & =\frac{1}{2 \pi i} \oint_{\partial D(t)} \frac{2 \tilde{f}\left(z^{\prime}, t\right)}{z^{\prime}-z} d z^{\prime}  \tag{27}\\
\Psi(z, t) & =\frac{1}{2 \pi i} \oint_{\partial D(t)} \frac{R\left(z^{\prime}, t\right)+2 f_{z^{\prime}}\left(z^{\prime}, t\right) \bar{z}^{\prime}+2 \bar{f}\left(z^{\prime}, t\right)}{z^{\prime}-z} d z^{\prime} \\
& -\frac{1}{2 \pi i} \oint_{\partial D(t)} \frac{i d s}{z^{\prime}-z} \tag{28}
\end{align*}
$$

Additionally, upon taking the limit of (26) as $z \rightarrow \tau$, a point on the boundary of $D_{c}(t)$, we obtain the relation

$$
\begin{equation*}
\bar{\Phi}(\tau, t)+\bar{\tau} \Phi^{\prime}(\tau, t)+\Psi(\tau, t)=0 \tag{29}
\end{equation*}
$$

The functions $\Phi(z, t)$ and $\Psi(z, t)$ are analytic in $D_{c}(t)$, and the boundary condition (29) is identical to the one satisfied by the Goursat functions in the plane problem of the theory of elasticity for the region $D_{c}(t)$, under the assumption that the boundary of the region is free from the action of external forces. It follows from the theorem of uniqueness [15] of the solution to the plane problem of elasticity that

$$
\begin{aligned}
& \Phi(z, t)=i \alpha z+\beta \\
& \Psi(z, t)=-\bar{\beta}
\end{aligned}
$$

where $\alpha$ is a real and $\beta$ is a complex constant. But from (23), $\Phi(z)=0$ in $D_{c}(t)$, implying that $\alpha=\beta=0$. Hence

$$
\begin{equation*}
\Phi(z, t)=0, \quad \Psi(z, t)=0 \tag{30}
\end{equation*}
$$

From the second identity of (30) it is concluded that the following function may be analytically continued to $D(t)$ :

$$
\chi(z, t)=g_{m} z^{m}+\cdots+g_{0}+\bar{f}(z, t)+\bar{z} f^{\prime}(z, t)-\frac{i}{2 z_{s}}
$$

Upon associating $g^{\prime}(z, t)$ with $g_{m} z^{m}+\cdots+g_{0}-\chi(z, t)$, it is concluded that (10)-(13) determine $f(z, t)$ and $g^{\prime}(z, t)$ as analytic functions in $D(t)$ that satisfy the boundary condition (9) and far-field condition (12). This proves the "backward" result.

We next consider the "forward" problem; i.e., we show that the Stokes problem (9)-(12) implies (13). First, take the conjugate of (9) and use the fact that $z_{s} \bar{z}_{s}=1$ to write the stress condition in the form

$$
2 \bar{f} d z+2 \bar{z} d f+2 d g=i d s
$$

This equation is combined with the kinematic condition (10) to give

$$
\begin{equation*}
(\bar{z} d z)_{t}=2 d g+2 d(\bar{z} f)+\bar{z} d z_{t}+z_{t} d \bar{z} . \tag{31}
\end{equation*}
$$

Substituting (31) into (17) then yields the equation

$$
\frac{\partial C(z, t)}{\partial t}=\frac{1}{2 \pi i} \oint_{\partial D(t)} \frac{2 g^{\prime}\left(z^{\prime}, t\right) d z^{\prime}}{z^{\prime}-z}+\frac{2 d\left(\bar{z}^{\prime} f\right)}{z^{\prime}-z}+\left[-\frac{z_{t}^{\prime} \bar{z}^{\prime} d z^{\prime}}{\left(z^{\prime}-z\right)^{2}}+\frac{\bar{z}^{\prime}\left(d z^{\prime}\right)_{t}}{z^{\prime}-z}+\frac{z_{t}^{\prime} d \bar{z}^{\prime}}{z^{\prime}-z}\right] .
$$

The terms in square brackets represent a total (spatial) differential and therefore give zero total contribution to the integral. The first integral term on the right-hand side is rewritten using

$$
\frac{1}{2 \pi i} \oint_{\partial D(t)} \frac{2 g^{\prime}\left(z^{\prime}, t\right)}{z^{\prime}-z} d z^{\prime}=2\left(g_{m} z^{m}+\cdots+g_{0}\right)=R(z, t)
$$

Finally, using integration by parts on the second integral term and rearranging, we obtain (13), which completes the proof.
2.3. Analytic continuation inside the fluid region. The functions $C(z, t)$, $I(z, t)$, and $R(z, t)$ defined by the integrals (14) and (15) are all analytic inside the bubble. We now consider the analytic continuations of these functions inside the fluid domain $D(t)$, i.e., exterior to the bubble. By the continuation principle, (13) is also the equation relating these (analytically continued) functions inside $D(t)$.

It is assumed that the bubble boundary $\partial D(t)$ is an analytic curve. This implies that there exists a (unique) function (known as the Schwarz function of the curve [11]) analytic inside an annular domain containing the curve $\partial D(t)$ which satisfies the equation

$$
\begin{equation*}
\bar{z}=S(z, t) \tag{32}
\end{equation*}
$$

everywhere on the curve $\partial D(t)$. But, by the Plemelj formulae,

$$
\begin{gather*}
S(z, t)=C(z, t)-C_{i}(z, t),  \tag{33}\\
-2 f(z, t) S(z, t)=I(z, t)-I_{i}(z, t),  \tag{34}\\
2 g^{\prime}(z, t)=R(z, t)-R_{i}(z, t), \tag{35}
\end{gather*}
$$

where, for $z \in D(t)$, the functions $C_{i}(z, t), I_{i}(z, t)$, and $R_{i}(z, t)$ are given by the integrals

$$
\begin{equation*}
C_{i}(z, t)=\frac{1}{2 \pi i} \oint_{\partial D(t)} \frac{\bar{z}^{\prime}}{z^{\prime}-z} d z^{\prime}, \tag{36}
\end{equation*}
$$

$$
\begin{gather*}
I_{i}(z, t)=\frac{1}{2 \pi i} \oint_{\partial D(t)} \frac{-2 f\left(z^{\prime}, t\right) \bar{z}^{\prime}}{z^{\prime}-z} d z^{\prime}  \tag{37}\\
R_{i}(z, t)=\frac{1}{2 \pi i} \oint_{\partial D(t)} \frac{2 g^{\prime}\left(z^{\prime}, t\right)}{z^{\prime}-z} d z^{\prime} \tag{38}
\end{gather*}
$$

The formulae (33)-(35) provide expressions for the analytic continuations of $C(z, t)$, $I(z, t)$, and $R(z, t)$ into the fluid domain $D(t)$.
2.4. Conservation of finite poles of $\boldsymbol{C}(\boldsymbol{z}, \boldsymbol{t})$. The following result will be useful in constructing exact solutions to the Stokes flow problem (10)-(13).

Let $C(z, t), f(z, t)$ be solutions to (10)-(13). If $C(z, 0)$ initially has a pole at a finite point $z_{j}(0)$ inside the fluid domain, then (provided the solution exists) $C(z, t)$ continues to have a pole at the point $z_{j}(t)$, where $z_{j}(t)$ satisfies the ODE

$$
\begin{equation*}
\dot{z}_{j}(t)=-2 f\left(z_{j}(t), t\right) \tag{39}
\end{equation*}
$$

To derive the result, first note that the complex form of Green's theorem [1] can be used to write $I(z, t)$ in the form

$$
\begin{equation*}
I(z, t)=-\frac{1}{2 \pi i} \oint_{\partial D(t)} \frac{2 f\left(z^{\prime}, t\right)-2 f(z, t)}{z^{\prime}-z} \bar{z}^{\prime} d z^{\prime}-2 f(z, t) C(z, t) \tag{40}
\end{equation*}
$$

Define the function $\Sigma(z, t)$ as

$$
\begin{equation*}
\Sigma(z, t)=-\frac{1}{2 \pi i} \oint_{\partial D(t)} \frac{2 f\left(z^{\prime}, t\right)-2 f(z, t)}{z^{\prime}-z} \bar{z}^{\prime} d z^{\prime} \tag{41}
\end{equation*}
$$

The singularity of the integrand in (41) is removable, and $\Sigma(z, t)$ is therefore analytic in $D(t)$. Thus,

$$
\begin{equation*}
I(z, t)=\Sigma(z, t)-2 f(z, t) C(z, t) \tag{42}
\end{equation*}
$$

which, when substituted into (13), yields the following PDE for the Cauchy transform:

$$
\begin{equation*}
\frac{\partial C}{\partial t}-2 f(z, t) \frac{\partial C}{\partial z}-2 \frac{\partial f(z, t)}{\partial z} C(z, t)+\frac{\partial \Sigma}{\partial z}(z, t)=R(z, t) \tag{43}
\end{equation*}
$$

This equation also governs the analytic continuation of $C(z, t)$ inside $D(t)$. But inside $D(t),(43)$ has the form of a first-order linear equation for $C(z, t)$ with coefficients that are known a priori to be analytic in $D(t)$. Thus, provided they exist, solutions for $C(z, t)$ will have the same analytic structure inside $D(t)$ as solutions of a first-order linear PDE with analytic coefficients. Using the well-known theory of such equations, it is deduced that the pole singularities are preserved and move on characteristics. In this case,

$$
\begin{equation*}
-\dot{z}_{j}(t)-2 f\left(z_{j}(t), t\right)=0 \tag{44}
\end{equation*}
$$

and the result is demonstrated.
Remark. Note that the above result says nothing about any singularities of $C(z, t)$ at infinity. In the present application, the coefficient function $f(z, t)$ is singular at infinity (and, in the language of ODEs [13], is therefore a fixed singularity of (43)).

Moreover, depending on the far-field flow, $R(z, t)$ may also be singular at infinity. The behavior of $C(z, t)$ at $z \rightarrow \infty$ must be examined by a local analysis of (13) in each case. Such an analysis will be seen to be crucial in determining whether $C(z, t)$ can consistently preserve a rational function form under evolution, i.e., satisfy the closure condition. When this is the case, the pole at infinity does not move into the finite complex plane. These issues are discussed further in section 3 .

Remark. The results of this section are closely related to the results of section 4.5 of Cummings, Howison, and King [10], where rather different arguments are used.
2.5. Circulation theorem and conserved quantities. In the context of the viscous sintering problem, Crowdy [5] derived a circulation theorem which provides the existence of conserved quantities associated with certain choices of initial conditions. This theorem can be extended to the case of a bubble in an infinite flow.

Let the curve $\gamma_{j}$ be a fixed closed curve surrounding the isolated pole singularity $z_{j}(t) \in D(t)$. Because $z_{j}(t)$ moves at finite speed (see (39)), $\gamma_{j}$ can always be chosen so that it continues to enclose the (moving) singularity $z_{j}(t)$, at least for sufficiently short times. Consider the circulation-type quantity

$$
\begin{equation*}
\oint_{\gamma_{j}} C(z, t) d z \tag{45}
\end{equation*}
$$

Because $\gamma_{j}$ is assumed fixed, we have

$$
\begin{equation*}
\frac{d}{d t} \oint_{\gamma_{j}} C(z, t) d z=\oint_{\gamma_{j}} \frac{\partial C(z, t)}{\partial t} d z=\oint_{\gamma_{j}}\left(-\frac{\partial I(z, t)}{\partial z}+2 g^{\prime}(z, t)+R_{i}(z, t)\right) d z \tag{46}
\end{equation*}
$$

But $R_{i}(z, t)$ is analytic everywhere inside $\gamma_{j}$, as is $g^{\prime}(z, t)$ if the flow has no singularities in the finite plane. Use of Cauchy's theorem then implies that

$$
\begin{equation*}
\frac{d}{d t} \oint_{\gamma_{j}} C(z, t) d z=-[I(z, t)]_{\gamma_{j}} \tag{47}
\end{equation*}
$$

where the square bracket denotes the change in $I(z, t)$ around the contour $\gamma_{j}$. But, by (33) and (34), while $I(z, t)$ has a simple pole at $z_{j}(t)$, it is single-valued so that the right-hand side of (47) vanishes. This implies that

$$
\begin{equation*}
\oint_{\gamma_{j}} C(z, t) d z=A_{j}(t), \quad j=1, \ldots, N \tag{48}
\end{equation*}
$$

are constants of the motion, i.e.,

$$
\begin{equation*}
A_{j}(t)=A_{j}(0) \tag{49}
\end{equation*}
$$

Note that in (48) we have used the fact that the simple pole of $C(z, t)$ at $z_{j}(t)$ is preserved in time.

The existence of the above conserved quantities has not been pointed out in any previous studies of bubbles in ambient Stokes flows. It is, however, closely related to a similar result that has been observed in the context of evolving viscous blobs $[5,17,6]$.
3. Exact solutions. The advantage of considering the Cauchy transform $C(z, t)$ is that its evolution equation is particularly simple. In certain situations, it will be seen that $C(z, t)$ can retain a rational function form under evolution. In this case, the corresponding solutions will be called exact in the sense that the evolution depends on just a finite set of time-evolving parameters. As an example of the simplicity of the evolution equations, suppose $C(z, 0)$ is rational with a finite distribution of simple pole singularities. Suppose too that it is known that $C(z, t)$ preserves this functional form under evolution. Then, if $C(z, 0)$ has the form

$$
\begin{equation*}
C(z, 0)=\sum_{j=1}^{N} \frac{A_{j}(0)}{z-z_{j}(0)} \tag{50}
\end{equation*}
$$

then, by the results above, $C(z, t)$ has the form

$$
\begin{equation*}
C(z, t)=\sum_{j=1}^{N} \frac{A_{j}(0)}{z-z_{j}(t)}, \tag{51}
\end{equation*}
$$

where

$$
\begin{equation*}
\dot{z}_{j}(t)=-2 f\left(z_{j}(t), t\right), \quad j=1, \ldots, N \tag{52}
\end{equation*}
$$

With the singularities under control at all regular points of the evolution equation (13), the question of whether $C(z, t)$ can consistently preserve a given rational function form must be determined by a local analysis of (13) at the fixed singularity at infinity. This will be illustrated in the context of the examples considered in section 3.1.

Even supposing that $C(z, t)$ indeed evolves as a rational function, it still remains to reconstruct the corresponding time-evolving domain from knowledge of the Cauchy transform. This can be done using conformal maps, but it is important to observe that in the case of unbounded domains such as here, knowledge of the Cauchy transform does not uniquely determine the unbounded domain. Rather, it determines it only up to a real degree of freedom which can be associated with the freedom to specify the bubble area. The appendix provides a discussion of this point in terms of the inverse problem of 2-D potential theory.

None of the authors Antanovskii [2], Siegel [22], or Tanveer and Vasconcelos [23] use the above formulation but instead make direct use of a conformal map formulation in a parametric $\zeta$-plane. It is instructive to retrieve the conformal mapping solutions of [2, 22, 23] using the above perspective. In this way, certain advantages of the Cauchy transform formulation will become apparent. In particular, we gain important insight into the bubble area evolution in each case and see exactly when it is possible to specify it externally.

We note that, in the process of retrieving the conformal mapping solutions of [2, $22,23]$, the values of $f\left(z_{j}(t), t\right)$ are computed with the aid of the conformal map. One can bypass the introduction of a conformal map and compute $f$ from the kinematic condition (10) by using an alternative representation of the boundary (e.g., algebraic curves; see [8]). Although this may require the use of a boundary integral numerical calculation, one still has the advantage of a finite/exact representation of the interface, since the preserved rational function form of the Cauchy transform implies that the shape can be described by a small finite number of parameters.

### 3.1. Exact solutions of Tanveer and Vasconcelos [23].

3.1.1. The Cauchy transform. Tanveer and Vasconcelos assume that the farfield form of $f(z, t)$ and $g^{\prime}(z, t)$ are of the form

$$
\begin{align*}
& f(z, t) \sim f_{1} z+\mathcal{O}(1)  \tag{53}\\
& g^{\prime}(z, t) \sim g_{1} z+\mathcal{O}(1) \tag{54}
\end{align*}
$$

Specifically, in the notation of Tanveer and Vasconcelos [23],

$$
\begin{equation*}
f_{1}=\frac{1}{4}\left(\frac{p_{\infty}(t)}{\mu}-i \omega_{0}\right) \tag{55}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{1}=\frac{1}{2}\left(\alpha_{0}-i \beta_{0}\right) \tag{56}
\end{equation*}
$$

$p_{\infty}(t)$ and $\omega_{0}$ are the fluid pressure and vorticity in the far-field, respectively, while $\alpha_{0}$ and $\beta_{0}$ characterize the strain rates of a linear straining flow at infinity.

As an illustrative example, we take the first case considered by Tanveer and Vasconcelos [23], that is, a bubble in a shear flow of the form

$$
\begin{equation*}
\mathbf{u}=(\Gamma y, 0) \tag{57}
\end{equation*}
$$

This corresponds to the far-field values $\alpha_{0}=0$ and $\beta_{0}=-\omega_{0}=\Gamma$ in the notation of (55) and (56), or equivalently

$$
\begin{equation*}
f_{1}=\frac{i \Gamma}{4}, \quad g_{1}=-\frac{i \Gamma}{2} \tag{58}
\end{equation*}
$$

in the notation of (53) and (54).
Tanveer and Vasconcelos [23] show the existence of exact solutions that are polynomial maps, i.e., of the form (1) with $b_{i}=0$. To retrieve these, let us seek solutions in which $C(z, t)$ has the rational function form

$$
\begin{equation*}
C(z, t)=A(t) z \tag{59}
\end{equation*}
$$

that is, the only singularity of $C(z, t)$ in the fluid region is a single simple pole singularity at infinity. It is necessary to check that this is a consistent solution of (13). To do this, we analyze (13) in the neighborhood of infinity and find that we require

$$
\begin{equation*}
\frac{\partial}{\partial t}(A(t) z)+\frac{\partial}{\partial z}\left(-2 f_{1} z(A(t) z)\right)+o(z)=2 g_{1} z+o(z) \tag{60}
\end{equation*}
$$

This is consistent, provided $A(t)$ satisfies

$$
\begin{equation*}
\dot{A}(t)-4 f_{1} A(t)=2 g_{1} \tag{61}
\end{equation*}
$$

where this equation comes from equating coefficients of $z$ in (60).
3.1.2. Conformal mapping. We now consider the conformal maps for which the corresponding Cauchy transform $C(z, t)$ has the form (16). Consider, for example, the mapping from the unit $\zeta$-disc given by

$$
\begin{equation*}
z(\zeta, t)=\frac{a}{\zeta}+b \zeta \tag{62}
\end{equation*}
$$

where $a$ and $b$ are functions of time and where $a$ can be assumed real (using a rotational degree of freedom of the Riemann mapping theorem). Note that, on the unit $\zeta$-circle,

$$
\begin{equation*}
\bar{z}=a \zeta+\frac{\bar{b}}{\zeta} \tag{63}
\end{equation*}
$$

From (62) we have that

$$
\begin{equation*}
\frac{1}{\zeta}=\frac{z}{a}-\frac{b}{a} \zeta \tag{64}
\end{equation*}
$$

Using (64) in (63) we obtain

$$
\begin{equation*}
\bar{z}=\frac{\bar{b}}{a} z+\left(a-\frac{|b|^{2}}{a}\right) \zeta, \tag{65}
\end{equation*}
$$

which is valid on the unit $\zeta$-circle. By comparison with (33) we make the identifications

$$
\begin{equation*}
C(z, t)=\frac{\bar{b}}{a} z, \quad C_{i}(z, t)=-\left(a-\frac{|b|^{2}}{a}\right) \zeta(z, t), \tag{66}
\end{equation*}
$$

where we have also used the fact that $C_{i}(z, t)$ decays at infinity. This shows that all conformal maps of the form (62) have corresponding Cauchy transforms of the form (16) with

$$
\begin{equation*}
A=\frac{\bar{b}}{a} \tag{67}
\end{equation*}
$$

Note that $a$ and $b$ can be multiplied by any real constant (corresponding to changing the area of the elliptical bubble) and the Cauchy transform (16) remains unchanged. A degree of freedom is therefore available, and this is used up, following Tanveer and Vasconcelos [23], by specifying the area of the bubble to be fixed in time, i.e.,

$$
\begin{equation*}
a^{2}-|b|^{2}=R^{2} \tag{68}
\end{equation*}
$$

where $R$ is constant. (Alternatively, one can specify the bubble area to be an arbitrary function of time, corresponding to the presence of a source or sink at infinity.) This gives one equation relating $a$ and $b$ as derived by Tanveer and Vasconcelos [23]. The second equation obtained by them is

$$
\begin{equation*}
\frac{d(a b)}{d t}=-\left(2 I_{0}+i \Gamma\right) a b+i \Gamma a^{2} \tag{69}
\end{equation*}
$$

where $I_{0}=I(0, t)$ and

$$
\begin{equation*}
I(\zeta, t)=\frac{1}{4 \pi i} \oint_{\left|\zeta^{\prime}\right|=1} \frac{d \zeta^{\prime}}{\zeta^{\prime}}\left[\frac{\zeta+\zeta^{\prime}}{\zeta^{\prime}-\zeta}\right] \frac{1}{\left|z_{\zeta}\left(\zeta^{\prime}, t\right)\right|} \tag{70}
\end{equation*}
$$

This equation must, of course, be equivalent to (61). To see this, note that upon applying the Poisson integral formula [1] to the kinematic condition it can be shown that

$$
\begin{equation*}
z_{t}(\zeta, t)+2 f(z(\zeta, t), t)=\zeta\left[I(\zeta, t)+\frac{i \omega_{0}}{2}\right] z_{\zeta}(\zeta, t) \tag{71}
\end{equation*}
$$

(see Tanveer and Vasconcelos [23]). Substituting the conformal map (62) into this equation and equating powers of $\zeta^{-1}$ provides

$$
\begin{equation*}
\dot{a}+2 f_{1} a=-a\left(I_{0}+\frac{i \omega_{0}}{2}\right) \tag{72}
\end{equation*}
$$

Eliminating $f_{1}$ in (61) using (72), as well as using (67) and (58), gives the required (69).
3.2. Exact solutions of Antanovskii [2]. Antanovskii [2] assumes the far-field asymptotic form of $f(z, t)$ and $g^{\prime}(z, t)$ to be

$$
\begin{gather*}
f(z, t) \sim f_{1} z+\mathcal{O}(1 / z),  \tag{73}\\
g^{\prime}(z, t) \sim g_{m} z^{m}+\mathcal{O}(1 / z), \tag{74}
\end{gather*}
$$

where $m \geq 1$ is some positive integer and $f_{1}$ is some real time-dependent function that is independent of $z$. This gives rise to a situation in which the far-field flow is irrotational and given by an $m$ th order straining flow.

Anticipating the form of the singularity in $C(z, t)$ at infinity in order to satisfy the closure condition, we seek solutions in which $C(z, t)$ is an $m$ th order polynomial, i.e.,

$$
\begin{equation*}
C(z, t)=A_{m} z^{m}+A_{m-1} z^{m-1}+\cdots+A_{1} z . \tag{75}
\end{equation*}
$$

Analyzing the singularity of (13) at infinity gives the equations

$$
\begin{align*}
& \dot{A}_{m}-2(m+1) f_{1} A_{m}=2 g_{m} \\
& \dot{A}_{m-1}-2 m f_{1} A_{m-1}=0 \\
& \dot{A}_{m-2}-2(m-1) f_{1} A_{m-2}=0  \tag{76}\\
& \cdots \\
& \dot{A}_{1}-2 f_{1} A_{1}=0
\end{align*}
$$

First, it is immediately clear that if $A_{m-1}(0)=A_{m-2}(0)=\cdots=A_{1}(0)=0$, then $A_{m-1}(t)=A_{m-2}(t)=\cdots=A_{1}(t)=0$. It therefore remains only to satisfy the equation for $A_{m}$, viz.,

$$
\begin{equation*}
\dot{A}_{m}-2(m+1) f_{1} A_{m}=2 g_{m} \tag{77}
\end{equation*}
$$

3.2.1. Conformal mapping. Now consider the class of conformal maps given by

$$
\begin{equation*}
z(\zeta, t)=\frac{a}{\zeta}+b \zeta^{m} \tag{78}
\end{equation*}
$$

where $a$ is again assumed to be real. On the unit $\zeta$-circle we have

$$
\begin{equation*}
\bar{z}\left(\zeta^{-1}, t\right)=a \zeta+\frac{\bar{b}}{\zeta^{m}} \tag{79}
\end{equation*}
$$

But from (78),

$$
\begin{equation*}
\frac{1}{\zeta}=\frac{z}{a}-\frac{b}{a} \zeta^{m} \tag{80}
\end{equation*}
$$

which, when substituted into (79), gives

$$
\begin{equation*}
S(z(\zeta))=\bar{z}\left(\zeta^{-1}, t\right)=a \zeta+\bar{b}\left(\frac{z}{a}-\frac{b}{a} \zeta^{m}\right)^{m} \tag{81}
\end{equation*}
$$

from which, by comparison with (33), we deduce that

$$
\begin{equation*}
C(z, t)=\frac{\bar{b}}{a^{m}} z^{m} \tag{82}
\end{equation*}
$$

Thus, all maps of the form (78) yield Cauchy transforms of the form $C(z, t)=A_{m} z^{m}$ with

$$
\begin{equation*}
A_{m}=\frac{\bar{b}}{a^{m}} \tag{83}
\end{equation*}
$$

Note again that $b$ and $a$ can be multiplied by a real number without changing $C(z, t)$, while the only equation to be satisfied is (77). Thus, the relevant evolution equations for the two parameters $a$ and $b$ are (77) along with an area evolution equation which may be arbitrarily specified. These can be shown to be equivalent to those given in equation (37) of Antanovskii [2].

### 3.3. Exact solutions of Siegel [22].

3.3.1. The Cauchy transform. Siegel [22] assumes the far-field asymptotic form of $f(z, t)$ and $g^{\prime}(z, t)$ to be

$$
\begin{gather*}
f(z, t) \sim f_{3} z^{3}+f_{1} z+\mathcal{O}(1 / z)  \tag{84}\\
g^{\prime}(z, t) \sim g_{1} z+\mathcal{O}(1 / z) \tag{85}
\end{gather*}
$$

$f_{3}$ and $g_{1}$ are externally specifiable and will be taken to be constant in time ( $g_{1}$ gives a measure of an imposed irrotational straining flow at infinity, while $f_{3}$ produces a rotational far-field component). Such boundary conditions in which $f(z)$ is a nonlinear function of $z$ in the far field will be referred to as nonlinear far field conditions. Siegel [22] makes the choices

$$
\begin{equation*}
g_{1}=1, \quad f_{3}=\frac{\epsilon}{2} \tag{86}
\end{equation*}
$$

Antanovskii [3] derived exact steady solution for the bubble shape subject to the above far-field conditions. The analysis of Siegel [22] essentially generalizes the results of Antanovskii [3] to the case where the bubble evolves in a quasi-steady, time-dependent manner.

Suppose we seek solutions to (13) in which $C(z, t)$ evolves as

$$
\begin{equation*}
C(z, t)=\sum_{j=1}^{N} \frac{A_{j}(t)}{z-z_{j}(t)} \tag{87}
\end{equation*}
$$

for all times. It is clear that

$$
\begin{equation*}
C(z, t) \sim \frac{B(t)}{z} \quad \text { as } z \rightarrow \infty \tag{88}
\end{equation*}
$$

where

$$
\begin{equation*}
B(t)=\sum_{j=1}^{N} A_{j}(t) \tag{89}
\end{equation*}
$$

By the circulation theorem, all the quantities $\left\{A_{j}(t)\right\}$ are constants of the motion. This implies, by (89), that $B(t)$ is also a constant of the motion. Moreover, all the poles $\left\{z_{j}(t)\right\}$ move according to (52). The Cauchy transform is determined at each instant by these equations.

As mentioned earlier, it is important to verify that the solution (87) is a consistent solution of (13) at the fixed singularity at the point at infinity. To see this, note from (36) that

$$
\begin{equation*}
C_{i}(z, t) \sim-\frac{1}{2 \pi i}\left(\oint_{\partial D(t)} \bar{z}^{\prime} d z^{\prime}\right) \frac{1}{z}+\mathcal{O}\left(1 / z^{2}\right) \tag{90}
\end{equation*}
$$

while, from (37),

$$
\begin{equation*}
I_{i}(z, t) \sim \mathcal{O}\left(\frac{1}{z}\right) \tag{91}
\end{equation*}
$$

as $z \rightarrow \infty$. But the area of the bubble (denoted $\mathcal{A})$ is precisely

$$
\begin{equation*}
\mathcal{A}=\frac{1}{2 i} \oint_{\partial D(t)} \bar{z}^{\prime} d z^{\prime} . \tag{92}
\end{equation*}
$$

Therefore, using (33) and (88),

$$
\begin{equation*}
S(z)=\frac{B(t)+\mathcal{A} / \pi}{z}+\mathcal{O}\left(\frac{1}{z^{2}}\right) \tag{93}
\end{equation*}
$$

as $z \rightarrow \infty$. Inside the fluid domain $D(t),(13)$ takes the form

$$
\begin{equation*}
\frac{\partial C(z, t)}{\partial t}+\frac{\partial}{\partial z}\left[-2 f(z, t) S(z, t)+I_{i}(z, t)\right]=2 g^{\prime}(z, t)+R_{i}(z, t) \tag{94}
\end{equation*}
$$

A local analysis of this equation as $z \rightarrow \infty$ therefore implies that

$$
\begin{equation*}
\frac{\partial}{\partial z}\left(-2 f_{3} z^{3}\left(\frac{B}{z}+\frac{\mathcal{A} / \pi}{z}\right)\right)+\mathcal{O}(1 / z)=2 g_{1} z+\mathcal{O}(1 / z) \tag{95}
\end{equation*}
$$

so that, equating coefficients of the singularity at $\mathcal{O}(z)$, we have

$$
\begin{equation*}
-2(\mathcal{A} / \pi+B) f_{3}=g_{1} \tag{96}
\end{equation*}
$$

This is a necessary condition if the solution (87) is to be a consistent solution of (13).
It is crucial to note that if $C(z, t)$ is determined at each instant, then, in contrast to the previous examples of Tanveer and Vasconcelos [23] and Antanovskii [2], (96) represents an additional constraint on the free boundary evolution. In this case, there is no freedom to externally specify the bubble area evolution. Rather, it is determined implicitly by the exact solution itself. Since $A$ has been shown to be a constant of the motion, (96) implies that, for solutions of the form (87), the area $\mathcal{A}$ of the bubble is necessarily fixed in time if $f_{3}$ and $g_{1}$ are constant (independent of time), which has been assumed to be the case, i.e.,

$$
\begin{equation*}
\mathcal{A}=-\pi\left(B+\frac{g_{1}}{2 f_{3}}\right) \tag{97}
\end{equation*}
$$

The initial area of the bubble therefore dictates the value of $B$.
In summary, solutions of (13) in which $C(z, t)$ is rational with a finite set of simple pole singularities (and for which $f(z, t)$ and $g^{\prime}(z, t)$ have the far-field form (53) and (54)) are admitted, and, in these solutions, the bubble area remains constant. If we seek solutions in which the bubble area is not fixed in time (but varies, for example, at some externally specified rate $Q$ ), the solutions will not be such that the Cauchy transform has the far-field behavior (88) for all times $t>0$. In that case, the functional form of the Cauchy transform will not be of the proposed simple rational character and will not lend itself to exact solutions.
3.3.2. Conformal maps. The corresponding conformal maps from a unit $\zeta$ disk to fluid domains whose Cauchy transforms have a finite distribution of simple pole singularities with the far-field behavior (88) are given by rational functions of the form

$$
\begin{equation*}
z(\zeta, t)=\frac{C}{\zeta}\left(\frac{\prod_{j=1}^{N}\left(\zeta-\eta_{j}(t)\right)}{\prod_{j=1}^{N}\left(\zeta-\zeta_{j}(t)\right)}\right) \tag{98}
\end{equation*}
$$

where $C$ can be assumed real (to use up the rotational degree of freedom in the Riemann mapping theorem). It follows that

$$
\begin{equation*}
\bar{z}\left(\zeta^{-1}, t\right)=C \zeta\left(\frac{\prod_{j=1}^{N}\left(1-\zeta \bar{\eta}_{j}(t)\right)}{\prod_{j=1}^{N}\left(1-\zeta \bar{\zeta}_{j}(t)\right)}\right) \tag{99}
\end{equation*}
$$

It is clear that because $S(z, t)=\bar{z}$, this class of domains is such that the far-field asymptotic form of $C(z, t)$ is of the form in (88). It is also clear that

$$
\begin{equation*}
z_{j}(t)=\overline{z\left(\zeta_{j}, t\right)} \tag{100}
\end{equation*}
$$

so that the $N$ equations (39) can be viewed as providing evolution equations for the parameters $\left\{\zeta_{j}(t) \mid j=1, \ldots, N\right\}$. The $N$ constants of motion derived from the circulation theorem (by taking a contour $\gamma_{j}$ around each distinct pole $z_{j}(t)$ ) provide $N$ additional equations for the parameters $\left\{\eta_{j}(t) \mid j=1, \ldots, N\right\}$. Finally, the parameter $C$ is determined by condition (96). Equivalently, one could determine $C$ by ensuring that the bubble area is conserved under evolution.

Siegel [22] considers one of the above solutions in detail. This solution has a mapping given by the special choice

$$
\begin{equation*}
z(\zeta, t)=\frac{1}{\zeta} \frac{\gamma_{0}+\gamma_{1} \zeta^{2}}{1-\gamma_{2} \zeta^{2}} \tag{101}
\end{equation*}
$$

It is straightforward to see that this map corresponds to domains with the Cauchy transform

$$
\begin{equation*}
C(z, t)=\frac{E(t)}{z-z_{0}(t)}+\frac{E(t)}{z+z_{0}(t)} \tag{102}
\end{equation*}
$$

where

$$
\begin{equation*}
z_{0}(t)=z\left(\sqrt{\gamma_{2}}, t\right) \tag{103}
\end{equation*}
$$

In this case,

$$
\begin{equation*}
C(z, t) \sim \frac{2 E(t)}{z} \quad \text { as } z \rightarrow \infty \tag{104}
\end{equation*}
$$

The relevant equations of motion for this solution are

$$
\begin{equation*}
\dot{z}_{0}(t)=-2 f\left(z_{0}(t), t\right) \tag{105}
\end{equation*}
$$

$$
\begin{equation*}
E(t)=E(0) \tag{106}
\end{equation*}
$$

$$
\begin{equation*}
-\left(\frac{\mathcal{A}}{\pi}+2 E\right)=\frac{g_{1}}{2 f_{3}} \tag{107}
\end{equation*}
$$

where the last equation is just (96). Equations (105) and (106) determine $C(z, t)$ at each instant, while (107) additionally constrains the bubble area to be fixed in time. This additional constraint is absent in the solutions of [23] and [2].

The three equations obtained by Siegel [22] are

$$
\begin{gather*}
\dot{\gamma}_{2}=-2 \gamma_{2}\left[I\left(\sqrt{\gamma_{2}}, t\right)-\epsilon \frac{\gamma_{0}^{2}}{\gamma_{2}}\right]  \tag{108}\\
\gamma_{1}=\frac{\gamma_{2}}{\epsilon \gamma_{0}}  \tag{109}\\
\gamma_{0}=\left[\frac{2\left(1+\gamma_{1}^{2}\right)}{c_{1}+\left(c_{1}^{2}-c_{2}\right)^{1 / 2}}\right]^{1 / 2} \tag{110}
\end{gather*}
$$

where condition (110) derives from the fact that the bubble area is taken to be constant and equal to $\pi . c_{1}$ and $c_{2}$ are defined as

$$
\begin{equation*}
c_{1}=1-\epsilon \gamma_{1}^{2}\left(2(1-\epsilon)+\epsilon \gamma_{1}^{2}\right) \quad \text { and } \quad c_{2}=4 \epsilon^{2} \gamma_{1}^{2}\left(1+\gamma_{1}^{2}\right)\left[3+\epsilon(2+\epsilon) \gamma_{1}^{2}\right] \tag{111}
\end{equation*}
$$

while

$$
\begin{equation*}
I(\zeta, t)=\frac{1}{2 \pi i} \oint_{\left|\zeta^{\prime}\right|=1} \frac{d \zeta^{\prime}}{\zeta^{\prime}}\left[\frac{\zeta^{\prime}+\zeta}{\zeta^{\prime}-\zeta}\right]\left\{\frac{1}{\left|z_{\zeta}\right|}+\operatorname{Re}\left[\frac{\epsilon \gamma_{0}^{2}}{\zeta^{2}}\right]\right\} \tag{112}
\end{equation*}
$$

We now indicate how (105)-(107) are equivalent to (108)-(110). First we use the fact, as derived by Siegel [22], that

$$
\begin{equation*}
z_{t}(\zeta, t)+2 f(z(\zeta, t), t)=\zeta z_{\zeta}(\zeta, t)\left(-\frac{\epsilon \gamma_{0}^{2}}{\zeta^{2}}+I(\zeta, t)\right) \tag{113}
\end{equation*}
$$

to eliminate $f\left(z_{0}(t), t\right)$ from (105). This reproduces exactly (108). Next recall from (93) that as $z \rightarrow \infty$,

$$
\begin{equation*}
S(z) \sim\left(2 E+\frac{\mathcal{A}}{\pi}\right) \frac{1}{z} \tag{114}
\end{equation*}
$$

But

$$
\begin{align*}
S(z(\zeta, t))=\overline{z(\zeta, t)}= & =\zeta\left(\frac{\gamma_{0} \zeta^{2}+\gamma_{1}}{\zeta^{2}-\gamma_{2}}\right) \\
& \sim-\frac{\gamma_{1}}{\gamma_{2}} \zeta \quad \text { as } \quad \zeta \rightarrow 0  \tag{115}\\
& \sim-\left(\frac{\gamma_{1} \gamma_{0}}{\gamma_{2}}\right) \frac{1}{z} \quad \text { as } \quad z \rightarrow \infty
\end{align*}
$$

where we have used that fact that $\zeta \sim \frac{\gamma_{0}}{z}$ as $z \rightarrow \infty$. Together, (114), (115), (86), and (107) yield Siegel's second equation (109). Finally, the equation for $S(z(\zeta, t), t)$ in (115) also yields the following equation for $E(t)$ in terms of the conformal mapping parameters, viz.,

$$
\begin{equation*}
E(t)=\frac{\gamma_{0} \gamma_{2}+\gamma_{1}}{2} z_{\zeta}\left(\sqrt{\gamma_{2}}, t\right)=\frac{\gamma_{0} \gamma_{2}+\gamma_{1}}{2 \gamma_{2}\left(1-\gamma_{2}^{2}\right)^{2}}\left(\gamma_{1} \gamma_{2}+\gamma_{1} \gamma_{2}^{3}-\gamma_{0}+3 \gamma_{0} \gamma_{2}^{2}\right) \tag{116}
\end{equation*}
$$

Using (116), (86), and the fact that $\mathcal{A}=\pi$ in (107) combine, after some further algebra, to retrieve Siegel's final equation (110).

Remark. The Cauchy transform formulation is crucial in proving that the bubble area is conserved for all maps of the form (98). This is because the bubble area $\mathcal{A}$ appears explicitly in the form of the far-field asymptotics of $C(z, t)$. To establish this general result using the direct conformal mapping approach of [23, 22] would be exceedingly difficult.

Remark. If the conformal map $z(\zeta, t)$ of the form (98) has $N$ poles, the Cauchy transform formulation also immediately implies the existence of precisely $N$ conserved quantities, one associated with each of the $N$ poles.
3.4. A final example. We now give an example to show that the previous result is rather special and that, for general nonlinear flow conditions at infinity, while exact solutions to the problem exist, it is not generally possible to externally specify the bubble area evolution in these solutions.

A natural generalization of the far-field conditions considered in the previous three subsections is

$$
\begin{align*}
& f(z, t) \sim f_{3} z^{3}+f_{1} z+\mathcal{O}\left(z^{-1}\right)  \tag{117}\\
& g^{\prime}(z, t) \sim g_{3} z^{3}+g_{1} z+\mathcal{O}\left(z^{-1}\right) \tag{118}
\end{align*}
$$

These far-field conditions are again nonlinear and are exactly those considered by Antanovskii [4] in his studies of the formation of cusped bubbles, although his analysis is restricted to the derivation of classes of exact steady solutions. The special case $g_{3}=0$ reduces to the far-field conditions considered in Antanovskii [3] and Siegel [22] (as well as in section 3.3). For this reason, one might expect the bubble area to again be constant under evolution. However, this is not the case, as will now be shown.

Suppose that we seek exact solutions in which $C(z, t)$ has the rational function form

$$
\begin{equation*}
C(z, t)=A_{0}(t) z+\sum_{k=1}^{N} \frac{A_{k}(t)}{z-z_{k}(t)} \tag{119}
\end{equation*}
$$

for all times. As $z \rightarrow \infty$,

$$
\begin{equation*}
C(z, t) \sim A_{0}(t) z+\left(\sum_{k=1}^{N} A_{k}(t)\right) \frac{1}{z}+\ldots \tag{120}
\end{equation*}
$$

and this far-field form is forced by (13), as will be shown. First, it is known immediately that the points $\left\{z_{k}(t) \mid k=1,2, \ldots, N\right\}$ must satisfy

$$
\begin{equation*}
\dot{z}_{k}(t)=-2 f\left(z_{k}(t), t\right), \quad k=1, \ldots, N \tag{121}
\end{equation*}
$$

while the circulation theorem implies that

$$
\begin{equation*}
A_{k}(t)=A_{k}(0), \quad k=1, \ldots, N \tag{122}
\end{equation*}
$$

It remains to determine the evolution of $A_{0}(t)$, as well as to ensure that (119) is a consistent solution of (13) at $z \rightarrow \infty$. Analyzing (13) as $z \rightarrow \infty$, at $\mathcal{O}\left(z^{3}\right)$ we get

$$
\begin{equation*}
-8 f_{3} A_{0}(t)=2 g_{3} \tag{123}
\end{equation*}
$$

which implies that $A_{0}(t)$ must also be constant. $C(z, t)$ is now completely determined, but we expect to be able to specify another degree of freedom associated with the bubble area $\mathcal{A}$. But at $\mathcal{O}(z)$, we get another equation having the form

$$
\begin{equation*}
-4\left(f_{1} A_{0}+f_{3} \mathcal{A}\right)=2 g_{1} \tag{124}
\end{equation*}
$$

Equation (124) is a further constraint on the solution and can be thought of as an equation governing the bubble area $\mathcal{A}$. It is clear from (124) that the bubble area is not constant this time. Rather, how the bubble area evolves is governed by the exact solution itself. To see this, recall that $f_{1}$ (which is related to the far-field pressure evaluated in the near field of the bubble) is a time-evolving quantity whose evolution is governed by (113) and is not externally controllable.

Note that if $g_{3}$ is taken equal to zero (so that the far-field conditions of Siegel [22] are retrieved), then necessarily $A_{0}(t)=0$ (by (123)), and then $\mathcal{A}$ turns out to be constant (by (124)).
4. Conclusion. We have introduced a Cauchy transform formulation of the problem of Stokes flow for a single bubble and proven its equivalence to the usual formulation of free surface Stokes flow. The new formulation has been used to derive a very broad class of exact solutions (namely, the class for which the Cauchy transform takes the form of a rational function), generalizing the set of solutions which have heretofore appeared in the literature. Indeed, it is surmised that the class of solutions discussed here is maximal, i.e., that it includes all cases for which the evolution is reducible to a finite-dimensional system of ODEs. We use our formulation to investigate when it is possible to externally specify the evolution of bubble area. This issue is extremely difficult to address using other approaches. In general, it is found that when the Goursat function $f(z)$ has a nonlinear far-field
behavior it is not possible to find exact solutions and specify the bubble area evolution. Instead the bubble area in such cases is determined by the exact solution. In the case of pure linear strain (so that $g^{\prime}(z) \sim g_{1} z$ as $z \rightarrow \infty$ ) it happens that the bubble area is constant, and this situation corresponds to a physically interesting case. However, this occurrence is somewhat coincidental.

Concerning generalizations, it is possible to extend the present formulation to the case of a more general compressible bubble with an externally specified equation of state relating its internal pressure (say, $p_{B}(t)$ ) to its area. Pozrikidis [16] has considered such problems using numerical boundary integral methods, while Crowdy [7] has generalized the solutions of Tanveer and Vasconcelos [23] to this case.

Appendix. Inverse problem of potential theory. In this appendix we explain why, in the case of a simply connected unbounded domain, knowledge of $C(z, t)$ determines the domain $D(t)$ up to a single real degree of freedom associated with specification of the bubble area.

Consider a smooth family of bounded, time-evolving, simply connected planar domains $D(t)$ in some time interval $t \in[0, T)$. Define the harmonic moments of these domains to be the integrals of a basis of all functions harmonic in $D(t)$ at time $t$. Suppose all the moments of $D(t)$ for $t \in[0, T)$ are known. It is a well-known result of the inverse problem of 2-D potential theory that the domains $D(t)$ can be uniquely reconstructed from knowledge of all these harmonic moments. Varchenko and Etingof [24] discuss this result in detail. For a bounded domain, if the Cauchy transform is defined as

$$
\begin{equation*}
C(z, t)=\frac{1}{\pi} \iint_{D(t)} \frac{d x^{\prime} d y^{\prime}}{z^{\prime}-z}=\frac{1}{2 \pi i} \oint_{\partial D(t)} \frac{\bar{z}^{\prime} d z^{\prime}}{z^{\prime}-z}, \tag{125}
\end{equation*}
$$

then it is a generating function for the harmonic moments because, Laurent expanding for large $|z|$,

$$
\begin{equation*}
C(z, t)=\sum_{n=0}^{\infty} \frac{M_{n}}{z^{n+1}}, \tag{126}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{n}=\frac{1}{\pi} \iint_{D(t)} z^{\prime n d x^{\prime} d y^{\prime}} . \tag{127}
\end{equation*}
$$

The harmonic functions

$$
\begin{equation*}
\left\{\operatorname{Re}\left[z^{n}\right], \operatorname{Im}\left[z^{n}\right] \mid n=0,1,2, \ldots\right\} \tag{128}
\end{equation*}
$$

span the space of functions harmonic in $D(t)$. The real and imaginary parts of the set of complex moments (127) generate all the harmonic moments of $D(t)$.

Exactly the same result pertains to the case of unbounded domains $D(t)$, except that if the moments are defined in terms of area integrals over $D(t)$, some of them do not exist, owing to the unboundedness of the domain. This is the reason for our choice of defining the Cauchy transform, from the outset, as the line integral

$$
\begin{equation*}
\frac{1}{2 \pi i} \oint_{\partial D} \frac{\bar{z}^{\prime} d z^{\prime}}{z^{\prime}-z} \tag{129}
\end{equation*}
$$

If $z \in D_{c}$, the Cauchy transform defines an analytic function $C(z, t)$, say. Assume $D_{c}$ contains the origin. Then $C(z, t)$ has a Taylor expansion

$$
\begin{equation*}
C(z, t)=\sum_{n=0}^{\infty} M_{n} z^{n} \tag{130}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{n}=\frac{1}{2 \pi i} \oint_{\partial D} \frac{\bar{z}^{\prime} d z^{\prime}}{z^{\prime n+1}} \tag{131}
\end{equation*}
$$

Suppose now that $C(z, t)$ is known. This is equivalent to knowledge of the moments $M_{n}, n=0,1, \ldots$, from which it is possible to infer the values of the harmonic moments associated with the set of functions

$$
\begin{equation*}
\left\{\operatorname{Re}\left[\frac{1}{z^{n+1}}\right], \left.\operatorname{Im}\left[\frac{1}{z^{n+1}}\right] \right\rvert\, n=0,1,, \ldots\right\} \tag{132}
\end{equation*}
$$

This is a subspace of codimension one in the space of functions harmonic in $D(t)$ because it excludes the constant function 1 , which is also harmonic in $D(t)$. Thus, knowledge of $C(z, t)$ is not quite enough to determine all harmonic moments-just one more moment is needed. Generalizing the set (131), the "moment" corresponding to the constant function 1 is

$$
\begin{equation*}
\frac{1}{2 \pi i} \oint_{\partial D} \bar{z}^{\prime} d z^{\prime} \tag{133}
\end{equation*}
$$

which is proportional to the area of the bubble. Thus, in the case of an unbounded simply connected domain $D(t)$, the Cauchy transform $C(z, t)$ determines the domain up to a single real degree of freedom associated with the area of the complement of $D(t)$ (here, the area of the bubble).
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#### Abstract

The time evolution of the influenza A virus is linked to a nonfixed landscape driven by interactions between hosts and competing influenza strains. Herd-immunity, cross-immunity, and age-structure are among the factors that have been shown to support strain coexistence and/or disease oscillations. In this study, we put two influenza strains under various levels of (interference) competition. We establish that cross-immunity and host isolation lead to periodic epidemic outbreaks (sustained oscillations) in this multistrain system. We compute the isolation reproductive number for each strain $\left(\Re_{i}\right)$ independently, as well as for the full system $\left(\Re_{q}\right)$, and show that when $\Re_{q}<1$, both strains die out. Subthreshold coexistence driven by cross-immunity is possible even when the isolation reproductive number of one strain is below 1. Conditions that guarantee a winning type or coexistence are established in general. Oscillatory coexistence is established via Hopf bifurcation theory and confirmed via numerical simulations.
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1. Introduction. Several studies have focused on the identification of mechanisms capable of supporting multiple-strain coexistence for diseases that provide permanent or temporary immunity [19, 18]. Although there is still limited understanding on the role of cross-immunity (form of interference competition) between strains of a given virus, host variability (behavioral and immunological) is known to play a key role in maintaining virus diversity. Influenza epidemics and pandemics are closely linked to two types of mechanisms that maintain viral genetic diversity: antigenic "drift," the driver of strain heterogeneity, and antigenic "shift," the generator of subtype variability [28].

In 1918, the "Spanish Flu" pandemic caused the largest number of flu-related deaths worldwide in a single season [28]. More than 500,000 people died in the United States with 20-50 millions deaths worldwide. The "Asian Flu," a result of an antigenic shift in the hemmaglutinin and neuraminidase surface proteins, was responsible for about 70,000 deaths in the United States in 1969 [9]. The most recent and least lethal "pandemic," the "Hong Kong" pandemic, is attributed to the appearance of the H3N2 subtype [9].

[^54]The main focus of this paper is on the identification of competitive outcomes (mediated by cross-immunity) that result from the interactions between two strains of influenza A in a population where sick individuals may be isolated. Single-strain susceptible-infected-quarantined-recovered (SIQR) models with vital dynamics can generate sustained oscillations [15, 20]. The introduction of a second strain increases the competition for susceptibles, a process mediated by cross-immunity in our setting. Will such competition preclude the possibility of sustained multistrain oscillations? We show that coexistence of both strains in the oscillatory regime is not uncommon and that oscillatory dynamics are possible for reasonable values of influenza parameters [17, 11, 28].

Our paper is structured as follows. Section 2 introduces the general two-strain model; section 3 carries out the local stability analysis of the disease-free state; section 4 shows that periodic solutions can arise via a Hopf bifurcation; section 5 illustrates our theoretical results; section 6 summarizes our findings and collects some conclusions and thoughts.
2. Two-strain model. Theoretical work on two-strain models that incorporate the effects of interference competition in the context of communicable diseases goes back (at least) to the work of Dietz [13]. His work has been extended in the context of influenza $[5,1,6]$. None of these extensions considered the role of isolation. The study of mechanisms capable of generating sustained oscillations in single-strain epidemic models has received some attention in the last decades [19, 18]. Feng [14] and Feng and Thieme [15] showed that the introduction of an isolation class, in an otherwise standard SIR epidemiological model, is enough to generate sustained oscillations in single-strain models, but the region of parameter space where such oscillations are possible is unrealistic. Castillo-Chavez et al. [5, 6] provide support for the hypothesis that age-structure (age-dependent survival) and cross-immunity are enough to generate multistrain sustained oscillations in two-strain models without isolation. Here we show that cross-immunity in a two-strain system with isolation classes generate sustained oscillations within a region of parameter space that is consistent with the "flu" [11, 29, 24]. Furthermore, we identify the dependence of these regions on crossimmunity levels. The description of the two-strain model requires the division of the population into ten different classes: susceptibles $(S)$, infected with strain $i$ ( $I_{i}$, primary infection), isolated with strain $i\left(Q_{i}\right)$, recovered from strain $i\left(R_{i}\right.$, as a result of primary infection), infected with strain $i$ ( $V_{i}$, secondary infection), given that the population had recovered from strains $j \neq i$, and recovered from both strains $(W)$. The population is assumed to mix randomly, except that the mixing is impacted by the process of quarantine/isolation $[14,15,20,8]$. Using the flow diagram in Figure 1, we arrive at the model

$$
\begin{align*}
\frac{d S}{d t} & =\Lambda-\sum_{i=1}^{2} \beta_{i} S \frac{\left(I_{i}+V_{i}\right)}{A}-\mu S \\
\frac{d I_{i}}{d t} & =\beta_{i} S \frac{\left(I_{i}+V_{i}\right)}{A}-\left(\mu+\gamma_{i}+\delta_{i}\right) I_{i} \\
\frac{d Q_{i}}{d t} & =\delta_{i} I_{i}-\left(\mu+\alpha_{i}\right) Q_{i} \\
\frac{d R_{i}}{d t} & =\gamma_{i} I_{i}+\alpha_{i} Q_{i}-\beta_{j} \sigma_{i j} R_{i} \frac{\left(I_{j}+V_{j}\right)}{A}-\mu R_{i}, \quad j \neq i \tag{1}
\end{align*}
$$

$$
\begin{aligned}
\frac{d V_{i}}{d t} & =\beta_{i} \sigma_{i j} R_{j} \frac{\left(I_{i}+V_{i}\right)}{A}-\left(\mu+\gamma_{i}\right) V_{i}, \quad j \neq i \\
\frac{d W}{d t} & =\sum_{i=1}^{2} \gamma_{i} V_{i}-\mu W \\
A & =S+W+\sum_{i=1}^{2}\left(I_{i}+V_{i}+R_{i}\right)
\end{aligned}
$$

where A denotes the population of nonisolated individuals and $\frac{\beta_{i} S\left(I_{i}+V_{i}\right)}{A}$ models the rate at which susceptibles become infected with strain $i$. That is, the $i$ th $(i \neq j)$ incidence rate is assumed to be proportional to both the number of susceptibles and the available proportion of $i$-infectious individuals, $\frac{\left(I_{i}+V_{i}\right)}{A}$. The parameter $\sigma_{i j}$ is a measure of the cross-immunity provided by a prior infection with strain $i$ to exposure with strain $j(i \neq j)$. Data from epidemiological studies conducted in Houston and Seattle $[27,17]$ generate rough measures of cross-immunity. From these studies it is clear that $\sigma_{i j} \in[0,1]$. Model (1) includes the models in [5, 6]. The absence of the $Q$ classes in earlier work precludes the possibility of sustained oscillations (see [5, 6]). Isolation classes are not introduced after the $V$-classes to simplify the analysis and because often symptoms are less severe in these classes.
3. Disease invasion and stability. System (1) can support four equilibria. Analysis of the local stability of the trivial equilibrium (absence of disease) helps identify conditions under which the "flu" can invade. We assume (sections 3 and 4)


Fig. 1. Schematic diagram of disease dynamics when the host is exposed to two cocirculating strains. $\Lambda$ is the rate at which individuals are born into the population, $\beta_{i}$ denotes the transmission coefficient for strain $i, \mu$ is the per capita mortality rate, $\delta_{i}$ is the per capita isolation rate for strain $i, \gamma_{i}$ denotes the per capita recovery rate from strain $i, \alpha_{i}$ is the per capita rate at which individuals leave the isolated class as a result of infection with strain $i$, and $\sigma_{i j}$ is the relative susceptibility to strain $j$ for an individual previously infected with and recovered from strain $i(i \neq j) . \quad \sigma_{i j}=0$ corresponds to total cross-immunity, while $\sigma_{i j}=1$ indicates no cross-immunity.
that $\sigma_{12}=\sigma_{21}=\sigma$ (as it was done in $\left.[5,6]\right)$. This approach strongly limits the generality of our analysis, but the general case has turned out to be too difficult. The case where $\left|\sigma_{12}-\sigma_{21}\right|=\varepsilon$ (a small positive number) is explored numerically. Quantitative results do not seem to change when $\varepsilon$ is small enough. Flu-related mortality is low, and hence it is ignored. This is not a limiting factor over appropriate time scales. From our model (time scale for which demographic factors can be ignored)

$$
\frac{d}{d t} N=\Lambda-\mu N
$$

where $N=S+W+\sum_{i=1}^{2}\left(I_{i}+V_{i}+Q_{i}+R_{i}\right)$. Hence, $N(t) \rightarrow \frac{\Lambda}{\mu}$ as $t \rightarrow \infty$, and the results in [7] allow us to assume, without loss of generality, that $N(0)=\frac{\Lambda}{\mu}$. Hence, we set

$$
N(t) \equiv \frac{\Lambda}{\mu} \equiv S+W+\sum_{i=1}^{2}\left(I_{i}+V_{i}+Q_{i}+R_{i}\right)=A+Q \quad \text { for all } t
$$

where $Q=Q_{1}+Q_{2}$ and $A=N-Q$.
The isolation reproductive number $\Re_{q}$, the average number of secondary infections generated by the simultaneous introduction of both strains in a fully susceptible population, is a function of the independent capacity of each strain to invade. Hence, $\Re_{q}=\max \left\{\Re_{1}, \Re_{2}\right\}$, where

$$
\Re_{i}=\frac{\beta_{i}}{\mu+\gamma_{i}+\delta_{i}}
$$

Here, $\beta_{i}$ is the maximal effective transmission rate and $\left(\mu+\gamma_{i}+\delta_{i}\right)^{-1}$ is the average window of opportunity (effective infectious period) for transmission. It follows that $E_{0}$, the disease-free state, is locally asymptotically stable when $\Re_{q}<1$ and an unstable (saddle) whenever $\Re_{i}>1$ for either $i=1$ or $i=2$ (for details see Appendix A).
4. Nontrivial equilibria and sustained oscillations. Hethcote and Levin's 1989 survey of mathematical models [18], Feng [14], Feng and Thieme [15], Hethcote [19], and the recent comprehensive literature review of Hethcote and Levin [18] provide a solid perspective on what is known about the mechanisms that are capable of supporting sustained oscillations in epidemic models. Nonstructured two-strain SIR models with cross-immunity appear to be incapable of supporting them [1], but the addition of a third strain reverses the situation [26].

Here we focus on the role of isolation, a mechanism capable of generating sustained oscillations even in a single-strain model. The "flu" may survive in three states: either strain 1 or 2 survives or both strains coexist. Here, we carry only out the analysis in the symmetric cross-immunity case $\left(\sigma_{12}=\sigma_{21}=\sigma\right)$. We let $U=$ $\left(S, I_{1}, Q_{1}, R_{1}, V_{1}, I_{2}, Q_{2}, R_{2}, V_{2}, W\right)$ denote the state variables and focus on the analysis of the stability of the boundary equilibria, namely $E_{1}=\left(\tilde{S}, \tilde{I}_{1}, \tilde{Q}_{1}, \tilde{R}_{1}, 0,0,0,0,0,0\right)$. Setting $V_{1}=I_{2}=Q_{2}=R_{2}=V_{2}=W=0$ in (1) leads to the following relationships:

$$
\begin{align*}
\frac{\tilde{S}}{\tilde{A}}=\frac{1}{\Re_{1}}, & \frac{\tilde{I}_{1}}{\tilde{A}}=\mu\left(\mu+\alpha_{1}\right) \phi  \tag{2}\\
\frac{\tilde{Q}_{1}}{\tilde{A}}=\mu \delta_{1} \phi, & \frac{\tilde{R}_{1}}{\tilde{A}}=\left(\gamma_{1}\left(\mu+\alpha_{1}\right)+\alpha_{1} \delta_{1}\right) \phi
\end{align*}
$$

where

$$
\begin{equation*}
\phi=\frac{\left(1-\frac{1}{\Re_{1}}\right)}{\left(\mu+\gamma_{1}\right)\left(\mu+\alpha_{1}\right)+\alpha_{1} \delta_{1}} \tag{3}
\end{equation*}
$$

and

$$
\tilde{A}=\frac{1}{\mu\left(1+\mu \delta_{1} \phi\right)}
$$

$E_{1}$ exists (entries are positive) and is unique if and only if $\Re_{1}>1$. Letting $A=N-Q$ and $S=A-\sum_{i=1}^{2}\left(I_{i}+V_{i}+R_{i}\right)-W$ allows the elimination of the $S$ equation. The $I_{i}$ equations become

$$
\frac{d I_{i}}{d t}=\beta_{i}\left(1-\frac{W+\sum_{i=1}^{2}\left(I_{i}+R_{i}+V_{i}\right)}{A}\right)\left(I_{i}+V_{i}\right)-\left(\mu+\gamma_{i}+\delta_{i}\right) I_{i}
$$

The Jacobian at $E_{1}, \tilde{J}$, is given by the $9 \times 9$ (without $S$ ) matrix

$$
\tilde{J}=\left(\begin{array}{cccc}
G_{1} & * & * & * \\
0 & -\left(\mu+\gamma_{1}\right) & * & 0 \\
0 & 0 & G_{2} & 0 \\
0 & * & * & -\mu
\end{array}\right)
$$

where

$$
G_{1}=\left(\begin{array}{ccc}
-\beta_{1} \frac{\tilde{I}_{1}}{\tilde{A}} & -\beta_{1} \frac{\tilde{I}_{1}}{\tilde{A}}\left(1-\frac{1}{\Re_{1}}\right) & -\beta_{1} \frac{\tilde{I}_{1}}{\tilde{A}} \\
\delta_{1} & -\left(\mu+\alpha_{1}\right) & 0 \\
\gamma_{1} & \alpha_{1} & -\mu
\end{array}\right)
$$

and

$$
G_{2}=\left(\begin{array}{cccc}
\beta_{2} \frac{\tilde{S}}{\tilde{A}}-\left(\mu+\gamma_{2}+\delta_{2}\right) & 0 & 0 & \beta_{2} \frac{\tilde{S}}{\tilde{A}} \\
\delta_{2} & -\left(\mu+\alpha_{2}\right) & 0 & 0 \\
\gamma_{2} & \alpha_{2} & -\mu-\beta_{1} \sigma \frac{\tilde{I}_{1}}{\tilde{A}} & 0 \\
\beta_{2} \sigma \frac{\tilde{R}_{1}}{\tilde{A}} & 0 & 0 & \beta_{2} \sigma \frac{\tilde{R}_{1}}{\tilde{A}}-\left(\mu+\gamma_{2}\right)
\end{array}\right)
$$

"*" represents a nonzero block matrix.
$G_{2}$ has two negative eigenvalues, plus the roots of the equation

$$
\begin{equation*}
\lambda^{2}-c_{1} \lambda+c_{2}=0 \tag{4}
\end{equation*}
$$

where

$$
\begin{align*}
& c_{1}=\left(\mu+\gamma_{2}+\delta_{2}\right)\left(\frac{\Re_{2}-\Re_{1}}{\Re_{1}}\right)+\beta_{2} \sigma \frac{\tilde{R}_{1}}{\tilde{A}}-\left(\mu+\gamma_{2}\right), \\
& c_{2}=-\left(\mu+\gamma_{2}+\delta_{2}\right)\left[\beta_{2} \sigma \frac{\tilde{R}_{1}}{\tilde{A}}+\left(\mu+\gamma_{2}\right)\left(\frac{\Re_{2}-\Re_{1}}{\Re_{1}}\right)\right] . \tag{5}
\end{align*}
$$

Hence $c_{1}<0$ and $c_{2}>0$ guarantee the local asymptotic stability (l.a.s.) of $E_{1}$.
(6) $\quad c_{1}<0 \Longleftrightarrow F_{1}\left(\Re_{1}, \Re_{2}\right):=\left(\mu+\gamma_{2}+\delta_{2}\right)\left(\frac{\Re_{2}}{\Re_{1}}-1+\sigma \Re_{2} \frac{\tilde{R}_{1}}{\tilde{A}}\right)-\left(\mu+\gamma_{2}\right)<0$,

$$
\begin{equation*}
c_{2}>0 \Longleftrightarrow F_{2}\left(\Re_{1}, \Re_{2}\right):=\sigma\left(\mu+\gamma_{2}+\delta_{2}\right) \Re_{2} \frac{\tilde{R}_{1}}{\tilde{A}}+\left(\mu+\gamma_{2}\right)\left(\frac{\Re_{2}}{\Re_{1}}-1\right)<0 \tag{7}
\end{equation*}
$$

where $\tilde{R}_{1} / \tilde{A}$ is given in (2). In the case of full immunity $(\sigma=0)$, the conditions in (6) and (7) hold if and only if $\Re_{2}<\Re_{1}$. That is, when $\sigma=0, E_{1}$ has l.a.s., as long as $\Re_{1}>1$ and $\frac{\Re_{1}}{\Re_{2}}>1$ and $E_{1}$ is unstable $(\sigma=0)$ when $\frac{\Re_{2}}{\Re_{1}}>1$. As cross-immunity between strains diminishes ( $0<\sigma \uparrow 1$ ), alternative conditions are needed to ensure that (6) and (7) hold. To find these conditions we rewrite $F_{1}$ in terms of $F_{2}$,

$$
F_{1}\left(\Re_{1}, \Re_{2}\right)=F_{2}\left(\Re_{1}, \Re_{2}\right)+\delta_{2}\left(\frac{\Re_{2}}{\Re_{1}}-1\right)-\left(\mu+\gamma_{2}\right),
$$

and observe that $F_{1} \leq F_{2}$ when $\Re_{2}<\Re_{1}$. Alternatively, the introduction of

$$
\begin{equation*}
f\left(\Re_{1}\right) \equiv \frac{\Re_{1}}{1+\sigma\left(\Re_{1}-1\right)\left(1+\frac{\delta_{2}}{\mu+\gamma_{2}}\right)\left(1-\frac{\mu\left(\mu+\alpha_{1}\right)}{\left(\mu+\gamma_{1}\right)\left(\mu+\alpha_{1}\right)+\alpha_{1} \delta_{1}}\right)} \tag{8}
\end{equation*}
$$

implies that $F_{2}<0$ if and only if $\Re_{2}<f\left(\Re_{1}\right)\left(0<f\left(\Re_{1}\right)<\Re_{1}\right)$. Therefore, $\Re_{2}<f\left(\Re_{1}\right)$ implies that $F_{1} \leq F_{2}<0$. Hence, all eigenvalues of $G_{2}$ have negative real part when $\frac{\Re_{2}}{f\left(\Re_{1}\right)}<1$, and $E_{1}$ is unstable when $\frac{\Re_{2}}{f\left(\Re_{1}\right)}>1$. Similarly, the use of

$$
\begin{equation*}
g\left(\Re_{2}\right) \equiv \frac{\Re_{2}}{1+\sigma\left(\Re_{2}-1\right)\left(1+\frac{\delta_{1}}{\mu+\gamma_{1}}\right)\left(1-\frac{\mu\left(\mu+\alpha_{2}\right)}{\left(\mu+\gamma_{2}\right)\left(\mu+\alpha_{2}\right)+\alpha_{2} \delta_{2}}\right)} \tag{9}
\end{equation*}
$$

implies that the eigenvalues corresponding to the system when strain 2 has become established are all negative whenever $\Re_{1}<g\left(\Re_{2}\right)$. The boundary endemic equilibria for strain $2\left(E_{2}\right)$ are stable when $\frac{\Re_{1}}{g\left(\Re_{2}\right)}<1$ and unstable when $\frac{\Re_{1}}{g\left(\Re_{2}\right)}>1$.

Conditions that guarantee "coexistence" equilibria are formulated in terms of the (conditional) "invasion" reproductive numbers for strains 2 and $1\left(\Re_{2}^{1}\right.$ and $\left.\Re_{1}^{2}\right) . \Re_{2}^{1}$ is defined as the number of secondary infections generated by a "typical" strain-2infected individual in a population where strain 1 is endemic ( $E_{1}$ ). From conditions (6) and (7) (which ensure the stability of $E_{1}$ ) we find that

$$
\Re_{2}^{1}=\frac{\beta_{2}}{\mu+\gamma_{2}+\delta_{2}} \frac{\tilde{S}}{\tilde{A}}+\frac{\beta_{2} \sigma}{\mu+\gamma_{2}} \frac{\tilde{R}_{1}}{\tilde{A}} .
$$

Similarly, the (conditional) invasion reproductive number of strain 1 under the assumption that strain 2 is endemic is given by

$$
\Re_{1}^{2}=\frac{\beta_{1}}{\mu+\gamma_{1}+\delta_{1}} \frac{\tilde{S}}{\tilde{A}}+\frac{\beta_{1} \sigma}{\mu+\gamma_{1}} \frac{\tilde{R}_{2}}{\tilde{A}} .
$$

The condition $\Re_{2}<f\left(\Re_{1}\right)$ is equivalent to the condition $\Re_{2}^{1}<1$, while the condition $\Re_{1}<g\left(\Re_{2}\right)$ is equivalent to the condition $\Re_{1}^{2}<1 . \Re_{i}^{j}(i, j=1,2 i \neq j)$ is in fact the result of two additive contributions: $\beta_{i} /\left(\mu+\gamma_{i}+\delta_{i}\right)$ gives the number of secondary cases that a "typical" strain- $i$-infected individual will generate in the fully susceptible proportion of the population $\tilde{S} / \tilde{A}$, while $\beta_{i} \sigma /\left(\mu+\gamma_{i}\right)$ is the number of secondary cases that a "typical" strain- $i$-infected individual will generate in the "cross-immune" proportion of the susceptible population $\tilde{R}_{i} / \tilde{A}$. Note that whenever $\Re_{i}>1$ and $\Re_{j}^{i}<1$, the boundary equilibrium $E_{i}$ is locally stable.
4.1. Multiple and subthreshold coexistence. Both strains coexist if their basic reproductive numbers are above 1 (see Figures 2(a), (b), (d)), but subthreshold coexistence is possible (see Figure 2(c)). In order to see this (in system (1)) let $S / A=s, I_{i} / A=i_{i}, Q_{i} / A=q_{i}, R_{i} / A=r_{i}, V_{i} / A=v_{i}, W / A=w$, and $n=\frac{N}{A}$ with $\sigma_{12}=\sigma_{21}=\sigma$. The equilibrium conditions for the rescaled system are

$$
\begin{align*}
\beta_{1} s\left(i_{1}+v_{1}\right)+\beta_{2} s \frac{\Re_{1}}{\Re_{2}} \frac{i_{2}}{i_{1}}\left(i_{1}+v_{1}\right)+\mu s & =\mu\left(1+\eta_{1} i_{1}+\eta_{2} i_{2}\right),  \tag{10}\\
\beta_{1} s\left(i_{1}+v_{1}\right) & =\left(\mu+\gamma_{1}+\delta_{1}\right) i_{1},  \tag{11}\\
\frac{\left(i_{1}+v_{1}\right)}{\left(i_{2}+v_{2}\right)} & =\frac{\Re_{2}}{\Re_{1}} \frac{i_{1}}{i_{2}}  \tag{12}\\
\beta_{2} \sigma r_{1} \frac{\Re_{1}}{\Re_{2}} \frac{i_{2}}{i_{1}}\left(i_{1}+v_{1}\right)+\mu r_{1} & =\left(\gamma_{1}+\kappa_{1}\right) i_{1},  \tag{13}\\
\beta_{1} \sigma r_{2}\left(i_{1}+v_{1}\right) & =\left(\mu+\gamma_{1}\right) v_{1}  \tag{14}\\
\beta_{1} \sigma r_{2}\left(i_{1}+v_{1}\right)+\mu r_{2} & =\left(\gamma_{2}+\kappa_{2}\right) i_{2},  \tag{15}\\
\beta_{2} \sigma r_{1} \frac{\Re_{1}}{\Re_{2}} \frac{i_{2}}{i_{1}}\left(i_{1}+v_{1}\right)+\left(\mu+\gamma_{2}\right) i_{2} & =\left(\mu+\gamma_{2}\right)\left(i_{2}+v_{2}\right), \tag{16}
\end{align*}
$$

where

$$
\begin{aligned}
\kappa_{i} & =\frac{\alpha_{i} \delta_{i}}{\mu+\alpha_{i}} \\
\eta_{i} & =\frac{\delta_{i}}{\mu+\alpha_{i}}
\end{aligned}
$$

Expressions (10) and (11) can be solved for $s$, that is,

$$
\begin{equation*}
s=\frac{\mu\left(1+\eta_{1} i_{1}+\eta_{2} i_{2}\right)}{\beta_{1}\left(i_{1}+v_{1}\right)+\beta_{2}\left(i_{2}+v_{2}\right)+\mu}=\frac{\left(\mu+\gamma_{1}+\delta_{1}\right) i_{1}}{\beta_{1}\left(i_{1}+v_{1}\right)} . \tag{17}
\end{equation*}
$$

From (17) it follows that

$$
\begin{equation*}
\frac{\mu \beta_{1}\left(i_{1}+v_{1}\right)\left(1+\eta_{1} i_{1}+\eta_{2} i_{2}\right)}{\beta_{1}\left(i_{1}+v_{1}\right)+\beta_{2}\left(i_{2}+v_{2}\right)+\mu}=\left(\mu+\gamma_{1}+\delta_{1}\right) i_{1} \tag{18}
\end{equation*}
$$

Equation (14) and its symmetric analogue are solved for $r_{1}$ and $r_{2}$. In fact,

$$
r_{1}=\frac{\left(\mu+\gamma_{2}\right) v_{2}}{\beta_{2} \sigma\left(i_{2}+v_{2}\right)}
$$

and

$$
r_{2}=\frac{\left(\mu+\gamma_{1}\right) v_{1}}{\beta_{1} \sigma\left(i_{1}+v_{1}\right)}
$$

From (13) and the relationship $\beta_{2} \sigma\left(i_{2}+v_{2}\right) r_{1}=\left(\mu+\gamma_{2}\right) v_{2}$ we have that

$$
\left(\gamma_{1}+\kappa_{1}\right) i_{1}-\left(\mu+\gamma_{2}\right) v_{2}=\mu r_{1}
$$

Using (12) and substituting the above expression for $r_{1}$ helps rewrite (13) as

$$
\begin{equation*}
\left(\gamma_{1}+\kappa_{1}\right) i_{1}-\left(\mu+\gamma_{2}\right) \frac{\Re_{1} i_{2}\left(i_{1}+v_{1}\right)}{\Re_{2} i_{1}}+\left(\mu+\gamma_{2}\right) i_{2}=\frac{\mu\left(\mu+\gamma_{2}\right)}{\beta_{2} \sigma}-\frac{\mu\left(\mu+\gamma_{2}\right) i_{2}}{\beta_{2} \sigma\left(i_{2}+v_{2}\right)} \tag{19}
\end{equation*}
$$

Solving for $\left(i_{2}+v_{2}\right)$ in (13) and using (19) leads to

$$
\begin{equation*}
\left(\gamma_{1}+\kappa_{1}\right) i_{1}-\left(\mu+\gamma_{2}\right) \frac{\Re_{1} i_{2}\left(i_{1}+v_{1}\right)}{\Re_{2} i_{1}}+\left(\mu+\gamma_{2}\right) i_{2}=\frac{\mu\left(\mu+\gamma_{2}\right)}{\beta_{2} \sigma}\left(1-\frac{\Re_{2} i_{1}}{\Re_{1}\left(i_{1}+v_{1}\right)}\right) . \tag{20}
\end{equation*}
$$

In a similar manner, using $r_{2}$ and the expression $\beta_{1} \sigma r_{2}\left(i_{1}+v_{1}\right)=\left(\mu+\gamma_{1}\right) v_{1}$ leads to the reduced system

$$
\begin{align*}
\frac{\mu \beta_{1}\left(1+\eta_{1} i_{1}+\eta_{2} i_{2}\right)\left(i_{1}+v_{1}\right)}{\beta_{1}\left(i_{1}+v_{1}\right)+\frac{\beta_{2} \Re_{1}\left(i_{1}+v_{1}\right) i_{2}}{\Re_{2} i_{1}}+\mu} & =\left(\mu+\gamma_{1}+\delta_{1}\right) i_{1} \\
\left(\gamma_{1}+\kappa_{1}\right) i_{1}-\left(\mu+\gamma_{2}\right) i_{2}\left(\frac{\Re_{1}\left(i_{1}+v_{1}\right)}{\Re_{2} i_{1}}-1\right) & =\frac{\mu\left(\mu+\gamma_{2}\right)}{\beta_{2} \sigma}\left(1-\frac{\Re_{2} i_{1}}{\Re_{1}\left(i_{1}+v_{1}\right)}\right),  \tag{21}\\
\left(\gamma_{2}+\kappa_{2}\right) i_{2}-\left(\mu+\gamma_{1}\right) v_{1} & =\frac{\mu\left(\mu+\gamma_{1}\right) v_{1}}{\beta_{1} \sigma\left(i_{1}+v_{1}\right)}
\end{align*}
$$

From the first equation in (17) we get that

$$
\begin{align*}
\left(i_{1}+v_{1}\right) & =\frac{\mu\left(\mu+\gamma_{1}+\delta_{1}\right) i_{1}}{\beta_{1}\left[\mu\left(1+\eta_{1} i_{1}+\eta_{2} i_{2}\right)-i_{1}\left(\mu+\gamma_{1}+\delta_{1}\right)-i_{2}\left(\mu+\gamma_{2}+\delta_{2}\right)\right]}  \tag{22}\\
& =\frac{\mu\left(\mu+\gamma_{1}+\delta_{1}\right) i_{1}}{\beta_{1}\left[\triangle\left(i_{1}, i_{2}\right)\right]},
\end{align*}
$$

where

$$
\triangle\left(i_{1}, i_{2}\right)=\mu\left(1+\eta_{1} i_{1}+\eta_{2} i_{2}\right)-i_{1}\left(\mu+\gamma_{1}+\delta_{1}\right)-i_{2}\left(\mu+\gamma_{2}+\delta_{2}\right)
$$

The substitution of (22) into the second equation in (21) and the use of its symmetric analogue gives a system of equations (in terms of $i_{1}$ and $i_{2}$ only). The system is

$$
\begin{align*}
& \left(\triangle\left(i_{1}, i_{2}\right)\right)^{2} \frac{\left(\mu+\gamma_{2}\right) \Re_{2}}{\beta_{2} \sigma}+\triangle\left(i_{1}, i_{2}\right)\left[\left(\gamma_{1}+\kappa_{1}\right) i_{1}+\left(\mu+\gamma_{2}\right) i_{2}-\frac{\mu\left(\mu+\gamma_{2}\right)}{\beta_{2} \sigma}\right] \\
& \quad-\frac{\mu\left(\mu+\gamma_{2}\right) i_{2}}{\Re_{2}}=0 \\
& \left(\triangle\left(i_{1}, i_{2}\right)\right)^{2} \frac{\left(\mu+\gamma_{1}\right) \Re_{1}}{\beta_{1} \sigma}+\triangle\left(i_{1}, i_{2}\right)\left[\left(\gamma_{2}+\kappa_{2}\right) i_{2}+\left(\mu+\gamma_{1}\right) i_{1}-\frac{\mu\left(\mu+\gamma_{1}\right)}{\beta_{1} \sigma}\right]  \tag{23}\\
& \quad-\frac{\mu\left(\mu+\gamma_{1}\right) i_{1}}{\Re_{1}}=0 .
\end{align*}
$$

Positive solutions of (23) are only candidates for coexistence equilibria, as we must check that the corresponding values $\left(s, q_{i}, r_{i}, v_{i}\right.$, and $\left.w\right)$ are positive. Numerical simulations show that such solutions exist in the ranges $0 \leq i_{1} \leq 1$ and $0 \leq i_{2} \leq 1$ for parameter values that are reasonable for the "flu." Figure $2(\mathrm{a})\left(\Re_{1}>1\right.$ and $\left.\Re_{2}>1\right)$ shows one such intersection in the positive quadrant. Subthreshold coexistence equilibrium is also possible for $\Re_{1}<1$ and $\Re_{2}>1$ (see Figure 2(c)). As we increase the basic reproductive number of both strains and allow varying levels of cross-immunity ( $\sigma=0.5$ and $\sigma=0.6$ ), Figures 2(b) and 2(d) show that two intersections (in the positive quadrant) are possible. That is, multiple coexistence equilibria exist (it was verified that all classes are positive). This possibility is absent from prior influenza models. For the parameter values in Table 1, only a single coexistence equilibrium is biologically reasonable. Figures 2(a), (c) provide additional examples where coexistence and subthreshold coexistence are possible.


Fig. 2. Positive solutions of (23) are provided to illustrate the existence of multiple endemic states and subthreshold coexistence (section 4.1). The horizontal axis is the fraction $\left(i_{1}=I_{1} / A\right)$ of individuals infected with strain 1, and the vertical axis depicts the fraction ( $i_{2}=I_{2} / A$ ) of individuals infected with strain 2 . (a) $\Re_{1}=2, \Re_{2}=1.99$, and $\sigma=0.9$. (b) $\Re_{1}=2, \Re_{2}=1.99$, and $\sigma=0.5$. (c) $\Re_{1}=0.75, \Re_{2}=2.9$, and $\sigma=0.9$. (d) $\Re_{1}=2.83, \Re_{2}=2.93$, and $\sigma=0.6$.

Table 1
The parameter values used for the numerical simulations are provided here. The initial conditions are given by $s(0)=0.4, i_{1}(0)=0.199, r_{1}(0)=r_{2}(0)=0.2$, and $i_{2}(0)=q_{1}(0)=q_{2}=w(0)=0$ (only one strain present initially) and $s(0)=0.4, i_{1}(0)=0.199, q_{1}(0)=0.1, r_{1}(0)=r_{2}(0)=0.2$, $i_{2}(0)=0.001$, and $q_{1}(0)=q_{2}(0)=w(0)=0$ (both strains present initially).

| Parameters | Definition | Values |
| :--- | :--- | :--- |
| $\Re_{i}$ | Number of secondary cases generated by a primary case infected <br> with strain $i$ <br> $\sigma_{i j}$ <br> Cross-immunity against strain $j$ following an infection <br> with strain $i$ | $(0.75,4.5)$ |
| $\Lambda$ | Rate at which individuals are born into the population | $(0.008,0.8)$ |
| $\alpha_{i}$ | Rate at which individuals leave isolation $\left(1 / \alpha_{i}=\right.$ days $)$ | 0.00004 |
| $\delta_{i}$ | Rate of isolation with strain $i, i=1,2\left(1 / \delta_{i}=\right.$ days $)$ | $(1,15)$ |
| $\gamma_{i}$ | Recovery rate from strain $i, i=1,2\left(1 / \gamma_{i}=\right.$ days $)$ | $(1,6)$ |
| $\beta_{i}$ | Transmission coefficient for strain $i, i=1,2$ | $(5,7)$ |
| $\mu$ | Mortality rate | $(0.4,2.2)$ |

4.2. Sustained oscillations. A detailed study of the nature of the eigenvalues of matrix $G_{1}$ makes use of the identity

$$
\beta_{1} \frac{\tilde{S}}{\tilde{A}}-\left(\mu+\gamma_{1}+\alpha_{1}\right)=-\beta_{1} \frac{\tilde{I}_{1}}{\tilde{A}}
$$

and the fact that $\Re_{1}$ does not depend on $\alpha_{1}$. The dependence of $f$ on $\alpha_{1}$ is in the order of $\mu$, and this observation is used in the study of the characteristic equation associated with $G_{1}$ as we search for the possibility of sustained oscillations. The characteristic
equation is

$$
\begin{equation*}
\omega^{3}+a_{1} \omega^{2}+a_{2} \omega+a_{3}=0 \tag{24}
\end{equation*}
$$

where

$$
\begin{align*}
& a_{1}=2 \mu+\alpha_{1}+\Re_{1}\left(\mu+\gamma_{1}+\delta_{1}\right) \mu\left(\mu+\alpha_{1}\right) \phi  \tag{25}\\
& a_{2}=\mu\left(\mu+\alpha_{1}\right)\left[1+\Re_{1}\left(\mu+\gamma_{1}+\delta_{1}\right)\left(2 \mu+\alpha_{1}+\gamma_{1}+\delta_{1}\left(1-\frac{1}{\Re_{1}}\right)\right) \phi\right] \\
& a_{3}=\left[\mu^{2}+\alpha_{1} \mu+\delta_{1} \alpha_{1}+\gamma_{1} \mu+\gamma_{1} \alpha_{1}+\delta_{1} \mu\left(1-\frac{1}{\Re_{1}}\right)\right] \Re_{1}\left(\mu+\gamma_{1}+\delta_{1}\right) \mu\left(\mu+\alpha_{1}\right) \phi
\end{align*}
$$

Since $a_{1}, a_{2}$, and $a_{3}$ are all positive $\left(\Re_{1}>1\right)$, then the cubic equation in (24) has either three negative or one negative root and possibly two complex conjugate roots. Differences in epidemiological and demographic time scales are used to tease out the nature of the roots of (24). The average life expectancy $(1 / \mu)$ is in the order of decades, while the infective $\left(1 / \delta_{i}\right.$ or $\left.1 / \gamma_{i}\right)$ and isolation periods $\left(1 / \alpha_{i}\right)$ are just a few days. That is, $\mu$ is much smaller than $\delta_{i}, \gamma_{i}$, and $\alpha_{i}$. Following early approaches [14, 15, 23], we carry out an asymptotic expansion on the coefficients of (24) using $\mu$. From (25), it is clear that $a_{i}$ are analytic functions of $\mu>-\varepsilon$ for some $\varepsilon>0$. Hence,

$$
\begin{align*}
a_{1} & =\alpha_{1}+\left(\Re_{1}^{*}+1\right) \mu+O\left(\mu^{2}\right), \\
a_{2} & =\left[\left(\alpha_{1}+\gamma_{1}\right) \Re_{1}^{*}-\gamma_{1}+\frac{\delta_{1}\left(\Re_{1}^{*}-1\right)^{2}}{\Re_{1}^{*}}\right] \mu+O\left(\mu^{2}\right),  \tag{26}\\
a_{3} & =\alpha_{1}\left(\delta_{1}+\gamma_{1}\right)\left(\Re_{1}^{*}-1\right) \mu+O\left(\mu^{2}\right),
\end{align*}
$$

where $\Re_{1}^{*}$ denotes $\Re_{1}(\mu)$ evaluated at $\mu=0$, that is, $\Re_{1}^{*}=\Re_{1}(0)$. The continuous dependence of the roots on $\mu$ is acknowledged by letting $\omega_{i}=\omega_{i}(\mu)(i=1,2,3)$ denote the roots of (24) (for a fixed value of $\mu$ ). In the limiting case, $\mu=0, a_{2}$ and $a_{3}$ are zero, while $a_{1}=\alpha_{1}$ (from (26)). The characteristic polynomial in this limiting case is simply

$$
\omega^{3}+\alpha_{1} \omega^{2}=0
$$

which has the roots $\omega_{1}(0)=-\alpha_{1}$ and $\omega_{2}(0)=\omega_{3}(0)=0$. Hence, by continuity, $\omega_{1}(\mu)=-\alpha_{1}+O(\mu)$ is a negative real root of (24) for small $\mu>0$. In order to use arguments similar to those found in $[14,15,23]$ or in Kato [23, II, $\S 1$, section 2], it is assumed that the roots $\omega_{2}(\mu)$ and $\omega_{3}(\mu)$ have expansions of the form

$$
\begin{equation*}
\omega(\mu)=\sum_{j=1}^{\infty} \xi_{j} \nu^{j}, \quad \nu=\mu^{\frac{1}{2}} \tag{27}
\end{equation*}
$$

The formal substitution of (27) into (24) (neglecting higher-order terms in $\nu$ ) yields

$$
\begin{aligned}
& {\left[\xi_{1}^{2} \alpha_{1}+\alpha_{1}\left(\delta_{1}+\gamma_{1}\right)\left(\Re_{1}^{*}-1\right)\right] \nu^{2}} \\
& \quad+\left[\xi_{1}^{3}+2 \xi_{1} \xi_{2} \alpha_{1}+\left(\left(\gamma_{1}+\alpha_{1}\right) \Re_{1}^{*}-\gamma_{1}+\frac{\delta_{1}\left(\Re_{1}^{*}-1\right)^{2}}{\Re_{1}^{*}}\right) \xi_{1}\right] \nu^{3}+O\left(\nu^{4}\right)=0
\end{aligned}
$$

Hence,
$\xi_{1}^{2}=-\left(\gamma_{1}+\delta_{1}\right)\left(\Re_{1}^{*}-1\right) \quad$ and $\quad \xi_{2}=-\frac{1}{2 \alpha_{1}}\left(\xi_{1}^{2}-\gamma_{1}+\left(\gamma_{1}+\alpha_{1}\right) \Re_{1}^{*}+\frac{\delta_{1}\left(\Re_{1}^{*}-1\right)^{2}}{\Re_{1}^{*}}\right)$.

From the fact that $\Re_{1}^{*}>1$ we have that

$$
\begin{equation*}
\xi_{1}= \pm i \sqrt{\left(\gamma_{1}+\delta_{1}\right)\left(\Re_{1}^{*}-1\right)} \quad \text { and } \quad \xi_{2}=-\frac{1}{2 \alpha_{1}}\left(\alpha_{1} \Re_{1}^{*}+\delta_{1}\left(\frac{1}{\Re_{1}^{*}}-1\right)\right) \tag{28}
\end{equation*}
$$

That is, the three roots of (24) have expressions of the form

$$
\begin{equation*}
\omega_{1}(\nu)=-\alpha_{1}+O\left(\nu^{2}\right) \tag{29}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega_{2,3}(\nu)= \pm i\left(\left(\gamma_{1}+\delta_{1}\right)\left(\Re_{1}^{*}-1\right)\right)^{\frac{1}{2}} \nu-\frac{1}{2 \alpha_{1}}\left(\alpha_{1} \Re_{1}^{*}+\delta_{1}\left(\frac{1}{\Re_{1}^{*}}-1\right)\right) \nu^{2}+O\left(\nu^{3}\right) \tag{30}
\end{equation*}
$$

We select $\alpha_{1}$ as our implicit bifurcation parameter ( $1 / \alpha_{1}$ is the isolation period for strain 1). We observe that $\alpha_{1}=\alpha_{1}(\nu)$ is a function of $\nu$ that satisfies the equation $\xi_{2}\left(\alpha_{1}(0)\right)=0$. Hence

$$
\alpha_{1}(0)=\frac{\delta_{1}}{\Re_{1}^{*}}\left(1-\frac{1}{\Re_{1}^{*}}\right) .
$$

The use of functions $\omega_{2,3}=\omega_{2,3}\left(\alpha_{1}, \nu\right)$ and $H\left(\alpha_{1}, \nu\right)=\frac{1}{\nu^{2}} \mathbb{R} \omega_{2,3}\left(\alpha_{1}, \nu\right)$ (where $\mathbb{R} \omega_{2,3}\left(\alpha_{1}, \nu\right)$ denotes the real part of the roots of (24) as given in (30)) imply that $H\left(\alpha_{1}(0), 0\right)=\xi_{2}\left(\alpha_{1}(0)\right)=0$. The implicit function theorem guarantees the existence of a critical function $\alpha_{c}(\nu)=\frac{\delta_{1}}{\Re_{1}^{*}}\left(1-\frac{1}{\Re_{1}^{*}}\right)+O(\nu)$, such that $H\left(\alpha_{c}(\nu), \nu\right)=0$ for small $\nu$. Clearly, $\alpha_{c}(\nu)>0$, as long as $\Re_{1}^{*}>1$. Furthermore, since

$$
\frac{\partial H}{\partial \alpha_{1}}(0)=-\frac{1}{2 \delta_{1}} \frac{\Re_{1}^{* 3}}{\left(\Re_{1}^{*}-1\right)}<0
$$

nonresonance holds [21], that is, as the frequency of strain 1 approaches that of strain 2 (or vice versa). Solutions remain bounded. The use of $\alpha_{1}$ as a bifurcation parameter shows that the roots $\omega_{2,3}$ cross the imaginary axis from left to right whenever $\alpha_{1}$ crosses $\alpha_{c}$ from right to left. That is, the crossing is transversal. Hence, a Hopf bifurcation occurs near the critical point $\alpha_{c}=\delta_{1}\left(\Re_{1}^{*}-1\right) /\left(\Re_{1}^{*}\right)^{2}$. We collect these results in the following theorem.

Theorem 1. There are two functions: $f\left(\Re_{1}\right)$ as defined in (8), and $\alpha_{c}(\mu)$ defined for small $\mu>0$ by

$$
\alpha_{c}(\mu)=\frac{\delta_{1}}{\Re_{1}^{*}}\left(1-\frac{1}{\Re_{1}^{*}}\right)+O\left(\mu^{\frac{1}{2}}\right),
$$

with the following properties: (i) The boundary endemic equilibrium $E_{1}$ is locally asymptotically stable if $\Re_{2}<f\left(\Re_{1}\right)$ and $\alpha_{1}<\alpha_{c}(\mu)$, and unstable if $\Re_{2}>f\left(\Re_{1}\right)$ or $\alpha_{1}>\alpha_{c}(\mu)$. (ii) When $\Re_{2}<f\left(\Re_{1}\right)$, periodic solutions arise at $\alpha_{1}=\alpha_{c}(\mu)$ via Hopf bifurcation for small enough $\mu>0$. The period can be approximated by

$$
T=\frac{2 \pi}{\left|\Im \omega_{2,3}\right|} \approx \frac{2 \pi}{\left(\left(\gamma_{1}+\delta_{1}\right)\left(\Re_{1}^{*}-1\right)\right)^{\frac{1}{2}} \mu^{\frac{1}{2}}}
$$

or (using (2)) by

$$
T \approx \frac{2 \pi}{\left(\gamma_{1}+\delta_{1}\right)^{\frac{1}{2}}\left(\frac{\hat{I}_{1}}{\hat{A}}\right)^{\frac{1}{2}} \mu^{\frac{1}{2}}}
$$

where $\hat{I}_{1} / \hat{A}$ denotes $\beta_{1} \tilde{I}_{1} / \mu \tilde{A}$ evaluated at $\mu=0$ and $\left|\Im \omega_{2,3}\right|$ refers to the imaginary roots calculated in (30).

The latter expression for $T$ allows one to compare the period of this model with the quasi periods obtained from models which do not include an isolation class [5, 6]. Since we have focused on the symmetric case, an analogous result for the second boundary equilibrium $E_{2}$ can be stated immediately. That is, the boundary endemic equilibrium $E_{2}$ is locally asymptotically stable if $\Re_{1}<g\left(\Re_{2}\right)$ and $\alpha_{2}<\alpha_{c}(\mu)$. It becomes unstable if $\Re_{1}>g\left(\Re_{2}\right)$ or $\alpha_{2}>\alpha_{c}(\mu)$. A summary of the stability results as presented in Theorem 1 for strain 1 is obtained for strain 2 by replacing the parameter indices 1 's with 2 's and replacing $f\left(\Re_{1}\right)$ with $g\left(\Re_{2}\right)$. Functions $f\left(\Re_{1}\right)$ and $g\left(\Re_{2}\right)$ help in the characterization of the stability and coexistence regions for strains 1 and 2. Changes in the regions of stability for either a single or for both strains can be illustrated as the coefficients of cross-immunity are varied. For instance, from (8) we can compute the value of $\sigma$ at which

$$
\begin{equation*}
\left.f^{\prime}\left(\Re_{1}\right) \equiv \frac{\partial f\left(\Re_{1}, \sigma\right)}{\partial \Re_{1}}\right|_{\sigma_{1}^{*}}=0 \tag{31}
\end{equation*}
$$

namely

$$
\sigma_{1}^{*}=\frac{1}{\left(1+\frac{\delta_{2}}{\mu+\gamma_{2}}\right)\left(1-\frac{\mu\left(\mu+\alpha_{1}\right)}{\left(\mu+\gamma_{1}\right)\left(\mu+\alpha_{1}\right)+\alpha_{1} \delta_{1}}\right)}
$$

Hence, for all $\Re_{1}>1$,

$$
f^{\prime}\left(\Re_{1}\right)>(<,=) 0, \quad f\left(\Re_{1}\right)>(<,=) 1 \quad \text { if } \sigma<(>,=) \sigma_{1}^{*}
$$

These properties are easily verified, since (from (8))

$$
f\left(\Re_{1}\right)=\frac{\Re_{1}}{1+\frac{\sigma}{\sigma_{1}^{*}}\left(\Re_{1}-1\right)} \quad \text { and } \quad f^{\prime}\left(\Re_{1}\right)=\frac{1-\frac{\sigma}{\sigma_{1}^{*}}}{\left(1+\frac{\sigma}{\sigma_{1}^{*}}\left(\Re_{1}-1\right)\right)^{2}}
$$

From the facts that $f\left(\Re_{1}\right)<\Re_{1}$ and $f(1)=1$ we see that Figure 3 captures the properties of the curve $\Re_{2}=f\left(\Re_{1}\right)$. Similar curve "boundary" features can be studied using threshold value $\sigma_{2}^{*}$ (interchanging the subscripts 1 and 2 in the expression of $\sigma_{1}^{*}$ ) and the function $\Re_{1}=g\left(\Re_{2}\right)$ (also shown in Figure 3). The special case when both strains are identical, $\sigma_{1}^{*}=\sigma_{2}^{*}=\sigma^{*}$, is implicit in Figure $3 . \Re_{2}<f\left(\Re_{1}\right)$ is a necessary condition for the stability of strain 1 (either a stable boundary endemic equilibrium $E_{1}$ or the equilibrium associated with strain-1 oscillations). Hence, $E_{1}$ is unstable when $\Re_{2}>f\left(\Re_{1}\right)$. Similarly, $E_{2}$ is unstable when $\Re_{1}>g\left(\Re_{2}\right)$. Hence, coexistence is expected when $\Re_{2}>f\left(\Re_{1}\right)$ and $\Re_{1}>g\left(\Re_{2}\right)$.

Next, the cases $\sigma_{2}^{*}<\sigma<\sigma_{1}^{*}$ and $\sigma_{1}^{*}<\sigma<\sigma_{2}^{*}$ are considered. $f\left(\Re_{1}\right)$ and $g\left(\Re_{2}\right)$ are increasing and decreasing functions of $\sigma$ correspondingly for $\sigma_{2}^{*}<\sigma<\sigma_{1}^{*}$ and decreasing and increasing (respectively) for $\sigma_{1}^{*}<\sigma<\sigma_{2}^{*}$ (Figure 4(b)). Hence, the stability region for strain 1 (Figure $4($ a), region $I$ ) may be significantly larger than that of strain 2 (Figure $4(\mathrm{a})$, region $I I$ ) for $\sigma_{2}^{*}<\sigma<\sigma_{1}^{*}$. For $\sigma_{1}^{*}<\sigma<\sigma_{2}^{*}$, the stability region of strain 1 may be noticeably smaller than that of strain 2 . The changes in the relative sizes of these stability regions seem to cause strong cross-immunity when it is conferred by strain $i\left(\sigma_{i} \downarrow 0\right)$ against an infection with strain $j$ (largely reduced susceptibility to alternative strain infections). The possibility that strain $j$


Fig. 3. Bifurcation diagram in the $\left(\Re_{1}, \Re_{2}\right)$-plane. The curves $\Re_{2}=f\left(\Re_{1}\right)\left(\right.$ for $\left.\Re_{1}>1\right)$ and $\Re_{1}=g\left(\Re_{2}\right)$ (for $\Re_{2}>1$ ) divide the region $\mathbf{R}_{+}^{2}-\left\{\left(\Re_{1}, \Re_{2}\right) \mid \Re_{1}<1\right.$ and $\left.\Re_{2}<1\right\}$ into three subregions: $I, I I, I I I$. When the parameters are in region $I$ (II), only strain 1 (strain 2) will be maintained (a stable boundary equilibrium or sustained oscillations of a single strain). In region III, both strains will be maintained (a stable boundary equilibrium or sustained oscillations of both strains).


Fig. 4. Bifurcation diagram in the $\left(\Re_{1}, \Re_{2}\right)$-plane for the case when $\sigma_{1}^{*} \neq \sigma_{2}^{*}$. The curves $\Re_{2}=f\left(\Re_{1}\right)\left(\right.$ for $\left.\Re_{1}>1\right)$ and $\Re_{1}=g\left(\Re_{2}\right)\left(\right.$ for $\left.\Re_{2}>1\right)$ divide the region $\mathbf{R}_{+}^{2}-\left\{\left(\Re_{1}, \Re_{2}\right) \mid \Re_{1}<\right.$ 1 and $\left.\Re_{2}<1\right\}$ into three subregions: I,II,III. The meanings of these regions are the same as those in Figure 3.


FIG. 5. $A_{1}$ and $A_{2}$ are the regions used to approximate the areas pertaining to section III in Figures $2(a)-(b)$. In order to approximate these areas we enclose regions $A_{1}$ and $A_{2}$ with a square with dimensions $s$ and corresponding area $s^{2}$ (dashed region); $s$ is chosen so that $1+s=\Re_{1}$ (and $\Re_{2} \approx \Re_{1}$ ) using the parameters in Table 1 and two values of $\sigma^{*}$ (see the text).
may become established under these conditions can be small. Likewise, weaker levels of cross-immunity to strain $j$ after an infection with strain $i\left(\sigma_{i} \uparrow 1\right)$ will support relatively larger regions of stability for strain $j$.

The stability regions for strain $1(I)$ and strain $2(I I)$ in the $\left(\Re_{1}, \Re_{2}\right)$-plane $\left(\sigma<\sigma_{1}^{*}\right.$ and $\left.\sigma>\sigma_{2}^{*}, \sigma_{1}^{*}=\sigma_{2}^{*}=\sigma^{*}\right)$ are illustrated in Figures 3(a)-(b). We show that as the levels of cross-immunity decrease, that is, as the values of $\sigma$ get closer to 1 (from Figure 3(a) to Figure 3(b)), the region of stability corresponding to each individual strain is reduced significantly (regions $I$ and $I I$ ). Simultaneously, an increase in the region of multiple strain coexistence (III) can be observed as cross-immunity is weakened. It seems that as strains become antigenically distinct; that is, when cross-immunity against each other is weak, coexistence is more likely. Strong levels of cross-immunity $(\sigma \downarrow 0)$ support the survival of a single strain; that is, in this case competition for susceptibles between strains is "fierce" ("competitive exclusion"). The strain with the highest ability to invade the host (largest $\Re_{q}$ ) is the most likely to become established (driving the other strain to extinction [4]).

Using Figures 5(a)-(b), a rough estimate for the "probability" of multiple strain coexistence is computed as a function of cross-immunity. The areas of both regions $A_{1}$ and $A_{2}$ (previously depicted by region $I I I$ ) by delineating the regions of interest with functions $f\left(\Re_{1}\right)$ and $g\left(\Re_{2}\right)$ are "approximately" computed. The area of $A_{1}$ in Figure $5(\mathrm{a})$ is enclosed by a square region with dimensions $s$, where $1+s=\Re_{1}$ and $\Re_{2} \approx \Re_{1}$. Similarly, the area $A_{2}$ in Figure $5(\mathrm{~b})$ is estimated. The selected value of $\sigma^{*}\left(\sigma^{*}=0.33\right)$ used corresponds to the one derived using the parameters provided in Table 1. A value of $\sigma=0.0008$ is used in Figure $5(\mathrm{a})$ and $\sigma=0.8$ in Figure $5(\mathrm{~b})$. Letting $A_{1}(\sigma=0.0008)$ and $A_{2}(\sigma=0.8)$ in Figures $5(\mathrm{a})-(\mathrm{b})$ be the calculated areas corresponding to region $I I I$, we find that the quotient $A_{1} / A_{2}$ is small (0.0055562).


FIG. 6. Numerical integration of the model equations. The fraction of the infective individuals (nonisolated) with strain $1\left(I_{1} / N\right)$ is shown for increasing periods of isolation. The length of the isolation period has been chosen (from top to bottom) to be 3 days, 7 days, and 15 days. Crossimmunity between strains is intermediate ( $\sigma=0.5$ ).

Hence, the coexistence of antigenically similar strains (sharing strong levels of crossimmunity) seems less likely than when cross-immunity is weak.
5. Numerical results. In this section we explore the model equations numerically as the levels of cross-immunity and isolation are varied. In the first set of simulations, we study the symmetric case $\left(\sigma_{12}=\sigma_{21}=\sigma\right)$. We explore the role of crossimmunity and host isolation in supporting sustained oscillations for a single and/or both strains where $\sigma \in(0.01,0.8)$ and $\frac{1}{\alpha}$ is either 1 day, 3 days, or 15 days. In the second set of simulations, we explore the case where $\sigma_{12} \neq \sigma_{21}$. Average life expectancy is fixed at 70 years; infected individuals recover from infection in $5-7$ days; individuals are isolated for $1-15$ days. The parameters used in simulations are listed in Table 1.

Case 1. $\sigma_{12}=\sigma_{21}=\sigma$. The robustness of multiple strain coexistence begins from the assumption that both strains are present in the population $(s(0)=0.4$, $i_{1}(0)=0.199, r_{1}(0)=r_{2}(0)=0.2, i_{2}(0)=0.001$, and $\left.q_{1}(0)=q_{2}(0)=w(0)=0\right)$. Simulations are conducted using varying levels of cross-immunity $(\sigma=0.01,0.33$, 0.5 , and 0.8 ) and isolation periods ( 1 day, 3 days, and 15 days). Figure 6 shows that for intermediate cross-immunity $(\sigma=0.5)$ the periods between outbreaks is approximately 4 years with an amplitude ranging from $1.1 \times 10^{-4}$ to $1.5 \times 10^{-4}$. Figure 7 shows that strong cross-immunity gives periods of approximately 3 years and amplitude of $2 \times 10^{-4}$. As the levels of cross-immunity range from intermediate


FIG. 7. Numerical integration of the model equations. The fraction of the infective individuals (nonisolated) with strain $1\left(I_{1} / N\right)$ is shown. The isolation period is fixed at 3 days, while crossimmunity levels are varied (from top to bottom): 0.008 (strong), 0.4 (intermediate), and 0.8 (weak).
to weak, the periods become more irregular, and the amplitude ranges vary $\left(4 \times 10^{-5}\right.$ to $4 \times 10^{-4}, \sigma=0.4$ and $1-5.5 \times 10^{-4}, \sigma=0.8$ ).

Case 2. $\sigma_{12} \neq \sigma_{21}$. Briefly, we study the effect of isolation for asymmetric crossimmunity by allowing strains to become antigenically distinct with increasing $\varepsilon$ (that is, $\left|\sigma_{12}-\sigma_{21}\right|=\varepsilon$ ) (see also [12]). We assume a 3-day isolation period. Figure 8 illustrates the interactions that arise between nonsymmetric strains as their difference in cross-immunity increases, $\varepsilon \in(0.01,0.03)$. The periods between oscillations for strain 1 (solid) vary from 10-11 years with increasing $\varepsilon$ and decreasing levels of cross-immunity. Similarly, the periods between oscillations corresponding to strain 2 (dashed) vary from 10-13 years. The amplitude with highest peak for strain 1 ( $3.8 \times$ $10^{-4}$ ) is attained at $\varepsilon=0.02$, whereas that of strain 2 is observed at $\varepsilon=0.02$ and $\varepsilon=0.03\left(3 \times 10^{-4}\right)$. Figure 8 shows that for intermediate coupled strains ( $\sigma_{i j} \approx 0.33$ ), the system goes through cycles with approximate periods of $10-13$ years, where each cycle may contain minor outbreaks followed by a period with very low disease levels $\left(1-2 \times 10^{-5}\right)$.
6. Discussion. "Flu" epidemic patterns include yearly outbreaks (antigenic drift), the explosive onset of outbreaks, the rapid termination of local epidemics (despite an "abundance" of susceptible individuals), and potentially major pandemics (antigenic shift). The continuous generation (most likely from random mutations in the NS gene) of new "flu" strains ("minor" genetic changes) and the sudden generation of subtypes (radical genetic changes) and their impact on the history of


FIG. 8. Numerical integration of the model equations. The fraction of the infective individuals (nonisolated) with strain 1 (solid) and strain 2 (dashed) is shown. Differences in cross-immunity levels between strains 1 and $2\left(\sigma_{12}-\sigma_{21}\right)$ increase (from top to bottom): 0.01, 0.02, and 0.03. For example, cross-immunity for strains 1 and 2 correspondingly are given by $\sigma_{12}=0.36$ and $\sigma_{21}=0.33$ (bottom panel).
acquired (age-dependent) immunity of host populations make the study of influenza dynamics and its control challenging and fascinating [2, 16].

The focus of this article is on the time evolution of influenza A in a nonfixed landscape driven by tight coevolutionary interactions (that is, interactions where the fate of the host and the parasite are intimately connected; see [25]) between human hosts and competing strains. The process is mediated by intervention (behavioral changes) and cross-immunity. In other words, the nature of the invading landscape (susceptible host) changes dynamically from behavioral changes (isolation, short time scale) and past immunological experience (cross-immunity, long time scale).

The "partial" herd-immunity generated by past history of invasions on the host population can have a huge impact on the quantitative dynamics of the "flu" at the population level. The assumption that $\sigma_{12}=\sigma_{21}=\sigma$ for $i \neq j$ naturally results in a dynamic landscape that is not too different (in the oscillatory regime) than the one observed on single-strain models with isolation [15, 20]. That is, a lack of heterogeneity in cross-immunity results in a system "more or less" driven (in the oscillatory regime) by the process of isolation. However, small variations in isolation (Figure 6) leads to radically quantitatively distinct epidemics in the oscillatory regime. This modeling framework (see also [5, 6]) can "asses" the impact of antigenically similar $\left(\left|\sigma_{i j}-\sigma_{j i}\right| \rightarrow 0\right)$ and antigenically distinct strains $\left(\left|\sigma_{i j}-\sigma_{j i}\right|>\epsilon\right)$.

In all cases, sustained oscillations with periods that are consistent with influenza epidemics/pandemics are possible [11, 28]. These results are consistent with those obtained in single-strain models [14] (i.e., sustained oscillations are preserved), except that the oscillations are now possible for "realistic" isolation periods. The introduction of a second strain enhances the possibilities. Numerical simulations illustrate various outcomes, including competitive exclusion, coexistence, and subthreshold coexistence. The interepidemic periods range from 2 to 10-13 years, depending on the levels of cross-immunity. Strong intermediate asymmetric cross-immunity leads to interepidemic periods in the range of $10-13$ years. Symmetric cross-immunity reduces the range to $1-3$ years. The results of intermediate (symmetric) cross-immunity are consistent with those found in $[5,6]$. Documented evidence on the cocirculation of strains belonging to the same subtype $[11,28]$ appears to be consistent with these results.

Our results show that multiple strain coexistence is highly likely for antigenically distinct (weak cross-immunity) strains and not for antigenically similar under symmetric cross-immunity ("competitive exclusion" principle [4]). As the levels of cross-immunity weaken, the likelihood of subthreshold coexistence $\left(\Re_{i}^{j}<1\right)$ increases. However, "full" understanding of the evolutionary implications that result from human host and influenza virus interactions may require the study of systems that incorporate additional mechanisms such as seasonality in transmission rates, age-structure, individual differences in susceptibility or infectiousness, and the possibility of coinfections. Thacker [28] notes that the observed seasonality of influenza in temperate zones may be the key to observed patterns of recurrent epidemics. Superinfection may also be a mechanism worth consideration, even though studies in [22] show that it is only moderately possible for young individuals to become infected with two different strains in one "flu" season.

The recent flu epidemic [3] which has invaded all 50 states (2003-2004) and our experiences with the recent SARS epidemic [10] are a source of concern. While isolation and quarantine [8] seem effective [10], they can "destabilize" "flu" dynamics (oscillations) and generate some level of uncertainty. The results in this paper suggest the need to explore the long-term impact of current U.S. vaccination policies on the levels of cross-immunity generated by herd-immunity in the case of the flu. Whether or not they increase or reduce the likelihood of a future major outbreak is a question worth considering.

Appendix A. The local stability of the disease-free state follows from the study of the eigenvalues of the Jacobian matrix $J$ of system (1) at $E_{0}$. The $10 \times 10$ Jacobian matrix $J$ is partitioned after arranging the variables, that is, after rewriting system (1) as $d M / d t=F(M)$, where $M=\left(S, I_{1}, I_{2}, Q_{1}, Q_{2}, R_{1}, R_{2}, V_{1}, V_{2}, W\right)$. The corresponding eigenvalues are given by $\lambda_{i}=-\mu$ for $i=1,2,3,4 ; \lambda_{i}=\beta_{i}-\left(\mu+\gamma_{i}+\delta_{i}\right)$ for $i=1,2 ; \lambda_{i}=-\left(\mu+\alpha_{i}\right)$ for $i=1,2 ; \lambda_{i}=\left(\mu+\gamma_{i}\right)$.
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#### Abstract

The paper studies the interaction of a periodic solid bristle structure with a fluid. Such problems arise, for example, when modelling biotechnological devices operating in liquids or when simulating epithelium surfaces of blood vessels. The fluid is described by the linearized NavierStokes equation whereas the solid part is governed by equations of linear elasticity. The interface conditions are accounted. A homogenized model of the structure is derived by employing the twoscale convergence technique. The model describes a new material which possesses some interesting properties.
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1. Introduction. We study a mechanical system consisting of a fluid and a rapidly oscillating elastic fine structure interacting with the fluid. The goal is to obtain averaged equations which effectively describe the behavior of the system.

This investigation is motivated by modelling a surface acoustic wave sensor based on the generation and detection of horizontally polarized shear waves (see [3]). Acoustic shear waves are excited through an alternate voltage applied to electrodes deposited on a quartz crystal substrate. The waves are transmitted into a thin isotropic guiding layer covered by a thin gold film that contacts a liquid containing a protein to be detected. The protein adheres to a specific receptor (aptamer) placed on the surface of the gold film. The arising mass loading causes a phase shift in the electric signal to be measured by an electronic circuit.

One can impress the aptamer-protein layer as a periodic bristle or pin structure on the top of the gold film contacting with the liquid (see Figure 1). The thickness of the aptamer-protein layer is about 4 nm , and the number of bristles per surface unit is enormous large. Therefore, the direct numerical modelling of such a structure using fluid-solid interface conditions is impossible. Proper models can be derived using the homogenization technique from [12], [11], [1], [7], [8], and [5] along with the strict treatment of the solid-fluid interface (see, e.g., [6]).

Problems that are close to ours were studied in [13] and [2]. L. Baffico and C. Conca [2] considered the same geometry but the equations differ from ours. J. Sanchez-Hubert [13] investigated almost the same problem. She used techniques based on the Laplace transformation whereas we apply another approach which makes it possible to obtain an explicit representation of solutions to the cell equation, which allows us to investigate the limiting equations and to develop numerical algorithms.
2. Mathematical model. The coupled mechanical system under consideration is shown in Figure 1. The solid part consists of a substrate and pins located on its top.

[^55]The pin structure is assumed to be periodic in the plane $\left(x_{1}, x_{2}\right)$ and independent of $x_{3}$. The domain of the coupled system is denoted by $\Omega \subset \mathbb{R}^{3}$. For simplicity, we suppose that $\Omega$ is the cube $\left\{\boldsymbol{x} \in \mathbb{R}^{3} \mid x_{k} \in(-1 ;+1), k=1,2,3\right\}$. The domains occupied by the fluid and elastic continua are denoted by $\Omega_{F}$ and $\Omega_{S}$, respectively; the boundary separating the continua by $\Gamma$. Thus, $\Omega=\Omega_{F} \cup \Gamma \cup \Omega_{S}$. Let $(\partial \Omega)_{F}=\partial \Omega \cap \bar{\Omega}_{F}$ and $(\partial \Omega)_{S}=\partial \Omega \cap \bar{\Omega}_{S}$. Then the sets $\Gamma \cup(\partial \Omega)_{F}$ and $\Gamma \cup(\partial \Omega)_{S}$ are the boundaries of the domains $\Omega_{F}$ and $\Omega_{S}$, respectively.
2.1. Governing equations. We assume that the fluid is weakly compressible, which is physically correct because the operation frequency of the coupled structure lies in the acoustic range and the displacements of the fluid particles are small. This is a typical acoustic approximation which additionally utilizes linearized Navier-Stokes equations (see [9]).


Fig. 1. Coupled system: $\Omega=\Omega_{F} \cup \Gamma \cup \Omega_{S}$

The solid part of the system will be described using the linear elasticity approach. This linear setting is supplemented by the assumption that the domains $\Omega_{F}$ and $\Omega_{S}$ remain unchangeable. Therefore, the coupled mechanical system is described by the following equations:

$$
\begin{array}{lc}
\rho_{F} \boldsymbol{u}_{t}=-\nabla p+\operatorname{div} P \boldsymbol{u}_{\boldsymbol{x}}+\rho_{F} \boldsymbol{f} & \text { in } \Omega_{F}, \\
\gamma p_{t}=-\operatorname{div} \boldsymbol{u} & \text { in } \Omega_{F}, \\
\rho_{S} \boldsymbol{v}_{t t}=\operatorname{div} G \boldsymbol{v}_{\boldsymbol{x}}+\rho_{S} \boldsymbol{f} & \text { in } \Omega_{S} . \tag{2.3}
\end{array}
$$

Let $\boldsymbol{n}$ be the normal vector to the fluid-solid interface $\Gamma$. The no-slip and stress equilibrium conditions on $\Gamma$ read

$$
\begin{array}{lc}
\boldsymbol{v}_{t}=\boldsymbol{u} & \text { on } \Gamma, \\
G \boldsymbol{v}_{\boldsymbol{x}} \cdot \boldsymbol{n}=\left(-p \mathcal{I}+P \boldsymbol{u}_{\boldsymbol{x}}\right) \cdot \boldsymbol{n} & \text { on } \Gamma . \tag{2.5}
\end{array}
$$

The boundary and initial conditions are prescribed:

$$
\begin{array}{ll}
\boldsymbol{u}=0 & \text { on }(\partial \Omega)_{F}, \\
\boldsymbol{v}=0 & \text { on }(\partial \Omega)_{S}, \\
\left.\boldsymbol{u}\right|_{t=0}=\boldsymbol{u}^{0},\left.p\right|_{t=0}=p^{0} & \text { in } \Omega_{F}, \\
\left.\boldsymbol{v}\right|_{t=0}=\boldsymbol{v}^{0},\left.\boldsymbol{v}_{t}\right|_{t=0}=\boldsymbol{v}^{\prime 0} & \text { in } \Omega_{S} .
\end{array}
$$

Here, $\rho_{F}$ and $\rho_{S}$ are the constant densities of the fluid and of the solid parts, respectively; $\boldsymbol{u}$ is the velocity field of the fluid, $p$ is the pressure in the fluid, $\boldsymbol{v}$ is the displacement field of the solid part, and $\boldsymbol{f}$ is an external force like the gravity. The coefficient $\gamma$ characterizes the compressibility of the fluid. The fourth-rank tensor $P=\left\{P_{i j k l}\right\}$ is defined through the relation

$$
\begin{equation*}
P \boldsymbol{u}_{\boldsymbol{x}}=\lambda \mathcal{I} \operatorname{div} \boldsymbol{u}+2 \mu \mathcal{D}(\boldsymbol{u}) . \tag{2.10}
\end{equation*}
$$

The unit tensor $\mathcal{I}$ has the components $\mathcal{I}_{i j}=\delta_{i j}$, where $\delta_{i j}$ is the Kronecker symbol. The strain velocity tensor $\mathcal{D}(\boldsymbol{u})$ has, as is usual, the components $\mathcal{D}_{i j}(\boldsymbol{u})=$ $1 / 2\left(\partial u_{i} / \partial x_{j}+\partial u_{j} / \partial x_{i}\right)$. The symbols $\lambda$ and $\mu$ denote positive balk and dynamic viscosity coefficients of the fluid, respectively. As is usual, the summation over repeating indices is assumed. The components $G_{i j k l}$ of the elastic stiffness tensor $G$ can be arbitrary up to base restrictions so that arbitrary anisotropic solids can be considered.

The model (2.1)-(2.9) was investigated in [10] where it was supposed to use the velocity instead of the displacement in (2.3). Following this approach, we introduce the integral operator

$$
\mathcal{J}_{t} \boldsymbol{w}=\int_{0}^{t} \boldsymbol{w}(s) d s
$$

that enables us to rewrite (2.3) in the form

$$
\begin{equation*}
\rho_{s} \boldsymbol{u}_{t}=\operatorname{div}\left(G \mathcal{J}_{t} \boldsymbol{u}_{\boldsymbol{x}}\right)+\operatorname{div} \mathcal{G}^{0}+\rho_{S} \boldsymbol{f} \tag{2.11}
\end{equation*}
$$

where $\boldsymbol{u}=\boldsymbol{v}_{t}, \mathcal{G}^{0}=G \boldsymbol{v}_{\boldsymbol{x}}^{0}$ in $\Omega_{S}$. Similarly, the pressure $p$ can be expressed from (2.3) as follows:

$$
\begin{equation*}
p=-\gamma^{-1} \operatorname{div} \mathcal{J}_{t} \boldsymbol{u}+p^{0} \quad \text { in } \quad \Omega_{F} . \tag{2.12}
\end{equation*}
$$

Let $\chi$ be the characteristic function of the domain $\Omega_{F}$. Then (2.1), (2.2), and (2.3) can be written in the whole domain $\Omega$ as one equation with discontinuous coefficients

$$
\begin{equation*}
\rho \boldsymbol{u}_{t}=\operatorname{div}\left(\boldsymbol{M}^{t} \boldsymbol{u}_{x}\right)+\operatorname{div} \mathcal{N}^{0}+\rho \boldsymbol{f}, \tag{2.13}
\end{equation*}
$$

where

$$
\begin{gathered}
\boldsymbol{M}^{t}=\chi P+\left(\chi \gamma^{-1} \mathcal{I} \otimes \mathcal{I}+(1-\chi) G\right) \mathcal{J}_{t}, \\
\rho=\rho_{F} \chi+\rho_{S}(1-\chi), \quad \mathcal{N}^{0}=-\chi p^{0} \mathcal{I}+(1-\chi) \mathcal{G}^{0} .
\end{gathered}
$$

The interface condition (2.4) is equivalent to the "continuity" of $\boldsymbol{u}$ on $\Gamma$ but the condition (2.5) now assumes the form

$$
\begin{equation*}
\left(G \mathcal{J}_{t} \boldsymbol{u}_{\boldsymbol{x}}+\mathcal{G}^{0}\right) \cdot \boldsymbol{n}=\left(\gamma^{-1} \operatorname{div} \mathcal{J}_{t} \boldsymbol{u} I-p^{0} I+P \boldsymbol{u}_{\boldsymbol{x}}\right) \cdot \boldsymbol{n} \quad \text { on } \quad \Gamma \tag{2.14}
\end{equation*}
$$

accounting (2.12). The boundary and initial data are

$$
\begin{array}{ll}
\boldsymbol{u}=0 & \text { on }(\partial \Omega)_{F}, \\
\left.\boldsymbol{u}\right|_{t=0}=\boldsymbol{u}^{0} & \text { in } \Omega, \tag{2.16}
\end{array}
$$

where the fluid initial condition $\boldsymbol{u}^{0}$ is extended to $\Omega_{S}$ by setting $\boldsymbol{u}^{0}(\boldsymbol{x})=\boldsymbol{v}^{\prime 0}(\boldsymbol{x})$ for $\boldsymbol{x} \in \Omega_{S}$.

Remark 2.1. One can forget the initial distribution $\boldsymbol{v}^{0}$ of the displacement when considering (2.13). It is sufficient to prescribe the initial velocity field $\boldsymbol{u}^{0}$ in $\Omega$, the initial stress $\mathcal{G}^{0}$ in $\Omega_{S}$ (this replaces the information about $\boldsymbol{v}^{0}$ ), and initial pressure $p^{0}$ in $\Omega_{F}$. The functions $\mathcal{G}^{0}$ and $p^{0}$ yield the function $\mathcal{N}^{0}$ involved in (2.13).

Remark 2.2. For mechanical reasons, the tensors $P_{i j k l}$ and $G_{i j k l}$ have the following properties:

$$
\begin{gathered}
Z_{i j k l}=Z_{i j l k}=Z_{k l i j}=Z_{j i k l}, \quad Z_{i j k l} \mathcal{V}_{i j} \mathcal{V}_{k l} \geqslant 0 \\
Z_{i j k l} \mathcal{V}_{i j} \mathcal{V}_{k l}=0 \quad \text { if and only if } \quad \mathcal{V}_{k l}+\mathcal{V}_{l k}=0 \quad \text { for all } k, l=1,2,3
\end{gathered}
$$

Here, $Z_{i j k l}$ stands for $P_{i j k l}$ or $G_{i j k l}$.
2.2. Refinement of the structure. Let us define the structure of the regions $\Omega, \Omega_{F}$, and $\Omega_{S}$ more precisely. The pin structure (see Figure 1) is supposed to be $\left(x_{1}, x_{2}\right)$-periodic. Without loss of generality, we assume that the periodicity cell is a square with the side length equal to $\varepsilon$, where $\varepsilon$ is a positive number. After scaling with the factor $1 / \varepsilon$, the cell becomes the unit square $\Sigma=[0,1] \times[0,1]$. Let $\Sigma_{S}$ be the $1 / \varepsilon$-scaled projection of a solid pin to the $\left(x_{1}, x_{2}\right)$-plane. It is assumed to be a smooth, simply connected domain in $\Sigma$ such that its boundary $\partial \Sigma_{S}$ does not meet $\partial \Sigma$. Denote by $\Sigma_{F}$ the domain $\Sigma \backslash \bar{\Sigma}_{S}$ (see Figure 2).


Fig. 2. Structural cell $\Sigma=[0,1] \times[0,1]$.
Let $\hat{\boldsymbol{x}}=\left(x_{1}, x_{2}\right)$ and $\hat{\chi}(\hat{\boldsymbol{x}})$ be the $\Sigma$-periodic extension of the characteristic function of the domain $\Sigma_{F}$ to all $\mathbb{R}^{2}$. Then the function $\chi$ introduced in the previous subsection can be represented as follows:

$$
\chi(\boldsymbol{x})=\chi\left(\hat{\boldsymbol{x}}, x_{3}\right)= \begin{cases}1, & x_{3}>\delta  \tag{2.17}\\ \hat{\chi}\left(\frac{\hat{\boldsymbol{x}}}{\varepsilon}\right), & 0 \leqslant x_{3} \leqslant \delta \\ 0, & x_{3}<0\end{cases}
$$

Remember that $\delta$ is the thickness of the pin layer. If $\varepsilon \rightarrow 0$, the pin structure becomes finer in the $\left(x_{1}, x_{2}\right)$-plane, whereas its height remains constant. Thus, the problem (2.13)-(2.16) depends in fact on $\varepsilon$. For this reason, we call it Problem $S_{\varepsilon}$.

Definition 2.3. A function $\boldsymbol{u}$ is called a weak solution to Problem $S_{\varepsilon}$ if

$$
\begin{equation*}
\boldsymbol{u} \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; H^{1}\left(\Omega_{F}\right)\right), \quad \mathcal{J}_{t} \boldsymbol{u} \in L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right) \tag{2.18}
\end{equation*}
$$

and the integral identity

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left(-\rho \boldsymbol{u} \cdot \varphi_{t}+\boldsymbol{M}^{t} \boldsymbol{u}_{x}: \varphi_{x}+\mathcal{N}^{0}: \varphi_{x}-\rho \boldsymbol{f} \cdot \boldsymbol{\varphi}\right) d \boldsymbol{x} d t=\int_{\Omega} \rho \boldsymbol{u}^{0} \cdot \boldsymbol{\varphi}^{0} d \boldsymbol{x} \tag{2.19}
\end{equation*}
$$

holds for every smooth function $\varphi$ such that $\left.\boldsymbol{\varphi}\right|_{t=T}=\left.\boldsymbol{\varphi}\right|_{\partial \Omega}=0$.
In this definition and further, $T$ is an arbitrary positive number; the colon denotes the convolution of tensors so that $\mathcal{U}: \mathcal{V}=\mathcal{U}_{i j} \mathcal{V}_{i j}$ for all second-rank tensors $\mathcal{U}$ and $\mathcal{V}$; and the notation $f^{0}$ means $\left.f\right|_{t=0}$. Remark that the second inclusion of (2.18) prevents jumps of $\boldsymbol{u}$ on $\Gamma$.
2.3. Solvability of Problem $\mathbf{S}_{\boldsymbol{\varepsilon}}$. It is not difficult to prove existence of a weak solution to Problem $\mathrm{S}_{\varepsilon}$. This question was investigated in [10, section 9.1], and the following result was established.

Theorem 2.4. Let $\boldsymbol{u}^{0} \in L^{2}(\Omega), \mathcal{N}^{0} \in L^{2}(\Omega)$, and $\boldsymbol{f} \in L^{2}([0, T] \times \Omega)$. Then there exists a unique weak solution to Problem $S_{\varepsilon}$, and the following energy estimate holds:
where $C$ is a constant which depends on $\left\|\boldsymbol{u}^{0}\right\|_{L^{2}(\Omega)},\left\|\mathcal{N}^{0}\right\|_{L^{2}(\Omega)}$, and $\|\boldsymbol{f}\|_{L^{2}([0, T] \times \Omega)}$ but does not depend on $\varepsilon$.

Corollary 2.5. Under the conditions of Theorem 2.4, there exists an independent of $\varepsilon$ constant $C$ such that

Generally speaking, the estimates (2.20) and (2.21) are sufficient to fulfill the homogenization of Problem $\mathrm{S}_{\varepsilon}$ due to Proposition 3.9 which will be given below. However, some technical difficulties must be overcome in this case. To avoid that, a stronger estimate for $\boldsymbol{u}$ will be obtained under some compatibility conditions. The next theorem states such a result.

Theorem 2.6. Let $\boldsymbol{u}^{0} \in H^{1}(\Omega), \mathcal{N}^{0} \in L^{2}(\Omega), \boldsymbol{f}, \boldsymbol{f}_{t} \in L^{2}([0, T] \times \Omega)$, and

$$
\begin{equation*}
\operatorname{div}\left(\chi P \boldsymbol{u}_{\boldsymbol{x}}^{0}+\mathcal{N}^{0}\right) \in L^{2}(\Omega) \tag{2.22}
\end{equation*}
$$

Then the weak solution to Problem $S_{\varepsilon}$ satisfies the estimate

$$
\begin{equation*}
\left.{\left.\operatorname{ess} \sup _{t \in(0, T)}\right)}^{\|} \boldsymbol{u}_{t}(t)\left\|_{L^{2}(\Omega)}+\right\| \boldsymbol{u}_{x}(t) \|_{L^{2}(\Omega)}\right) \leqslant C \tag{2.23}
\end{equation*}
$$

where $C$ is an independent of $\varepsilon$ constant.
Proof. Let us introduce a function $\boldsymbol{w}$ as a solution of the problem

$$
\begin{aligned}
& \rho \boldsymbol{w}_{t}=\operatorname{div}\left(\boldsymbol{M}^{t} \boldsymbol{w}_{x}\right)+\operatorname{div}\left(\chi \gamma^{-1} I \operatorname{div} \boldsymbol{u}^{0}+(1-\chi) G \boldsymbol{u}_{\boldsymbol{x}}^{0}\right)+\rho \boldsymbol{f}_{t}, \\
& \left.\rho \boldsymbol{w}\right|_{t=0}=\rho \boldsymbol{w}_{0}=\operatorname{div}\left(P u_{\boldsymbol{x}}^{0}+\mathcal{N}^{0}\right)+\rho \boldsymbol{f}^{0} \\
& \left.\boldsymbol{w}\right|_{\partial \Omega}=0
\end{aligned}
$$

The energy estimate for this problem appears as follows:

$$
\begin{equation*}
\operatorname{ess} \sup _{t \in(0, T)}\left(\|\boldsymbol{w}(t)\|_{L^{2}(\Omega)}^{2}+\left\|\mathcal{D}\left(\mathcal{J}_{t} \boldsymbol{w}\right)\right\|_{L^{2}\left(\Omega_{S}\right)}^{2}\right)+\int_{0}^{T}\|\mathcal{D}(\boldsymbol{w}(t))\|_{L^{2}\left(\Omega_{F}\right)}^{2} d t \leqslant C \tag{2.24}
\end{equation*}
$$

which yields

The assertion of the theorem is an immediate consequence of the last estimates because the function defined as

$$
\boldsymbol{u}(\boldsymbol{x}, t)=\int_{0}^{t} \boldsymbol{w}(\boldsymbol{x}, s) d s+\boldsymbol{u}^{0}(\boldsymbol{x})=\mathcal{J}_{t} \boldsymbol{w}(\boldsymbol{x}, t)+\boldsymbol{u}^{0}(\boldsymbol{x})
$$

is the solution of Problem $\mathrm{S}_{\varepsilon}$, and $\boldsymbol{u}_{t}=\boldsymbol{w}$.
According to the definition of $\boldsymbol{u}^{0}$, the requirement $\boldsymbol{u}^{0} \in H^{1}(\Omega)$ expresses the noslip condition on $\Gamma$ at the initial time instant $t=0$. The requirement (2.22) expresses the stress equilibrium condition on $\Gamma$ at $t=0$. From the mechanical point of view, such conditions hold for any time instant including the initial one. Therefore, the requirements of the theorem are feasible.

## 3. Homogenization of the structure.

3.1. Two-scale convergence. Let us denote by $\boldsymbol{u}_{\varepsilon}$ the solution of Problem $\mathrm{S}_{\varepsilon}$. In order to emphasize the dependence of $\chi$ on $\varepsilon$, we denote it by $\chi^{\varepsilon}$. Our goal is to perform the passage to the limit in Problem $S_{\varepsilon}$ as $\varepsilon \rightarrow 0$. To do this, we use the two-scale convergence method introduced by G. Nguetseng and developed by other mathematicians (see [12], [11], [1], [7]). Let us formulate the main results of this approach adapted to our situation.

THEOREM 3.7. Let $\boldsymbol{w}_{\varepsilon}$ be a bounded sequence in $L^{2}([0, T] \times \Omega)$. There exists a subsequence, still denoted by $\boldsymbol{w}_{\varepsilon}$, and a function $\overline{\boldsymbol{w}}(t, \boldsymbol{x}, \hat{\boldsymbol{\xi}}) \in L^{2}([0, T] \times \Omega \times \Sigma)$ such that

$$
\lim _{\varepsilon \rightarrow 0} \int_{0}^{T} \int_{\Omega} \boldsymbol{w}_{\varepsilon}(t, \boldsymbol{x}) \boldsymbol{\phi}\left(t, \boldsymbol{x}, \frac{\hat{\boldsymbol{x}}}{\varepsilon}\right) d \boldsymbol{x}=\int_{0}^{T} \int_{\Omega} \int_{\Sigma} \overline{\boldsymbol{w}}(t, \boldsymbol{x}, \hat{\boldsymbol{\xi}}) \boldsymbol{\phi}(t, \boldsymbol{x}, \hat{\boldsymbol{\xi}}) d \hat{\boldsymbol{\xi}} d \boldsymbol{x} d t
$$

for every smooth function $\boldsymbol{\phi}(t, \boldsymbol{x}, \hat{\boldsymbol{\xi}})$ which is $\Sigma$-periodic in $\hat{\boldsymbol{\xi}}$. Such a sequence $\boldsymbol{w}_{\varepsilon}$ is said to be two-scale convergent to $\overline{\boldsymbol{w}}(t, \boldsymbol{x}, \hat{\boldsymbol{\xi}})$.

Recall the notation $\hat{\boldsymbol{x}}=\left(x_{1}, x_{2}\right)$ and $\hat{\boldsymbol{\xi}}=\left(\xi_{1}, \xi_{2}\right)$.
THEOREM 3.8. Let a sequence $\boldsymbol{w}_{\varepsilon}$ converge weakly to $\boldsymbol{w}$ in $L^{2}\left(0, T ; H^{1}(\Omega)\right)$. Then $\boldsymbol{w}_{\varepsilon}$ two-scale converges to $\boldsymbol{w}$ and there exists a function $\overline{\boldsymbol{w}}(t, \boldsymbol{x}, \hat{\boldsymbol{\xi}})$ in $L^{2}([0, T] \times$ $\left.\Omega ; H_{\#}^{1}(\Sigma) / \mathbb{R}\right)$ such that $\nabla \boldsymbol{w}_{\varepsilon}$ two-scale converges to $\nabla_{x} \boldsymbol{w}(t, \boldsymbol{x})+\nabla_{\xi} \overline{\boldsymbol{w}}(t, \boldsymbol{x}, \hat{\boldsymbol{\xi}})$ up to a subsequence.

Here $H_{\#}^{1}(\Sigma)$ is the space of $\Sigma$-periodic functions which belong to the space $H^{1}(\Sigma)$. Since all functions under consideration do not depend on $\xi_{3}$, the notation $\nabla_{\xi}=$ $\left(\partial_{\xi_{1}}, \partial_{\xi_{2}}, 0\right)^{\top}$ is used below.

As a simple application of the theorems stated above, we formulate (without proof) the following result concerning the convergence of solutions of Problem $\mathrm{S}_{\varepsilon}$.

Proposition 3.9. Let $\boldsymbol{u}_{\varepsilon}$ be the sequence of solutions to Problem $S_{\varepsilon}$. Then there exist a subsequence (still denoted by $\boldsymbol{u}_{\varepsilon}$ ) and a function $\boldsymbol{u}(t, \boldsymbol{x})$ such that

1. $\boldsymbol{u}_{\varepsilon}$ two-scale converges to $\boldsymbol{u}$, and $\boldsymbol{u}_{\varepsilon} \rightarrow \boldsymbol{u}$ weakly in $L^{2}([0, T] \times \Omega)$;
2. $\mathcal{J}_{t} \boldsymbol{u}_{\varepsilon}$ two-scale converges to $\mathcal{J}_{t} \boldsymbol{u}$, and $\mathcal{J}_{t} \boldsymbol{u}_{\varepsilon} \rightarrow \mathcal{J}_{t} \boldsymbol{u}$ in $L^{2}([0, T] \times \Omega)$;
3. $\nabla \mathcal{J}_{t} \boldsymbol{u}_{\varepsilon}$ two-scale converges to $\nabla_{x} \mathcal{J}_{t} \boldsymbol{u}+\nabla_{\xi} \boldsymbol{\zeta}$, where $\boldsymbol{\zeta}(t, \boldsymbol{x}, \hat{\boldsymbol{\xi}})$ is a function from $L^{2}\left([0, T] \times \Omega ; H_{\#}^{1}(\Sigma) / \mathbb{R}\right)$.
3.2. Passage to the limit in Problem $\mathbf{S}_{\varepsilon}$. Let the initial data of Problem $\mathrm{S}_{\varepsilon}$ satisfy the conditions of Theorem 2.6. A solution $\boldsymbol{u}_{\varepsilon}$ of Problem $S_{\varepsilon}$ satisfies the following integral identity,

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left(-\rho^{\varepsilon} \boldsymbol{u}_{\varepsilon} \cdot \boldsymbol{\varphi}_{t}+\boldsymbol{M}^{\varepsilon t} \boldsymbol{u}_{\varepsilon x}: \boldsymbol{\varphi}_{x}+\mathcal{N}^{\varepsilon 0}: \boldsymbol{\varphi}_{x}-\rho^{\varepsilon} \boldsymbol{f} \cdot \boldsymbol{\varphi}\right) d \boldsymbol{x} d t=\int_{\Omega} \rho^{\varepsilon} \boldsymbol{u}^{0} \cdot \boldsymbol{\varphi}^{0} d \boldsymbol{x} \tag{3.1}
\end{equation*}
$$

where $\rho^{\varepsilon}, \boldsymbol{M}^{\varepsilon t}$, and $\mathcal{N}^{\varepsilon 0}$ are defined as in (2.13) but with $\chi$ replaced by $\chi^{\varepsilon}$. Let us take

$$
\boldsymbol{\varphi}(t, \boldsymbol{x})=\boldsymbol{\phi}(t, \boldsymbol{x})+\varepsilon \overline{\boldsymbol{\phi}}\left(t, \boldsymbol{x}, \frac{\hat{\boldsymbol{x}}}{\varepsilon}\right)
$$

where $\boldsymbol{\phi}$ and $\overline{\boldsymbol{\phi}}$ are arbitrary functions that vanish for $\boldsymbol{x} \in \partial \Omega$ and at $t=T$. Theorem 3.8 enables the passage to the limit in (3.1) as $\varepsilon \rightarrow 0$. The limiting equations look as follows:

$$
\begin{align*}
& \int_{0}^{T} \int_{\Omega} \int_{\Sigma}\left(-\rho \boldsymbol{u} \cdot \boldsymbol{\phi}_{t}+\boldsymbol{M}^{t}\left(\boldsymbol{u}_{x}+\overline{\boldsymbol{u}}_{\xi}\right): \boldsymbol{\phi}_{x}+\mathcal{N}^{0}: \boldsymbol{\phi}_{x}-\rho \boldsymbol{f} \cdot \boldsymbol{\phi}\right) d \hat{\boldsymbol{\xi}} d \boldsymbol{x} d t  \tag{3.2}\\
&=\int_{\Omega} \int_{\Sigma} \rho \boldsymbol{u}^{0} \cdot \boldsymbol{\phi}^{0} d \hat{\boldsymbol{\xi}} d \boldsymbol{x} \\
& \int_{\Sigma}\left(\boldsymbol{M}^{t}\left(\boldsymbol{u}_{x}+\overline{\boldsymbol{u}}_{\xi}\right): \overline{\boldsymbol{\phi}}_{\xi}+\mathcal{N}^{0}: \overline{\boldsymbol{\phi}}_{\xi}\right) d \hat{\boldsymbol{\xi}}=0 \quad \text { in } \quad  \tag{3.3}\\
& L^{2}([0, T] \times \Omega)
\end{align*}
$$

These equations hold for all functions $\phi \in H^{1}([0, T] \times \Omega)$ and $\bar{\phi} \in H_{\#}^{1}(\Sigma)$ such that $\phi$ vanish on $\partial \Omega$ and at $t=T$. The coefficients $\rho, \boldsymbol{M}^{t}$, and $\mathcal{N}^{0}$ are defined as in (2.13) with $\chi(\boldsymbol{x})$ replaced by $\chi(\boldsymbol{x}, \hat{\boldsymbol{\xi}})$. The function $\chi(\boldsymbol{x}, \hat{\boldsymbol{\xi}})$ is defined as in subsection 2.2:

$$
\chi(\boldsymbol{x}, \hat{\boldsymbol{\xi}})= \begin{cases}1, & x_{3}>\delta \\ \hat{\chi}(\hat{\boldsymbol{\xi}}), & 0 \leqslant x_{3} \leqslant \delta \\ 0, & x_{3}<0\end{cases}
$$

Equation (3.3) is called a cell equation.
Equations (3.2) and (3.3) are coupled through the auxiliary function $\overline{\boldsymbol{u}}$. The next step consists of finding $\overline{\boldsymbol{u}}$ from the cell equation (3.3) and substituting the obtained expression into (3.2).

## 4. Explicit solving of the cell equation.

4.1. Operator form of the cell equation in a Hilbert space. It is appropriate to rewrite (3.3) as an equation in the Hilbert space $H=H_{\#}^{1}(\Sigma) / \mathbb{R}$ with the inner product

$$
\langle\boldsymbol{u}, \boldsymbol{v}\rangle=\int_{\Sigma} \frac{\partial u_{i}}{\partial \xi_{j}} \frac{\partial v_{i}}{\partial \xi_{j}} d \hat{\boldsymbol{\xi}}
$$

The norm in $H$ is denoted by $\|\cdot\|$. Let us define operators $\mathcal{A}$ and $\mathcal{B}$ as follows:
$\langle\mathcal{A} \boldsymbol{u}, \boldsymbol{v}\rangle=\int_{\Sigma} \chi P_{i j k l} \frac{\partial u_{k}}{\partial \xi_{l}} \frac{\partial v_{i}}{\partial \xi_{j}} d \hat{\boldsymbol{\xi}}, \quad\langle\mathcal{B} \boldsymbol{u}, \boldsymbol{v}\rangle=\int_{\Sigma}\left(\chi \gamma^{-1} \delta_{i j} \delta_{k l}+(1-\chi) G_{i j k l}\right) \frac{\partial u_{k}}{\partial \xi_{l}} \frac{\partial v_{i}}{\partial \xi_{j}} d \hat{\boldsymbol{\xi}}$
for all functions $\boldsymbol{u}, \boldsymbol{v} \in H$. Due to the Riesz representation theorem, there exist $\boldsymbol{n}_{0}$, $\boldsymbol{a}_{k l}$, and $\boldsymbol{b}_{k l}, k, l=1,2,3$, such that

$$
\begin{gathered}
\left\langle\boldsymbol{n}_{0}, \boldsymbol{v}\right\rangle=\int_{\Sigma} \mathcal{N}^{0}: \boldsymbol{v}_{\xi} d \hat{\boldsymbol{\xi}}, \quad\left\langle\boldsymbol{a}_{k l}, \boldsymbol{v}\right\rangle=\int_{\Sigma} \chi P_{i j k l} \frac{\partial v_{i}}{\partial \xi_{j}} d \hat{\boldsymbol{\xi}}, \\
\left\langle\boldsymbol{b}_{k l}, \boldsymbol{v}\right\rangle=\int_{\Sigma}\left(\chi \gamma^{-1} \delta_{i j} \delta_{k l}+(1-\chi) G_{i j k l}\right) \frac{\partial v_{i}}{\partial \xi_{j}} d \hat{\boldsymbol{\xi}}
\end{gathered}
$$

for all $\boldsymbol{v} \in H$. Remark that $\mathcal{A}, \mathcal{B}, \boldsymbol{a}, \boldsymbol{b}$, and $\boldsymbol{n}_{0}$ do not depend on $t$ and depend on the variable $\boldsymbol{x}$ just in the same way as the function $\chi(\boldsymbol{x}, \hat{\boldsymbol{\xi}})$. So we can consider $\boldsymbol{x}$ and $t$ in (3.3) as parameters.

Now, the problem (3.3) transforms to the following equation in the space $H$ :

$$
\begin{equation*}
\mathcal{A} \overline{\boldsymbol{u}}+\mathcal{B} \mathcal{J}_{t} \overline{\boldsymbol{u}}=\boldsymbol{g} \tag{4.1}
\end{equation*}
$$

where

$$
\boldsymbol{g}=-\left(\boldsymbol{a}_{k l}+\boldsymbol{b}_{k l} \mathcal{J}_{t}\right) \frac{\partial u_{k}}{\partial x_{l}}-\boldsymbol{n}_{0}
$$

and $\boldsymbol{u}(\boldsymbol{x}, t)$ is from (3.2) and (3.3).
Since the operators $\mathcal{A}$ and $\mathcal{B}$ are trivial whenever $x_{3} \notin[0, \delta]$, we consider (4.1) for $x_{3} \in[0, \delta]$, which corresponds to the treatment of the pin layer. In this case, the operators $\mathcal{A}$ and $\mathcal{B}$ are degenerated. Therefore, some difficulties appear when solving (4.1).

The next section is devoted to the study of the data of (4.1) to prepare tools for its explicit solving.

### 4.2. Properties of $\mathcal{A}, \mathcal{B}$, and $g$.

Proposition 4.10. The operator $\mathcal{A}$ has the following properties:

1. $\mathcal{A}$ is a bounded self-adjoint operator on $H$.
2. $\langle\mathcal{A} \boldsymbol{u}, \boldsymbol{u}\rangle \geqslant 0$ for all $\boldsymbol{u} \in H$.
3. The null-space $N(\mathcal{A})=\left\{\boldsymbol{u} \in H: \boldsymbol{u}\right.$ is constant in $\left.\Sigma_{F}\right\}$, and $N(\mathcal{A})^{\perp} \subset\{\boldsymbol{u} \in$ $H: \Delta \boldsymbol{u}=0$ in $\left.\Sigma_{S}\right\}$.
4. There exist positive constants $c$ and $C$ such that

$$
\begin{equation*}
c\|\boldsymbol{u}\|^{2} \leqslant\langle\mathcal{A} \boldsymbol{u}, \boldsymbol{u}\rangle \leqslant C\|\boldsymbol{u}\|^{2} \tag{4.2}
\end{equation*}
$$

for all $\boldsymbol{u} \in N(\mathcal{A})^{\perp}$.
5. The range $R(\mathcal{A})$ is closed in $H, R(\mathcal{A})=N(\mathcal{A})^{\perp}$, and $\mathcal{A}^{-1}$ is defined and bounded as an operator on $R(\mathcal{A})$.

Proof. Assertions 1 and 2 are obvious (see Remark 2.2). The third assertion consists of two parts. In order to prove the first one we have only to establish that

$$
N(\mathcal{A}) \subset\left\{\boldsymbol{u} \in H: \boldsymbol{u} \text { is constant on } \Sigma_{F}\right\}
$$

because the opposite inclusion is clearly true. Due to the positiveness of the operator $\mathcal{A}$, its null-space consists of functions $\boldsymbol{u}$ which satisfy the condition $\langle\mathcal{A} \boldsymbol{u}, \boldsymbol{u}\rangle=0$. Thus, $\boldsymbol{u} \in N(\mathcal{A})$ implies

$$
\langle\mathcal{A} \boldsymbol{u}, \boldsymbol{u}\rangle=\int_{\Sigma} \chi P_{i j k l} \frac{\partial u_{k}}{\partial \xi_{l}} \frac{\partial u_{i}}{\partial \xi_{j}} d \hat{\boldsymbol{\xi}}=0
$$

Consequently, $\mathcal{D}(\boldsymbol{u})=0$ in $\Sigma_{F}$, and, hence, $\boldsymbol{u}$ is constant in $\Sigma_{F}$ because of its periodicity.

Let $\boldsymbol{u} \in N(\mathcal{A})^{\perp}$. By definition, this means that

$$
\int_{\Sigma} \frac{\partial u_{k}}{\partial \xi_{l}} \frac{\partial v_{k}}{\partial \xi_{l}} d \hat{\boldsymbol{\xi}}=\int_{\Sigma_{S}} \frac{\partial u_{k}}{\partial \xi_{l}} \frac{\partial v_{k}}{\partial \xi_{l}} d \hat{\boldsymbol{\xi}}=0
$$

for any function $\boldsymbol{v} \in C^{\infty}(\Sigma)$ such that $\boldsymbol{v}$ is constant on $\bar{\Sigma}_{F}$. Consequently, $\boldsymbol{u}$ is harmonic in $\Sigma_{S}$, which proves the third assertion.

To validate assertion 3, we need only to prove the left inequality since the right one is obvious. Due to the Korn inequality (see, e.g., [14]), there exists a positive constant $c_{1}$ such that

$$
\int_{\Sigma_{F}}\left|\boldsymbol{u}_{\xi}\right|^{2} d \hat{\boldsymbol{\xi}} \leqslant c_{1}\langle\mathcal{A} \boldsymbol{u}, \boldsymbol{u}\rangle
$$

for every $\boldsymbol{u} \in H$. If $\boldsymbol{u} \in N(\mathcal{A})^{\perp}$, then $\boldsymbol{u}$ is harmonic in $\Sigma_{S}$ and there exist positive constants $c_{2}$ and $c_{3}$ such that

$$
c_{2} \int_{\Sigma_{S}}\left|\boldsymbol{u}_{\xi}\right|^{2} d \hat{\boldsymbol{\xi}} \leqslant\|\boldsymbol{u}\|_{H^{1 / 2}\left(\partial \Sigma_{S}\right)} \leqslant c_{3} \int_{\Sigma_{F}}\left|\boldsymbol{u}_{\xi}\right|^{2} d \hat{\boldsymbol{\xi}} .
$$

That is, $\langle\mathcal{A} \boldsymbol{u}, \boldsymbol{u}\rangle \geqslant c\|\boldsymbol{u}\|^{2}$ for some constant $c$.
When proving assertion 5 , denote by $\mathcal{A}_{R}$ the restriction of $\mathcal{A}$ to $N(\mathcal{A})^{\perp}$. Due to the estimate (4.2), $R\left(\mathcal{A}_{R}\right)$ is closed in $H$. Since $R(\mathcal{A})=R\left(\mathcal{A}_{R}\right)$, we conclude that $R(\mathcal{A})$ is also a closed subspace of $H$. This implies that $N(\mathcal{A})^{\perp}=\overline{R(\mathcal{A})}=R(\mathcal{A})$, and (4.2) is true for $\boldsymbol{u} \in R(\mathcal{A})$. Thus, $\mathcal{A}^{-1}$ exists and is bounded if $\mathcal{A}$ is considered being restricted to $R(\mathcal{A})$. The proposition is proved.

Proposition 4.11. The operator $\mathcal{B}$ has the following properties:

1. $\mathcal{B}$ is a bounded self-adjoint operator on $H$.
2. $\langle\mathcal{B} \boldsymbol{u}, \boldsymbol{u}\rangle \geqslant 0$ for all $\boldsymbol{u} \in H$.
3. The null-space $N(\mathcal{B})=\left\{\boldsymbol{u} \in H: \mathcal{D}(\boldsymbol{u})=0\right.$ in $\Sigma_{S}$ and $\operatorname{div} \boldsymbol{u}=0$ in $\left.\Sigma_{F}\right\}$, and $N(\mathcal{B})^{\perp} \subset\left\{\boldsymbol{u} \in H: \Delta \boldsymbol{u}=\nabla q\right.$ in $\Sigma_{F}$ for some $\left.q \in L^{2}(\Sigma)\right\}$.
4. There exist positive constants $c$ and $C$ such that

$$
\begin{equation*}
c\|\boldsymbol{u}\|^{2} \leqslant\langle\mathcal{B} \boldsymbol{u}, \boldsymbol{u}\rangle \leqslant C\|\boldsymbol{u}\|^{2} \tag{4.3}
\end{equation*}
$$

for all $\boldsymbol{u} \in N(\mathcal{B})^{\perp}$.
5. The range $R(\mathcal{B})$ is closed in $H, R(\mathcal{B})=N(\mathcal{B})^{\perp}$, and $\mathcal{B}^{-1}$ is defined and bounded as an operator on $R(\mathcal{B})$.

Proof. The first two assertions are obvious. To prove the third one, note that

$$
\begin{aligned}
\langle\mathcal{B} \boldsymbol{u}, \boldsymbol{u}\rangle=\int_{\Sigma}\left(\chi \gamma^{-1} \delta_{i j} \delta_{k l}+(1-\chi)\right. & \left.G_{i j k l}\right) \frac{\partial u_{i}}{\partial \xi_{j}} \frac{\partial u_{k}}{\partial \xi_{l}} d \hat{\boldsymbol{\xi}} \\
& =\gamma^{-1} \int_{\Sigma_{F}}(\operatorname{div} \boldsymbol{u})^{2} d \hat{\boldsymbol{\xi}}+\int_{\Sigma_{S}} G_{i j k l} \frac{\partial u_{i}}{\partial \xi_{j}} \frac{\partial u_{k}}{\partial \xi_{l}} d \hat{\boldsymbol{\xi}}
\end{aligned}
$$

for every $\boldsymbol{u} \in H$. Therefore, $\langle\mathcal{B} \boldsymbol{u}, \boldsymbol{u}\rangle=0$ if and only if $\operatorname{div} \boldsymbol{u}=0$ in $\Sigma_{F}$ and $\mathcal{D}(\boldsymbol{u})=0$ in $\Sigma_{S}$.

If $\boldsymbol{u} \in N(\mathcal{B})^{\perp}$, then the equalities

$$
\begin{equation*}
0=\langle\boldsymbol{u}, \boldsymbol{v}\rangle=\int_{\Sigma} \boldsymbol{u}_{\xi} \boldsymbol{v}_{\xi} d \hat{\boldsymbol{\xi}}=\int_{\Sigma} \mathcal{D}(\boldsymbol{u}): \mathcal{D}(\boldsymbol{v}) d \hat{\boldsymbol{\xi}}=\int_{\Sigma_{F}} \mathcal{D}(\boldsymbol{u}): \mathcal{D}(\boldsymbol{v}) d \hat{\boldsymbol{\xi}} \tag{4.4}
\end{equation*}
$$

hold for every $\boldsymbol{v} \in N(\mathcal{B})$. Let $\boldsymbol{u}^{k} \in N(\mathcal{B})^{\perp}$ be a sequence of smooth functions that converges to $\boldsymbol{u}$ in $H$. Such a sequence exists because $C^{\infty}(\Sigma)$ is dense in $N(\mathcal{B})^{\perp}$. Relation (4.4) is also valid for all $\boldsymbol{u}^{k}$. If $\boldsymbol{v}$ is an arbitrary smooth function such that $\operatorname{div} \boldsymbol{v}=0$ and $\operatorname{supp} \boldsymbol{v} \subset \Sigma_{F}$, then $\boldsymbol{v} \in N(\mathcal{B})$, and

$$
0=\int_{\Sigma_{F}} \mathcal{D}\left(\boldsymbol{u}^{k}\right): \mathcal{D}(\boldsymbol{v}) d \hat{\boldsymbol{\xi}}=-\int_{\Sigma_{F}} \operatorname{div}\left(\mathcal{D}\left(\boldsymbol{u}^{k}\right)\right) \cdot \boldsymbol{v} d \hat{\boldsymbol{\xi}} .
$$

Consequently, there exist functions $\tilde{q}^{k} \in L^{2}(\Sigma)$ such that $\operatorname{div} \mathcal{D}\left(\boldsymbol{u}^{k}\right)=\nabla \tilde{q}^{k}$ for all $k$. Passing to the limit yields $\operatorname{div} \mathcal{D}(\boldsymbol{u})=\nabla \tilde{q}$. That is, $\Delta \boldsymbol{u}=\nabla q$, where $q=\tilde{q}-\operatorname{div} \boldsymbol{u}$. This proves the third assertion.

The right inequality of the fourth assertion is obvious. Let us prove the left one. According to the classical theory of the Stokes equations (see [4, Chap. 4]), the following estimate holds for all $\boldsymbol{u} \in N(\mathcal{B})^{\perp}$ :

$$
\int_{\Sigma_{F}}\left|\boldsymbol{u}_{\xi}\right|^{2} d \hat{\boldsymbol{\xi}} \leqslant c_{1}\left(\|\operatorname{div} \boldsymbol{u}\|_{L_{2}\left(\Sigma_{F}\right)}^{2}+\left\|\boldsymbol{u}_{\Gamma}\right\|_{H^{1 / 2}\left(\partial \Sigma_{S}\right) / \mathbb{R}}^{2}\right)
$$

where $\boldsymbol{u}_{\mathrm{r}}$ is the trace of $\boldsymbol{u}$ on $\partial \Sigma_{S}$. On the other hand,

$$
\left\|\boldsymbol{u}_{\Gamma}\right\|_{H^{1 / 2}\left(\partial \Sigma_{S}\right) / \mathbb{R}}^{2} \leqslant c_{2} \int_{\Sigma_{S}}\left|\boldsymbol{u}_{\xi}\right|^{2} d \hat{\boldsymbol{\xi}} .
$$

Thus, there exists a positive constant $c_{3}$ such that

$$
\begin{equation*}
\|\boldsymbol{u}\|^{2} \leqslant c_{3}\left(\int_{\Sigma_{S}}\left|\boldsymbol{u}_{\xi}\right|^{2} d \hat{\boldsymbol{\xi}}+\|\operatorname{div} \boldsymbol{u}\|_{L_{2}\left(\Sigma_{F}\right)}^{2}\right) \tag{4.5}
\end{equation*}
$$

for every $\boldsymbol{u} \in N(\mathcal{B})^{\perp}$. In order to obtain (4.3), it is sufficient to prove that there exists a positive constant $c_{4}$ such that

$$
\begin{equation*}
\int_{\Sigma_{S}}\left|\boldsymbol{u}_{\xi}\right|^{2} d \hat{\boldsymbol{\xi}} \leqslant c_{4}\langle\mathcal{B} \boldsymbol{u}, \boldsymbol{u}\rangle \tag{4.6}
\end{equation*}
$$

for $\boldsymbol{u} \in N(\mathcal{B})^{\perp}$. This can be done using standard contradiction arguments. Assume the converse, i.e., there exists a sequence $\boldsymbol{u}^{n} \in N(\mathcal{B})^{\perp}, n \in \mathbb{N}$, such that $\int_{\Sigma_{s}}\left|\boldsymbol{u}_{\xi}^{n}\right|^{2} d \hat{\boldsymbol{\xi}}=1$ and $\left\langle\mathcal{B} \boldsymbol{u}^{n}, \boldsymbol{u}^{n}\right\rangle \rightarrow 0$ as $n \rightarrow 0$. The estimate (4.5) implies that the sequence $\left\{\boldsymbol{u}^{n}\right\}$ is bounded in $H$ too. Thus, there exists its subsequence (still denoted by $\left\{\boldsymbol{u}^{n}\right\}$ ) that converges weakly in $H$ and $H^{1}\left(\Sigma_{S}\right) / \mathbb{R}$ but strongly in $L^{2}(\Sigma)$ to a function $\boldsymbol{u}$. Note that $\boldsymbol{u} \in N(\mathcal{B})^{\perp}$ since $N(\mathcal{B})^{\perp}$ is weakly closed in $H$. Using the Korn inequality yields

$$
\int_{\Sigma_{S}}\left|\boldsymbol{u}_{\xi}^{n}-\boldsymbol{u}_{\xi}\right|^{2} d \hat{\boldsymbol{\xi}} \leqslant C\left(\left\langle\mathcal{B}\left(\boldsymbol{u}^{n}-\boldsymbol{u}\right), \boldsymbol{u}^{n}-\boldsymbol{u}\right\rangle+\left\|\boldsymbol{u}^{n}-\boldsymbol{u}\right\|_{L^{2}(\Sigma)}^{2}\right) .
$$

The passage to the limit in this inequality implies that $\langle\mathcal{B} \boldsymbol{u}, \boldsymbol{u}\rangle=0$ and $\boldsymbol{u}^{n} \rightarrow$ $\boldsymbol{u}$ in $H$. This means that $\boldsymbol{u} \in N(\mathcal{B})^{\perp} \cap N(\mathcal{B})$ and $\boldsymbol{u}=0$ in $H$. On the other
hand, $\int_{\Sigma_{S}}\left|\boldsymbol{u}_{\xi}\right|^{2} d \hat{\boldsymbol{\xi}}=\lim _{n \rightarrow \infty} \int_{\Sigma_{S}}\left|\boldsymbol{u}_{\xi}^{n}\right|^{2} d \hat{\boldsymbol{\xi}}=1$. This contradiction proves (4.6) and, consequently, (4.3).

The proof of the fifth assertion is the same as for the operator $\mathcal{A}$ in Proposition 4.10.

Proposition 4.12. The following is true:

$$
\boldsymbol{a}_{k l}, \boldsymbol{b}_{k l}, \boldsymbol{n}_{0} \in R(\mathcal{A}) \cap R(\mathcal{B}), \quad k, l=1,2,3
$$

Consequently, $\boldsymbol{g} \in R(\mathcal{A}) \cap R(\mathcal{B})$ for almost all $t$ and $\boldsymbol{x}$, where $\boldsymbol{g}$ is the right-hand side of the cell equation (4.1).

Proof. Due to Propositions 4.10 and 4.11, $\boldsymbol{w} \in R(\mathcal{A}) \cap R(\mathcal{B})$ if and only if $\langle\boldsymbol{w}, \boldsymbol{v}\rangle=0$ for all $\boldsymbol{v} \in N(\mathcal{A}) \cup N(\mathcal{B})$. Let us verify this condition for $\boldsymbol{a}_{k l}$. The functions $\boldsymbol{b}_{k l}$ and $\boldsymbol{n}_{0}$ can be treated in the same way. Let $\boldsymbol{v}$ be an arbitrary function from $N(\mathcal{A})$. That is, $\boldsymbol{v}$ is a constant in $\Sigma_{F}$ because of Proposition 4.10. Thus,

$$
\left\langle\boldsymbol{a}_{k l}, \boldsymbol{v}\right\rangle=\int_{\Sigma_{F}} P_{i j k l} \frac{\partial v_{i}}{\partial \xi_{j}} d \hat{\boldsymbol{\xi}}=0
$$

If $\boldsymbol{v} \in N(\mathcal{B})$ then $\mathcal{D}(\boldsymbol{v})=0$ in $\Sigma_{S}$ according to Proposition 4.11, and

$$
\begin{aligned}
\left\langle\boldsymbol{a}_{k l}, \boldsymbol{v}\right\rangle & =\int_{\Sigma_{F}} P_{i j k l} \frac{\partial v_{i}}{\partial \xi_{j}} d \hat{\boldsymbol{\xi}}=\int_{\Sigma} P_{i j k l} \frac{\partial v_{i}}{\partial \xi_{j}} d \hat{\boldsymbol{\xi}}-\int_{\Sigma_{S}} P_{i j k l} \frac{\partial v_{i}}{\partial \xi_{j}} d \hat{\boldsymbol{\xi}} \\
& =\int_{\Sigma_{S}} P_{i j k l} \mathcal{D}_{i j}(\boldsymbol{v}) d \hat{\boldsymbol{\xi}}=0
\end{aligned}
$$

Here, we used the periodicity of $\boldsymbol{v}$ in $\Sigma$ and the symmetry of the tensor $P$ (see Remark 2.2). This proves the proposition.

Proposition 4.13.

$$
N(\mathcal{A}) \cap N(\mathcal{B})=\{0\}
$$

Proof. If $\boldsymbol{u} \in N(\mathcal{A}) \cap N(\mathcal{B})$, then $\mathcal{D}(\boldsymbol{u})=0$ in $\Sigma$ due to Propositions 4.10 and 4.11. That is, $\boldsymbol{u}$ is constant in $\Sigma$ because of its periodicity. This means that $\boldsymbol{u}=0$ in $H$.

The result of Proposition 4.13 implies that the operator $\lambda \mathcal{A}+\mathcal{B}$ is invertible for every $\lambda>0$. Besides that, it is not difficult to see that the operator $(\lambda \mathcal{A}+\mathcal{B})^{-1}$ is bounded in $H$ : Let us introduce the following closed subspaces of $H$ :

$$
\begin{aligned}
& E_{A}=(\lambda \mathcal{A}+\mathcal{B})^{-1} R(\mathcal{A}) \\
& E_{B}=(\lambda \mathcal{A}+\mathcal{B})^{-1} R(\mathcal{B}) \\
& E=E_{A} \cap E_{B}=(\lambda \mathcal{A}+\mathcal{B})^{-1}(R(\mathcal{A}) \cap R(\mathcal{B}))
\end{aligned}
$$

Note that the spaces $E, E_{A}$, and $E_{B}$ do not depend on $\lambda$. More precisely, if $E_{A}^{\lambda}=(\lambda \mathcal{A}+\mathcal{B})^{-1} R(\mathcal{A})$ then $E_{A}^{\lambda}=E_{A}^{\mu}$ for all $\lambda>0$ and $\mu>0$. This follows from simple arguments like those. If $\boldsymbol{x} \in E_{A}^{\lambda}$, then $(\lambda \mathcal{A}+\mathcal{B}) \boldsymbol{x} \in R(\mathcal{A})$ and $\mathcal{B} \boldsymbol{x} \in R(\mathcal{A})$. Consequently, $(\mu \mathcal{A}+\mathcal{B}) \boldsymbol{x} \in R(\mathcal{A})$ and $\boldsymbol{x} \in E_{A}^{\mu}$. That is, $E_{A}^{\lambda} \subset E_{A}^{\mu}$. In the same way we can obtain that $E_{A}^{\mu} \subset E_{A}^{\lambda}$.

Lemma 4.14. The operator $\mathcal{A}$ maps the space $E_{B}$ into $R(\mathcal{B})$, and the operator $\mathcal{B}$ maps the space $E_{A}$ into $R(\mathcal{A})$.

Proof. The first part is true due to the following implications:

$$
\boldsymbol{x} \in E_{B} \Longrightarrow(\lambda \mathcal{A}+\mathcal{B}) \boldsymbol{x} \in R(\mathcal{B}) \Longrightarrow \mathcal{A} \boldsymbol{x} \in R(\mathcal{B}) .
$$

The second part is being proved analogously.
Lemma 4.15. If $X$ is a closed subspace of $H$ then $\mathcal{A}(X)$ and $\mathcal{B}(X)$ are closed in $H$.

Proof. Let us verify this assertion for the operator $\mathcal{A}$ by taking an arbitrary sequence $\boldsymbol{u}_{n} \in \mathcal{A}(X)$ which converges to a function $\boldsymbol{u}$ in $H$. There exists a corresponding sequence $\boldsymbol{v}_{n} \in R(\mathcal{A}) \cap X$ such that $\boldsymbol{u}_{n}=\mathcal{A}\left(\boldsymbol{v}_{n}\right)$. Due to Proposition 4.10, the operator $\mathcal{A}^{-1}$ is bounded on $R(\mathcal{A})$. This implies that the sequence $\left\{\boldsymbol{v}_{n}\right\}$ converges in $H$ to a function $\boldsymbol{v}$ which is in $X$ because $X$ is closed. In the limit, we have $\boldsymbol{u}=\mathcal{A}(\boldsymbol{v})$. That is, $\boldsymbol{u} \in \mathcal{A}(X)$, which proves the lemma.

Proposition 4.16.

$$
\mathcal{B} E_{A}=\mathcal{A} E_{B}=R(\mathcal{A}) \cap R(\mathcal{B}) .
$$

That is, for every $\boldsymbol{\psi} \in R(\mathcal{A}) \cap R(\mathcal{B})$, there exist $\boldsymbol{\psi}_{B} \in E_{B}$ and $\boldsymbol{\psi}_{A} \in E_{A}$ such that $\psi=\mathcal{A} \psi_{B}=\mathcal{B} \psi_{A}$.

Proof. Let us prove the first claim. Due to Lemma 4.14, $\mathcal{B} E_{A} \subset R(\mathcal{A}) \cap R(\mathcal{B})$. Besides that, Lemma 4.15 implies that $\mathcal{B} E_{A}$ is a closed subspace in $H$. Suppose that $\mathcal{B} E_{A} \neq R(\mathcal{A}) \cap R(\mathcal{B})$. Then there exists $\boldsymbol{x} \in R(\mathcal{A}) \cap R(\mathcal{B})$ such that $\langle\boldsymbol{x}, \boldsymbol{y}\rangle=0$ for every $\boldsymbol{y} \in \mathcal{B} E_{A}$. That is, $\left\langle\boldsymbol{x}, \mathcal{B}(\lambda \mathcal{A}+\mathcal{B})^{-1} \mathcal{A} \boldsymbol{z}\right\rangle=0$ for all $\boldsymbol{z} \in H$, and

$$
\left\langle\mathcal{A}(\lambda \mathcal{A}+\mathcal{B})^{-1} \mathcal{B} \boldsymbol{x}, \boldsymbol{z}\right\rangle=0 \quad \text { for all } \quad \boldsymbol{z} \in H .
$$

Consequently, $(\lambda \mathcal{A}+\mathcal{B})^{-1} \mathcal{B} \boldsymbol{x} \in N(\mathcal{A})$ and, hence, $\mathcal{B} \boldsymbol{x} \in(\lambda \mathcal{A}+\mathcal{B}) N(\mathcal{A})=\mathcal{B} N(\mathcal{A})$. That is, there exists $\boldsymbol{y} \in N(\mathcal{A})$ such that $\mathcal{B} \boldsymbol{x}=\mathcal{B} \boldsymbol{y}$ and, therefore, $\mathcal{B}(\boldsymbol{x}-\boldsymbol{y})=0$. This implies that $\boldsymbol{w}=\boldsymbol{x}-\boldsymbol{y} \in N(\mathcal{B})$. Thus, $\boldsymbol{x}=\boldsymbol{y}+\boldsymbol{w}$, where $\boldsymbol{y} \in N(\mathcal{A})$, and $\boldsymbol{w} \in N(\mathcal{B})$. That is, $\boldsymbol{x} \in N(\mathcal{A}) \oplus N(\mathcal{B})$. Consequently, $\boldsymbol{x}=0$ because $(N(\mathcal{A}) \oplus N(\mathcal{B})) \cap(R(\mathcal{A}) \cap$ $R(\mathcal{B}))=\{0\}$. The proposition is proved.

Let us introduce the restrictions $\mathcal{A}_{E}$ and $\mathcal{B}_{E}$ of the operators $\mathcal{A}$ and $\mathcal{B}$ to the space $E$.

Theorem 4.17.

1. The operators $\mathcal{A}_{E}$ and $\mathcal{B}_{E}$ map $E$ onto $R(\mathcal{A}) \cap R(\mathcal{B})$.
2. The operators $\mathcal{A}_{E}, \mathcal{B}_{E}: E \rightarrow R(\mathcal{A}) \cap R(\mathcal{B})$ are one to one.
3. There exist bounded operators $\mathcal{A}_{E}^{-1}, \mathcal{B}_{E}^{-1}: R(\mathcal{A}) \cap R(\mathcal{B}) \rightarrow E$.

Proof. Let us prove these assertions for the operator $\mathcal{A}_{E}$ only. The operator $\mathcal{B}_{E}$ can be treated in the same way.

1. Since $E \subset E_{B}$, Proposition 4.16 and Lemma 4.15 imply that $\mathcal{A} E \subset R(\mathcal{A}) \cap$ $R(\mathcal{B})$, and $\mathcal{A} E$ is a closed subspace in $H$. Suppose that $\mathcal{A} E \neq R(\mathcal{A}) \cap R(\mathcal{B})$. This means that there exists $\boldsymbol{x} \in R(\mathcal{A}) \cap R(\mathcal{B})$ such that $\langle\boldsymbol{x}, \boldsymbol{y}\rangle=0$ for every $\boldsymbol{y} \in \mathcal{A} E$. That is,

$$
\left\langle(\lambda \mathcal{A}+\mathcal{B})^{-1} \mathcal{A} \boldsymbol{x}, \boldsymbol{z}\right\rangle=\left\langle\boldsymbol{x}, \mathcal{A}(\lambda \mathcal{A}+\mathcal{B})^{-1} \boldsymbol{z}\right\rangle=0
$$

for all $\boldsymbol{z} \in R(\mathcal{A}) \cap R(\mathcal{B})$. Thus, due to Proposition 4.16,

$$
\begin{equation*}
\left\langle(\lambda \mathcal{A}+\mathcal{B})^{-1} \mathcal{A} \boldsymbol{x}, \mathcal{B} \boldsymbol{z}\right\rangle=0 \quad \text { for all } \boldsymbol{z} \in E_{A} . \tag{4.7}
\end{equation*}
$$

Since $(\lambda \mathcal{A}+\mathcal{B})^{-1} \mathcal{A} \boldsymbol{x} \in E_{A}$, we can take $\boldsymbol{z}=(\lambda \mathcal{A}+\mathcal{B})^{-1} \mathcal{A} \boldsymbol{x}$. Then the relation (4.7) implies that $(\lambda \mathcal{A}+\mathcal{B})^{-1} \mathcal{A} \boldsymbol{x} \in N(\mathcal{B})$, that is, $\mathcal{A} \boldsymbol{x} \in \mathcal{A} N(\mathcal{B})$. Consequently (see the
end of the proof of Proposition 4.16), $\boldsymbol{x}=0$, which proves the first assertion of the theorem.
2. We have to prove that $N(\mathcal{A}) \cap E=\{0\}$. Let $\boldsymbol{x} \in E$ and $\mathcal{A} \boldsymbol{x}=0$. Then $\mathcal{B} \boldsymbol{x}=(\lambda \mathcal{A}+\mathcal{B}) \boldsymbol{x} \in R(\mathcal{A}) \cap R(\mathcal{B})$, that is, $\mathcal{B} \boldsymbol{x} \in R(\mathcal{A})$. But $\boldsymbol{x} \in N(\mathcal{A})=R(\mathcal{A})^{\perp}$ and, consequently, $\langle\mathcal{B} \boldsymbol{x}, \boldsymbol{x}\rangle=0$. Since $\mathcal{B}$ is a positive operator, the last relation implies that $\boldsymbol{x} \in N(\mathcal{B})$. Thus, $\boldsymbol{x} \in N(\mathcal{A}) \cap N(\mathcal{B})=\{0\}$, which proves the second assertion of the theorem.
3. This assertion is the consequence of parts 1 and 2 . The theorem is proved.
4.3. Solving the cell equation. Now we are in position to find an explicit representation of solutions to the cell equation (4.1). With a new unknown function $\overline{\boldsymbol{\zeta}}=\mathcal{J}_{t} \overline{\boldsymbol{u}}$, the problem (4.1) assumes the form

$$
\begin{equation*}
\mathcal{A} \overline{\boldsymbol{\zeta}}_{t}+\mathcal{B} \overline{\boldsymbol{\zeta}}=\boldsymbol{g}, \quad \overline{\boldsymbol{\zeta}}(0)=0 \tag{4.8}
\end{equation*}
$$

As it follows from Theorem 4.17, the operator $\mathcal{A}_{E}(\mathcal{A}$ restricted to $E)$ is invertible, the operator $\mathcal{A}_{E}^{-1} \mathcal{B}_{E}$ bounded, and $\mathcal{A}_{E}^{-1} \boldsymbol{g} \in E$. Therefore, the problem

$$
\begin{equation*}
\overline{\boldsymbol{\zeta}}_{t}+\mathcal{A}_{E}^{-1} \mathcal{B}_{E} \overline{\boldsymbol{\zeta}}=\mathcal{A}_{E}^{-1} \boldsymbol{g}, \quad \overline{\boldsymbol{\zeta}}(0)=0 \tag{4.9}
\end{equation*}
$$

is uniquely solvable on the subspace $E$, and the solution is of the form

$$
\begin{equation*}
\overline{\boldsymbol{\zeta}}(t)=\int_{0}^{t} e^{-(t-s) \mathcal{A}_{E}^{-1} \mathcal{B}_{E}} \mathcal{A}_{E}^{-1} \boldsymbol{g}(s) d s \tag{4.10}
\end{equation*}
$$

Theorem 4.18. Equations (4.8) and (4.9) are equivalent.
Proof. Obviously, if $\overline{\boldsymbol{\zeta}}$ is a solution to (4.9), then $\overline{\boldsymbol{\zeta}}$ satisfies (4.8). If $\overline{\boldsymbol{\zeta}}$ is a solution to (4.8), then the function $\overline{\boldsymbol{\eta}}=e^{-\lambda t} \overline{\boldsymbol{\zeta}}$ solves the problem

$$
\begin{equation*}
\mathcal{A} \overline{\boldsymbol{\eta}}_{t}+(\lambda \mathcal{A}+\mathcal{B}) \overline{\boldsymbol{\eta}}=e^{-\lambda t} \boldsymbol{g}, \quad \overline{\boldsymbol{\eta}}(0)=0 \tag{4.11}
\end{equation*}
$$

Since the operator $\lambda \mathcal{A}+\mathcal{B}$ is nondegenerate for any $\lambda>0$, we can rewrite (4.11) as follows:

$$
\begin{equation*}
(\lambda \mathcal{A}+\mathcal{B})^{-1} \mathcal{A} \overline{\boldsymbol{\eta}}_{t}+\overline{\boldsymbol{\eta}}=e^{-\lambda t}(\lambda \mathcal{A}+\mathcal{B})^{-1} \boldsymbol{g}, \quad \overline{\boldsymbol{\eta}}(0)=0 \tag{4.12}
\end{equation*}
$$

Due to Proposition 4.12, $\boldsymbol{g} \in R(\mathcal{A})$, and, hence $\overline{\boldsymbol{\eta}}(t)$ must belong to $E_{A}$ for all $t$. Therefore, $\overline{\boldsymbol{\zeta}}(t) \in E_{A}$ for all $t$. On the other hand, (4.8) can be rewritten as follows:

$$
(\lambda \mathcal{A}+\mathcal{B}) \overline{\boldsymbol{\zeta}}_{t}-\mathcal{B} \overline{\boldsymbol{\zeta}}_{t}+\lambda \mathcal{B} \bar{\zeta}=\lambda \boldsymbol{g}
$$

That is,

$$
\overline{\boldsymbol{\zeta}}_{t}=(\lambda \mathcal{A}+\mathcal{B})^{-1} \mathcal{B}\left(\overline{\boldsymbol{\zeta}}_{t}-\lambda \overline{\boldsymbol{\zeta}}\right)+\lambda(\lambda \mathcal{A}+\mathcal{B})^{-1} \boldsymbol{g}
$$

Taking into account that $\overline{\boldsymbol{\zeta}}(t)$ and $\overline{\boldsymbol{\zeta}}_{t}(t) \in E_{A}$ for all $t$, we establish, using Proposition 4.16, that $\overline{\boldsymbol{\zeta}}_{t}(t) \in E$ for all $t$. Since $\overline{\boldsymbol{\zeta}}(0)=0$, we conclude that $\overline{\boldsymbol{\zeta}}(t) \in E$ for all $t$. Therefore, $\overline{\boldsymbol{\zeta}}$ is a solution of (4.9). The theorem is proved.

Thus, the unique solution of the problem (4.8) is given by (4.10) and the unique solution $\overline{\boldsymbol{u}}$ of the problem (4.1) reads as

$$
\begin{equation*}
\overline{\boldsymbol{u}}(t)=\overline{\boldsymbol{\zeta}}_{t}(t)=\mathcal{A}_{E}^{-1} \boldsymbol{g}(t)-\mathcal{A}_{E}^{-1} \mathcal{B}_{E} \int_{0}^{t} e^{-(t-s) \mathcal{A}_{E}^{-1} \mathcal{B}_{E}} \mathcal{A}_{E}^{-1} \boldsymbol{g}(s) d s \tag{4.13}
\end{equation*}
$$

## 5. Homogenized structure.

5.1. Limiting equations. Substitution of the expression for $\boldsymbol{g}$ into (4.13) gives
$\overline{\boldsymbol{u}}(t)=-e^{-t \mathcal{A}_{E}^{-1} \mathcal{B}_{E}} \mathcal{A}_{E}^{-1} \boldsymbol{n}_{0}-\mathcal{A}_{E}^{-1} \boldsymbol{a}_{k l} \frac{\partial u_{k}(t)}{\partial x_{l}}-\int_{0}^{t} \boldsymbol{m}_{k l}(t-s) \frac{\partial u_{k}(s)}{\partial x_{l}} d s$,

$$
\begin{equation*}
\mathcal{J}_{t} \overline{\boldsymbol{u}}(t)=\left(e^{-t \mathcal{A}_{E}^{-1} \mathcal{B}_{E}}-\mathcal{I}\right) \mathcal{B}_{E}^{-1} \boldsymbol{n}_{0}-\mathcal{B}_{E}^{-1} \boldsymbol{b}_{k l} \int_{0}^{t} \frac{\partial u_{k}(s)}{\partial x_{l}} d s-\int_{0}^{t} \widetilde{\boldsymbol{m}}_{k l}(t-s) \frac{\partial u_{k}(s)}{\partial x_{l}} d s \tag{5.2}
\end{equation*}
$$

where

$$
\begin{gathered}
\boldsymbol{m}_{k l}(t)=-\mathcal{A}_{E}^{-1} \mathcal{B}_{E} e^{-t \mathcal{A}_{E}^{-1} \mathcal{B}_{E}}\left(\mathcal{A}_{E}^{-1} \boldsymbol{a}_{k l}-\mathcal{B}_{E}^{-1} \boldsymbol{b}_{k l}\right) \in E \\
\widetilde{\boldsymbol{m}}_{k l}(t)=e^{-t \mathcal{A}_{E}^{-1} \mathcal{B}_{E}}\left(\mathcal{A}_{E}^{-1} \boldsymbol{a}_{k l}-\mathcal{B}_{E}^{-1} \boldsymbol{b}_{k l}\right) \in E
\end{gathered}
$$

The integration by parts and the formula

$$
\frac{d}{d s} e^{-(t-s) \mathcal{A}_{E}^{-1} \mathcal{B}_{E}}=\mathcal{A}_{E}^{-1} \mathcal{B}_{E} e^{-(t-s) \mathcal{A}_{E}^{-1} \mathcal{B}_{E}}
$$

are applied when deriving (5.1) and (5.2). Now we are in position to compute the principal term

$$
\int_{\Sigma} M_{i j k l}^{t} \frac{\partial \bar{u}_{k}}{\partial \xi_{l}} d \hat{\boldsymbol{\xi}}=\left\langle\boldsymbol{a}_{i j}, \overline{\boldsymbol{u}}\right\rangle+\left\langle\boldsymbol{b}_{i j}, \mathcal{J}_{t} \overline{\boldsymbol{u}}\right\rangle
$$

appearing in the limiting (homogenized) equation (3.2). Utilizing (5.1) and (5.2) and computing other terms in (3.2), we obtain the following limiting equation:

$$
\begin{align*}
& \int_{0}^{T} \int_{\Omega}\left(-\rho_{\theta} u_{i} \frac{\partial \phi_{i}}{\partial t}+\left(\theta P_{i j k l}-\alpha_{i j k l}\right) \frac{\partial u_{k}}{\partial x_{l}} \frac{\partial \phi_{i}}{\partial x_{j}}\right.  \tag{5.3}\\
+ & \left.\int_{0}^{t}\left(\theta \gamma^{-1} \delta_{i j} \delta_{k l}+(1-\theta) G_{i j k l}-\beta_{i j k l}+\omega_{i j k l}(t-s)\right) \frac{\partial u_{k}}{\partial x_{l}} d s \frac{\partial \phi_{i}}{\partial x_{j}}\right) d \boldsymbol{x} d t \\
= & \int_{0}^{T} \int_{\Omega}\left(\rho_{\theta} f_{i} \phi_{i}-\left(\nu_{i j}-\theta p^{0} \delta_{i j}+(1-\theta) \mathcal{G}_{i j}^{0}\right) \frac{\partial \phi_{i}}{\partial x_{j}}\right) d \boldsymbol{x} d t+\int_{\Omega} \rho_{\theta} \boldsymbol{u}^{0} \cdot \phi^{0} d \boldsymbol{x},
\end{align*}
$$

where

$$
\begin{gathered}
\theta(\boldsymbol{x})=\int_{\Sigma} \chi d \hat{\boldsymbol{\xi}}, \quad \rho_{\theta}=\theta \rho_{F}+(1-\theta) \rho_{S} \\
\nu_{i j}=-\left\langle\boldsymbol{a}_{i j}, e^{-t \mathcal{A}_{E}^{-1} \mathcal{B}_{E}} \mathcal{A}_{E}^{-1} \boldsymbol{n}_{0}\right\rangle+\left\langle\boldsymbol{b}_{i j},\left(e^{-t \mathcal{A}_{E}^{-1} \mathcal{B}_{E}}-\mathcal{I}\right) \mathcal{B}_{E}^{-1} \boldsymbol{n}_{0}\right\rangle \\
\alpha_{i j k l}=\left\langle\boldsymbol{a}_{i j}, \mathcal{A}_{E}^{-1} \boldsymbol{a}_{k l}\right\rangle \\
\beta_{i j k l}=\left\langle\boldsymbol{b}_{i j}, \mathcal{B}_{E}^{-1} \boldsymbol{b}_{k l}\right\rangle \\
\omega_{i j k l}(t)=-\left\langle\boldsymbol{a}_{i j}, \boldsymbol{m}_{k l}\right\rangle-\left\langle\boldsymbol{b}_{i j}, \widetilde{\boldsymbol{m}}_{k l}\right\rangle
\end{gathered}
$$

Let us denote by $\bar{P}, \bar{G}$, and $\mathcal{S}^{0}$ the tensors with components

$$
\begin{gathered}
\bar{P}_{i j k l}=\theta P_{i j k l}-\alpha_{i j k l}, \quad \bar{G}_{i j k l}=\theta \gamma^{-1} \delta_{i j} \delta_{k l}+(1-\theta) G_{i j k l}-\beta_{i j k l} \\
\mathcal{S}_{i j}^{0}=\nu_{i j}-\theta p^{0} \delta_{i j}+(1-\theta) \mathcal{G}_{i j}^{0}
\end{gathered}
$$

Let us divide the domain $\Omega$ into three parts:

$$
\Omega^{f}=\left\{\boldsymbol{x} \in \Omega \mid x_{3}>\delta\right\}, \quad \Omega^{s}=\left\{\boldsymbol{x} \in \Omega \mid x_{3}<0\right\}, \quad \Omega^{h}=\left\{\boldsymbol{x} \in \Omega \mid 0<x_{3}<\delta\right\} .
$$

Let $\Gamma_{\delta}^{+}$be the boundary between $\Omega^{f}$ and $\Omega^{h}, \Gamma_{\delta}^{-}$the boundary between $\Omega^{s}$ and $\Omega^{h}$. That is, $\Omega=\Omega^{f} \cup \Gamma_{\delta}^{+} \cup \Omega^{h} \cup \Gamma_{\delta}^{-} \cup \Omega^{s}$. Note that $\theta(\boldsymbol{x})=1$ if $\boldsymbol{x} \in \Omega^{f}, \theta(\boldsymbol{x})=0$ if $\boldsymbol{x} \in \Omega^{s}$, and $\theta$ is a constant from the interval $(0,1)$ for $\boldsymbol{x} \in \Omega^{h}$. As for $\alpha_{i j k l}, \beta_{i j k l}, \nu_{i j}$, and $\omega_{i j k l}$, they are constants for $\boldsymbol{x} \in \Omega^{h}$ and equal to zero if $\boldsymbol{x} \in \Omega^{f} \cup \Omega^{s}$, so that the integral identity (5.3) delivers the following equations which should be understood in the distributional sense:

$$
\begin{equation*}
\rho_{F} \boldsymbol{u}_{t}-\operatorname{div} P \boldsymbol{u}_{x}-\gamma^{-1} \nabla \operatorname{div} \mathcal{J}_{t} \boldsymbol{u}=-\nabla p^{0}+\rho_{F} \boldsymbol{f}, \quad \boldsymbol{x} \in \Omega^{f} \tag{5.4}
\end{equation*}
$$

$$
\begin{equation*}
\rho_{S} \boldsymbol{u}_{t}-\operatorname{div} \mathcal{J}_{t} G \boldsymbol{u}_{x}=\operatorname{div} \mathcal{G}^{0}+\rho_{S} \boldsymbol{f}, \quad \boldsymbol{x} \in \Omega^{s} \tag{5.5}
\end{equation*}
$$

$$
\begin{equation*}
\rho_{\theta} \boldsymbol{u}_{t}-\operatorname{div} \bar{P} \boldsymbol{u}_{x}-\operatorname{div} \mathcal{J}_{t} \bar{G} \boldsymbol{u}_{x}-\operatorname{div} \int_{0}^{t} \omega(t-s) \boldsymbol{u}_{x}(s) d s+\operatorname{div} \mathcal{S}^{0}=\rho_{\theta} \boldsymbol{f}, \quad \boldsymbol{x} \in \Omega^{h} \tag{5.6}
\end{equation*}
$$

The natural interfacial boundary conditions at $\Gamma_{\delta}^{+}$and $\Gamma_{\delta}^{-}$can be derived from the integral identity (5.3). Equations (5.4) and (5.5) coincide with (2.1) and (2.11), respectively. That is, the governing equations for the pure fractions do not change after the homogenization, which have been expected. What is new is an integral-differential equation (5.6) which cannot be reduced to a pure differential equation by differentiating or by a substitution like $\boldsymbol{w}=\mathcal{J}_{t} \boldsymbol{u}$. The operators involved in the equation have to be investigated to confirm the parabolic type of its principal part.
5.2. Investigation of $\overline{\boldsymbol{P}}$ and $\overline{\boldsymbol{G}}$. It is not difficult to verify that the tensors $\bar{P}$ and $\bar{G}$ have the symmetry properties mentioned in Remark 2.2. Therefore, $\bar{P}_{i j k l} \mathcal{Z}_{i j} \mathcal{Z}_{k l}=0$ and $\bar{G}_{i j k l} \mathcal{Z}_{i j} \mathcal{Z}_{k l}=0$ for every skew symmetric matrix $\mathcal{Z}$. The main objective of this subsection is to prove the strong positiveness of the tensor $\bar{P}$ and the nonnegativeness of $\bar{G}$ on the space of symmetric matrices. The null-space of $\bar{G}$ will be also described.

Proposition 5.19. For every second-rank tensor $\mathcal{Z}$, the following is valid:

$$
\bar{P}_{i j k l} \mathcal{Z}_{i j} \mathcal{Z}_{k l} \geqslant 0, \quad \bar{G}_{i j k l} \mathcal{Z}_{i j} \mathcal{Z}_{k l} \geqslant 0
$$

Proof. Let us prove the assertion for $\bar{P}$. Denote $\boldsymbol{z}=\boldsymbol{a}_{i j} \mathcal{Z}_{i j}$. Due to Proposition 4.12, $\boldsymbol{z} \in R(\mathcal{A}) \cap R(\mathcal{B})$ and, as it follows from Theorem 4.17, there exists a unique $\boldsymbol{y} \in E$ such that $\mathcal{A}_{E} \boldsymbol{y}=\boldsymbol{z}$. This means that

$$
\begin{equation*}
\int_{\Sigma} \chi P_{i j k l} \frac{\partial y_{i}}{\partial \xi_{j}} \frac{\partial v_{k}}{\partial \xi_{l}} d \hat{\boldsymbol{\xi}}=\langle\boldsymbol{z}, \boldsymbol{v}\rangle=\int_{\Sigma} \chi P_{i j k l} \mathcal{Z}_{i j} \frac{\partial v_{k}}{\partial \xi_{l}} d \hat{\boldsymbol{\xi}} \tag{5.7}
\end{equation*}
$$

for all $\boldsymbol{v} \in H$. On the other hand, the definition yields

$$
\alpha_{i j k l} \mathcal{Z}_{i j} \mathcal{Z}_{k l}=\left\langle\boldsymbol{a}_{i j} \mathcal{Z}_{i j}, \mathcal{A}_{E}^{-1} \boldsymbol{a}_{k l} \mathcal{Z}_{k l}\right\rangle=\left\langle\boldsymbol{z}, \mathcal{A}_{E}^{-1} \boldsymbol{z}\right\rangle=\left\langle\mathcal{A}_{E} \boldsymbol{y}, \boldsymbol{y}\right\rangle
$$

From the last relation and (5.7) with $\boldsymbol{v}=\boldsymbol{y}$, we obtain

$$
\begin{align*}
\bar{P}_{i j k l} \mathcal{Z}_{i j} \mathcal{Z}_{k l}=\theta P_{i j k l} \mathcal{Z}_{i j} \mathcal{Z}_{k l}-\left\langle\mathcal{A}_{E} \boldsymbol{y}, \boldsymbol{y}\right\rangle & =\int_{\Sigma}\left(\chi P_{i j k l} \mathcal{Z}_{i j} \mathcal{Z}_{k l}-\chi P_{i j k l} \frac{\partial y_{i}}{\partial \xi_{j}} \frac{\partial y_{k}}{\partial \xi_{l}}\right) d \hat{\boldsymbol{\xi}}  \tag{5.8}\\
& =\int_{\Sigma} \chi P_{i j k l}\left(\mathcal{Z}_{i j}-\frac{\partial y_{i}}{\partial \xi_{j}}\right)\left(\mathcal{Z}_{k l}-\frac{\partial y_{k}}{\partial \xi_{l}}\right) d \hat{\boldsymbol{\xi}} .
\end{align*}
$$

The right-hand side of the last relation is clearly positive and the required assertion is proved for the tensor $\bar{P}$. Positiveness of the tensor $\bar{G}$ can be verified in the same way.

The next theorem states the strong positiveness of the tensor $\bar{P}$.
Theorem 5.20. There exists a positive constant $C$ such that

$$
\bar{P}_{i j k l} \mathcal{Z}_{i j} \mathcal{Z}_{k l} \geqslant C|\mathcal{Z}|^{2}
$$

for every symmetric second-rank tensor $\mathcal{Z}$. Here, $|\mathcal{Z}|^{2}=\mathcal{Z}_{i j} \mathcal{Z}_{i j}$.
Proof. Assume that the assertion of the theorem is false. Then there exists a sequence $\left\{\mathcal{Z}^{n}\right\}$ such that $\left|\mathcal{Z}^{n}\right|=1$ and $\bar{P}_{i j k l} \mathcal{Z}_{i j}^{n} \mathcal{Z}_{k l}^{n} \rightarrow 0$ as $n \rightarrow \infty$. The sequence $\left\{\mathcal{Z}^{n}\right\}$ is compact in $\mathbb{R}^{3} \times \mathbb{R}^{3}$ and, therefore, it has a subsequence denoted again by $\left\{\mathcal{Z}^{n}\right\}$, which converges to a matrix $\mathcal{Z}^{0}$ such that $\left|\mathcal{Z}^{0}\right|=1$. This means that the corresponding sequences $\boldsymbol{z}^{n}$ and $\boldsymbol{y}^{n}$, defined as $\boldsymbol{z}^{n}=\boldsymbol{a}_{i j} \mathcal{Z}_{i j}^{n}$ and $\boldsymbol{y}^{n}=\mathcal{A}_{E}^{-1} \boldsymbol{z}^{n}$, converge in $H$ to $\boldsymbol{z}^{0}$ and $\boldsymbol{y}^{0}$, respectively. We use here the notations introduced in the proof of the previous proposition. Thus, the relation
$\bar{P}_{i j k l} \mathcal{Z}_{i j}^{0} \mathcal{Z}_{k l}^{0}=\theta P_{i j k l} \mathcal{Z}_{i j}^{0} \mathcal{Z}_{k l}^{0}-\left\langle\mathcal{A}_{\Xi} \boldsymbol{y}^{0}, \boldsymbol{y}^{0}\right\rangle=\int_{\Sigma} \chi P_{i j k l}\left(\mathcal{Z}_{i j}^{0}-\frac{\partial y_{i}^{0}}{\partial \xi_{j}}\right)\left(\mathcal{Z}_{k l}^{0}-\frac{\partial y_{k}^{0}}{\partial \xi_{l}}\right) d \hat{\boldsymbol{\xi}}=0$.
holds due to (5.8). That is,

$$
\chi P_{i j k l}\left(\mathcal{Z}_{i j}^{0}-\frac{\partial y_{i}^{0}}{\partial \xi_{j}}\right)\left(\mathcal{Z}_{k l}^{0}-\frac{\partial y_{k}^{0}}{\partial \xi_{l}}\right)=0 \quad \text { in } \quad \Sigma,
$$

and, consequently, $\mathcal{D}\left(\boldsymbol{y}^{0}\right)=\mathcal{Z}^{0}$ in $\Sigma_{F}$. This implies that $\mathcal{D}\left(\boldsymbol{y}^{0}-\mathcal{Z}^{0} \boldsymbol{\xi}\right)=0$ in $\Sigma_{F}$. Therefore, $\boldsymbol{y}^{0}(\boldsymbol{\xi})$ is a linear function of $\boldsymbol{\xi}$ for $\boldsymbol{\xi} \in \Sigma_{F}$. The only linear function satisfying the periodicity boundary conditions on $\partial \Sigma$ is a constant, which implies that $\mathcal{Z}^{0}=0$. This is impossible because $\left|\mathcal{Z}^{0}\right|=1$. This contradiction proves the theorem.

Remark that the arguments like those in the proof of Theorem 5.20 do not lead to a contradiction in the case of the tensor $\bar{G}$. The next theorem shows that the tensor $\bar{G}$ is degenerated and describes its null-space.

Theorem 5.21. The tensor $\bar{G}$ is degenerate, and $\bar{G}_{i j k l} \mathcal{Z}_{i j} \mathcal{Z}_{k l}=0$ for a symmetric matrix $\mathcal{Z}$ if and only if $\mathcal{Z}_{11}+\mathcal{Z}_{22}=0$ and $\mathcal{Z}_{33}=0$.

Proof. Let us denote $\boldsymbol{z}=\boldsymbol{b}_{i j} \mathcal{Z}_{i j}$. Due to Proposition 4.12 and Theorem 4.17, $\boldsymbol{z} \in R(\mathcal{A}) \cap R(\mathcal{B})$, and there exist unique elements $\boldsymbol{y}^{E} \in E$ and $\boldsymbol{y}^{R} \in R(\mathcal{B})$ such that

$$
\begin{equation*}
\mathcal{B} \boldsymbol{y}^{E}=\boldsymbol{z}, \quad \mathcal{B} \boldsymbol{y}^{R}=\boldsymbol{z} \tag{5.9}
\end{equation*}
$$

It follows that $\boldsymbol{y}^{N}=\boldsymbol{y}^{E}-\boldsymbol{y}^{R} \in N(\mathcal{B})$. Besides that, $\mathcal{B}_{E}^{-1} \mathcal{B} \boldsymbol{y}^{E}=\boldsymbol{y}^{E}$. Therefore,

$$
\left\langle\boldsymbol{z}, \mathcal{B}_{E}^{-1} \boldsymbol{z}\right\rangle=\left\langle\mathcal{B} \boldsymbol{y}^{E}, \boldsymbol{y}^{E}\right\rangle=\left\langle\mathcal{B} \boldsymbol{y}^{R}, \boldsymbol{y}^{R}+\boldsymbol{y}^{N}\right\rangle=\left\langle\mathcal{B} \boldsymbol{y}^{R}, \boldsymbol{y}^{R}\right\rangle .
$$

The second equation in (5.9) implies that

$$
\begin{equation*}
\int_{\Sigma} K_{i j k l}(\chi) \frac{\partial y_{i}^{R}}{\partial \xi_{j}} \frac{\partial v_{k}}{\partial \xi_{l}} d \hat{\boldsymbol{\xi}}=\int_{\Sigma} K_{i j k l}(\chi) \mathcal{Z}_{i j} \frac{\partial v_{k}}{\partial \xi_{l}} d \hat{\boldsymbol{\xi}} \tag{5.10}
\end{equation*}
$$

for all $\boldsymbol{v} \in H$, where

$$
K_{i j k l}(\chi)=\chi \gamma^{-1} \delta_{i j} \delta_{k l}+(1-\chi) G_{i j k l}
$$

As a consequence of this equation, we find

$$
\begin{gathered}
\bar{G}_{i j k l} \mathcal{Z}_{i j} \mathcal{Z}_{k l}=K_{i j k l}(\theta) \mathcal{Z}_{i j} \mathcal{Z}_{k l}-\left\langle\boldsymbol{z}, \mathcal{B}_{E}^{-1} \boldsymbol{z}\right\rangle=K_{i j k l}(\theta) \mathcal{Z}_{i j} \mathcal{Z}_{k l}-\left\langle\mathcal{B} \boldsymbol{y}^{R}, \boldsymbol{y}^{R}\right\rangle \\
=\int_{\Sigma} K_{i j k l}(\chi)\left(\mathcal{Z}_{i j}-\frac{\partial y_{i}^{R}}{\partial \xi_{j}}\right)\left(\mathcal{Z}_{k l}-\frac{\partial y_{k}^{R}}{\partial \xi_{l}}\right) d \hat{\boldsymbol{\xi}} \\
=\int_{\Sigma_{F}} \gamma^{-1}\left(\operatorname{tr} \mathcal{Z}-\operatorname{div} \boldsymbol{y}^{R}\right)^{2} d \hat{\boldsymbol{\xi}}+\int_{\Sigma_{S}} G_{i j k l}\left(\mathcal{Z}_{i j}-\mathcal{D}_{i j}\left(\boldsymbol{y}^{R}\right)\right)\left(\mathcal{Z}_{k l}-\mathcal{D}_{k l}\left(\boldsymbol{y}^{R}\right)\right) d \hat{\boldsymbol{\xi}}
\end{gathered}
$$

Notice that (5.10) is the Euler-Lagrange equation for the functional

$$
F_{z}(\boldsymbol{y})=\int_{\Sigma} K_{i j k l}(\chi)\left(\mathcal{Z}_{i j}-\frac{\partial y_{i}}{\partial \xi_{j}}\right)\left(\mathcal{Z}_{k l}-\frac{\partial y_{k}}{\partial \xi_{l}}\right) d \hat{\boldsymbol{\xi}}
$$

Due to Proposition 4.11 (assertion 4), this functional is strictly convex on $R(\mathcal{B})$ and $\boldsymbol{y}^{R}$ is its unique minimizer there. That is,

$$
\bar{G}_{i j k l} \mathcal{Z}_{i j} \mathcal{Z}_{k l}=F_{z}\left(\boldsymbol{y}^{R}\right)=\min _{\boldsymbol{y} \in R(\mathcal{B})} F_{z}(\boldsymbol{y})
$$

Thus, $\bar{G}_{i j k l} \mathcal{Z}_{i j} \mathcal{Z}_{k l}=0$ if and only if there exists $\boldsymbol{y}^{R} \in R(\mathcal{B})$ such that $F_{z}\left(\boldsymbol{y}^{R}\right)=$ 0 . It is not difficult to see that $F_{z}(\boldsymbol{y})=F_{z}(\boldsymbol{y}+\boldsymbol{w})$ for every $\boldsymbol{w} \in N(\mathcal{B})$. Since $R(\mathcal{B}) \oplus N(\mathcal{B})=H$, the existence of $\boldsymbol{y}^{R} \in R(\mathcal{B})$ with $F_{z}\left(\boldsymbol{y}^{R}\right)=0$ is equivalent to the existence of a function $\boldsymbol{y} \in H$ which satisfies the condition $F_{z}(\boldsymbol{y})=0$. Due to the positiveness of the functional $F_{z}$, we can conclude that $\bar{G}_{i j k l} \mathcal{Z}_{i j} \mathcal{Z}_{k l}=0$ if and only if there exists $\boldsymbol{y} \in H$ such that

$$
\begin{array}{ll}
\operatorname{div} \boldsymbol{y}=\operatorname{tr} \mathcal{Z} & \text { as } \quad \hat{\boldsymbol{\xi}} \in \Sigma_{F} \\
\mathcal{D}(\boldsymbol{y})=\mathcal{Z} & \text { as } \quad \hat{\boldsymbol{\xi}} \in \Sigma_{S} \tag{5.12}
\end{array}
$$

Suppose that both of the last conditions are satisfied. Since functions from $H$ do not depend on $\xi_{3}$, (5.12) implies that $\mathcal{Z}_{33}=0$. Moreover, due to (5.12), $\operatorname{div} \boldsymbol{y}=\operatorname{tr} \mathcal{Z}$ in $\Sigma_{S}$. That is, $\operatorname{div} \boldsymbol{y}=\operatorname{tr} \mathcal{Z}$ in $\Sigma$. Integrating this equality over $\Sigma$ we find that $\operatorname{tr} \mathcal{Z}=0$ because $\boldsymbol{y}$ is periodic. Thus, we have proved the assertion of the theorem in one direction (the necessity).

Let us suppose that $\mathcal{Z}_{11}+\mathcal{Z}_{22}=0$ and $\mathcal{Z}_{33}=0$. In order to complete the proof of the theorem, we have to prove that there exists a function $\boldsymbol{y} \in H$ satisfying (5.11) and (5.12). Equation (5.12) is easy to solve. Namely, its solution appears as follows:

$$
\boldsymbol{y}(\boldsymbol{\xi})=\mathcal{Z} \boldsymbol{\xi}+\mathcal{Q} \boldsymbol{\xi}+\boldsymbol{y}_{0}, \quad \hat{\boldsymbol{\xi}} \in \Sigma_{S}
$$

where $\mathcal{Q}$ is a skew-symmetric matrix and $\boldsymbol{y}_{0}$ is a constant which can be dropped because functions from the space $H$ are defined up to a constant. Let us denote $\mathcal{T}=$
$\mathcal{Z}+\mathcal{Q}$. Since functions from $H$ do not depend on $\xi_{3}$, we find that $\mathcal{T}_{i 3}=0(i=1,2,3)$ and $y_{3}=\mathcal{T}_{31} \xi_{1}+\mathcal{T}_{32} \xi_{2}$ for $\hat{\boldsymbol{\xi}} \in \Sigma_{S}$. We extend $y_{3}$ to the whole domain $\Sigma$ in such a way that it would be a periodic function (assuming equal values on the opposite edges of $\Sigma$ ).

In order to determine $y_{1}$ and $y_{2}$ in $\Sigma_{F}$, we have to solve the problem

$$
\begin{array}{lr}
\frac{\partial y_{1}}{\partial \xi_{1}}+\frac{\partial y_{2}}{\partial \xi_{2}}=0, & \hat{\boldsymbol{\xi}} \in \Sigma_{F}, \\
\boldsymbol{y}(\hat{\boldsymbol{\xi}})=\mathcal{T} \boldsymbol{\xi}, & \hat{\boldsymbol{\xi}} \in \partial \Sigma_{S}, \\
y_{1} \quad \text { and } \quad y_{2} \quad \text { are periodic in } \quad \Sigma .
\end{array}
$$

This problem is clearly solvable, and the theorem is completely proved.
As one can see from (5.6), the tensor $\bar{G}$ describes elastic stresses in the homogenized continuum. Theorem 5.21 says that the homogenized material has rather strange properties. Namely, it does not resist to the deformation, if the first invariant and the component $(3,3)$ of the corresponding strain tensor are equal to zero. In other words, such deformations do not produce any stresses. The described class of deformations is sufficiently large. It contains all deformations which do not change volume. The following assertion is a simple consequence of Theorem 5.21.

Corollary 5.22. If $i \neq j$ and $k \neq l$, then $\bar{G}_{i j k l}=0$.
This property of the tensor $\bar{G}$ yields an interesting conclusion about the passage to the limit as $\theta \rightarrow 0$. If we set $\theta=0$ formally, the elastic structure will occupy the whole layer $\Omega^{h}$. Therefore, it can seem that the limiting material must be the same as the original elastic one so that $\lim _{\theta \rightarrow 0} \bar{G}=G$. Nevertheless, it is wrong in general because the properties of the tensor $\bar{G}$ stated in Theorem 5.21 and in Corollary 5.22 do not depend on $\theta$. Thus, if, for instance, the tensor $G$ is not degenerate or $G_{1212} \neq 0$, then $\lim _{\theta \rightarrow 0} \bar{G} \neq G$. The physical reason is that the elastic structure consists of separate bristles for each $\theta>0$, which differs from the bulk material corresponding to $\theta=0$.
6. Numerical procedures. The formulas for the coefficients $\bar{P}, \bar{G}$, and $\omega$ contain the functions $\boldsymbol{a}_{k l}, \boldsymbol{b}_{k l}, \boldsymbol{n}_{0}$, the operators $\mathcal{A}_{E}, \mathcal{B}_{E}$, and their inverse defined in $H=H_{\#}^{1}(\Sigma) / \mathbb{R}$. From the mathematical point of view, all these functions and operators are well defined and completely described. However, numerical implementation of these formulas requires some effort. The computation of the functions $\boldsymbol{a}_{k l}, \boldsymbol{b}_{k l}$, and $\boldsymbol{n}_{0}$ is not difficult if one uses the finite element method. The situation with the operators $\mathcal{A}, \mathcal{B}$ is not so trivial, because they must be restricted to the subspace $E$, which creates additional problems when using finite elements. Below, we propose numerical procedures that can be implemented using conventional finite element software.
6.1. Calculation of $\boldsymbol{a}_{\boldsymbol{k} \boldsymbol{l}}, \boldsymbol{b}_{\boldsymbol{k} \boldsymbol{l}}$, and $\boldsymbol{n}_{\boldsymbol{0}}$. Let us introduce functions $\sigma_{k} \in H$, $k=1,2,3$, as solutions of the following problems:

$$
\int_{\Sigma} \frac{\partial \sigma_{k}}{\partial \xi_{i}} \frac{\partial v}{\partial \xi_{i}} d \hat{\boldsymbol{\xi}}=\int_{\Sigma} \chi \frac{\partial v}{\partial \xi_{k}} d \hat{\boldsymbol{\xi}} \quad \text { for all } \quad v \in H
$$

These problems can be easily solved applying the finite element method. Note that $\sigma_{3}=0$ because functions from the space $H$ do not depend on $\xi_{3}$. It is not difficult to see that

$$
\begin{aligned}
a_{k l}^{i} & =P_{k l i 1} \sigma_{1}+P_{k l i 2} \sigma_{2} \\
b_{k l}^{i} & =\gamma^{-1} \delta_{k l} \sigma_{i}-G_{k l i 1} \sigma_{1}-G_{k l i 2} \sigma_{2} \\
n_{0}^{i} & =-p^{0} \sigma_{i}-\mathcal{G}_{i 1}^{0} \sigma_{1}-\mathcal{G}_{i 2}^{0} \sigma_{2}
\end{aligned}
$$

for $i, k, l \in\{1,2,3\}$. Here, the superscript $i$ denotes the components of the vectors $\boldsymbol{a}_{k l}, \boldsymbol{b}_{k l}$, and $\boldsymbol{n}_{0}$.
6.2. Calculation of $\mathcal{A}_{\boldsymbol{E}}^{-1}$ and $\mathcal{B}_{\boldsymbol{E}}^{-\mathbf{1}}$. The problem can be formulated as follows: for every $\boldsymbol{w} \in R(\mathcal{A}) \cap R(\mathcal{B})$, find $\boldsymbol{u}, \boldsymbol{v} \in E$ such that $\mathcal{A} \boldsymbol{u}=\boldsymbol{w}$ and $\mathcal{B} \boldsymbol{v}=\boldsymbol{w}$. It is enough to solve this problem for the operator $\mathcal{A}$. The operator $\mathcal{B}$ can be treated similarly. Let us consider the equation

$$
\begin{equation*}
(\mathcal{A}+\varepsilon \mathcal{B}) \boldsymbol{u}_{\varepsilon}=\boldsymbol{w} \tag{6.1}
\end{equation*}
$$

As follows from Proposition 4.13, the operator $\mathcal{A}+\varepsilon \mathcal{B}$ is invertible in $H$ for every $\varepsilon>0$. Thus, there exists a unique $\boldsymbol{u}_{\varepsilon} \in H$ that satisfies (6.1). Moreover, $\boldsymbol{u}_{\varepsilon} \in E$ for every $\varepsilon>0$ by definition of the subspace $E$. Equation (6.1) can be easily solved numerically with finite elements. Let us show that $\boldsymbol{u}_{\varepsilon}$ is an approximation of a function $\boldsymbol{u} \in E$ that satisfies the equation $\mathcal{A} \boldsymbol{u}=\boldsymbol{w}$. Since $\boldsymbol{u}_{\varepsilon} \in E$, we can rewrite (6.1) as $\left(\mathcal{A}_{E}+\varepsilon \mathcal{B}_{E}\right) \boldsymbol{u}_{\varepsilon}=\boldsymbol{w}$. Consequently,

$$
\begin{equation*}
\boldsymbol{u}_{\varepsilon}=\mathcal{A}_{E}^{-1}\left(\boldsymbol{w}-\varepsilon \mathcal{B}_{E} \boldsymbol{u}_{\varepsilon}\right) \tag{6.2}
\end{equation*}
$$

Due to Theorem 4.17, the operator $\mathcal{A}_{E}^{-1}: R(\mathcal{A}) \cap R(\mathcal{B}) \rightarrow E$ is bounded. Therefore, there exists an independent of $\varepsilon$ constant $C$ such that

$$
\left\|\boldsymbol{u}_{\varepsilon}\right\| \leqslant C\left(1+\varepsilon\left\|\boldsymbol{u}_{\varepsilon}\right\|\right)
$$

This means that the sequence $\left\{\boldsymbol{u}_{\varepsilon}\right\}_{\varepsilon}$ is weakly compact in $H$. That is, there exist $\boldsymbol{u} \in H$ and a subsequence $\left\{\boldsymbol{u}_{\varepsilon}\right\}_{\varepsilon}$ such that $\boldsymbol{u}_{\varepsilon} \rightarrow \boldsymbol{u}$ weakly in $H$ as $\varepsilon \rightarrow 0$. Since $E$ is weakly closed, $\boldsymbol{u} \in E$. The passage to the limit in (6.1) yields the desired relation $\mathcal{A} \boldsymbol{u}=\boldsymbol{w}$. Moreover, the whole sequence $\left\{\boldsymbol{u}_{\varepsilon}\right\}_{\varepsilon}$ converges to $\boldsymbol{u}$ in $H$. In reality, $\boldsymbol{u}_{\varepsilon}-\boldsymbol{u}=-\varepsilon \mathcal{A}_{E}^{-1} \mathcal{B}_{E} \boldsymbol{u}_{\varepsilon}$, which implies

$$
\begin{equation*}
\left\|\boldsymbol{u}_{\varepsilon}-\boldsymbol{u}\right\| \leqslant C \varepsilon \tag{6.3}
\end{equation*}
$$

Thus, the order of the approximation is obtained.
6.3. Calculation of $e^{-t \mathcal{A}_{E}^{-1} \mathcal{B}_{E}} \mathcal{A}_{\boldsymbol{E}}^{-\mathbf{1}} \mathcal{B}_{E}$. Problem: For every $\boldsymbol{w} \in E$ and all $t>0$, find $\boldsymbol{u}(t)=e^{-t \mathcal{A}_{E}^{-1} \mathcal{B}_{E}} \mathcal{A}_{E}^{-1} \mathcal{B}_{E} \boldsymbol{w}$. Let us consider the following equation:

$$
\begin{equation*}
\boldsymbol{u}_{t}+\mathcal{A}_{E}^{-1} \mathcal{B}_{E} \boldsymbol{u}=0, \quad \boldsymbol{u}(0)=\mathcal{A}_{E}^{-1} \mathcal{B}_{E} \boldsymbol{w} \tag{6.4}
\end{equation*}
$$

It is obvious that $\boldsymbol{u}(t)=e^{-t \mathcal{A}_{E}^{-1} \mathcal{B}_{E}} \mathcal{A}_{E}^{-1} \mathcal{B}_{E} \boldsymbol{w} \in E$ is a unique solution of this equation (see section 4.3). Let us construct an approximate solution to problem (6.4) using the semidiscretization method. Fix $t$ and introduce $\tau=t / N, N \in \mathbb{N}$. Define functions $\boldsymbol{u}_{n}, n=1,2, \ldots, N$, as solutions of the following problem:

$$
\begin{equation*}
(\mathcal{A}+\tau \mathcal{B}) \boldsymbol{u}_{n}=\mathcal{A} \boldsymbol{u}_{n-1}, \quad \boldsymbol{u}_{0}=\mathcal{A}_{E}^{-1} \mathcal{B}_{E} \boldsymbol{w} \tag{6.5}
\end{equation*}
$$

That is,

$$
\boldsymbol{u}_{n}=(\mathcal{A}+\tau \mathcal{B})^{-1} \mathcal{A} \boldsymbol{u}_{n-1}
$$

Note that $\boldsymbol{u}_{n} \in E$ for all $n \geq 0$ because $\boldsymbol{u}_{0} \in E$ and $\boldsymbol{u}_{n-1} \in E$ implies $\boldsymbol{u}_{n} \in E$ for any $n>0$. Therefore, the operators $\mathcal{A}$ and $\mathcal{B}$ can be replaced by $\mathcal{A}_{E}$ and $\mathcal{B}_{E}$ in (6.5).

To estimate $\boldsymbol{u}_{N}-\boldsymbol{u}(t)$ we prove first that there exists a constant $C$ such that $\left\|\boldsymbol{u}_{n}\right\| \leqslant C$ for all $n$. Indeed,

$$
\boldsymbol{u}_{n}=\boldsymbol{u}_{0}-\tau \mathcal{A}_{E}^{-1} \mathcal{B}_{E} \sum_{k=1}^{n} \boldsymbol{u}_{k}
$$

which implies due to the boundness of $\mathcal{A}_{E}^{-1}$ and $\mathcal{B}_{E}^{-1}$ (see Theorem 4.17), the existence of a constant $C$ such that

$$
\left\|\boldsymbol{u}_{n}\right\| \leqslant\left\|\boldsymbol{u}_{0}\right\|+C \tau \sum_{k=1}^{n}\left\|\boldsymbol{u}_{k}\right\| .
$$

The Gronwall inequality now implies the required estimate. The boundness of $\left\|\boldsymbol{u}_{n}\right\|$ and (6.5) provide the following estimate:

$$
\begin{equation*}
\left\|\boldsymbol{u}_{n}-\boldsymbol{u}_{n-1}\right\| \leqslant C \tau\left\|\mathcal{A}_{E}^{-1} \mathcal{B}_{E}\right\|\left\|\boldsymbol{u}_{n}\right\| \leqslant C \tau \tag{6.6}
\end{equation*}
$$

Let us introduce two time interpolations of $\left\{u_{n}\right\}$,

$$
\begin{aligned}
& \hat{\boldsymbol{u}}^{\tau}(s)=\boldsymbol{u}_{n}\left(1-n+\frac{s}{\tau}\right)+\boldsymbol{u}_{n-1}\left(n-\frac{s}{\tau}\right) \quad \text { as } \quad s \in[(n-1) \tau, n \tau] \\
& \overline{\boldsymbol{u}}^{\tau}(s)=\boldsymbol{u}_{n} \quad \text { as } \quad s \in((n-1) \tau, n \tau] .
\end{aligned}
$$

Due to (6.6),

$$
\begin{aligned}
\int_{0}^{t}\left\|\hat{\boldsymbol{u}}^{\tau}(s)-\overline{\boldsymbol{u}}^{\tau}(s)\right\| d s=\sum_{n=1}^{N}\left\|\boldsymbol{u}_{n}-\boldsymbol{u}_{n-1}\right\| \int_{(n-1) \tau}^{n \tau} & \left(n-\frac{s}{\tau}\right) d s \\
& =\frac{\tau}{2} \sum_{n=1}^{N}\left\|\boldsymbol{u}_{n}-\boldsymbol{u}_{n-1}\right\| \leqslant C \tau
\end{aligned}
$$

Moreover, we have

$$
\frac{\partial \hat{\boldsymbol{u}}^{\tau}}{\partial t}+\mathcal{A}_{E}^{-1} \mathcal{B}_{E} \overline{\boldsymbol{u}}^{\tau}=0
$$

Therefore,

$$
\begin{aligned}
& \left\|\boldsymbol{u}_{N}-\boldsymbol{u}(t)\right\|=\left\|\hat{\boldsymbol{u}}^{\tau}(t)-\boldsymbol{u}(t)\right\| \leqslant\left\|\mathcal{A}_{E}^{-1} \mathcal{B}_{E}\right\| \int_{0}^{t}\left\|\overline{\boldsymbol{u}}^{\tau}(s)-\boldsymbol{u}(s)\right\| d s \\
& \quad \leqslant C \int_{0}^{t}\left(\left\|\hat{\boldsymbol{u}}^{\tau}(s)-\boldsymbol{u}(s)\right\|+\left\|\hat{\boldsymbol{u}}^{\tau}(s)-\overline{\boldsymbol{u}}^{\tau}(s)\right\|\right) d s \leqslant C\left(\tau+\int_{0}^{t}\left\|\hat{\boldsymbol{u}}^{\tau}(s)-\boldsymbol{u}(s)\right\| d s\right) .
\end{aligned}
$$

Finally, the Gronwall inequality yields

$$
\left\|\boldsymbol{u}_{N}-\boldsymbol{u}(t)\right\| \leqslant C \tau
$$

6.4. Numerics. In this section we give some examples which demonstrate properties of the homogenized continuum for various values of $\theta$. We consider the system consisting of the water and an isotropic elastic material (polymer) with the following properties:

$$
\begin{array}{cl}
P \boldsymbol{u}_{\boldsymbol{x}}=\lambda_{f} \mathcal{I} \operatorname{div} \boldsymbol{u}+2 \mu_{f} \mathcal{D}(\boldsymbol{u}), & G \boldsymbol{u}_{\boldsymbol{x}}=\lambda_{s} \mathcal{I} \operatorname{div} \boldsymbol{u}+2 \mu_{s} \mathcal{D}(\boldsymbol{u}), \\
\lambda_{f}=1 . \mathrm{e}-3, & \mu_{f}=1 . \mathrm{e}-3 \\
\lambda_{s}=2.777778 \mathrm{e}+9, & \mu_{s}=4.166667 \mathrm{e}+9 .
\end{array}
$$



Fig. 3. Structural cell $\Sigma=[0,1] \times[0,1]$.


Fig. 4. Dependence of $|P-\bar{P}| /|P|$ (curve a) and $|\bar{P}| /|P|$ (curve b) on $\theta$.

The constant which characterizes compressibility of the water is $\gamma=4.597696 \mathrm{e}-10$. We take the structural cell of the form shown in Figure 3.

First, we investigate properties of the tensor $\bar{P}$. The graphics in Figure 4 present the dependence of $|P-\bar{P}| /|P|$ and $|\bar{P}| /|P|$ on $\theta$, where $|P|=\left(\sum_{i j k l} P_{i j k l} P_{i j k l}\right)^{1 / 2}$. As one can see, $\lim _{\theta \rightarrow 1} \bar{P}=P$ and $\lim _{\theta \rightarrow 0} \bar{P}=0$.


FIG. 5. Dependence of $|\bar{G}-G| /|G|$ (curve a), $|\bar{G}-Q| /|G|$ (curve b), and $|\bar{G}-\theta R| /|G|$ (curve c) on $\theta$.

The dependence of the tensor $\bar{G}$ on $\theta$ is more complex. Let us introduce two tensors $R$ and $Q$ having the following components:

$$
R_{i j k l}=\gamma^{-1} \delta_{i j} \delta_{k l}, \quad Q_{i j k l}= \begin{cases}G_{i j k l} & \text { if } i=j \text { and } k=l \\ 0 & \text { otherwise }\end{cases}
$$

The curves in Figure 5 show the dependence of $|\bar{G}-G| /|G|,|\bar{G}-\theta R| /|G|$ and $\mid \bar{G}-$ $Q|/|G|$ on $\theta$. One can see that $\bar{G}$ does not tend to $G$ as $\theta \rightarrow 0$ (see curve $a$ ). This fact was already noted in section 5.2 after Corollary 5.22 . It is not surprising that


Fig. 6. Graphics of the function $|\omega(t)| /|\bar{G}|$ for various values of $\theta$. The time unit is 1 second.
$\lim _{\theta \rightarrow 1} \bar{G} \neq 0$. It can be explained by the presence of the tensor $R$ in the definition of $\bar{G}$. Really, curve $c$ in Figure 5 shows that $\lim _{\theta \rightarrow 1}(\bar{G}-R)=0$. Curve $b$ shows that $\lim _{\theta \rightarrow 0} \bar{G}=Q$. This means that, in the limit case as $\theta \rightarrow 0$ (the elastic continuum occupies the whole domain $\Omega^{h}$ ), the tensor $\bar{G}$ can be obtained from the tensor $G$ by vanishing all of the "nondiagonal" components.

Thus, the limits of (5.6) as $\theta \rightarrow 0$ and $\theta \rightarrow 1$ look as follows:

$$
\begin{array}{ll}
\rho_{S} \boldsymbol{u}_{t}-\operatorname{div} \mathcal{J}_{t} Q \boldsymbol{u}_{x}-\operatorname{div} \int_{0}^{t} \omega(t-s) \boldsymbol{u}_{x}(s) d s=\rho_{S} \boldsymbol{f}, & (\theta \rightarrow 0), \\
\rho_{F} \boldsymbol{u}_{t}-\operatorname{div} P \boldsymbol{u}_{x}-\gamma^{-1} \nabla \operatorname{div} \boldsymbol{u}-\operatorname{div} \int_{0}^{t} \omega(t-s) \boldsymbol{u}_{x}(s) d s=\rho_{F} \boldsymbol{f}, & (\theta \rightarrow 1) \tag{6.8}
\end{array}
$$

We take here the initial data being equal to zero.
In Figure 6, the graphs of the function $|\omega(t)| /|\bar{G}|$ are presented for several values of $\theta$. The function $|\omega(t)|$ decreases very rapidly. In fact, $|\omega(t)| /|\bar{G}|$ vanishes practically at the time $t \sim 10^{-10} s$. Thus, the memory term in (5.6) is very small and can be dropped in applications, if high frequency oscillations are not present.
7. Conclusions. Homogenization of a fine elastic structure immersed in a viscous weakly compressible fluid yields a continuum that possesses very interesting and rather unexpected properties. Equation (5.6) describing the behavior of the resulting continuum includes three basic terms. Two of them containing the tensors $\bar{P}$ and $\bar{G}$ are related to stresses. The third integral-term represents a memory effect that is responsible for viscoelastic properties of the resulting material. The presence of such a memory is not surprising because similar results were already obtained by other authors (see, for instance, [13]). More interesting from the mathematical and mechanical viewpoints is the investigation of the above mentioned stress terms. The term containing the tensor $\bar{P}$ describes a viscous damping and originates from the fluid part of the structure. Theorem 5.20 states the strict positiveness of $\bar{P}$, which implies the ellipticity of the corresponding differential operator. The term containing the tensor $\bar{G}$ represents elastic stresses. The tensor $\bar{G}$ is degenerate, its kernel is described in Theorem 5.21. The theorem implies that volume conserving deformations (shear deformations in particular) do not produce elastic stresses.

All of the coefficients involved in the homogenized equation are found in an explicit form. Although expressions representing them are rather complex, the coefficients can be computed numerically using the algorithms given in section 6 . The numerical treatment delivers another interesting properties of the homogenized model. It is stated
numerically that the memory effect is very weak. The system "forgets" the current history in a very short time. Therefore, the memory term can be dropped in most of the applications. Another interesting question is the dependence of properties of the homogenized continuum on the parameter $\theta$ which represents the volume fracture of the fluid so that the pure fluid corresponds to $\theta=1$. As was expected, the homogenized equations coincide in the limit $(\theta \rightarrow 1)$ with the ones being used for the description of the original fluid. In the opposite limiting case $(\theta \rightarrow 0)$ the homogenized equations differ from the model of the original elastic continuum. In particular, the limiting elastic continuum can be nonisotropic even though the original material is isotropic. Thus, the limiting continuum inherits certain geometric properties of the fine elastic structure even if the fluid vanishes and the solid occupies the whole volume.
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# MODELING CALCIUM DYNAMICS IN DENDRITIC SPINES* 
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#### Abstract

Dendritic spines are microstructures located on dendrites of neurons, where calcium can be compartmentalized. They are usually the postsynaptic parts of synapses and may contain anywhere from a few up to thousands of calcium ions at a time. Initiated by an action potential, a back-propagating action potential, or a synaptic stimulation, calcium ions enter spines and are known to bring about their fast contractions (twitching), which in turn affect calcium dynamics. In this paper, we propose a coarse-grained reaction-diffusion (RD) model of a Langevin simulation of calcium dynamics with twitching and relate the biochemical changes induced by calcium to structural changes occurring at the spine level. The RD equations model the contraction of proteins as chemical events and serve to describe how changes in spine structure affect calcium signaling. Calcium ions induce contraction of actin-myosin-type proteins and produce a flow of the cytoplasmic fluid in the direction of the dendritic shaft, thus speeding up the time course of calcium dynamics in the spine, relative to pure diffusion. Experimental and simulation results reveal two time periods in spine calcium dynamics. Simulations [D. Holcman, Z. Schuss, and E. Korkotian, Biophysical Journal, 87 (2004), pp. 81-91] show that in the first period, calcium motion is mainly driven by the hydrodynamics, while in the second period it is diffusion. The coarse-grained RD model also gives this result, and the analysis reveals how the two time constants depend on spine geometry. The model's prediction, that there are not two time periods in the diffusion of inert molecules in the spine, has been verified experimentally.
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1. Dendritic spines and their function. Dendritic spines are microstructures, about $1 \mu \mathrm{~m}$ across, made of a head and connected by a cylindrical neck to the dendrite. Although discovered more than 100 years ago by Ramón y Cajal [1] on dendrites of most neurons, including cortical pyramidal neurons and cerebellar Purkinje cells [2], their function is still unclear. The current consensus is that the main function of dendritic spines is to compartmentalize calcium [3]. Regulated by synaptic activity, spines are constantly moving and changing shape [4]. The 100,000 to 300,000 spines on a single spiny neuron drastically increase the active surface of a dendrite [5], [6], and more than $90 \%$ of excitatory synapses terminate on dendritic spines. Spines are considered to be basic units of dendritic integration [7], [8], though their role and function are still unclear. There is evidence that morphological changes in spines are associated with synaptic plasticity [4], that is, with the structural and biochemical changes in spines, dendrites, and neuronal synapses.
[^56]A debate is still raging about the specific function of dendritic spines. In particular, two main views prevail [9], [10]. The first maintains that a dendritic spine constitutes a privileged location for calcium restriction, and consequently, it is a place where synaptic plasticity can be induced. Calcium in dendritic spines triggers changes, such as long-term potentiation (LTP) and long-term depression (LTD) [11], which result in a permanent modification of the synaptic weight. Indeed, calcium dynamics, defined as the rise and duration of concentration inside a dendritic spine, is believed to be determinant for the nature of spine synaptic plasticity. These processes constitute the implementation of some of the memory in the brain at the cellular and subcellular levels. The second view maintains that by changing the shape of the spine, the electrical characteristics of the spine change, thereby modulating the voltage and the depolarization of the dendrite. This way the spines participate in the dendritic computation process.

Recently, it has been observed [12] that after calcium ions flow in, a dendritic spine can change shape in a few hundreds milliseconds. This fast change of shape decreases the volume of the spine head. Spine motility was proposed by Blomberg, Cohen, and Siekevitz [13] and the fast twitching movement of the spine was anticipated by Crick in [14], where questions were asked about the rules "governing the change of shape of the spine and, in particular, the neck of the spine" and also on "how these rules are implemented in molecular terms." Many models of calcium dynamics in dendritic spines have been proposed in the literature [5], [7], [15], [16], [17], [18], [19]; however, calcium dynamics was not considered in conjunction with Crick's questions and with the observations of [12].

When the spine shape is described by a spherical head connected to a cylindrical neck, several classes of shapes can be distinguished, according to three independent geometrical parameters (see Figure 1). According to this representation, the three parameters are the radius of the head $(R)$, the length of the neck $(l)$, and its diameter $(d)$. There are at most eight possible classes of spines, according to the relative sizes (large or small) of the three parameters. It is not clear yet what are the rules, if any, of the distribution of the different classes in a given neuron. Spines may appear isolated or in clusters on a dendrite [4]. The number of spines and their distribution are regulated by neuronal activity, because increased activity tends to increase the production of spines, whereas light deprivation tends to reduce the number of spines. However, the details remain unclear.

Dendritic spines can change shape on various time scales. On the time scale of minutes, synaptic stimulation can generate new spines. LTP experiments in the dentate gyrus are correlated with a change in the diameter of the spine neck. A single spine can split into two, and transitions between filopodia (spines with no head) and the standard form have been observed experimentally [4]. Modulation of sensory inputs, such as monocular deprivation in specific periods of development, modulates spine motility [20], [21]. Spines are less motile in adult neurons than in neurons of juvenile animals. Changes of shape on the time scale of minutes are due to actin (de-)polymerization and can be induced by a variation in the concentration of a neurotransmitter, such as glutamate [12], [23]. Dendritic spines have been observed to move on a very short time scale. For example, vibrations along the spine axis, which are independent of the calcium concentration, occur on the time scale of tens of milliseconds [12].

Spine movements on the time scale of seconds have been observed directly by recent imaging techniques, such as confocal microscopy or two-photon microscopy. It was reported that spines are constantly changing shape [18], [24]. This motility is also


FIG. 1. Schematic description of a dendritic spine. A dendritic spine is modelled as a spherical head connected to the dendrite by a cylindrical neck. The surface of the head contains a postsynaptic density, where various types of protein channels, such as the glutamate receptors NMDA and AMPA, are anchored and conduct ions into the spine when opened. A spine contains signalling molecules, such as calmodulin; cytoskeletal proteins, such as actin-myosin; and organelles, such as smooth endoplasmic reticulum. Pumps are located on the side and channels at the top of the spine head. Actin-myosin sites are represented schematically, attached to the actin network, so that a contraction of a single protein affects the entire spine. (Figure reprinted from [D. Holcman, Z. Schuss, and E. Korkotion, Calcium dynamics in dendritic spines and spine motility, Biophysical Journal, 87 (2004), pp. 81-91] with permission.
an actin-dependent process. The postsynaptic current can be modified by affecting the spine geometry, thus modulating the synapse. Changes in spine shape can then affect the efficacy of calcium dynamics. Specifically, it was reported in [18] that changing the spine neck affects the time course of calcium dynamics: High calcium concentration is maintained for a shorter period of time when the neck is shorter. Thus dendritic spines with shorter necks are less efficient in compartmentalizing calcium. In summary, spines undergo a constant readjustment, which can be viewed as an intrinsic spine property [20], and motility possibly contributes to synaptic plasticity.

It has recently been observed [12] that a dendritic spine can change shape quickly, on the scale of a few hundreds of milliseconds, after calcium ions flow into the spine. Transient calcium causes the spine to twitch (see [12]). This quick change of shape consists in head contractions oriented on the average in the direction of the dendritic shaft. This contraction can be induced by agonists, such as a neurotransmitter, or by a back-propagating action potential.

Evidence of high concentration of actin and myosin in spines was reported in [25], where proteins were observed to form clusters inside the spine head, near the channels. These clusters are called the postsynaptic density (PSD). More uniform distributions of clusters of myosin molecules were also observed. As in muscle cells, high concentrations of actin molecules indicate that rapid movement can be ascribed to the contraction of these molecules, because blocking them prevents all shape fluctuations [12].

It is remarkable that the description of the diffusive motion of ions in spines can be considered in the intermediate regime between continuum and discrete. Due to its specific geometry, the dendritic spine can be studied as a separate unit from the remaining part of the dendrite. Chemical reactions in the spine involve only a small number of molecules (hundreds), which explains the relatively large fluctuations in the reactions. These may lead to synaptic plasticity. This fact also reinforces the idea that the spine has a major role in converting a random signal, carried by the motion of ions or secondary messengers, into a more deterministic, less fluctuating, and more stable variable, represented by the synaptic weight.
2. Introduction. Despite the rapid development of high-quality technology, today's biophysical analysis of calcium in dendritic spines is limited by the resolution of the instruments. Thus models become useful tools for the analysis and prediction of spine activity, based on the evidence of molecular chemical reactions.
2.1. Modeling the dendritic spine dynamics. We propose here an answer to Crick's question about the cause and effect of the twitching and its role in the functioning of the spine as a conductor of calcium. Specifically, we attribute the twitching motion to the contraction of actin-myosin-type proteins, denoted AM, when they bind calcium, and include its effect on the dynamics of the calcium ions in the spine. This is the first quantitative theoretical and mathematical treatment of the twitching and its role in calcium dynamics in the spine. In [26] we constructed a Langevin dynamics simulation of calcium dynamics in the spine, and here we propose a continuum model of the same.

The calmodulin proteins (CaM) can bind up to four calcium ions to form the complex $\mathrm{CaMCa}_{4}$. This complex starts other important chemical reactions, involving, for example, calmodulin-protein kinase-II. This kinase plays a crucial role in LTP induction [16]. When a sufficiently large number of $\mathrm{CaMCa}_{4}$ complexes are formed, it produces LTP changes and/or induces dephosphorylation and (de-)polymerizations. It can also affect certain biophysical properties of certain channels, such as N-methyl-D-aspartale (NMDA) receptors. More generally, this type of reaction is known to induce modifications in the spine shape and biophysical changes at various levels, such as synaptic modifications, and changes in the number of channels (see [17]): When channel subunits are modified, the selectivity and/or ionic conductivity is changed, affecting the number of ions that enter the spine. When the number of receptors increases, e.g., of AMPA receptors, the spine's depolarization increases, resulting in a higher probability of opening of NMDA receptors and thus increasing the total number of calcium ions entering the spine.

We model the spine as a machine powered by the calcium it conducts, and we describe here the induced movement. Proteins involved in the calcium conduction process are found inside the dendritic spine. Their spatial distribution was reported in [25]. As mentioned above, relevant proteins involved in spine motility include actin, which has been shown in [12], [20], [24] to be directly involved in the biophysical process underlying fast spine motility. We maintain here that AM sites are driving the motility events. It was shown in [25] that dendritic spines contain a network of myosin molecules. The spatial distribution of myosin molecule in the spine has been observed to be uniform and to be sparse inside the PSD.

From a biological point of view, it is of primary interest to answer two related questions about calcium dynamics in dendritic spines, after their channels open: (1) How much calcium is there inside the spine? (2) How long does a given quantity of calcium stay inside the spine? Obviously, the answers depend on the geometry of the
cell. In this context, the aim of our model is to reproduce the time course of events, such as calcium dynamics, which determine the transition between depression and facilitation, or long- and short-term depression (see [28]). We propose that calcium ions set the machine in motion by initiating the contraction of AM as they bind at active sites [26]. We elucidate the cause and effect of twitching in the functioning of the spine by adding up the local contractions of the separate calcium-saturated proteins to achieve a global contraction effect. The contraction of the spine head induces a flow field of the cytoplasmic fluid, which in turn pushes the ions, thus speeding up their movement in the spine.
2.2. Biological consequences. We reported and discussed the biological consequences of a Langevin simulation, designed at a molecular level, in our first paper [26]. The purpose of the simulation was to investigate at a molecular level biochemical events induced by calcium and thus to explain structural changes occurring at the spine level. The main biological conclusion of [26] concerns the quantification of the effect of the hydrodynamical push on calcium dynamics in the spine. In particular, we showed not only that the push effect is created by the calcium ions, but that the push targets the same calcium ions towards the dendrite and in the direction of the center of the spine, where the spine apparatus and other relevant proteins are located. The flow due to the push does not allow the calcium ions to stay inside the spine head and to return to the head once they are inside the neck. The drift increases the efficiency of calcium conduction from the synapse to the dendrite and speeds up the calcium clearance of the spine. The simulations of [26] show that in the absence of the drift effect, the proportion of calcium ions conducted to the dendrite is two to three times smaller than in its presence. This led to the prediction that there are not two time periods in the diffusion of inert dye molecules in the spine, as has been recently verified experimentally [27].

We propose here a coarse-grained description of the coupling between changes in spine structure and calcium dynamics. A set of nonlinear reaction-diffusion equations is derived from the Langevin description. The analysis of the model reveals the time scale of the hydrodynamical effect and leads to the calculation of the time constant of the first concentration decay period. Consequently the push effect offers a possible reinterpretation of the results of [19], about the double exponential decay of the calcium concentration inside the spine. The first decay period was reported in [19] to be the consequence of buffered calcium diffusion from spine to dendrite and the effect of calcium pumps in the spine head. According to [19], the second period starts when near equilibrium is achieved between the spine's and the dendrite's calcium concentrations. We show in this paper that the two time periods of calcium concentration decay are recovered, under specific conditions, when the hydrodynamical push effect is included. We observe that the decay, corresponding to a predominantly hydrodynamical effect, starts immediately after the ions enter the spine head. This decay is rapid and its duration is random. It ends when hardly any saturated contractive molecules are left. The ionic motion in the second period is mainly pure diffusion and pump extrusion. An analytic expression for the fast decay rate is derived from the model in terms of the average hydrodynamical flow velocity. The main biological result of our model is that the rapid spine movement produces fast clearance of calcium from the dendritic spine and directs calcium ions to a specific location between the neck and the dendritic shaft, preventing the pumping out of the majority of ions. As mentioned above, the model also predicts that there are not two time periods in the diffusion of inert dye molecules in the spine, which means that diffusion alone cannot
be responsible for the double exponential decay.
2.3. The need of a molecular approach. The models of calcium diffusion in dendritic spines used, e.g., in [5], [6], [7], [15], [16], [17], [18], [19], [22] are based on a phenomenological approach that uses the coupling between the diffusion equation and the ambient chemical reactions. They are based on compartmentalization of the spine into several subunits, where the calcium diffusion process is discretized, while ordinary differential equations describe the chemical bonding of calcium to buffer protein molecules.

In this paper, we present a mathematical model of calcium dynamics in dendritic spines, based on molecular-level considerations. Actually, we propose a unified approach to modeling calcium dynamics inside microstructures, including dendritic spines, that postulates Brownian motion of the calcium ions in the cell. The randomness of the ionic motion becomes significant when the number of ions in the cell is small. At the molecular level, all phenomena, beginning with the motion of a single ion and up to the dynamics of the entire ionic population, are stochastic processes. These include the random walk of an ion, forming or breaking bonds with proteins by an individual ion. On the entire calcium population level, they include the dynamics of the number of bound proteins, which depends on the trajectory of each ion, and the distribution of the protein molecules.

Our model begins with the description of the dynamics of individual calcium ions in terms of a system of Langevin equations. The collective effect inside the spine of the entire calcium population, due to the interaction between the calcium and the proteins, is captured in our model by a nonlinear drift term that couples the hydrodynamical flow field to the number of ions bound to certain proteins. This produces a new effect that has to be included in the diffusion equation. The distribution of proteins inside the cell becomes an important part of the model.
2.4. Biological simplifications of the model. We make several simplifications in constructing the model of the spine. Thus, we neglect other types of organelles that are also involved in calcium dynamics: the spine apparatus, mitochondria, and other types of proteins. We have included a low concentration (.5-1 $\mu \mathrm{M}$ ) of binding molecules such as calcineurin. However, at this concentration these molecules cannot capture fully the role played by the buffer activity. The present model ignores the effect of a large buffer regulation, but we keep in mind that it can affect the calcium dynamics.

Furthermore, it is known that calcium stores in the spine release calcium ions when prompted by external calcium ions, under specific conditions. We neglect this effect here to avoid complicating our model. We also restrict the biochemical structure of the spine by singling out the CaM, AM, calcineurin, and one type of calcium pump. All these proteins constrain calcium flow in the dendritic spine by binding calcium ions for random periods of time. The technical assumption in our model is that the AM proteins contract at a fixed rate as long as they keep four calcium ions bound. Thus contraction begins and ends at random times. Since we are interested in the dynamics of calcium, when the ions are already inside the spine, we avoid the computation of the transient time starting from the action potential and the opening of the voltagesensitive calcium channels.

The specific geometry of the spine needs to be considered in order to evaluate the time evolution of calcium concentration in the spine. In the present simplified model, the spine geometry has been described by three parameters: the length and diameter
of the spine neck and the radius of the spine head (see Figure 1), smoothing out the local irregularities of the boundary.

Another geometric feature is the distribution $S_{0}(\boldsymbol{x})$ of calcium-dependent molecules that contract when they bind enough calcium. Two extreme possible distributions of proteins have been considered in the simulation, reported in [26]: a uniform distribution inside the head or an accumulation at the PSD area and the simulations show that the calcium dynamics depend on the distributions of the proteins. In reality, a mixture of the two distributions is observed in [26], but we will ignore it in the derivation of the decay rate.
3. A simplified physical model of the spine. The two main components of the dendritic spine in our model are a spherical head and a cylindrical neck, which connects it to the dendritic shaft. On top of the spine head, opposite the neck, there are protein channels that conduct calcium into the spine head. These channels can be of two types: NMDA channels (opened by the glutamate neurotransmitter) and calcium channels, which are voltage sensitive. There are only $2-5$ NMDA channels open at a time. For the purpose of this model, we use only the location of these channels as the initial positions for the ions. Our model concerns times after the calcium ions have entered the spine head. A schematic figure of the spine is presented in Figure 1. Active pumps are located on the lower half of the spine head. Their role is to conduct calcium out of the spine head. Pumping is an active process that requires energy, provided by the adenosine tri phosphate (ATP) molecules, whereas when calcium enters through the channels, no extra molecular energy is needed. We assume that there is only one ion at a time inside a pump and, due to the active structure, it requires a certain time to be pumped out. This time can be assumed random or deterministic. The latter case is valid when the exit time distribution is concentrated around the mean value. In a coarse-grained continuum model the pumping time is neglected, so the part of the boundary occupied by pumps becomes an absorbing boundary.

The many organelles inside the spine head do not affect the nature of the random motion of ions, mainly due to their large size relative to that of ions. They only restrict the volume available for free diffusion of calcium. Neglecting their presence effectively frees the interior of the spine head from obstacles to ionic movement. This can be compensated for by decreasing the radius of the head. The incompressible cytoplasmic fluid that fills out the spine and its flow are a part of our model.
3.1. A schematic model of spine twitching. Once calcium ions enter the spine they reach AM binding sites by diffusion and can bind there. When four calcium ions bind to a single AM protein, a local contraction of the protein occurs. All the local contractions at a given time produce a global contraction and induce a hydrodynamical movement of the cytoplasmic fluid. Calcium ions can reach the dendritic shaft through the spine neck and be totally absorbed there, or they can be pumped out of the spine by active pumps. Our model allows us to calculate the fraction of ions that are pumped out, relative to those that reach the dendrite. At a molecular level, in a phenomenological approach, a contraction produced by AM occurs with a characteristic time $t_{c}=1 \mathrm{~ms}$, say, and the length fluctuates about $l_{c}=0.02 \mu \mathrm{~m}[2$, p. 681], depending only on the type of protein. In a homogenization approximation of the spine head, the result of this local contraction produces a fixed average velocity of the cytoplasmic fluid of the order $v_{Q}=l_{c} / t_{c}=0.02 \mu \mathrm{~m} / \mathrm{ms}$.

Since it is known that there are only a few AM binding sites (less than a hundred [25]), each binding event can modify the dynamics significantly. It is important
therefore to keep track of the number of bound ions at any given time. Both the distribution of AM binding sites and the binding times are random. Consequently, the twitching of the spine head is also random. This, in turn, implies that the evolution of calcium concentration inside the spine is random. In a continuum description of this process, only average motion is observed, so the random realizations that can be observed in molecular simulations are smoothed out.
3.2. Final model simplifications. We simplify the model further by neglecting the long range ion-ion electrostatic interactions, as well as the ion-protein interactions. At a molecular level, when 500 calcium ions enter the dendritic spine, they create a difference of potential of about 16 mV (compared to -70 mV of the cell potential), so there are enough negative ions inside the spine to electrostatically neutralize the calcium ions. Specifically, the cooperative effect of the ions creates dipoles that screen the long-range interaction forces $\left(r^{-2}\right)$ to short-range interactions. The shield around each ion is a basis for an approximation that neglects the electrostatic forces in order to study the dynamics of calcium ions inside the spine. In this approximation the trajectories of the calcium ions are independent. The ion-water interaction is simplified into hydrodynamical drag and a zero mean fluctuating force that describes the randomness of the water-ion collisions [29]. The ion-protein interaction near a binding site, where a high electrical field targets the ions toward the active center of a binding site, is represented by a short range parabolic potential well. This allows us to include the backward binding reaction constant in the model. The effect of the forward constant is discussed below.

Each time an ion nears an active neighborhood of a protein, we assume that the electrostatic forces direct the ion so that a bond is formed with a given probability, depending on the forward rate constant. The backward reaction rate is the reciprocal of the mean time an ion stays bound. A binding site that holds an ion cannot bind additional ions before the bound ion escapes. We say that a protein is saturated if each of the four binding sites contains a calcium ion at the same time.

The chemical kinetics of the binding and unbinding of calcium to and from the substrate proteins (CaM, AM, calcineurin) in the spine cannot be described by the usual Arrhenius kinetics because of the small number of the reactant particles, the large fluctuations in the number of bound ions, and the hydrodynamic effect on the binding and unbinding reactions. We describe the forward and backward reactions on a molecular level in section 5 and then coarse-grain the equations in section 6 . We consider in our model only two classes of binding proteins: one that includes CaM and AM (that is, proteins that can bind 4 calcium ions) and a second that includes calcineurin, which can bind only one calcium ion at a time. The simplified model described above was used for a molecular simulation of calcium dynamics in a dendritic spine in [26].
4. The mathematical model. The mathematical model of the simplified physical model of the dendritic spine has several components. First, the domain $\Omega_{t}$, available for the motion of an ion at time $t$, has quite a complicated geometry, due to the presence of many obstacles, as mentioned in section 3, and it may change in time. Actually, this change is one of the main phenomena captured by our model. Second, when $\Omega_{t}$ changes, a flow of the cytoplasmic fluid in the dendritic spine ensues, which in turn gives rise to an hydrodynamical drag force on the ions inside the dendritic spine. This drag is a frictional force proportional to the relative velocity between the ions and the fluid. This force is not neglected in our simplified model. Third, the mathematical expression of these assumptions is a Langevin model of the ionic
motion. That is, the motion is described by a system of identical uncoupled Langevin equations driven by independent Brownian motions.
4.1. Mathematical simplifications. To simplify the analysis and simulation of the spine, we make several drastic simplifications. The quality of the simplified model is evaluated by its ability to capture the main phenomenology observed in experiment and by its ability to predict the fluid flow and the time dependence of the measured calcium concentration inside the dendritic spine.

The first simplification is that we consider the ions to be point charges, that is, we neglect Lennard-Jones repulsion. The second simplification is that we neglect electrostatic ion-ion interactions. This means that we can neglect all ionic species except the calcium, whose concentration needs to be predicted. We replace electrostatic interactions by interactions with a fixed mean field (that is, with a field not computed from Poisson's equation). Thus, we assume that the calcium ions move in an effective electrostatic field created by their interactions with each other and with other ions and by the permanent charge distribution on the CaM, calcineurin proteins, and AM complex. The behavior of this potential is assumed, rather than computed. We also neglect the change in the shape of the potential when a calcium ion binds to a protein molecule. The third simplification is that we neglect the impenetrable obstacles to the ionic motion posed by the presence of the proteins. Thus, we assume that the ionic motion inside the dendritic spine is geometrically unrestricted. Therefore, the domain $\Omega_{t}$ is the interior of the dendritic spine.
4.2. The Langevin equations. For a dendritic spine containing $N$ ions of different species (e.g., $\mathrm{Ca}^{++}, \mathrm{Na}^{+}, \mathrm{Cl}^{-}$, and so on), $\boldsymbol{x}_{i}(t)$ is the displacement vector of the $i$ th ion, $m_{i}$ is its mass, and $z_{i}$ is its valence. $\tilde{\boldsymbol{x}}=\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{N}\right)$ is the coordinate of the $N$ ions in configuration space. We assume that a flow field $\boldsymbol{V}(\boldsymbol{x}, t)$ is given (see description below) and that ions interact with a fixed potential of the charges on the proteins, $U_{0}(\boldsymbol{x})$, and with the variable potential of all other ions. The variable potential consists of both the electrostatic ion-ion interaction potential, $U_{\mathrm{ii}}(\tilde{\boldsymbol{x}})$, and the potential of Lennard-Jones-type repulsions, $U_{\mathrm{LJ}}(\tilde{\boldsymbol{x}})$ (that represents the finite size of the ions). The force per unit mass on the $i$ th ion is

$$
\boldsymbol{F}_{i}(\tilde{\boldsymbol{x}})=-z_{i} e \nabla_{\boldsymbol{x}_{i}}\left[U_{0}\left(\boldsymbol{x}_{i}\right)+U_{\mathrm{ii}}(\tilde{\boldsymbol{x}})\right]-\nabla_{\boldsymbol{x}_{i}} U_{\mathrm{LJ}}(\tilde{\boldsymbol{x}}) .
$$

The dynamics of the $i$ th ion is given by the Langevin equation

$$
\begin{equation*}
\ddot{\boldsymbol{x}}_{i}+\gamma_{i}\left[\dot{\boldsymbol{x}}_{i}-\boldsymbol{V}\left(\boldsymbol{x}_{i}, t\right)\right]+\boldsymbol{F}_{i}(\tilde{\boldsymbol{x}})=\sqrt{2 \epsilon_{i} \gamma_{i}} \dot{\boldsymbol{w}}_{i} \tag{4.1}
\end{equation*}
$$

where $e$ is the electronic charge. Here $\epsilon_{i}=k_{B} T / m_{i}, T$ is the temperature, $k_{B}$ is the Boltzmann constant, $\gamma_{i}=6 \pi a_{i} \eta_{i}$ is the dynamical viscosity (where $\eta_{i}$ is the viscosity coefficient per unit mass), and $a_{i}$ is the radius of the ion. The frictional drag force, $-\gamma\left[\dot{\boldsymbol{x}}_{i}-\boldsymbol{V}\left(\boldsymbol{x}_{i}, t\right)\right]$, is proportional to the relative velocity of the ion and the cytoplasmic fluid. The accelerations $\dot{\boldsymbol{w}}_{i}$ represent the thermal fluctuations of the fluid. The relation between the velocity diffusion constant and the friction coefficient,

$$
D_{i}=\frac{k_{B} T}{m_{i} \gamma_{i}}
$$

is Einstein's fluctuation-dissipation principle [30].
In the Smoluchowski limit of large damping [30], the Langevin equation (4.1) reduces to

$$
\begin{equation*}
\gamma_{i}\left[\dot{\boldsymbol{x}}_{i}-\boldsymbol{V}\left(\boldsymbol{x}_{i}, t\right)\right]+\boldsymbol{F}_{i}(\tilde{\boldsymbol{x}})=\sqrt{2 \epsilon_{i} \gamma_{i}} \dot{\boldsymbol{w}}_{i} . \tag{4.2}
\end{equation*}
$$

In this paper, we neglect the ion-ion interactions; that is, we set $U_{\mathrm{LJ}}(\tilde{\boldsymbol{x}})=$ $U_{\mathrm{ii}}(\tilde{\boldsymbol{x}})=0$ so that (4.2) becomes

$$
\begin{equation*}
\gamma_{i}\left[\dot{\boldsymbol{x}}_{i}-\boldsymbol{V}\left(\boldsymbol{x}_{i}, t\right)\right]+\boldsymbol{F}\left(\boldsymbol{x}_{i}\right)=\sqrt{2 \epsilon_{i} \gamma_{i}} \dot{\boldsymbol{w}}_{i} \tag{4.3}
\end{equation*}
$$

where

$$
\boldsymbol{F}\left(\boldsymbol{x}_{i}\right)=-z_{i} e \nabla_{\boldsymbol{x}_{i}} U_{0}\left(\boldsymbol{x}_{i}\right)
$$

Since we are interested in tracing only one species in the spine, namely, the concentration of calcium, we assume that $\gamma_{i}=\gamma_{C a}++, m_{i}=m_{C a}++, z_{i}=z=2$.

Under these assumptions, equations (4.3) are independent and identical, so that their transition probability densities are identical. We denote the transition probability density function (pdf) of each ion by $p\left(\boldsymbol{x}, t \mid \boldsymbol{x}_{0}, t_{0}\right)$ so that the calcium concentration is

$$
c(\boldsymbol{x}, t)=\int_{\Omega_{t}} p\left(\boldsymbol{x}, t \mid \boldsymbol{x}_{0}, t_{0}\right) c_{0}\left(\boldsymbol{x}_{0}\right) d \boldsymbol{x}_{0}
$$

where $c_{0}\left(\boldsymbol{x}_{0}\right)$ is the initial calcium density.
4.3. Reaction-diffusion description of the binding and unbinding reactions. We derive a reaction-diffusion system of equations in a slightly more general setting. We consider a single reactant $M$ (e.g., calcium), whose density, $c_{M}(\boldsymbol{x}, t)$, satisfies the Nernst-Planck (or Smoluchowski) equation corresponding to the Langevin dynamics (4.2) [30],

$$
\begin{equation*}
\frac{\partial c_{M}(\boldsymbol{x}, t)}{\partial t}=-\nabla \cdot \boldsymbol{J}(\boldsymbol{x}, t) \tag{4.4}
\end{equation*}
$$

where the flux $\boldsymbol{J}(\boldsymbol{x}, t)$ is defined as

$$
\begin{equation*}
\boldsymbol{J}(\boldsymbol{x}, t)=\left[\boldsymbol{V}(\boldsymbol{x}, t)-\frac{\boldsymbol{F}(\boldsymbol{x}, t)}{\gamma}\right] c_{M}(\boldsymbol{x}, t)-D \nabla c_{M}(\boldsymbol{x}, t) \tag{4.5}
\end{equation*}
$$

The immobile substrate protein $S$ is represented in this model by the potential $U_{0}(\boldsymbol{x}, t)$ of the electrostatic force $\boldsymbol{F}(\boldsymbol{x}, t)$. This force varies in time as reactant ions bind to or unbind from the substrate, thus changing the net electrostatic charge on the substrate. Instead of following the details of the binding and unbinding process and the fluctuations in the force $\boldsymbol{F}(\boldsymbol{x}, t)$, we coarse grain the Nernst-Planck equation (4.4) by replacing it with reaction-diffusion equations.

To formulate our problem in terms of reaction-diffusion equations, we partition the boundary of the domain $\Omega$ into three parts: the pumps and the bottom of the neck, denoted $\partial \Omega_{a}(t)$, which absorb calcium ions; the remaining surface of the head, denoted $\Sigma_{H}(t)$; and the surface of the neck, denoted $\partial \Omega_{N}$, where the normal flux equals the velocity of the boundary at each point. We introduce the variables $S^{(j)}(\boldsymbol{x}, t),(0 \leq$ $j \leq 4$ ), that represent the number of proteins in a test volume about $\boldsymbol{x}$ that contains $j$ bound $M$ ions at time $t$. Then the number of occupied binding sites on these proteins is $j S^{(j)}(\boldsymbol{x}, t)$, and the number of free binding sites on these proteins is $(4-j) S^{(j)}(\boldsymbol{x}, t)$. Obviously, at all times

$$
\sum_{j=0}^{4} S^{(j)}(\boldsymbol{x}, t)=S_{0}(\boldsymbol{x})
$$

where $S_{0}(\boldsymbol{x})$ is the number of proteins in the volume element.
We assume that the forward and backward reaction rates, $k_{1}$ and $k_{-1}$, respectively, are constant and independent of the densities (see discussion in section 8 below). It follows that the reaction-diffusion equations for the number of free calcium ions, $M(\boldsymbol{x}, t)$, and $S^{(j)}(\boldsymbol{x}, t)$ are

$$
\begin{align*}
\frac{\partial M(\boldsymbol{x}, t)}{\partial t}= & -\nabla \cdot \boldsymbol{J}_{M}(\boldsymbol{x}, t)-k_{1} M(\boldsymbol{x}, t) \sum_{j=0}^{4}(4-j) S^{(j)}(\boldsymbol{x}, t) \\
& +k_{-1} \sum_{j=0}^{4} j S^{(j)}(\boldsymbol{x}, t),  \tag{4.6}\\
\frac{\partial S^{(j)}(\boldsymbol{x}, t)}{\partial t}= & k_{1} M(\boldsymbol{x}, t)\left[(5-j) S^{(j-1)}(\boldsymbol{x}, t)-(4-j) S^{(j)}(\boldsymbol{x}, t)\right] \\
& -k_{-1}\left[j S^{(j)}(\boldsymbol{x}, t)-(j+1) S^{(j+1)}(\boldsymbol{x}, t)\right], \tag{4.7}
\end{align*}
$$

where the flux is defined by

$$
\begin{equation*}
\boldsymbol{J}_{M}(\boldsymbol{x}, t)=-D \nabla M(\boldsymbol{x}, t)+\boldsymbol{V}(\boldsymbol{x}, t) M(\boldsymbol{x}, t), \tag{4.8}
\end{equation*}
$$

and $S^{(-1)}(\boldsymbol{x}, t)=S^{(5)}(\boldsymbol{x}, t)=0$. The initial conditions are

$$
\begin{equation*}
S^{(0)}(\boldsymbol{x}, 0)=S_{0}(\boldsymbol{x}), \quad S^{(j)}(\boldsymbol{x}, 0)=0 \quad \text { for } 1 \leq j \leq 4 \tag{4.9}
\end{equation*}
$$

The system (4.6), (4.7) is a coarse-grained reaction-diffusion model of the transient chemical reaction in $\Omega(t)$. Renormalizing the numbers of the different species per unit test volume converts them into densities. Obviously, the forward rate constant $k_{1}$ has to be changed accordingly. The initial and boundary conditions for $M(\boldsymbol{x}, t)$ are the initial reactant density, absorption at the absorbing boundary, and flux given by the motion of the reflective boundary,

$$
\begin{align*}
& M(\boldsymbol{x}, 0)=c_{0}(\boldsymbol{x}) \quad \text { for } \boldsymbol{x} \in \Omega(t), \\
& M(\boldsymbol{x}, t)=0 \quad \text { for } \boldsymbol{x} \in \partial \Omega_{a}(t),  \tag{4.10}\\
& \boldsymbol{J}_{M}(\boldsymbol{x}, t) \cdot \boldsymbol{\nu}(\boldsymbol{x})=0 \quad \text { for } \boldsymbol{x} \in \partial \Omega_{N} \\
& \frac{\partial M(\boldsymbol{x}, t)}{\partial n(\boldsymbol{x})}=0 \quad \text { for } \boldsymbol{x} \in \Sigma_{H}(t) \tag{4.11}
\end{align*}
$$

The boundary condition (4.11) means that the boundary flux $\boldsymbol{J}_{M}(\boldsymbol{x}, t) \cdot \boldsymbol{\nu}(\boldsymbol{x})$ (see (4.8)) is actually the flux of the particles carried by the moving boundary. Note that $\boldsymbol{V}(\boldsymbol{x}, t) \cdot \boldsymbol{\nu}(\boldsymbol{x})=0$ on $\partial \Omega_{N}$. The geometrical effect of substrate distribution is expressed in $S_{0}(\boldsymbol{x})$. There are no moving internal boundaries, because the support of $S^{(j)}(\boldsymbol{x}, t)$ at all times is that of $S_{0}(\boldsymbol{x})$.
4.4. Specification of the hydrodynamical flow. The flow of the incompressible cytoplasmic fluid, as explained above, is due to the local contraction of the saturated AM complexes. We assume that the flow field is derived from a potential $\phi(\boldsymbol{x}, t)$
(see, e.g., [31]),

$$
\begin{equation*}
\boldsymbol{V}(\boldsymbol{x}, t)=\nabla \phi(\boldsymbol{x}, t) . \tag{4.12}
\end{equation*}
$$

The incompressibility condition, $\nabla \cdot \boldsymbol{V}(\boldsymbol{x}, t)=0$, reduces to the Laplace equation in the head $\Omega_{H}(t)$ of the spine at time $t$. The surface of the head, $\Sigma(t)$, is partitioned into the surface $\Sigma_{H}(t)$ of the spine head that does include the surface common with the neck and the cap $\Sigma_{N}(t)$ of the surface of the head inside the neck, $\Sigma(t)=\Sigma_{H}(t) \cup \Sigma_{N}(t)$.

The Laplace equation in $\Omega_{H}(t)$ is

$$
\begin{equation*}
\Delta_{\boldsymbol{y}} \phi(\boldsymbol{y}, t)=0 \quad \text { for } \boldsymbol{y} \in \Omega_{H}(t), t>0 \tag{4.13}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
\left.\frac{\partial \phi(\boldsymbol{y}, t)}{\partial n}\right|_{\boldsymbol{y} \in \Sigma_{H}(t)}=-V(t),\left.\quad \frac{\partial \phi(\boldsymbol{y}, t)}{\partial n}\right|_{\boldsymbol{y} \in \Sigma_{N}(t)}=F(V(t)) \tag{4.14}
\end{equation*}
$$

where $V(t)$ is the average velocity induced by the deformation of the head (see (4.17) below and the appendix), due to the sum of all the local contractions, and $F(V(t))$ is the induced field velocity at the top of the neck $\Sigma_{N}(t)$. The function $F(V)$ is described in the appendix. The quantities $V(t)$ and $F(V(t))$ are stochastic processes that are proportional to the number of saturated proteins at any given time $t$.

The flow field can be expressed explicitly in terms of the functions $V(t)$ and $F(V(t))$ by Green's function for the Neumann problem for Poisson's equation in a sphere (or a disk) through Stokes's formula. Green's function $G(\boldsymbol{x}, \boldsymbol{y}, t)$ is the solution (defined up to a constant) of the equation

$$
\begin{gathered}
-\Delta_{\boldsymbol{y}} G(\boldsymbol{x}, \boldsymbol{y}, t)=\delta(\boldsymbol{x}-\boldsymbol{y})-\frac{1}{\left|\Omega_{t}\right|} \quad \text { for } \boldsymbol{x}, \boldsymbol{y} \in \Omega_{H}(t), \\
\frac{\partial G(\boldsymbol{x}, \boldsymbol{y}, t)}{\partial \boldsymbol{\nu}(\boldsymbol{y})}=0 \quad \text { for } \boldsymbol{x} \in \Omega_{H}(t), \boldsymbol{y} \in \Sigma(t)
\end{gathered}
$$

Multiplying (4.13) by $G(\boldsymbol{x}, \boldsymbol{y}, t)$ and (4.15) by $\phi(\boldsymbol{y}, t)$ and integrating with respect to $\boldsymbol{y}$ over the domain, using Stokes's theorem and the boundary condition (4.14), we get

$$
\begin{aligned}
\phi(\boldsymbol{x}, t)= & \int_{\boldsymbol{y} \in \Sigma(t)} \frac{\partial \phi(\boldsymbol{y}, t)}{\partial n} G(\boldsymbol{x}, \boldsymbol{y}, t) d S_{\boldsymbol{y}}-\int_{\boldsymbol{y} \in \Sigma(t)} \frac{\partial G(\boldsymbol{x}, \boldsymbol{y}, t)}{\partial n} \phi(\boldsymbol{y}, t) d S_{\boldsymbol{y}} \\
& +\frac{1}{V_{H}} \int_{\Omega_{H}(t)} \phi(\boldsymbol{y}, t) d \boldsymbol{y} \\
= & \int_{\boldsymbol{y} \in \Sigma(t)} \frac{\partial \phi(\boldsymbol{y}, t)}{\partial n} G(\boldsymbol{x}, \boldsymbol{y}, t) d S_{\boldsymbol{y}}+\frac{1}{V_{H}} \int_{\Omega_{H}(t)} \phi(\boldsymbol{y}, t) d \boldsymbol{y} \\
= & -\int_{\Sigma_{H}(t)} V(t) G(\boldsymbol{x}, \boldsymbol{y}, t) d S_{\boldsymbol{y}}+\int_{\Sigma_{N}(t)} F(V(t)) G(\boldsymbol{x} y, t) S_{d y} \\
& +\frac{1}{V_{H}} \int_{\Omega_{H}(t)} \phi(\boldsymbol{y}, t) d \boldsymbol{y} \\
= & -V(t) \int_{\Sigma_{H}(t)} G(\boldsymbol{x}, \boldsymbol{y}, t) d S_{\boldsymbol{y}}+F(V(t)) \int_{\Sigma_{N}(t)} G(\boldsymbol{x}, \boldsymbol{y}, t) d S_{\boldsymbol{y}} \\
& +\frac{1}{V_{H}} \int_{\Omega_{H}(t)} \phi(\boldsymbol{y}, t) d \boldsymbol{y} .
\end{aligned}
$$

The flow field is given by

$$
\nabla \phi(\boldsymbol{x}, t)=-V(t) \int_{\Sigma_{H}} \nabla_{\boldsymbol{x}} G(\boldsymbol{x}, \boldsymbol{y}) d S_{\boldsymbol{y}}+F(V(t)) \int_{\Sigma_{N}} \nabla_{\boldsymbol{x}} G(\boldsymbol{x}, \boldsymbol{y}) d S_{\boldsymbol{y}}
$$

In the neck, due to the symmetries and the uniform initial conditions, we simplify the flow field by assuming its velocity is parallel to the axis of the neck. It is given by

$$
\nabla \phi(\boldsymbol{x}, t)=\boldsymbol{V}(\boldsymbol{x}, t)=F(V(t)) \boldsymbol{k}
$$

where $\boldsymbol{k}$ is a unit vector along the axis of the neck.
In order to close the equations, we recall that the velocity of the boundary $V(t)$ is a function of the number of proteins

$$
\begin{equation*}
S^{(4)}(t)=\int_{\Omega} S^{(4)}(\boldsymbol{x}, t) d \boldsymbol{x} \tag{4.16}
\end{equation*}
$$

that are saturated at time $t$. Thus

$$
\begin{aligned}
V(t) & =v_{Q} S^{(4)}(t), \\
F(V(t)) & =K v_{Q} S^{(4)}(t),
\end{aligned}
$$

where $v_{Q}$ is a constant velocity, depending on the nature of the contractile protein, and $K$ is a constant that depends on the geometry of the spine and the dimension (here 2 or 3 ). We note that, according to (4.17), as the number of saturated proteins increases the hydrodynamical flow begins to dominate the diffusion.
5. The chemical kinetics of the binding and unbinding reactions. The forward binding reaction of $M$ to $S, M+S \xrightarrow{k_{1}} M S$, is governed by a forward rate constant $k_{1}$, because the process of binding consists of an ion falling into a potential well. The survival probability of a single ion inside the spine head, in the presence of potential traps, decays exponentially fast, so that the rate constant for binding is the exponential decay rate. If the binding process involves many ions, the binding rate is the total absorption flux on the boundaries of the potential wells [32].

More precisely, the instantaneous binding rate is

$$
\begin{equation*}
k_{1}(t)=\oint_{\partial \Omega_{S(t)}} \boldsymbol{J}(\boldsymbol{x}, t) \cdot \boldsymbol{\nu}(\boldsymbol{x}) d S_{\boldsymbol{x}} \tag{5.1}
\end{equation*}
$$

where $\partial \Omega_{S(t)}$ is the boundary of the free binding sites on the substrate at time $t$. An approximation to $k_{1}(t)$ can be obtained by replacing the flux density $\boldsymbol{J}(\boldsymbol{x}, t)$. $\boldsymbol{\nu}(\boldsymbol{x})$ with its instantaneous average over the entire boundary $\partial \Omega_{S(t)}$. Then the local instantaneous binding rate of calcium near $\boldsymbol{x}$ is

$$
\begin{equation*}
k_{1}(t)=k_{1} \sum_{j=0}^{4}(4-j) S^{(j)}(\boldsymbol{x}, t) \tag{5.2}
\end{equation*}
$$

where $k_{1}$ is the forward binding rate per ion per protein and $S^{(j)}(\boldsymbol{x}, t)$ is the number of proteins with $j$ attached calcium ions. When the radius of a potential well with circular cross-section is $R_{p}$, the forward binding rate constant $k_{1}$ is given by Smoluchowski's formula

$$
\begin{equation*}
k_{1}=2 \pi R_{p} D_{M} \tag{5.3}
\end{equation*}
$$

where $D_{M}$ is the diffusion constant of $M$-ions [32], [33]. This determination is done for a separate reaction, not necessarily in the domain $\Omega$. The forward rate constant $k_{1}$ is an input parameter into the model, e.g., from a molecular dynamics simulation or from direct measurement in a separate chemical reaction [26]. Note that the forward binding rate depends on the radius of the potential well, but not on its depth.

The backward binding rate, $k_{-1}$, is the rate at which ions escape the potential well. According to Kramers's theory [30], [34] such a dissociation is due to thermal activation of the ions inside the potential well, and its rate is given by the Arrhenius law with a given activation energy. We recall that in Kramers's theory of thermal activation over a smooth (parabolic) potential barrier, the dissociation rate is one-half the reciprocal of the mean first passage time (MFPT) of an ion, initially inside the well, to its boundary [30], [34], [35]. This constant is also an input parameter. Given $k_{1}, k_{-1}$, both the depth and the radius of a binding site can be selected by calibration according to (5.3) and Kramers's formulas. Explicit calculations are given in [36].
6. Simulation of calcium kinetics in dendritic spines. When channels open, the maximal number of calcium ions that flow into the dendritic spine is of the order of a few hundred [19], which is also the order of magnitude of the number of calmodulin or myosin molecules inside the spine head. A Brownian simulation gives a description of calcium dynamics over a wide range of parameters, starting with only one ion in the spine and up to a number, where a continuum approximation is valid. In such a simulation the number of bonds formed by each calcium ion can be monitored over time. The number of bound proteins at a given time is a random process, because the forward and backward binding processes occur at random times and at random places. Consequently, the twitching movement of the dendritic spine is a random process as well.

Simulations of our model give the probability that an ion forms a bond, given the protein distribution. They also demonstrate the role of the drift in modifying the recurrent bindings and unbindings of the Brownian particles to given proteins.
6.1. A Langevin (Brownian) dynamics simulation. The binding (unbinding) of $\mathrm{Ca}^{++}$ions to (from) a fixed substrate $S$ (e.g., CaM, AM, etc.) can be described in a Langevin simulation at various degrees of molecular resolution. The simplest way is to describe the binding sites as appropriately calibrated potential wells and count the number of occupied wells as a function of time. A trajectory that hits a free pump on the boundary of the spine head or reaches the dendritic shaft at the bottom of the spine neck is terminated there. The remaining part of the boundary is reflecting to trajectories. This is essentially the simplified molecular dynamics simulation described above. A coarse-grained description of the reaction of binding and unbinding of the diffusing ions with the immobile substrate is given by the reaction-diffusion equations (4.6)-(4.10). A numerical study of this system will be presented in a separate paper.

The results of a full Langevin simulation based on our simplified physical and mathematical model are summarized below (see [26] for details). These results can be used as benchmarks for the results of the coarse-grained model described above.

Figure 2 shows the results of a simulation with $N_{\text {init }}=100, k_{-1}=K_{\text {back }}^{\mathrm{AM}}=$ $1 \mathrm{kHz}, k_{1}=K_{\text {back }}^{\text {cal }}=5 \mathrm{~Hz} / \mathrm{M}, R=0.5 \mu \mathrm{~m}, l=0.2 \mu \mathrm{~m}, d / 2=\mu \mathrm{m}, N_{\text {pumps }}=10$, and the protein molecules (about 50 of AM type and 10 of the other type) distributed in the PSD.

Two types of decay can be discerned in the first graph of calcium concentration vs. time in Figure 2: quick decay, starting at the beginning of the simulation and ending at about 250 msec , is followed by a slower decay that continues to the end of


FIG. 2. Dynamics of 100 calcium ions in dendritic spine. Time evolution of the concentration and binding. First row, concentration vs. time (in $\mu \mathrm{sec}$ ), from left to right: $1 .\left[\mathrm{Ca}^{2+}\right]$ in the total spine. 2. $\left[\mathrm{Ca}^{2+}\right]$ in spine head. 3. Number of ions in the neck. Note that the neck contains only one ion at a time. 4. Number of bound proteins (type 1, blue; type 2, green). Note the stochastic nature of those curves. Second row, from left to right: 5. Number of saturated proteins of type 1 vs. time. 6. Arrival times of ions at active pumps: the ions leave one at a time. 7. Number of bound ions vs. time. 8. Number of active pumps vs. time. (Figure reprinted from [D. Holcman, Z. Schuss, and E. Korkotion, Calcium dynamics in dendritic spines and spine motility, Biophysical Journal, 87 (2004), pp. 81-91] with permission.
the simulation. The first period is the decay curve of the saturation of type 1 proteins. When a simulation starts with 100 ions, only 10 proteins get saturated; that is, only about 40 ions are captured at the beginning and the number of saturated proteins continues to decay in time. To have a rough idea of the effect of the hydrodynamical push, we can approximate the push by its average of 2.5 proteins saturated for the first 250 msec , where each protein contributes to the speed a total of $50 \mathrm{~nm} / \mathrm{msec}$. The total speed of the push is $0.5 \mu \mathrm{~m} / \mathrm{ms}$. The push speeds up the arrival of ions at the lower part of the spine head, where the pumps are located, relative to arrivals by pure diffusion. Since the sojourn time of ions in the pumps is chosen to be short, the ions leave mainly through the head. At 500 msec into the simulation only about $20 \%$ of initial ions are still in the spine. In this simulation the effect of the push is not sufficiently strong to direct all the ions toward the neck. The 1:4 ratio of the efflux through the pumps, compared to that through the dendrite, may be due to the large number of fast pumps. These results are in agreement with the experimental results of [19].

In Figure 3 the results of simulations with and without the hydrodynamical push are shown: blue curves correspond to a simulation without the push effect, while magenta curves correspond to simulations with it. The characteristic parameters of the simulation are $N_{\text {init }}=200, k_{-1}=K_{\text {back }}^{\mathrm{AM}}=10 \mathrm{kHz}, k_{1}=K_{\text {back }}^{\text {cal }}=0.5 \mathrm{kHz} / \mathrm{M}$, $R=1 \mu \mathrm{~m}, l=0.3 \mu \mathrm{~m}$, and $d / 2=0.3 \mu \mathrm{~m}$. There are 4 pumps, 60 AM proteins, and 10 calcineurin proteins [15]. Results similar to those predicted in Figure 3 were


FIG. 3. Comparison of the time evolution for a postsynaptic distribution with and without push. Blue curves correspond to a simulation without the push effect, while magenta curves correspond to simulations with it. First row, concentration vs. time (in $\mu \mathrm{sec}$ ). From left to right: $1 .\left[\mathrm{Ca}^{2+}\right]$ in the total spine. 2. $\left[\mathrm{Ca}^{2+}\right]$ in spine head. 3. Number of ions in the neck. Note that the neck contains few ions at a time. 4. Number of bound proteins (type 1, blue; type 2, magenta). Note the stochastic nature of those curves. Second row, from left to right: 5. Number of saturated proteins of type 1 vs. time. 6. Arrival times of ions at active pumps: the ions leave one at a time. 7. Number of bound ions vs. time. 8. Number of active pumps vs. time. (Figure reprinted from [D. Holcman, Z. Schuss, and E. Korkotion, Calcium dynamics in dendritic spines and spine motility, Biophysical Journal, 87 (2004), pp. 81-91] with permission.
obtained recently with calcium replaced by an inert dye that does not bind to proteins [27].
7. An estimate of a decay rate. In the absence of the flow field $\boldsymbol{V}(\boldsymbol{x}, t)$, the decay of $M(\boldsymbol{x}, t)$ is governed by the first eigenvalue of the Laplace operator in the head with the mixed reflecting and absorbing boundary conditions. In the presence of $\boldsymbol{V}(\boldsymbol{x}, t)$, the decay rate can be estimated as follows (see also [37] for another estimate of the fast rate constant, using internal buffer kinetics).

Consider the dynamics

$$
\begin{aligned}
& \dot{x}=v(t)+\sqrt{2 D} \dot{w}_{x} \\
& \dot{y}=\sqrt{2 D} \dot{w}_{y}, \quad \dot{z}=\sqrt{2 D} \dot{w}_{z}
\end{aligned}
$$

in the neck, where $w_{x}, w_{y}$, and $w_{z}$ are independent Brownian motions. The solution is

$$
\begin{aligned}
x(t) & =x_{0}+\int_{0}^{t} v(s) d s+\sqrt{2 D} w_{x}(t), \\
y & =y_{0}+\sqrt{2 D} w_{y}(t), \quad z=z_{0}+\sqrt{2 D} w_{z}(t) .
\end{aligned}
$$

This means that the solution to the Nernst-Planck equation (4.4) in the neck,

$$
c_{t}=D \Delta c-v(t) c_{x},
$$

is given by

$$
\begin{aligned}
& c(x, y, z, t)=\iint_{\text {neck }} \int G\left(y, z, t \mid y_{0}, z_{0}\right) \\
& \times \exp \left\{-\frac{\left(x-x_{0}-\int_{0}^{t} v(s) d s\right)^{2}}{4 D t}\right\} f\left(x_{0}, y_{0}, z_{0}\right) d x_{0} d y_{0} d z_{0}
\end{aligned}
$$

where $f\left(x_{0}, y_{0}, z_{0}\right)$ is the initial ionic density in an infinite neck and $G\left(y, z, t \mid y_{0}, z_{0}\right)$ is Green's function for the diffusion equation in the cross-section of the neck, with reflecting boundary conditions.

We consider the initial decay law, when the decay is due primarily to the hydrodynamical effect, because it is faster than that due to diffusion. Suppose that the ions are concentrated near a single point $\left(x_{0}^{\prime}, y_{0}^{\prime}, z_{0}^{\prime}\right)$; that is, $f\left(x_{0}, y_{0}, z_{0}\right)=$ $\delta\left(x_{0}-x_{0}^{\prime}, y_{0}-y_{0}^{\prime}, z_{0}-z_{0}^{\prime}\right)$. In the initial tenths of a second, the decay of the concentration in the neck is due to the large hydrodynamical effect. The velocity $v(t)$ is maximal when all proteins are saturated. We write

$$
c(x, y, z, t)=G\left(y, z, t \mid y_{0}^{\prime}, z_{0}^{\prime}\right) \exp \left\{-\frac{\left(x-x_{0}^{\prime}-\int_{0}^{t} v(s) d s\right)^{2}}{2 D t}\right\}
$$

and

$$
\begin{equation*}
\frac{\left(x-x_{0}^{\prime}-\int_{0}^{t} v(s) d s\right)^{2}}{2 D t}=\frac{\left(x-x_{0}\right)^{2}}{2 D t}-\frac{\left(x-x_{0}\right)}{D} \bar{v}(t)+\frac{\bar{v}^{2}(t)}{2 D} t \tag{7.1}
\end{equation*}
$$

where

$$
\bar{v}(t)=\frac{1}{t} \int_{0}^{t} v(s) d s \approx \mathrm{const} \equiv \bar{v}_{0}
$$

Set

$$
u_{d}(x, y, z, t)=G\left(y, z, t \mid y_{0}^{\prime}, z_{0}^{\prime}\right) \exp \left\{-\frac{\left(x-x_{0}\right)^{2}}{4 D t}\right\}
$$

to represent the diffusion term. We can write in (7.1)

$$
-\frac{\left(x-x_{0}\right) \bar{v}(t)}{2 D} \approx-\frac{\left(x-x_{0}\right) \bar{v}_{0}}{2 D}
$$

so this term does not contribute to the time decay of the concentration $c(x, y, z, t)$ in the initial period. The last term in the exponent (7.1) is approximately $\frac{\bar{v}_{0}^{2}}{4 D} t$, so in the limit of fast binding, which lasts a few hundreds of milliseconds, we can write

$$
c(x, y, z, t)=C u_{d}(x, y, z, t) \exp \left\{-\frac{\bar{v}_{0}^{2}}{4 D} t\right\}
$$

This gives the decay time

$$
\begin{equation*}
\tau=\frac{4 D}{\bar{v}_{0}^{2}} \tag{7.2}
\end{equation*}
$$

The initial average velocity $\bar{v}_{0}$ can be estimated, if we assume that all proteins are distributed along the surface of the head and are saturated at the same time. In this case the membrane shrinks on the time scale of a single protein contraction time and of length equal to the number of proteins, $N_{p}=\int_{\Omega} S_{0}(\boldsymbol{x}) d \boldsymbol{x}$, times the contraction length of a single protein. We consider two models of saturation. First, if the proteins are located on the membrane, we can say that the lengths do not sum, but act in parallel to contract the head. This yields a contraction length of order $l_{c}$, the length of contraction of one protein, independently of the number of proteins distributed on the surface. Knowing the size of the myosin protein and the size of the head (e.g., radius of $1 \mu \mathrm{~m}$ ), the maximal number of proteins packed on the membrane surface is 1 mM (= 600 proteins).

Second, if there are different layers of contractile proteins, then all contractions add together, if they occur simultaneously. In that case the length of the contraction equals $N_{p} l_{c}$.

We have (see the appendix)

$$
\bar{v}_{0}=\bar{F}(V(0))= \begin{cases}\frac{4 \pi R_{0}^{2} \bar{V}_{0}}{\left|\Sigma_{N}\right|} & \text { in dimension } 3 \\ \frac{2 \pi R_{0} \bar{V}_{0}}{\left|\Sigma_{N}\right|} & \text { in dimension 2 }\end{cases}
$$

where $\bar{V}_{0}=v_{Q} N_{p}$ is the average initial velocity of the surface of the spine head, as given by (4.17) with $S^{(4)}(0)=N_{p}$ (by assumption); $R_{0}$ is the initial radius of the spine head; and $\left|\Sigma_{N}\right|$ is the surface area of the cross-section of the neck.

The value $v_{Q}=0.02 \mu \mathrm{~m} / \mathrm{ms}$ is given in [2], so that $\bar{v}_{0}=0.1 \mu \mathrm{~m} / \mathrm{ms}$; hence

$$
\bar{v}_{0}=\bar{F}(V(0))= \begin{cases}\frac{0.4 \pi R_{0}^{2}}{\left|\Sigma_{N}\right|} & \text { in dimension } 3 \\ \frac{0.2 \pi R_{0}}{\left|\Sigma_{N}\right|} & \text { in dimension } 2\end{cases}
$$

Now, (7.2) gives $\tau=160 \mathrm{msec}$, which is comparable to the experimental result given in [19].

This result can be obtained also from the following calculations. First, using the assumption that each protein contributes additively to the total contraction in the simulation of [26], we see that during the hydrodynamical push period about 5 contractile proteins are saturated on the average, so the average velocity of the head is $\bar{V}_{0}=0.02 \times 5=0.1 \mu / \mathrm{ms}$. Second, if in our model all proteins are distributed in a single layer and are instantaneously saturated, they produce a contraction of $0.02 \mu \mathrm{~m} / \mathrm{sec}$. In this case, when the ratio of surface areas of the head and the neck $\left(\left|\Sigma_{H}\right|+\left|\Sigma_{N}\right|\right) /\left|\Sigma_{N}\right|=5$, the average velocity of the head is $\bar{v}_{0}$.
8. Discussion and conclusions. We have introduced a Brownian dynamics simulation of calcium dynamics in a dendritic spine and its coarse-grained continuum
description by partial differential equations. The equations couple the hydrodynamical flow, caused by spine motility, to the chemical reaction between the diffusing calcium and the immobile substrate. We have identified the dominant molecular mechanism of the fast macroscopic twitching as the contraction of the calcium saturated AM proteins. This contraction produces a hydrodynamical flow, which causes the fast decay of calcium. The decay rate has been derived theoretically, and the reactiondiffusion equations described here are the coarse-grained version of the Langevin simulation of [26]. They provide a mathematical description of the molecular events during the fast motility of the spine.

The main goal of the coarse-graining is to capture the features of calcium dynamics with a small number of equations, ideally with a single ordinary differential equation, so that a comprehensive model of calcium dynamics in a spiny dendrite can be derived and the effect of hundreds of thousands of spines can be integrated and coupled to an action potential. In this context the dynamics of calcium can possibly be linked to the induction of synaptic plasticity.

An important feature of the Langevin simulation is that the number of bonds per protein, as a function of time, can be followed and compared to the initial calcium concentration. The coarse-grained reaction-diffusion description of the Langevin simulation should be helpful in relating the threshold of initiation of synaptic plasticity, such as LTP, to the initial calcium concentration.

One of the most significant results of this paper is the derivation of the decay rate from the fast motility of the spine. This result should be compared to the calcium extrusion rate in spines, as presented in [19]. The two very distinct decay rates suggest that the fast extrusion period can also be due to the spine fast motility. This phenomenon was ascribed in [19], [37] to the fast pumping of calcium ions into stores. Indeed, in the present paper we have neglected calcium stores and high concentration of buffers, which may impose a decay rate faster than diffusion. An improved model that includes a large number of buffers should reveal the precise contribution of buffers to the calcium fast decay rate, as compared to the rate imposed by the spine contraction. Such a model has to be based on the mechanism of interactions between diffusing calcium and the buffers.

We conclude, on the basis of the present model and of the Langevin simulation of [26], that one of the possible roles in calcium dynamics of the spine's fast motility is to increase significantly the fraction of ions that are directed toward the dendrite and the organelles, compared to the ions that are pumped out.

Appendix. The velocities $\boldsymbol{V}(\boldsymbol{t})$ and $\boldsymbol{F}(\boldsymbol{V}(\boldsymbol{t}))$. In this section, we compute the velocity $V(t)$ of the spine head surface, given by (4.17), and the velocity $F(V(t))$, used in the boundary condition (4.14). While $V(t)$ is given in (4.17), the velocity in the neck, $F(V(t))$, has to be calculated.

To calculate the cytoplasmic fluid velocity $F(V(t))$ at the surface of the sphere inside the neck, we make the following simplifying assumptions that lead to an explicit expression for the velocity of the efflux. The entire fluid displaced by the contraction of the spine head flows into the spine neck with a uniform velocity $v(t)$ in a direction normal to the sphere. We also assume that the neck is sufficiently narrow so that all normals to the spherical surface inside the neck, $\Sigma_{N}$, are parallel to the axis of the neck.

Under these assumptions the volume displaced per unit time is $4 \pi R^{2}(t) V(t)$ in dimension 3 and $2 \pi R(t) V(t)$, where $R(t)$ is the instantaneous radius of the head and
$\dot{R}(t)=-V(t)$. The flux through $\Sigma_{N}$ is $\left|\Sigma_{N}\right| v(t)$; hence

$$
v(t)=F(V(t))= \begin{cases}\frac{4 \pi R^{2}(t) V(t)}{\left|\Sigma_{N}\right|} & \text { in dimension 3 } \\ \frac{2 \pi R(t) V(t)}{\left|\Sigma_{N}\right|} & \text { in dimension } 2\end{cases}
$$
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#### Abstract

A new reconstruction algorithm is presented for tomographic reconstruction from fan beam data acquired with a quarter detector shift. This algorithm exploits the reflection property of the divergent beam transform by representing the sample and reflected points as a discrete, multichannel sample set. A doubling of the reconstruction resolution is achieved by increasing the number of source locations without changing the detector sample density. The algorithm can be used to reconstruct images from a third generation CT scanner at the maximum resolution consistent with the frequency characteristics of the detector.
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1. Introduction. A CT scanner provides two-dimensional images of a cross section of an object by measuring integrals of the object's $x$-ray attenuation through the cross section. The attenuation data can be modeled as giving the Radon transform of $x$-ray attenuation. The Radon transform of a function $f$ in $\mathbb{R}^{2}$ is

$$
\begin{equation*}
R f(\phi, p)=\int_{x \Phi=p} f(x) d x \tag{1.1}
\end{equation*}
$$

where $\Phi=(\cos \phi, \sin \phi)^{T} \in S^{1}$ is normal to the line of integration and $p \Phi$ locates the closest point to the origin on the line. The parameterization $(\phi, p)$ of lines in $\mathbb{R}^{2}$ is called the parallel beam geometry, as fixing $\phi$ results in a family of parallel lines.

The divergent beam (or fan beam) parameterization for lines in $\mathbb{R}^{2}$ is appropriate to use when modeling scanners in which the $x$-ray source moves on a circle (the source circle) of radius $r$ exterior to a circle (scan circle) of radius $\rho$ containing the object being imaged. The source angle $\beta$ measures the position of the $x$-ray source with respect to $x$ axis. The fan angle $\alpha$ measures the detector position with respect to the central ray of the fan, the ray from the source through the origin. By convention, $\alpha$ is positive if, viewed from the source, the detector position is to the left of the central ray. See Figure 1. The parallel beam and fan beam parameterizations are related by

$$
\begin{equation*}
p=r \sin \alpha, \quad \phi=\beta+\alpha-\pi / 2 \tag{1.2}
\end{equation*}
$$

where $r$ is the radius of the source circle. The reparameterization gives rise to the divergent beam transform

$$
\begin{equation*}
D f(\beta, \alpha)=R f(\beta+\alpha-\pi / 2, r \sin \alpha) \tag{1.3}
\end{equation*}
$$

[^57]

Fig. 1. The parallel beam and divergent beam parameterizations of lines in $\mathbb{R}^{2}$. The angles $\phi$ and $\beta$ are measured counterclockwise from the $x$ axis, and $\alpha$ is measured counterclockwise from the line connecting $(r \cos \beta, r \sin \beta)$ to the origin.

In a real measurement system, only a finite set of data is available. The goal in fan beam tomography is to reconstruct $f$ within $|x| \leq \rho$ with as much resolution as possible from discrete samples of $D f$.

In a third generation CT scanner, there is a detector bank which is physically connected to an $x$-ray source located on the opposite side of the object being imaged. The entire source-detector assembly is rotated around the object. At a discrete set of positions, the detector apparatus reads out, and an entire fan of data is acquired. In order to attain maximum use of the available photons, it is normal to have each detector element abut its neighbors. While this geometry is efficient in collecting all the available photons, it effectively bandlimits the measured signal. Were the standard fan-beam sampling scheme and reconstruction algorithm (Algorithm 5.3 in [13]) to be used to attain the resolution corresponding to the detector bandwidth, the detector sample density needed would be twice that which is available. In other words, the measurement would be undersampled by a factor of two. This so-called third generation undersampling is explained in section 3.1.

In this paper, we present an algorithm which can be used with third generation CT scanners to attain reconstructions at a resolution limited only by the bandwidth of the detector elements.

The divergent beam transform has a twofold symmetry which can be exploited to compensate for the third generation undersampling. Placing a detector bank off center by one quarter of the width of a detector element breaks the acquisition symmetry, effectively doubling the sample density. A similar detector shift was suggested for the third generation problem in the parallel beam geometry by Cormack [2].

For the parallel beam geometry, the sample points obtained by introducing a detector shift can be reorganized as a lattice with twice the density along the detector direction. When a bandlimited function is sampled on a suitably dense lattice, its integral can be replaced by a discrete sum without error. Applying this to continuous inversion formulas is the foundation for both the standard and interlaced parallel beam reconstruction algorithms (Algorithms 5.1 and 5.2 in [13]).

For the divergent beam geometry, the fortuitous realignment of the original and reflected sample points into a single lattice does not occur, so the standard multidimensional sampling theory cannot be applied. Instead, multichannel sampling theory
$[1,16]$ in a lattice context $[3,6,7,8,9]$ must be used. In this paper, it is shown that the original and reflected sample points can be reorganized as a union of identical rectangular lattices. The samples on each rectangular lattice become a channel of a multichannel lattice sample scheme. For appropriate scanner geometries, the Parseval-like result of [9] for sampling on unions of lattices can be used to justify the replacement of the continuous inversion integral by the discrete analog. This leads to a new fan beam algorithm which can reconstruct at the maximum resolution consistent with the detector-limited bandwidth. An alternate approach [6, 7] can also be applied. However, that method is more complex than our method, as it requires the multichannel lattice data to be interpolated to a sufficiently dense single lattice.

The remainder of this paper is organized as follows. In section 2.1, a brief review of lattice sampling theory and multichannel sampling for lattices is presented. In section 2.2 , the sampling requirements for the divergent beam transform are reviewed. The third generation detector model is described in section 3.1. It is shown how to apply multichannel sampling theory in this context in section 3.2. The new divergent beam reconstruction algorithm appears in section 3.2.2. Finally, a numerical implementation which validates the algorithm is exhibited in section 4.
2. Sampling in tomography. In order to achieve a desired resolution in the reconstructed image, the divergent beam transform must be sampled at an appropriate density. A framework for studying reconstruction resolution in terms of spatial frequency content was presented by Natterer in [10]. A function $f$ is $\Omega$-bandlimited if its Fourier transform,

$$
\begin{equation*}
\hat{f}(\xi)=(2 \pi)^{-n / 2} \int_{\mathbb{R}^{n}} f(x) e^{-i x \xi} d x \tag{2.1}
\end{equation*}
$$

satisfies $\hat{f}(\xi)=0$ for $|\xi|>\Omega$. Such functions can represent details no smaller than $\pi / \Omega$. In practice, as the reconstruction region will have compact support, the functions to be recovered cannot be bandlimited. As a result, one works with essentially bandlimited functions. A function $f$ on $\mathbb{R}^{n}$ is essentially $\Omega$-bandlimited if $\hat{f}(\xi)$ is small for $\xi>\Omega$. More precisely, it is assumed that $\varepsilon_{0}(f, \Omega)=\int_{|\xi|>\Omega}|\hat{f}(\xi)| d \xi$ is negligible. Refer to [10] for a thorough treatment of this notion in the context of sampling theory.

The sample density needed to reconstruct a bandlimited function $f$ can be determined by examining the bandregion $K=\operatorname{supp} \hat{f}$. Roughly speaking, a sampled function has as its spectrum sums of translates of the spectrum of the unsampled function. The translation distance is inversely proportional to the sample density. To reconstruct accurately, it is necessary to ensure that translates of $K$ are mutually disjoint.

The Radon transform and divergent beam transforms possess symmetries in both the Fourier domain and the sample domain. The essential support of the divergent beam transform of a bandlimited function has the shape [11, 15] shown in Figure 2. Selecting nonoverlapping translates parallel to the coordinate axes lead to the standard fan beam reconstruction algorithm (Algorithm 5.3 in [13]). Much of Fourier space remains uncovered. A completely efficient tiling of Fourier space is possible [11]. The corresponding sampling scheme requires a complex dynamic detector shift, the periodicity of which depends on the ratio of the source and scan radii. This acquisition is difficult to implement in hardware.


FIg. 2. The solid region shows the essential support $K$ when $\rho / r=1 / 3$ of the Fourier transform of the divergent beam transform of an essentially $\Omega$-bandlimited function. $K$ scales linearly with $\Omega$ along each axis and is symmetric with respect to the origin. The coordinates of the upper and lower right corners of $K$ are, respectively, $(r \Omega,(\rho+r) \Omega)$ and $(r \Omega,(\rho-r) \Omega)$. In the leftmost figure, the gray areas are translates of $K$ parallel to the coordinate axes by the minimal distance required to avoid overlaps. The corresponding sampling scheme is the standard fan beam sampling. In the middle figure, the gray areas are translates of $K$ which are optimally packed. The corresponding sampling scheme is the efficient fan beam sampling. To acquire data for the efficient sampling scheme requires a dynamic detector shift. In the rightmost figure, the gray areas are the translates of $K$ which correspond to sampling the divergent beam transform at points which are reflections of the points in the standard sampling scheme. Since there is no overlap, this sample set can be used to reconstruct at the same resolution as the standard fan beam sampling.

Alternatively, symmetry can be seen directly in the sample domain via the reflection property, which for the Radon transform reads

$$
\begin{equation*}
R f(\phi, p)=R f(\phi+\pi,-p) \tag{2.2}
\end{equation*}
$$

and for the divergent beam transform reads

$$
\begin{equation*}
D f(\beta, \alpha)=D f(\beta+\pi+2 \alpha,-\alpha) \tag{2.3}
\end{equation*}
$$

That is, any sample can be used twice, once at the actual sample point and again at the reflected point. By carefully choosing the sample points to avoid duplication as the source is rotated through a full $2 \pi$ on the source circle, the sample density is effectively doubled, which, in principle, can compensate for undersampling. A shift of a quarter detector width in the placement of the origin of the detector bank avoids duplication and interlaces the reflected sample points as evenly as possible [12].

In order to directly apply the standard reconstruction algorithms, the original and reflected sample points must line up on a suitable rectangular grid. This scenario
occurs for the parallel beam geometry. In fact, it can be shown that the result of the standard parallel beam reconstruction algorithm (Algorithm 5.1 in [13]) applied to a $2 \pi$ scan $(0 \leq \phi \leq 2 \pi)$ with a $1 / 4$ detector shift is numerically identical to the result when the same algorithm is applied to a $\pi$ scan $(0 \leq \phi \leq \pi)$ with a $1 / 2$ detector shift with samples spaced at a (nonphysical) half detector width.

For the divergent beam geometry, the reflected sample points do not line up in a rectangular grid. Although the sample positions will be regular in the coordinate tracking detector position, the reflection geometry induces a shift in the coordinate tracking the source position. This shift is periodic, with the periodicity depending on the choice of sampling density. In this paper, a new divergent beam reconstruction algorithm is constructed which properly accounts for these shifts. The key idea is that the sampling pattern resulting from the union of the original and reflected sample points can be viewed as a multichannel sample scheme for the divergent beam transform. This construction answers the question posed in [12] about how to effectively exploit the symmetry in the divergent beam transform.
2.1. Sampling on lattices. To analyze sampling in tomography $[4,6,10,11$, 13], it is necessary to invoke the Petersen-Middleton sampling theory on lattices [17]. For the analysis of the divergent beam geometry, it is necessary to use an extension of lattice sampling theory to a multichannel setting. This can be done with the theory developed in $[6,7,8]$, or, as in this paper, the theory developed in [9].

In this subsection, notation will be introduced, and the relevant results will be quoted.

Given $n$ linearly independent vectors $w_{i} \in \mathbb{R}^{n}$, denote by $W$ the invertible matrix with columns $w_{i}$. The lattice $L_{W}$ is defined by

$$
\begin{equation*}
L_{W}=\left\{W z \mid z \in \mathbb{Z}^{n}\right\}=W \mathbb{Z}^{n} \tag{2.4}
\end{equation*}
$$

Although the lattice $L_{W}$ does not uniquely determine the generating matrix $W$, $|\operatorname{det} W|$ is independent of the choice of the generating matrix for the lattice.

The dual lattice $L_{W}^{\perp}$ is defined to be $L_{W^{\perp}}$, where $W^{\perp}=2 \pi W^{-T}$. Any nonsingular $n \times n$ matrix $M$ with integer entries defines a sublattice $L_{P} \subseteq L_{W}$, where $P=W M$. If $L_{P} \subseteq L_{W}$, then $L_{P}^{\perp} \supseteq L_{W}^{\perp}$, and $\left|\frac{\operatorname{det} P}{\operatorname{det} W}\right|=\left|\frac{\operatorname{det} W^{\perp}}{\operatorname{det} P^{\perp}}\right|=|\operatorname{det} M|$.

A fundamental region of a lattice $L_{P}$ is a subset $F_{P} \subseteq \mathbb{R}^{n}$ such that each $x^{\prime} \in F_{P}$ uniquely defines an equivalence class $x^{\prime}+L_{P} \in \mathbb{R}^{n} / L_{P}$, and every $x \in \mathbb{R}^{n} / L_{P}$ can be written as $x=x^{\prime}+L_{P}$ for some $x^{\prime} \in F_{P}$. A fundamental region of $L_{P}$ can be identified with $\mathbb{R}^{n} / L_{P}$. With $[0,1)^{n}$ denoting the $n$-fold Cartesian product of $[0,1)$, the set $P[0,1)^{n}=\left\{P x \mid x \in[0,1)^{n}\right\}$ is the canonical example of a fundamental region for the lattice $L_{P}$. From [9, Theorem 1], we have the following.

Theorem 2.1. Let $L_{P} \subseteq L_{W}$. When $\mathbb{R}^{n} / L_{W}$ is identified with $W[0,1)^{n}$, the set $\mathbb{R}^{n} / L_{P}$ can be identified with the direct sum $\mathbb{R}^{n} / L_{W} \oplus L_{W} / L_{P}$.

Definition 2.2. A function $f$ on $\mathbb{R}^{n}$ is said to be $W$-bandlimited with bandregion $K$ if $\hat{f}=0$ outside some compact set $K \in \mathbb{R}^{n}$, and $\left(K^{\circ}+\xi\right) \cap\left(K^{\circ}+\xi^{\prime}\right)=\emptyset$ for $\xi, \xi^{\prime} \in L_{W}^{\perp}$, and $\xi \neq \xi^{\prime} . K^{\circ}$ denotes the interior of $K$.

A square integrable, continuous, $W$-bandlimited function can be reconstructed from its samples on $L_{W}$. In particular, Parseval's formula holds.

THEOREM 2.3. Let $f_{1}, f_{2} \in L^{2}\left(\mathbb{R}^{n}\right)$ be $W$-bandlimited and continuous, both with the same bandregion $K$. Then

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} f_{1}(x) \overline{f_{2}(x)} d x=|\operatorname{det} W| \sum_{x \in L_{W}} f_{1}(x) \overline{f_{2}(x)} \tag{2.5}
\end{equation*}
$$

Definition 2.4. A function on $\mathbb{R}^{n}$ is periodic with respect to the lattice $L_{Q}$ (or alternatively $Q$-periodic) if, for all $x \in L_{Q}$ and $y \in \mathbb{R}^{n}, f(y+x)=f(y)$.

A $Q$-periodic function $f$ can be sampled on a lattice $L_{W}$ if and only if $L_{Q} \subseteq L_{W}$. The sample points can be treated as elements of $L_{W} / L_{Q}$. The Fourier and inverse Fourier transforms in the periodic setting are

$$
\begin{align*}
& \hat{f}(\eta)=\frac{1}{|\operatorname{det} Q|} \int_{\mathbb{R}^{n} / L_{Q}} f(x) e^{-i x \eta} d x, \quad \eta \in L_{\frac{Q}{Q}}^{\perp},  \tag{2.6}\\
& f(x)=\sum_{\eta \in L_{\grave{Q}}^{\perp}} \hat{f}(\eta) e^{i x \eta} . \tag{2.7}
\end{align*}
$$

The definition of bandlimited functions in the periodic setting requires the use of the discrete topology. In this case, one cannot ignore the boundary of $K$ when considering shifts.

Definition 2.5. Let $L_{Q} \subseteq L_{W}$, and $f \in L_{2}\left(\mathbb{R}^{n} / L_{Q}\right) . f$ is $W$-bandlimited if $\hat{f}=0$ outside some compact set $K \subseteq L_{\hat{Q}}^{\perp}$, and $(K+\xi) \cap\left(K+\xi^{\prime}\right)=\emptyset$ for $\xi, \xi^{\prime} \in L_{\bar{W}}^{\perp}$, and $\xi \neq \xi^{\prime}$.

Parseval's formula in the periodic setting is the following.
Theorem 2.6. Let $f_{1}, f_{2} \in L^{2}\left(\mathbb{R}^{n} / L_{Q}\right)$ be $W$-bandlimited and continuous, both with the same bandregion $K$. Then

$$
\begin{equation*}
\int_{L^{2}\left(\mathbb{R}^{n} / L_{Q}\right)} f_{1}(x) \overline{f_{2}(x)} d x=|\operatorname{det} W| \sum_{x \in L_{W} / L_{Q}} f_{1}(x) \overline{f_{2}(x)} . \tag{2.8}
\end{equation*}
$$

Let the lattice $L_{P}$ satisfy $L_{Q} \subseteq L_{P} \subseteq L_{W}$, with $r=\frac{|\operatorname{det} P|}{|\operatorname{det} W|}$. Under suitable conditions, a $Q$-periodic, $W$-bandlimited function with bandregion $K$ can be recovered from samples on $L_{P} / L_{Q}$ of $r$ filtered versions of $f$ (channels) [7, 9]. Following [7], when each channel $g_{k}$ is of the form $g_{k}=f * \delta\left(x-\gamma_{k}\right)$ for independent translations $\gamma_{k} \in$ $\mathbb{R}^{n} / L_{Q}, L_{2}$ inner products of two such functions can be computed using Theorem 2.6 after upsampling by interpolation from $L_{P}$ to $L_{W}$. Alternatively, following [9], if the lattice $L_{P}$ undersamples along one generator of $L_{W}$, and if $K$ is shift-convex with respect to $W^{\perp}$ and $P^{\perp}$, a Parseval-like result will hold. The definitions for shift-convexity and independent translations follow.

Let $\mathbf{i} \in \mathbb{Z}^{n}$ denote the multi-index $\mathbf{i}=\left(i_{1}, \ldots, i_{n}\right)^{T}$.
Definition 2.7. Let $L_{Q} \subseteq L_{P} \subseteq L_{W}$. Suppose that $K$ is the bandregion for a $W$-bandlimited $Q$-periodic function, and that $P=W M$, where $M$ is a diagonal matrix with positive integer entries, $M=\operatorname{diag}\left(r_{1}, \ldots, r_{n}\right) . K$ is said to be shift-convex with respect to $W^{\perp}$ and $P^{\perp}$ if $K \cap\left(K+P^{\perp} \mathbf{i}\right)=\emptyset$ for all $\mathbf{i}$ such that $-(\mathbf{r}-1) \leq \mathbf{i} \leq \mathbf{r}-1$ does not hold.

The idea of shift-convexity is to eliminate the pathological cases where a suitably sampled function becomes undersampled when the sample density increases. $W$ bandlimiting implies that shifts of $K$ by nonzero elements of $L_{W}^{\perp}$ do not overlap $K$. Roughly speaking, any additional shifts of the bandregion $K$ by elements of $L_{P}^{\perp}$ do not re-introduce overlap with $K$. For two examples, see section 3.2.3.

Now consider $L_{Q} \subseteq L_{P} \subseteq L_{W}$. Fix $K$, the bandregion for a $W$-bandlimited $Q$-periodic function. Since each coset $\xi \in L_{Q}^{\perp} / L_{W}^{\perp}$ intersects $K$ in at most one point, when $K \cap \xi \neq \emptyset$, the point of intersection is a canonical representative $\xi^{\prime} \in L_{Q}^{\perp}$ for $\xi=\xi^{\prime}+L_{W}^{\perp} \in L_{Q}^{\perp} / L_{W}^{\perp}$. When $K \cap \xi$ is empty, the fixed representative $\xi^{\prime}$ can be chosen arbitrarily. As $L_{P}^{\perp} / L_{W}^{\perp} \subseteq L_{Q}^{\perp} / L_{W}^{\perp}$, the same construction provides a canonical representative $\zeta^{\prime} \in L_{P}^{\perp}$ for each coset $\zeta=\zeta^{\prime}+L_{W}^{\perp} \in L_{P}^{\perp} / L_{\bar{W}}^{\perp}$.

Definition 2.8. Let $\zeta_{j}, j=0, \ldots, r-1$, be the $r$ distinct equivalence classes in $L_{P}^{\perp} / L_{W}^{\perp}$. Let $\zeta_{0}=L_{W}^{\perp}$, and $\zeta_{j}^{\prime}$ be the canonical representative for $\zeta_{j}$. The translations $\gamma_{k} \in \mathbb{R}^{n} / L_{Q}, k=0, \ldots, r-1$, are independent if the matrix $\mathbf{H}$, with $k, j$ th entry $\mathbf{H}_{k, j}=e^{-i \zeta_{j}^{\prime} \gamma_{k}}$, is invertible. Let $\lambda_{k, j}$ denote the $k, j$ th entry of $\mathbf{H}^{-T}$.

Since $\zeta_{j}^{\prime} \in L_{P}^{\perp} \subseteq L_{Q}^{\perp}, \mathbf{H}_{k, j}$ is independent of the representative chosen for $\gamma_{k} \in$ $\mathbb{R}^{n} / L_{Q}$, and thus is well defined.

THEOREM 2.9. Let $f_{1}, f_{2} \in L_{2}\left(\mathbb{R}^{n} / L_{Q}\right)$ be $W$-bandlimited and continuous, both with bandregion $K$, and with $f_{1} \overline{f_{2}}$ real. Let $L_{Q} \subseteq L_{P} \subseteq L_{W}$, with r equivalence classes in $L_{P}^{\perp} / L_{W}^{\perp}$. Moreover, suppose that $K$ is shift-convex with respect to $W^{\perp}$ and $P^{\perp}$. Let the $r$ filters $h_{r}, k=0, \ldots, r-1$, implement independent translations $\gamma_{k} \in \mathbb{R}^{n} / L_{Q}$ such that $\lambda_{k 0}, k=0, \ldots, r-1$, are all real. Then,

$$
\begin{equation*}
\int_{\mathbb{R}^{n} / L_{Q}} f_{1}(x) \overline{f_{2}}(x) d x=|\operatorname{det} P| \sum_{k=0}^{r-1} \lambda_{k 0} \sum_{y \in L_{P} / L_{Q}} f_{1}\left(y-\gamma_{k}\right) \overline{f_{2}}\left(y-\gamma_{k}\right) \tag{2.9}
\end{equation*}
$$

Proof. This is Theorem 10 in [9].
We remark that another method [6, 7] is available for computing the $L_{2}$ inner product of $W$-bandlimited functions from samples on $L_{P}$. That method does not require the restrictive hypotheses of shift-convexity, one generator subsampling, or the reality conditions of Theorem 2.9. In that approach, the missing samples of $f_{1}$ and $f_{2}$ on $L_{W}$ needed for the application of Theorem 2.6 are obtained by interpolation. The interpolation is accomplished with a generalized sampling expansion. On the other hand, when Theorem 2.9 can be used, the computation is simpler and more direct, as no interpolation is required.
2.2. Divergent beam geometry. In [11], the sampling criteria for a standard fan beam reconstruction of an essentially $\Omega$-bandlimited function were derived. The divergent beam transform is periodic in both arguments, so for $(k, a) \in \mathbb{Z} \times 2 \mathbb{Z}$, the Fourier transform of $D f$ is

$$
\begin{equation*}
\widehat{D f}(k, a)=\frac{1}{4 \pi^{2}} \int_{0}^{2 \pi} \int_{0}^{\pi} D f(\beta, \alpha) e^{-i(k \beta+a \alpha)} d \alpha d \beta \tag{2.10}
\end{equation*}
$$

THEOREM 2.10. Let $f \in \mathcal{S}\left(\mathbb{R}^{2}\right)$ have support $|x| \leq \rho$ and be essentially $\Omega$ bandlimited. Then the essential support of $\widehat{D f}(k, a)$ is the set

$$
\begin{equation*}
K=\{(k, a) \in \mathbb{Z} \times 2 \mathbb{Z}| | k-a|\leq \Omega r,|k| r \leq|k-a| \rho\} \tag{2.11}
\end{equation*}
$$

An essentially $\Omega$-bandlimited reconstruction of $f$ from fan beam data is achieved by converting the parallel beam reconstruction, equation (5.22) in [13], to fan beam coordinates:

$$
\begin{equation*}
V_{\Omega} * f(x)=r \int_{0}^{2 \pi} \int_{-\pi / 2}^{\pi / 2} v_{\Omega}(x \Phi-r \sin \alpha) D f(\beta, \alpha) \cos \alpha d \alpha d \beta \tag{2.12}
\end{equation*}
$$

where $\Phi$ is the unit vector associated with the angle $\phi=\beta+\alpha-\pi / 2, v_{\Omega}$ is an $\Omega$-bandlimited approximation to the ramp filter, and $V_{\Omega}$ is the corresponding $\Omega$ bandlimited approximate $\delta$ function. That is, for a filter $\hat{\psi}(\sigma)$ which is supported on $|\sigma| \leq 1$, and which is approximately unity on its support,

$$
\begin{align*}
& \hat{V}_{\Omega}(\xi)=(2 \pi)^{-1} \hat{\psi}(|\xi| / \Omega), \\
& \hat{v}_{\Omega}(\sigma)=\frac{(2 \pi)^{-3 / 2}}{2}|\sigma| \hat{\psi}(\sigma / \Omega) \tag{2.13}
\end{align*}
$$

In order to accurately compute (2.12) by a discrete sum, $D f$ must be suitably sampled.
2.2.1. Standard divergent beam geometry. Sampling density criteria for the standard fan beam reconstruction (Algorithm 5.3 in [13]) result when translates of $K$ parallel to the coordinate axes are packed as densely as possible. See Figure 2. For

$$
W=\left(\begin{array}{cc}
\Delta \beta & 0  \tag{2.14}\\
0 & \Delta \alpha
\end{array}\right), \quad \Delta \beta \leq \frac{r+\rho}{r} \frac{\pi}{\rho \Omega}, \quad \Delta \alpha \leq \frac{\pi}{r \Omega}
$$

the translates of $K$ by $L_{W}^{\perp}$ do not overlap [11, 15]. Since the lattice $L_{W}$ must be a sublattice of $2 \pi \mathbb{Z} \times \pi \mathbb{Z}$, when (2.14) holds with equality, both $r \Omega$ and $\frac{r+\rho}{2 r \rho \Omega}$ are required to be integral. The sample points are $\left(\beta_{j}, \alpha_{\ell}\right)$, with

$$
\begin{equation*}
\beta_{j}=j \Delta \beta, \quad \alpha_{\ell}=(\ell+\delta) \Delta \alpha \tag{2.15}
\end{equation*}
$$

The parameter $\delta$ is the detector shift. This parameter indicates the alignment of the elements in the detector assembly with respect to the central ray. That is, the center of each detector element will be shifted by $\delta \Delta \alpha$ with respect to the lattice $\Delta \alpha \mathbb{Z}$. We remark that, as with the standard parallel beam sample lattice, the standard fan beam sample lattice is sufficiently dense along the detector direction to allow the inner integral in the reconstruction formula (2.12) to be replaced by a sum of discrete samples. Also, the translations of $K$ do not completely fill $\mathbb{R}^{2}$ so this sampling scheme is not efficient.
2.2.2. Efficient geometry. An efficient sample scheme can be obtained by tiling $\mathbb{R}^{2}$ with translations of $K$. Translates by $L_{W}^{\perp}$ will tile the plane if the lattice $L_{W}$ is generated by

$$
W=\left(\begin{array}{cc}
\Delta \beta & \frac{r-\rho}{2 r} \Delta \beta  \tag{2.16}\\
0 & \Delta \alpha
\end{array}\right), \quad \Delta \beta=\frac{2 \pi}{\rho \Omega}, \quad \Delta \alpha=\frac{\pi}{r \Omega}
$$

See Figure 2. Here, both $r \Omega$ and $\rho \Omega$ are required to be integral. To acquire data for this efficient sampling, a dynamic detector shift is required. An implementation of such an acquisition system presents many technical difficulties. See [11] for a detailed treatment of the efficient geometry.
2.2.3. Reflected geometry. Another option for a fan-beam acquisition is to use only the reflections of the sample points. This corresponds to choosing for $W$,

$$
W=\left(\begin{array}{cc}
\Delta \beta & 2 \Delta \alpha  \tag{2.17}\\
0 & -\Delta \alpha
\end{array}\right)
$$

with $\Delta \beta$ and $\Delta \alpha$ the same as in (2.14). The translates of $K$ by $L_{W}^{\perp}$ are shown in Figure 2. When the original sample points are given by (2.15) and $\lambda=\Delta \beta / \Delta \alpha$, the reflected samples $\left(\beta_{j, \ell}^{\prime}, \alpha_{\ell}^{\prime}\right)$ are

$$
\begin{equation*}
\beta_{j, \ell}^{\prime}=(J / 2+j+2(\ell+\delta) / \lambda) \Delta \beta, \quad \alpha_{\ell}^{\prime}=-(\ell+\delta) \Delta \alpha \tag{2.18}
\end{equation*}
$$

where $J=2 \pi / \Delta \beta$. Because $L_{W}$ must be $2 \pi$-periodic in $\beta$ and $\pi$-periodic in $\alpha, \lambda$ is rational, so the reflected geometry has an interpretation as a dynamic detector shift with the periodicity determined by the denominator after $2 / \lambda$ is reduced to lowest terms. A reconstruction algorithm similar to that in section 3.2 can be given for this geometry. However, as this algorithm will be significantly more time consuming than the standard fan beam algorithm, there is no practical incentive to use it.


Fig. 3. A model of the source-detector assembly is shown. All the photons arriving at an interval of width $\Delta \alpha$ between the ticks contribute to the measurement sample located at the center of that interval. The central ray of the fan intersects the central interval of the detector at $\delta \Delta \alpha$ from the center of the interval.
3. The third generation problem and the quarter detector shift. For a typical third generation CT scanner, the spacing between detector pixels is the limiting factor determining the maximum attainable resolution in reconstructed images. That is, the size of the smallest reconstructible detail, $\pi / \Omega$, is determined by the detector spacing, $\Delta \alpha$. This in turn determines the source sampling interval, $\Delta \beta$, needed to achieve the $\pi / \Omega$ resolution.
3.1. The detector model. The detector assembly for a third generation CT scanner can be modeled as a contiguous collection of detector elements, each of width $\Delta \alpha$. See Figure 3. For simplicity, it is assumed that each detector element will respond uniformly to all photons arriving within $\Delta \alpha / 2$ of the element center. Other models could be considered. Accordingly, the measured data $D^{\prime} f(\beta, \alpha)$ is a convolution of $D f$ with the detector element response function $(\Delta \alpha)^{-1} \chi_{[-\Delta \alpha / 2, \Delta \alpha / 2]}$, where $\chi_{I}$ denotes the characteristic function for the interval $I$ :

$$
\begin{equation*}
D^{\prime} f(\beta, \alpha)=(\Delta \alpha)^{-1} \int_{-\Delta \alpha / 2}^{\Delta \alpha / 2} D f(\beta, \alpha-t) d t=(\Delta \alpha)^{-1} D f * \chi_{[-\Delta \alpha / 2, \Delta \alpha / 2]}(\beta, \alpha) \tag{3.1}
\end{equation*}
$$

The Fourier transform of $(\Delta \alpha)^{-1} \chi_{[-\Delta \alpha / 2, \Delta \alpha / 2]}$ is

$$
\begin{equation*}
\hat{\chi}_{[-\Delta \alpha / 2, \Delta \alpha / 2]}(\xi)=(2 \pi)^{-1 / 2} \operatorname{sinc}(\xi \Delta \alpha / 2) / 2 \tag{3.2}
\end{equation*}
$$

Ignoring the contribution from the side lobes of the sinc function allows the finite width detector to be treated as a low-pass filter, effectively making the measured data $2 \pi / \Delta \alpha$-bandlimited in the $\alpha$ direction. This hardware-determined bandwidth sets an intrinsic resolution limit for reconstructions from data measured by this acquisition system. On the other hand, a separation of $\Delta \alpha$ between samples implies a maximum sampling-determined bandwidth of $\pi / \Delta \alpha$ in the $\alpha$ direction, which by (2.14), implies a maximum reconstruction resolution of $\pi / \Omega=r \Delta \alpha$, where $\Omega=\pi /(r \Delta \alpha)$. As the
bandwidth in the measured data is twice that which can be exploited by the standard sample scheme, it is natural to ask whether it is possible to reconstruct at the doubled resolution corresponding to the higher data bandwidth. Since this is a two-dimensional reconstruction, doubling the resolution requires a fourfold increase in the number of samples. In the source direction, $\beta$, a density doubling can be achieved by finer sampling. An increase in the sample density in the detector direction will be achieved by the judicious use of the reflected sample points.

As previously mentioned, for the parallel beam geometry, the reflected sample points mesh well with the original sample points, resulting in a relatively straight forward algorithm to reconstruct at the hardware-limited resolution. The divergent beam geometry requires a more delicate analysis.
3.2. Symmetry in the divergent beam transform. Following the success in the parallel beam context of using reflected sample points to reconstruct at the hardware-limited resolution, it is natural to ask how to perform the analogous computation for the divergent beam geometry. Unfortunately, with the divergent beam transform and a $1 / 4$ detector shift, the reflected sample points do not align in a rectangular grid, so the straightforward application of the standard divergent beam (Algorithm 5.3 in [13]) can only be viewed, at best, as an approximation. A reconstruction at the hardware-limited resolution can be obtained if the combined original and reflected sets are together viewed as samples on multiple channels for a suitably chosen undersampled lattice. In the language of signal processing, the combined lattices are a periodic, nonuniform sampling set. The undersampled lattice and the number of channels needed depend on the ratio $\theta=\rho / r$.

It is now assumed that $D^{\prime} f$ is available on the original lattice $L_{O}$,

$$
\begin{equation*}
L_{O}=\left\{\left(\beta_{j}, \alpha_{\ell}\right) \mid j \in \mathbb{Z}, \ell \in \mathbb{Z}\right\}, \quad \beta_{j}=j \Delta \beta, \quad \alpha_{\ell}=(\ell+\delta) \Delta \alpha \tag{3.3}
\end{equation*}
$$

Since $L_{O}$ must be a sublattice of $2 \pi \mathbb{Z} \times \pi \mathbb{Z}$, both of

$$
\begin{equation*}
\frac{\pi}{\Delta \alpha}=n \quad \text { and } \quad \frac{2 \pi}{\Delta \beta}=m \tag{3.4}
\end{equation*}
$$

are integral.
Here $\Delta \alpha$ is the detector pixel width and $\Delta \beta$ is the angular sampling interval to be specified shortly. In practice, only $j=0, \ldots, m-1$ and $\ell=-L, \ldots, L$ for $L>\frac{\sin ^{-1} \rho / r}{\Delta \alpha}$ are needed as $D^{\prime} f$ either is 0 or can be computed by periodicity from the other points.

The resolution implied by the detector sample density is $\pi / \Omega$, where

$$
\begin{equation*}
\Omega \leq \frac{\pi}{r \Delta \alpha} \tag{3.5}
\end{equation*}
$$

The hardware-limited bandwidth of the data from the third generation detector is $2 \Omega$. A reconstruction at the corresponding resolution will require that $\Delta \beta$ be chosen appropriately. That is,

$$
\begin{equation*}
\Delta \beta \leq \frac{r+\rho}{r \rho} \frac{\pi}{2 \Omega} \tag{3.6}
\end{equation*}
$$

The divergent beam reflection property (2.3) is applied to the sample lattice $L_{O}$ with $\Delta \alpha$ and $\Delta \beta$ given by (3.5) and (3.6), respectively. The reflected sample points are

$$
\begin{equation*}
L_{R}=\left\{\left(\beta_{j, \ell}^{\prime}, \alpha_{\ell}^{\prime}\right) \mid j \in \mathbb{Z}, \ell \in \mathbb{Z}\right\} \tag{3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{j, \ell}^{\prime}=\pi+j \Delta \beta+2(\ell+\delta) \Delta \alpha, \quad \alpha_{\ell}^{\prime}=-(\ell+\delta) \Delta \alpha \tag{3.8}
\end{equation*}
$$

If $\delta=0$, then $\beta_{j, \ell}^{\prime}=\pi+j \Delta \beta+2 \ell \Delta \alpha$ and $\alpha_{\ell}^{\prime}=-\ell \Delta \alpha$. Regardless of the possibly increased sample density in the $\beta$ direction, the $\alpha$ coordinates of the sample points in $L_{O}$ match those of $L_{R}$. As a result, the translates of $K$ in the direction dual to $\alpha$ still overlap, and the data remain insufficient to reconstruct at the higher resolution $\pi /(2 \Omega)$. The same occurs for $\delta= \pm 1 / 2$.

Duplication is avoided and the $\alpha$ coordinates of the reflected points interlace perfectly with the $\alpha$ coordinates of the original samples when $\delta=1 / 4$. With $\delta=1 / 4$, (3.8) becomes

$$
\begin{equation*}
\beta_{j, \ell}^{\prime}=\pi+j \Delta \beta+(2 \ell+1 / 2) \Delta \alpha, \quad \alpha_{\ell}^{\prime}=-(\ell+1 / 4) \Delta \alpha \tag{3.9}
\end{equation*}
$$

From (3.4), $\Delta \alpha=\frac{m}{2 n} \Delta \beta$ and

$$
\begin{equation*}
\beta_{j, \ell}^{\prime}=\pi+\left(j+\frac{(4 \ell+1) m}{4 n}\right) \Delta \beta \tag{3.10}
\end{equation*}
$$

The reflected sample set $L_{R}$ has a static shift in $\beta$ of $\pi+\frac{m}{4 n} \Delta \beta$ in addition to a dynamic shift of $m \Delta \beta / n$, which is periodic in $\ell$. This is illustrated in Figure 4.

To work with this sample set, the union of the original and the reflected sample points is recast as a union of identical rectangular lattices, each shifted by a static distance from the origin. The $\beta$ separation between lattice points of these rectangular lattices will be $\Delta \beta$, and the $\alpha$ separation will be a multiple of $\Delta \alpha$. Each rectangular lattice provides one channel of a multichannel sampling. Within this framework, Theorem 2.9 can be applied to accurately compute (2.12) as a discrete sum of the sampled divergent beam transform data.
3.2.1. Sample points as a union of rectangular lattices. In this subsection we show that the original sample points together with the reflected points can be reorganized as multiple shifted copies of a rectangular lattice. Thus, sampling on $L_{O} \cup L_{R}$ defines a periodic, nonuniform sampling set.

ThEOREM 3.1. Let $L_{O}$ be the sample lattice arising from a quarter detector shift with a source sampling at twice the standard density, and let $L_{R}$ be the corresponding reflected lattice. Then, the union, $L_{O} \cup L_{R}$, is a disjoint union of $2 n^{\prime}$ translates of the lattice $L_{P}$,

$$
L_{P}=\left(\begin{array}{cc}
\Delta \beta & 0  \tag{3.11}\\
0 & n^{\prime} \Delta \alpha
\end{array}\right) \mathbb{Z}^{2}
$$

where $n^{\prime}$ is the denominator when $m / n$ is reduced to lowest terms.
Proof. The lattices $L_{O}$ and $L_{R}$ are given by (3.3), (3.4), (3.7), and (3.10).
Since $L_{O}$ must be a sublattice of $2 \pi \mathbb{Z} \times \pi \mathbb{Z}$, both of

$$
\begin{equation*}
n=\frac{\pi}{\Delta \alpha} \geq r \Omega \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
m=\frac{2 \pi}{\Delta \beta} \geq \frac{4 r \rho \Omega}{r+\rho} \tag{3.13}
\end{equation*}
$$



Fig. 4. For a divergent beam scanner with $\rho / r=1 / 3$, the doilygram (the set of lines on which line integrals are available), the standard sample lattice $L_{O}$ (upper right), and the reflected sample lattice $L_{R}$ (lower right) are shown for a detector shift of $\delta=0$ (top) and $\delta=1 / 4$ (bottom). On the lattices, the source position ( $\beta$ ) is the horizontal coordinate and position along the detector ( $\alpha$ ) is the vertical coordinate. The origin is marked with $\times$. The doilygram for $\delta=1 / 4$ appears denser than $\delta=0$ because each point in the sample lattice corresponds to a unique line in the doilygram. For $\delta=0$, some lines are generated by two points in the lattice. Samples of Df on any of the lattices shown can be used to reconstruct an essentially $\Omega$-bandlimited function from its divergent beam transform. The lattices are shown for $\Omega=8$.
are integral. Let $m / n$ be expressed in lowest terms as $m^{\prime} / n^{\prime}$. That is,

$$
\begin{equation*}
m^{\prime}=\frac{m}{\operatorname{gcd}(m, n)}, \quad n^{\prime}=\frac{n}{\operatorname{gcd}(m, n)} \tag{3.14}
\end{equation*}
$$

As $\ell$ varies, a shift $\frac{m^{\prime}}{n^{\prime}} \Delta \beta$ is induced in $\beta_{j, \ell}^{\prime}$. This shift is a rational multiple of the sample interval $\Delta \beta$. From (3.10) and (3.14),

$$
\begin{equation*}
\beta_{j, \ell}^{\prime}=\pi+\beta_{j+\frac{m^{\prime}}{n^{\prime}}(\ell+1 / 4)} \tag{3.15}
\end{equation*}
$$

and for any $j_{1}, j_{2}, \ell_{1}, \ell_{2}$,

$$
\begin{equation*}
\beta_{j_{1}, \ell_{1}}^{\prime}-\beta_{j_{2}, \ell_{2}}^{\prime}=\left(j_{1}-j_{2}+\frac{\left(\ell_{1}-\ell_{2}\right) m^{\prime}}{n^{\prime}}\right) \Delta \beta \tag{3.16}
\end{equation*}
$$

which is an integral multiple of $\Delta \beta$ if and only if $\ell_{1} \equiv \ell_{2} \bmod n^{\prime}$. Hence, for each $\ell_{0} \in \mathbb{Z}$, the set $L_{\ell_{0} R}=\left\{\left(b_{j, \ell}^{\prime}, \alpha_{\ell}^{\prime}\right) \mid \ell \equiv \ell_{0} \bmod n^{\prime}, j \in \mathbb{Z}\right\}$ is a shifted copy of the rectangular lattice $L_{P}$,

$$
\begin{equation*}
L_{\ell_{0} R}=\binom{\pi+\left(\frac{\left(\ell_{0}+1 / 4\right) m^{\prime}}{n^{\prime}}\right) \Delta \beta}{\left(-1 / 4-\ell_{0}\right) \Delta \alpha}+L_{P} \tag{3.17}
\end{equation*}
$$

In view of (3.16), a distinct lattice is obtained for each equivalence class in $\mathbb{Z} /\left(n^{\prime} \mathbb{Z}\right)$. Therefore, the reflected sample set $L_{R}$ is the disjoint union of the distinct lattices,

$$
\begin{equation*}
L_{R}=\bigcup_{\left[\ell_{0}\right] \in \mathbb{Z} /\left(n^{\prime} \mathbb{Z}\right)} L_{\ell_{0} R} \tag{3.18}
\end{equation*}
$$

The original sample set $L_{O}$ can easily be represented as a disjoint union of $n^{\prime}$ shifted copies of the lattice $L_{P}$,

$$
\begin{equation*}
L_{O}=\bigcup_{\left[\ell_{0}\right] \in \mathbb{Z} /\left(n^{\prime} \mathbb{Z}\right)}\binom{0}{\left(\ell_{0}+1 / 4\right) \Delta \alpha}+L_{P} \tag{3.19}
\end{equation*}
$$

Combining (3.18) and (3.19) completes the proof.
Three examples are shown in Figure 5.
3.2.2. The divergent beam multichannel sampling algorithm. Equation (2.12) with $\Omega$ replaced by $2 \Omega$ is used to reconstruct a bandlimited approximation to $f$ from Divergent beam transform data. To properly compute the continuous integral from discrete data, Theorem 2.9 must be applied.

First, the relevant lattices are identified. $D^{\prime} f$ is $Q$-periodic with

$$
\begin{equation*}
L_{Q}=2 \pi \mathbb{Z} \times \pi \mathbb{Z}, \quad L_{Q}^{\perp}=\mathbb{Z} \times 2 \mathbb{Z} \tag{3.20}
\end{equation*}
$$

As $D^{\prime} f$ is essentially $W$-bandlimited with $K$ as in (2.11) when $\Omega$ is replaced by $2 \Omega$, a reconstruction at the hardware-limited resolution is possible when samples of $D^{\prime} f$ are available on $L_{W} / L_{Q}$, where, with $m$ and $n$ as in (3.12) and (3.13),

$$
\begin{equation*}
L_{W}=\left(\frac{2 \pi}{m}\right) \mathbb{Z} \times\left(\frac{\pi}{2 n}\right) \mathbb{Z}, \quad L_{W}^{\perp}=m \mathbb{Z} \times 4 n \mathbb{Z} \tag{3.21}
\end{equation*}
$$

With $\beta_{s}=s \Delta \beta$ and $\alpha_{\ell}=\ell \Delta \alpha$, we make the identification

$$
\begin{equation*}
L_{W} / L_{Q}=\left\{\left(\beta_{s}, \alpha_{\ell}\right) \mid s=0, \ldots, m-1, \ell=\frac{-n}{2}, \frac{-n+1}{2}, \ldots, \frac{n-2}{2}, \frac{n-1}{2}\right\} \tag{3.22}
\end{equation*}
$$

(a)

| $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ |
| $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ |
| $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ |
| $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ |
| $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ |
| $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ |
| $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ |
| $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ |
| $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ | $\Delta$ |
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(b)

(c)


Fig. 5. Lattices are shown for $\theta=1 / 3,1 / 5,1 / 2$, respectively. For each case, the original lattice $L_{O}$ is shown by dots. For (a), $n^{\prime}=1$. The reflected lattice $L_{R}$ is rectangular and is shown by triangles. For both (b) and (c), $L_{R}$ is a union of $n^{\prime}=3$ rectangular lattices, shown by the triangles, + , and $\times$. For each case, the horizontal spacing of all the rectangular lattices is the same, and the vertical spacing of the rectangular lattices making up $L_{R}$ is $n^{\prime}$ times that of $L_{O}$.

By Theorem 3.1, the original and reflected lattices together can be realized as a union of $2 n^{\prime}$ copies of the lattice $L_{P}$,

$$
\begin{equation*}
L_{P}=\left(\frac{2 \pi}{m}\right) \mathbb{Z} \times\left(\frac{n^{\prime} \pi}{n}\right) \mathbb{Z}, \quad L_{P}^{\perp}=m \mathbb{Z} \times\left(\frac{2 n}{n^{\prime}}\right) \mathbb{Z} \tag{3.23}
\end{equation*}
$$

the $k$ th copy of $L_{P}$ being shifted by $\gamma_{k}$. For $k=0, \ldots, n^{\prime}-1$,

$$
\begin{equation*}
\gamma_{k}=\binom{0}{(k+1 / 4) \frac{\pi}{n}}, \quad \gamma_{k+n^{\prime}}=\binom{\pi+(k+1 / 4) \frac{2 \pi}{n}}{-(k+1 / 4) \frac{\pi}{n}} \tag{3.24}
\end{equation*}
$$

For $\zeta \in L_{P}^{\perp} / L_{W}^{\perp}, \zeta=(u, 2 v)^{T}$, with $u \in m \mathbb{Z} / m \mathbb{Z}$ and $2 v \in \frac{2 n}{n^{\prime}} \mathbb{Z} / 4 n \mathbb{Z}$. To find a representative $\zeta^{\prime}=\left(u^{\prime}, v^{\prime}\right)$ for $\zeta$, observe that if $u^{\prime}=m t$, with $0 \neq t \in \mathbb{Z}$, then $\left|u^{\prime}\right| \geq$ $|t| \frac{4 \pi \rho \Omega}{r+\rho}$ which implies $\left(m t, v^{\prime}\right) \notin K$. Hence, $\zeta^{\prime}=\left(0,2 v^{\prime}\right)$. Next, by (2.11), $\left|2 v^{\prime}\right|<2 \Omega r$. Any other representative for $\zeta$ is of the form $\zeta^{\prime}=(0,2 v+4 n \tau)$ with $0 \neq \tau \in \mathbb{Z}$. However, $|2 v+4 n \tau| \geq|4 n \tau|-|2 v|>4 n-2 r \Omega \geq 2 r \Omega$. Hence, $\zeta^{\prime}=(0,2 v+4 n \tau) \notin K$. Accordingly, we may take $\zeta^{\prime}=\left(0,2 j n / n^{\prime}\right)$ for $j=-n^{\prime}, \ldots, n^{\prime}-1$. Note that the symmetry of $K$ allows an equivalent choice of $j=-n^{\prime}+1, \ldots, n^{\prime}$, and that $\zeta_{j} \cap K=\emptyset$ for either indexing scheme.

The samples of $D^{\prime} f$ on each $\gamma_{k}+L_{P}$ are samples of the measurement channel, $g_{k}=h_{k} * f$, where $h_{k}(x)=\delta\left(x-\gamma_{k}\right)$. For $\eta \in L_{Q}^{\perp} / L_{P}^{\perp}, \eta=(u, 2 v)^{T}$, with $u \in \mathbb{Z} / m \mathbb{Z}$ and $2 v \in(2 \mathbb{Z}) /\left(\frac{2 n}{n^{\prime}} \mathbb{Z}\right)$. The $k, j$ element of $\mathbf{H}$ in Definition 2.8 is given by

$$
\begin{equation*}
\mathbf{H}_{k, j}=e^{-i \zeta_{j}^{\prime} \gamma_{k}}=e^{-i\left(0,2 j n / n^{\prime}\right) \gamma_{k}} \tag{3.25}
\end{equation*}
$$

So, for $k=0, \ldots, n^{\prime}-1$,

$$
\begin{align*}
\mathbf{H}_{k, j} & =e^{-i\left(2 j n / n^{\prime}\right)(k+1 / 4) \pi / n}=e^{-i(k+1 / 4) 2 \pi j / n^{\prime}}  \tag{3.26}\\
\mathbf{H}_{k+n^{\prime}, j} & =e^{i\left(2 j n / n^{\prime}\right)(k+1 / 4) \pi / n}=e^{i(k+1 / 4) 2 \pi j / n^{\prime}} \tag{3.27}
\end{align*}
$$

Since

$$
\begin{equation*}
\sum_{j=-n^{\prime}}^{n^{\prime}-1}(\mathbf{H})_{k_{1}, j}(\overline{\mathbf{H}})_{k_{2}, j}=2 n^{\prime} \delta_{k_{1}, k_{2}} \tag{3.28}
\end{equation*}
$$

$\mathbf{H}^{-T}$ is explicitly computed as $\mathbf{H}^{-T}=\frac{1}{2 n^{\prime}} \overline{\mathbf{H}}$, and therefore, $\lambda_{k, 0}=\frac{1}{2 n^{\prime}}$, which is real.
To apply Theorem 2.9, the essential bandregion $K$, given by (2.11) with $\Omega$ replaced by $2 \Omega$, must be shift-convex with respect to $W^{\perp}$ and $P^{\perp}$. The discussion of the circumstances under which $K$ is shift-convex will be postponed to section 3.2.3. For now, we proceed under the assumption that $K$ is indeed shift-convex.

In the present setting, Theorem 2.9 reads

$$
\begin{aligned}
& \int_{0}^{2 \pi} \int_{-\pi / 2}^{\pi / 2} f_{1}(\beta, \alpha) f_{2}(\beta, \alpha) d \alpha d \beta \\
& \quad=\frac{2 \pi^{2} n^{\prime}}{m n} \sum_{k=0}^{2 n^{\prime}-1} \frac{1}{2 n^{\prime}} \sum_{(\beta, \alpha) \in \frac{(2 \pi / m) \mathbb{Z}}{2 \pi \mathbb{Z}} \times \frac{\left(n^{\prime} / n\right) \mathbb{Z}}{\pi \mathbb{Z}}} f_{1}\left((\beta, \alpha)-\gamma_{k}\right) f_{2}\left((\beta, \alpha)-\gamma_{k}\right) \\
& \quad=\frac{\pi^{2}}{m n} \sum_{(\beta, \alpha) \in \frac{L_{O} \cup L_{R}}{2 \pi \mathbb{Z} \times \pi \mathbb{Z}}} f_{1}(\beta, \alpha) f_{2}(\beta, \alpha) .
\end{aligned}
$$

Applying (3.29) to (2.12) with $f_{1}(\beta, \alpha)=v_{2 \Omega}(x \Phi-r \sin \alpha) \cos \alpha$ and $f_{2}(\beta, \alpha)=$ $D f(\beta, \alpha)$ allows the recovery of the $2 \Omega$ bandlimited version of $f$ by a discrete sum of
samples of the hardware-limited $D^{\prime} f$,

$$
\begin{align*}
V_{2 \Omega} * f(x)= & \frac{r \pi^{2}}{m n} \sum_{(\beta, \alpha) \in \frac{(2 \pi / m) \mathbb{Z}}{2 \pi \mathbb{Z}} \times \frac{\left(n^{\prime} / n\right) \mathbb{Z}}{\pi \mathbb{Z}}} v_{2 \Omega}(x \Phi-r \sin \alpha) D^{\prime} f(\beta, \alpha) \cos \alpha \\
= & \frac{r \pi^{2}}{m n} \sum_{s=0}^{m-1} \sum_{\ell=-n}^{n-1}\left(v_{2 \Omega}\left(x \Phi_{s, \ell}-r \sin \alpha_{\ell}\right) D^{\prime} f\left(\beta_{s}, \alpha_{\ell}\right) \cos \alpha_{\ell}\right. \\
& \left.\quad+v_{2 \Omega}\left(x \Phi_{s, \ell}^{\prime}-r \sin \alpha_{\ell}^{\prime}\right) D^{\prime} f\left(\beta_{s, \ell}^{\prime}, \alpha_{\ell}^{\prime}\right) \cos \alpha_{\ell}^{\prime}\right)  \tag{3.30}\\
= & \frac{r \pi^{2}}{m n} \sum_{s=0}^{m-1} \sum_{\ell=-n}^{n-1}\left(v_{2 \Omega}\left(x \Phi_{s, \ell}-r \sin \alpha_{\ell}\right) \cos \alpha_{\ell}\right. \\
& \left.\quad+v_{2 \Omega}\left(x \Phi_{s, \ell}^{\prime}-r \sin \alpha_{\ell}^{\prime}\right) \cos \alpha_{\ell}^{\prime}\right) D^{\prime} f\left(\beta_{s}, \alpha_{\ell}\right),
\end{align*}
$$

where $\Phi_{s, \ell}$ and $\Phi_{s, \ell}^{\prime}$ are the unit vectors associated with $\phi_{s, \ell}=\beta_{s}+\alpha_{\ell}-\pi / 2$ and $\phi_{s, \ell}^{\prime}=\beta_{s, \ell}^{\prime}+\alpha_{\ell}^{\prime}-\pi / 2$, respectively.

The reconstruction exhibited in (3.30) has a computational complexity of $O\left(\Omega^{4}\right)$. Following [13], to develop an algorithm with a more tractable complexity of $O\left(\Omega^{3}\right)$, it is necessary to replace (2.12) by the approximation, valid when both $|x| \ll r$ and $V_{2 \Omega}(k)$ is close to zero for $|k|$ near $2 \Omega$ [14],

$$
\begin{equation*}
V_{2 \Omega} * f(x)=r \int_{0}^{2 \pi}|b-x|^{-2} \int_{-\pi / 2}^{\pi / 2} v_{2 \Omega r}(\sin (\nu(b, x)-\alpha)) \cos \alpha D^{\prime} f(\beta, \alpha) d \alpha d \beta \tag{3.31}
\end{equation*}
$$

Here, $b=(r \cos \beta, r \sin \beta)^{T}, b_{\perp}=(r \cos (\beta+\pi / 2), r \sin (\beta+\pi / 2))^{T}$, and

$$
\begin{equation*}
\cos \nu(b, x)=\frac{(b-x) b}{|b-x||b|}, \quad \nu(b, x) \lesseqgtr 0 \quad \text { when } x b_{\perp} \gtreqless 0 . \tag{3.32}
\end{equation*}
$$

By Theorem 2.9 and (3.29), the double integral can be computed as a discrete sum. For $|x|<\rho$,

$$
\begin{align*}
V_{2 \Omega} * f(x)= & \frac{r \pi^{2}}{m n} \sum_{s=0}^{m-1}\left|b_{s}-x\right|^{-2} \sum_{\ell=-n}^{n-1} v_{2 \Omega r}\left(\sin \left(\nu\left(b_{s}, x\right)-\alpha_{\ell}\right)\right) \cos \alpha_{\ell} D^{\prime} f\left(\beta_{s}, \alpha_{\ell}\right)  \tag{3.33}\\
& +\frac{r \pi^{2}}{m n} \sum_{s=0}^{m-1} \sum_{\ell=-n}^{n-1}\left|b_{s, \ell}^{\prime}-x\right|^{-2} v_{2 \Omega r}\left(\sin \left(\nu\left(b_{s, \ell}^{\prime}, x\right)-\alpha_{\ell}^{\prime}\right)\right) \cos \alpha_{\ell}^{\prime} D^{\prime} f\left(\beta_{s}, \alpha_{\ell}\right) \\
= & T_{1}(x)+T_{2}(x)
\end{align*}
$$

The first term on the right-hand side, $T_{1}$, in (3.33) can be computed by adapting the method to interpolate convolutions suggested in [5] to the divergent beam geometry. As the inner sum is not sufficiently sampled to be a valid approximation to the corresponding integral, artifacts are introduced in the interpolation step. To avoid the artifacts, instead of interpolation with a step size of $\Delta \alpha$, the interpolation is done with a finer step size of $\Delta \alpha / M$ for a sufficiently large $M$.

As written, the discrete convolution argument cannot be applied to the second term $T_{2}$ in (3.33) because $b_{s, \ell}^{\prime}$ depends on $\ell$. To restore a convolution structure, the
sample points are reorganized as a union of $n^{\prime}$ lattices as in (3.18). After a reindexing, the discrete convolution argument can be applied to each lattice independently, and $T_{2}$ is obtained by summing the result,

$$
\begin{gather*}
T_{2}(x)=\frac{r \pi^{2}}{m n} \sum_{k=0}^{n^{\prime}-1} \sum_{s=0}^{m-1} \sum_{\ell=-n / n^{\prime}}^{n / n^{\prime}-1}\left|b_{s, n^{\prime} \ell+k}^{\prime}-x\right|^{-2} v_{2 \Omega r}\left(\sin \left(\nu\left(b_{s, n^{\prime} \ell+k}^{\prime}, x\right)-\alpha_{n^{\prime} \ell+k}^{\prime}\right)\right)  \tag{3.34}\\
\times \cos \alpha_{n^{\prime} \ell+k}^{\prime} D^{\prime} f\left(\beta_{s}, \alpha_{n^{\prime} \ell+k}\right)
\end{gather*}
$$

From (3.15), $b_{s, n^{\prime} \ell+k}^{\prime}=-b_{s+m^{\prime}\left(\ell+(k+1 / 4) / n^{\prime}\right)}$ and

$$
\begin{align*}
\cos \nu\left(b_{s, n^{\prime} \ell+k}^{\prime}, x\right) & =\frac{\left(b_{s, n^{\prime} \ell+k}^{\prime}-x\right) b_{s, n^{\prime} \ell+k}^{\prime}}{\left|b_{s, n^{\prime} \ell+k}^{\prime}-x\right|\left|b_{s, n^{\prime} \ell+k}^{\prime}\right|} \\
& =\frac{\left(b_{s+m^{\prime}\left(\ell+(k+1 / 4) / n^{\prime}\right)}^{\prime}+x\right) b_{s+m^{\prime}\left(\ell+(k+1 / 4) / n^{\prime}\right)}}{\left|b_{s+m^{\prime}\left(\ell+(k+1 / 4) / n^{\prime}\right)}+x\right|\left|b_{s+m^{\prime}\left(\ell+(k+1 / 4) / n^{\prime}\right)}\right|}  \tag{3.35}\\
& =\cos \nu\left(b_{s+m^{\prime}\left(\ell+(k+1 / 4) / n^{\prime}\right)},-x\right)
\end{align*}
$$

Also, the sign of $\nu\left(b_{s, n^{\prime} \ell+k}^{\prime}, x\right)$ is the same as that of $\nu\left(b_{s+m^{\prime}\left(\ell+(k+1 / 4) / n^{\prime}\right)},-x\right)$. Hence,

$$
\begin{equation*}
\nu\left(b_{s, n^{\prime} \ell+k}^{\prime}, x\right)=\nu\left(b_{s+m^{\prime}\left(\ell+(k+1 / 4) / n^{\prime}\right)},-x\right) \tag{3.36}
\end{equation*}
$$

Of course, it is understood that the arithmetic in the subscripts of $\beta_{s}$ and $b_{s}$ is in $\mathbb{R} / m \mathbb{Z}$,

$$
\begin{align*}
T_{2}(x)= & \frac{r \pi^{2}}{m n} \sum_{k=0}^{n^{\prime}-1} \sum_{s=0}^{m-1} \sum_{\ell=-n / n^{\prime}}^{n / n^{\prime}-1}\left|b_{s+m^{\prime}\left(\ell+(k+1 / 4) / n^{\prime}\right)}+x\right|^{-2}  \tag{3.37}\\
& \times v_{2 \Omega r}\left(\sin \left(\nu\left(b_{s+m^{\prime}\left(\ell+(k+1 / 4) / n^{\prime}\right)},-x\right)-\alpha_{n^{\prime} \ell+k}^{\prime}\right)\right) \cos \alpha_{n^{\prime} \ell+k}^{\prime} D^{\prime} f\left(\beta_{s}, \alpha_{n^{\prime} \ell+k}\right)
\end{align*}
$$

Reindex the sums over $s$ and $\ell$ as sums over $t=s+m^{\prime} \ell$ and $\ell$,

$$
\begin{align*}
T_{2}(x) & =\frac{r \pi^{2}}{m n} \sum_{k=0}^{n^{\prime}-1}\left(\sum_{t=0}^{m-1}\left|b_{t+(k+1 / 4) m^{\prime} / n^{\prime}}+x\right|^{-2}\right. \\
& \times \sum_{\ell=-n / n^{\prime}}^{n / n^{\prime}-1} v_{2 \Omega r}\left(\sin \left(\nu\left(b_{t+(k+1 / 4) m^{\prime} / n^{\prime}},-x\right)-\alpha_{n^{\prime} \ell+k}^{\prime}\right)\right)  \tag{3.38}\\
& \left.\times \cos \alpha_{n^{\prime} \ell+k}^{\prime} D^{\prime} f\left(\beta_{t-m^{\prime} \ell}, \alpha_{n^{\prime} \ell+k}\right)\right)
\end{align*}
$$

For each $k$, the innermost sum of (3.38) is a discrete convolution with separation $n^{\prime} \Delta \alpha$. To achieve $O\left(\Omega^{3}\right)$ computation, the convolution at $\nu\left(b_{t+(k+1 / 4) m^{\prime} / n^{\prime}},-x\right)$ is obtained by interpolation from the convolution evaluated at a discrete set of values. As this discrete convolution is $2 n^{\prime}$ times undersampled with respect to the corresponding continuous integral in $\alpha$, Theorem 2.6 cannot be applied. To avoid the introduction of artifacts, it is again necessary to compute the convolution on an extra fine grid. Introduce a multiplier $M^{R}$, and compute the convolution on a grid with a separation of $n^{\prime} \Delta \alpha / M^{R}$ between grid points. The algorithm for reconstruction can now be presented.

Algorithm 3.2 (divergent beam reconstruction at hardware resolution).

1. Choose an integer multiplier $M^{O}$. Typically, $M^{O}=8$ is large enough. For $s=0, \ldots, m-1$ and $\ell=-n M^{O}, \ldots,(n-1) M^{O}$, compute the discrete convolutions

$$
\begin{equation*}
h_{s, \ell}^{O}=\sum_{\mu=-n}^{n-1} v_{2 \Omega r}\left(\sin \left(\alpha_{\ell / M^{O}}-\alpha_{\mu}\right)\right) \cos \alpha_{\mu} D^{\prime} f\left(\beta_{s}, \alpha_{\mu}\right) . \tag{3.39}
\end{equation*}
$$

2. Choose an integer multiplier $M^{R}$. Typically, $M^{R}=8 n^{\prime}$ should be large enough. For $k=0, \ldots, n^{\prime}-1$ and $t=0, \ldots, m-1$, compute the discrete convolutions at $\ell=-n M^{R}, \ldots,(n-1) M^{R}$

$$
\begin{equation*}
h_{k, t, \ell}^{R}=\sum_{\mu=-n / n^{\prime}}^{n / n^{\prime}-1}\left(v_{2 \Omega r}\left(\sin \left(\alpha_{\ell / M^{R}}-\alpha_{n^{\prime} \mu+k}^{\prime}\right)\right) \cos \alpha_{\mu} D^{\prime} f\left(\beta_{t+m^{\prime} \mu}, \alpha_{n^{\prime} \mu+k}\right)\right) \tag{3.40}
\end{equation*}
$$

3. For each $x$ at which the reconstruction is needed, evaluate the interpolated discrete backprojection

$$
\begin{equation*}
f_{O}(x)=\frac{r \pi^{2}}{m n} \sum_{s=0}^{m-1}\left|b_{s}-x\right|^{-2}\left(\left(1-\vartheta_{s}\right) h_{s, \ell_{s}}^{O}+\vartheta_{s} h_{s, \ell_{s}+1}^{O}\right) \tag{3.41}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau_{s}=\frac{M^{O} \nu_{s}(x)}{\Delta \alpha}, \quad \ell_{s}=\left\lfloor\tau_{s}-1 / 4\right\rfloor, \quad \vartheta_{s}=\tau_{s}-\left(\ell_{s}+1 / 4\right) \tag{3.42}
\end{equation*}
$$

4. For each $x$ at which the reconstruction is needed, and for each $k=0, \ldots, n^{\prime}-$ 1, evaluate the interpolated discrete backprojection

$$
\begin{equation*}
f_{R, k}(x)=\frac{r \pi^{2}}{m n} \sum_{t=0}^{m-1}\left|b_{t+(k+1 / 4) m^{\prime} / n^{\prime}}+x\right|^{-2}\left(\left(1-\vartheta_{t}\right) h_{k, t, \ell_{t}}^{R}+\vartheta_{t} h_{k, t, \ell_{t}+1}^{R}\right) \tag{3.43}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau_{t}=\frac{M^{R} \nu\left(b_{t+(k+1 / 4) m^{\prime} / n^{\prime}},-x\right)}{\Delta \alpha}, \quad \ell_{t}=\left\lfloor\tau_{t}-1 / 4\right\rfloor, \quad \vartheta_{t}=\tau_{t}-\left(\ell_{t}+1 / 4\right) \tag{3.44}
\end{equation*}
$$

5. The approximation $f_{2 \Omega}(x)$ to $V_{2 \Omega} * f(x)$ is given by

$$
\begin{equation*}
f_{2 \Omega}(x)=f_{O}(x)+\sum_{k=0}^{n^{\prime}-1} f_{R, k}(x) \tag{3.45}
\end{equation*}
$$

The errors in this approximation can arise from a number of sources.

1. The aliasing from the side lobes in the measurement system response function was ignored. One way to reduce this effect is to custom design a detector to minimize the size of the side lobes.
2. The divergent beam transform of a function is not bandlimited, but essentially bandlimited. Reconstructing at a slightly reduced bandwidth from the optimal bandwidth will reduce the aliasing due to the Fourier transform not truly vanishing outside the nominal support region $K$. Estimates for this type of error are available. See $[6,10]$, for example.
3. In the derivation of (3.31), the correct kernel $V_{2 \Omega|b-x|}$ was replaced by the kernel $V_{2 \Omega r}$. This approximation will break down when $x$ gets close to $r$. Thus, it is necessary to keep $\rho \ll r$.
4. While $D f\left(\beta_{s}, \alpha_{\ell}\right)=D f\left(\beta_{s, \ell}^{\prime}, \alpha_{\ell}^{\prime}\right)$, it is not strictly true that $D^{\prime} f\left(\beta_{s}, \alpha_{\ell}\right)=$ $D^{\prime} f\left(\beta_{s, \ell}^{\prime}, \alpha_{\ell}^{\prime}\right)$ as the two are averaged over slightly different sets of lines. Incorporating a source width into the model mitigates the effect of this approximation.
5. If either $M^{O}$ or $M^{R}$ is not large enough, the linear interpolation in step 3 or step 4 will effectively further bandlimit the reconstruction, causing artifacts in the reconstructed image.
3.2.3. Shift-convexity of $\boldsymbol{K}$. In order to apply Algorithm 3.2, the bandregion $K$ must be shift-convex with respect to $W^{\perp}$ and $P^{\perp}$. The shape of $K$ is determined by $\theta=\rho / r$, and the scaling of $K$ is determined by the product $r \Omega$. From these parameters, it is not immediately obvious whether $K$ is shift-convex with respect to the sampling lattices. In this section, it will be shown how to choose the parameters $m$ and $n$ to guarantee shift-convexity of $K$, so Algorithm 3.2 can be applied to recover $f$ at the maximum resolution consistent with the detector hardware.

First, to illustrate the problem which can arise, consider equality in (3.12) and (3.13) with the two examples $\theta=1 / 2$ and $\theta=1 / 3$. Shift-convexity with respect to $W^{\perp}$ and $P^{\perp}$ requires that once $K$ has been shifted by an element of $L_{W}^{\perp}$, further shifting away from the origin by elements of $L_{P}^{\perp}$ does not reintroduce overlap. The smallest generators for $L_{W}^{\perp}$ consistent with (3.12) and (3.13) are $w_{1}=(0,4 r \Omega)^{T}$ and $w_{2}=\left(\frac{\rho}{r+\rho} 4 r \Omega, 0\right)^{T} . w_{2}$ has been chosen to be the minimal horizontal shift necessary to ensure $K \cap\left(K+w_{2}\right)=\emptyset$. With equality in (3.12) and (3.13), $m / n=\frac{4 \rho}{r+\rho}=\frac{4 \theta}{1+\theta}$. For $\theta=1 / 2, m / n=8 / 3$, so $n^{\prime}=3$. Hence, $p_{1}=w_{1} / 6=(0,2 r \Omega / 3)^{T}$. As illustrated in Figure 6, further shifting of $K+w_{2}$ by several multiples of $p_{1}$ reintroduces overlap, so $K$ is not shift-convex. On the other hand, for $\theta=1 / 3, m / n=1$, so $n^{\prime}=1$. Here, $p_{1}=w_{1} / 2=(0,2 r \Omega)$. In this case, $K+w_{2}+P_{1}$ interlaces with $K$, so no overlap is introduced and $K$ is shift-convex. As $\theta$ controls the shape of $K$, whether this interlacing occurs depends on $\theta$, and also on the size of the vertical shift $p_{1}$, which depends on $n^{\prime}$.

From the above examples, it can be seen that absent an interlacing of the type seen for $\theta=1 / 3$, vertical shifts of $K+w_{2}$ by multiples of $p_{1}$ can reintroduce overlap when the left side of a shifted $K$ covers the upper right side of $K$. To avoid such overlapping, two approaches are suggested. Each requires an oversampling in $\beta$, the amount depending on $\theta$. Oversampling is measured with respect to the optimal sampling density, given by equality in (3.13).

Method 1. Extend $w_{2}$ to be the smallest length such that all vertical translations of $K+w_{2}$ do not overlap $K$. That is, the inequality of (3.13) is replaced by

$$
\begin{equation*}
m=\frac{2 \pi}{\Delta \beta} \geq 4 \rho \Omega \tag{3.46}
\end{equation*}
$$

By construction, $K$ is automatically shift-convex, independently of any choice of $m$ and $n$ consistent with (3.12) and (3.46). The shift-convexity comes at the expense of an oversampling in $\beta$ by a factor of $4 \rho \Omega / \frac{4 r \rho \Omega}{r+\rho}=1+\theta$ with respect to the optimal sampling density.

Since the possibility that $K$ may interlace with its shifts has not been utilized, for some parameter values (such as $\theta=1 / 3$ ), shift-convexity can be achieved with a sparser sampling than this method constructs.


Fig. 6. The essential bandregion $K$ for the divergent beam transform is shown along with some of its translates. $K$ is solid, $K+w_{2}$ is outlined in black, and $K+w_{2}+j p_{1}$ with $j \neq 0$ is shown in gray. The left figure was drawn with equality in (3.12) and (3.13) and with $\theta=1 / 2$. Here $n^{\prime}=3$. Although $K \cap\left(K+w_{2}\right)=\emptyset$, there is overlap between $K$ and $K+w_{2}+j p_{1}$ for $j=1,2,3$. Hence $K$ is not shift-convex with respect to the corresponding $W^{\perp}$ and $P^{\perp}$. The right figure was drawn with equality in (3.12) and (3.13) and with $\theta=1 / 3$. In this case $n^{\prime}=1$, and both $K \cap\left(K+w_{2}\right)=\emptyset$ and $K \cap\left(K+w_{2}+p_{1}\right)=\emptyset . K$ is shift-convex with respect to the corresponding $W^{\perp}$ and $P^{\perp}$.

Method 2. The physical detector geometry determines $r$ and $\Delta \alpha$. Accordingly, $n$ is fixed. Since maximizing reconstruction resolution is the objective, $\Omega$ is determined by equality in (3.12). $m \in \mathbb{Z}$ can be chosen freely as long as the inequality of (3.13) is satisfied and $K$ is shift-convex.

Algorithm 3.2 is simplest, easiest to implement, and quickest when $n^{\prime}=1$. In what follows, it is shown how to choose $m$ so that $n^{\prime}=1$ simultaneously with $K$ being shift-convex.

When $n^{\prime}=1, L_{P}^{\perp}$ undersamples by a factor of 2 , so $p_{1}=(0,2 r \Omega)^{T}$. It is necessary to select $v>0$ to locate the minimal shift $w_{2}=(2 v r \Omega, 0)^{T}$ such that both $K \cap(K+$
$\left.w_{2}\right)=\emptyset$ and $K \cap\left(K+w_{2}+p_{1}\right)=\emptyset$. The latter holds when either the upper left corner of $K+w_{2}+p_{1}$ is to the right of the line $a=(1+1 / \theta) k$, or the upper right corner of $K$ is to the left of the line connecting the center of $K+w_{2}+p_{1}$ to the upper left corner of $K+w_{2}+p_{1}$. The coordinates of the upper left and right corners of $K$ are, respectively, $(-2 \rho \Omega, 2(r-\rho) \Omega)^{T}$ and $(2 \rho \Omega, 2(r+\rho) \Omega)^{T}$, and the coordinates of the center and upper left corners of $K+w_{2}+p_{1}$ are, respectively, $(2 v r \Omega, 2 r \Omega)^{T}$ and $(2(v r-\rho) \Omega, 2(2 r-\rho) \Omega)^{T}$. The first condition becomes (assuming $v>0), \frac{2(2 r-\rho) \Omega}{2(v r-\rho) \Omega} \leq(1+1 / \theta)$, or equivalently, since $K \cap\left(K+w_{2}\right)=\emptyset$ implies $v r>\rho$,

$$
\begin{equation*}
v \geq \frac{3 \theta}{1+\theta} \tag{3.47}
\end{equation*}
$$

The second condition is satisfied when $(2 \rho \Omega, 2(r+\rho) \Omega)^{T}$ is to the left of the line of slope $1-1 / \theta$ through $(2 v r \Omega, 2 r \Omega)^{T}$. That is, $\frac{2 \rho \Omega}{2(\rho-v r) \Omega} \geq \frac{\theta-1}{\theta}$, or equivalently,

$$
\begin{equation*}
v \geq \frac{\theta}{1-\theta} \tag{3.48}
\end{equation*}
$$

Thus, for $K$ to be shift-convex with $n^{\prime}=1$, (3.13), (3.47), and (3.48) together require $m / n$ to be integral and

$$
\begin{equation*}
m \geq 2 r \Omega \max \left(\frac{2 \theta}{1+\theta}, \min \left(\frac{3 \theta}{1+\theta}, \frac{\theta}{1-\theta}\right)\right) \tag{3.49}
\end{equation*}
$$

Inequality (3.49) can be expressed as

$$
m \geq n \begin{cases}\frac{4 \theta}{1+\theta} & \theta \in(0,1 / 3]  \tag{3.50}\\ \frac{2 \theta}{1-\theta} & \theta \in(1 / 3,1 / 2] \\ \frac{6 \theta}{1+\theta} & \theta \in(1 / 2,1)\end{cases}
$$

For $\theta \leq 1 / 3, \frac{4 \theta}{1+\theta} \leq 1$, so $m=n$ satisfies both requirements, for an effective oversampling in $\beta$ of $\frac{1+\theta}{4 \theta}$. For $\theta \in(1 / 3,1 / 2], 1<\frac{2 \theta}{1-\theta} \leq 2$, so $m=2 n=2 r \Omega$. This gives an effective oversampling of $\frac{1+\theta}{2 \theta}$. For $\theta \in(1 / 2,1), 2<\frac{6 \theta}{1+\theta}<3$, so $m=3 n=3 r \Omega$. This gives an effective oversampling of $\frac{3(1+\theta)}{4 \theta}$.

Inequality (3.50) governs the additional sampling density beyond that of (3.13) which is needed to avoid overlap. A component of the inefficiency (which, for small $\theta$, is unacceptably large) arises from the requirement that $m / n$ be integral. Which of the two methods is preferable can be ascertained by examining Figure 7 in which the oversampling required for each method is plotted as a function of $\theta$. The maximum oversampling of 1.75 occurs for $\theta=3 / 4$. We note that for modern medical CT scanners, typically $\theta \leq 1 / 3$, and $\theta \leq 1 / 2$ almost always.

No oversampling occurs when $\theta=1 / 3$. As $\theta$ increases beyond $1 / 3$, the oversampling jumps abruptly to $4 / 3$ because (3.46) requires $m=2 n$ when the right-hand side is slightly larger than 1 . In a configuration with $\theta$ slightly larger than $1 / 3$, practically speaking, the relatively large $\rho$ precludes visualization of the full $2 \Omega$ bandwidth. Therefore, it is common practice to filter the acquired data to perform a reduced resolution reconstruction. With $\Omega$ slightly reduced from the optimal value given by (3.12), $m=n$ can be used. This gain in reconstruction efficiency comes at the cost of a slight loss in reconstruction resolution.


Fig. 7. The left figure shows the oversampling required in the $\beta$ direction to ensure the shiftconvexity of $K$ is plotted against $\theta$. The oversampling required for Methods 1 and 2 are shown in black and gray, respectively. The right figure shows the oversampling required when the most efficient method is selected.

Reduction of the reconstruction bandwidth $\Omega$ to reduce oversampling can be interpreted as yet a third method available to guarantee shift-convexity. The specific application requirements will determine what levels of oversampling versus resolution reduction are acceptable.

We close this section by remarking that the increased source density from shiftconvexity induced oversampling impacts reconstruction time. The data from each source point must be backprojected. Since the bulk of the processing time is in the backprojection phase, computation time is increased by a factor matching that of the oversampling. Future studies will assess the practical significance of this increased execution time.
4. Numerical experiments. To validate the performance of the divergent beam multichannel sampling algorithm, Algorithm 3.2, third generation projection data from a simulated phantom was reconstructed both with Algorithm 3.2 and with the standard algorithm (Algorithm 5.3 in [13]).

The phantom used was an off-center disk modeling water with two pins of bone. This phantom, shown in Figure 8, was selected to test the recovery of details near the edge of the scan circle, a region in which any lack of conformance to (3.6) will produce artifacts. Also, in this region the approximation of (3.31) incurs the largest error. The scan radius for the phantom is $\rho=20$. The circle which modeled water had a radius of 6.27208 , was centered at $(-9,9)$, and had attenuation coefficient in CT numbers of 1000. The pins modeling bone had a radius of 0.2 , attenuation coefficient 2000 , and were centered at $(14.3313,9)$ and $(-9,14.3313)$.

The simulated data from a third generation detector were generated with a source radius of $r=60$. Thus, $\rho / r=1 / 3$, which, with equality in (3.12) and (3.13), implies $n^{\prime}=1$. Figure $5(\mathrm{a})$ shows the interlacing of the original and reflected lattices for this geometry. The reconstruction bandwidth for the standard algorithm is $\Omega=$ 31.59 corresponding to a resolution of 0.1 in the reconstructed image. The simulated hardware-limited bandwidth was $2 \Omega$ for an effective reconstruction resolution of 0.05 .

Four reconstructions were performed, all using the cosine filter with a minor correction to reduce ringing. That is, $\psi$ in $(2.13)$ is taken to be $\hat{\psi}(\sigma)=\chi_{[-1,1]}(\sigma) \cos \sigma \pi / 2$.

In Figure 9, the reconstruction at bandwidth $2 \Omega$ using the divergent beam multichannel sampling algorithm with $M_{O}=M_{R}=8$ is shown. The data set consisted of 410 samples in $\alpha$ and 1884 samples in $\beta$. The top two images show the intermediate reconstructions $f_{O}$ and $f_{R}$ obtained by using only the original or reflected sample


FIG. 8. The phantom used for numerical experiments is shown. The scan radius for the phantom is $\rho=20$. Data were collected using a source radius of $r=60$. The larger circle modeling water has radius 6.27208 , is centered at $(-9,9)$ and has attenuation coefficient 1000 . The pins modeling bone have radius 0.2 , attenuation 2000 , and are centered at $(14.3313,9)$ and $(-9,14.3313)$. This phantom was chosen to test the reconstruction algorithms' ability to recover details near the edge of the scan circle, a region in which any lack of conformance to (3.6) will produce artifacts. Also, in this region the approximation of (3.31) incurs the largest error.
points. Observe that each of the intermediate images exhibits undersampling artifacts which disappear in the final reconstructed image. The reconstructions in this figure and the following one are all displayed with a window of 5 units centered on 1000 .

A comparison between the divergent beam multichannel reconstruction and the standard algorithm appears in Figure 10. In Figure 10(a), the $2 \Omega$ reconstruction from the divergent beam multichannel sampling algorithm with $410 \alpha$ samples and $1884 \beta$ samples is copied from Figure 9.

Figure $10(\mathrm{~b})$ shows the standard divergent beam reconstruction at bandwidth $\Omega$ from $942 \beta$ samples and $410 \alpha$ samples. It was sampled with the minimum density sufficient for applying the standard divergent beam reconstruction at a bandwidth of $\Omega$. It shows a swirl artifact which is probably from a slight undersampling in $\beta$. The reconstructed diameter of the two pins is significantly larger than that of the phantom or that of the multichannel sampling reconstruction. This is due to the lower bandwidth, and hence, inferior resolution.

Figure 10(c) shows the reconstruction obtained when the standard divergent beam algorithm at bandwidth $\Omega$ is applied to the same data set used in generating Figure 10(a). This reconstruction is two-times oversampled in $\beta$ and at the minimum sample density in $\alpha$. The oversampling in $\beta$ clears the swirl artifact, but as this reconstruction is still at bandwidth $\Omega$, the smearing artifact does not improve.

Figure 10(d) shows the standard divergent beam algorithm applied at bandwidth $2 \Omega$ to data with $818 \alpha$ and $1884 \beta$ samples. In this simulation the $818 \alpha$ samples were "acquired" with detector elements half the size of those in Figures 10(a), 10(c), and $10(\mathrm{~d})$. This data set is at the minimal density for a $2 \Omega$ application of the standard algorithm. As the bandwidth is $2 \Omega$, the pins do not show the smearing artifact.

Comparing Figures 10 (a) and 10 (d), it can be seen that the multichannel algorithm does effectively reconstruct at a $2 \Omega$ bandwidth.

Finally, it has been observed that the residual artifact between the pins is not
(a)

(b)


Fig. 9. The reconstruction of the phantom from simulated third generation divergent beam projection data is shown with a window of $5 C T$ units centered about 1000 (water). The divergent beam multichannel sampling algorithm was applied with $M_{O}=M_{R}=8$ to reconstruct at bandwidth $2 \Omega$ from $1884 \beta$ samples and $410 \alpha$ samples. The upper left image shows the reconstruction $f_{O}$ using data from the original lattice $L_{O}$. The upper right image shows the reconstruction $f_{R}$ using data from only the reflected lattice. Both $f_{O}$ and $f_{R}$ exhibit artifacts from the undersampling in $\alpha$. The bottom image is the final reconstruction obtained from the sum of $f_{O}$ and $f_{R}$. The undersampling artifacts disappear as this reconstruction is appropriately sampled.
a function of the reconstruction algorithm. It is an artifact of the fine sampling incorporated into the third generation projection simulator. Increasing the fine sampling reduces this artifact. Due to the smaller detector element, the data set for Figure 10 (d) has an effective fine sampling double that of the other data sets. As a result, the amplitude of the artifact is reduced.
5. Conclusions. A multichannel sampling reconstruction algorithm has been presented to reconstruct data from a third generation CT scanner at the resolution limit of hardware detector. Initial reconstructions have validated the algorithm. Further testing is underway to evaluate the speed and image quality of this algorithm. It is expected that similar techniques can be applied to handle the flying focal spot capability of some modern scanners.


FIG. 10. Reconstructions of the phantom from simulated third generation divergent beam projection data are shown with a window of 5 CT units centered about 1000 (water). Each of the reconstructions is centered on the region of interest in the phantom. In (a), the divergent beam multichannel sampling algorithm was applied to reconstruct at bandwidth $2 \Omega$ from $1884 \beta$ samples and $410 \alpha$ samples. In (b), the standard divergent beam reconstruction was applied at bandwidth $\Omega$ from $942 \beta$ samples and $410 \alpha$ samples. It is sampled with the minimum density sufficient for applying the standard divergent beam reconstruction at a bandwidth of $\Omega$. In (c), the standard divergent beam algorithm was applied to reconstruct at a bandwidth $\Omega$ from the same data set used for (a). This reconstruction is two-times oversampled in $\beta$, but at the minimum sample density in $\alpha$. In (d) the standard divergent beam algorithm was applied at bandwidth $2 \Omega$ to $1884 \beta$ samples and $818 \alpha$ samples. The detector element was half the size of the detector element for the other three data sets.
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#### Abstract

Certain equations with integral constraints have as solutions time-periodic pulses of a fieldlike unknown while a currentlike unknown oscillates periodically with time. A general asymptotic theory of this phenomenon, the generalized Gunn effect, has been found recently. Here we extend this theory to the case of nonlinearities having only one stable zero, which is the case for the usual Gunn effect in n-GaAs. Our ideas are presented in the context of a simple scalar model where the waves can be constructed analytically and explicit expressions for asymptotic approximations can be found
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1. Introduction. The Gunn effect is the periodic oscillation of the current in a passive external circuit attached to a dc-voltage biased semiconductor whose electron drift velocity has a single maximum as a function of the electric field (and therefore the curve of electron velocity versus electric field has negative slope for field values on a certain interval, a fact called negative differential mobility) [22, 25]. During each period of the oscillation, a pulse of the electric field is created at the injecting contact, moves through the semiconductor, and is annihilated at the receiving contact. While originally observed in bulk n-GaAs samples, similar current oscillations, mediated by pulse dynamics in dc-voltage biased semiconductors, have been found in many materials, several of which lack negative differential mobility [1]. Instead, other processes (impact ionization at impurities [24], nonlinear capture coefficients [21], nonlinear recombination processes, etc.) may be responsible for a current vs. local electric field characteristic curve displaying a local maximum followed by a region of negative slope (negative differential conductivity).

Propagation of pulses occurs in many systems of interest in biology, physics, and so on: morphogen pulses or spikes in activator-inhibitor reaction-diffusion systems modeling cell development or chemical reactors [16, 12, 13, 23], propagation of nerve impulses along myelinated or unmyelinated fibers [18, 20, 17], pulse propagation through cardiac cells [18], calcium release waves in living cells [9], semiconductor superlattices $[8,26]$, and oscillatory instabilities of the current in bulk semiconductors with an N -shaped current-field characteristic [1, 22, 25]. These distributed systems can be spatially discrete or continuous and can be described by a variety of model equations. Sometimes a pulse is created from an appropriate initial condition and reaches a stable shape, moving uniformly until it arrives at a boundary. Sometimes understanding pulse dynamics is the key to describing a more complicated evolution of the system. A good example is the Gunn effect in bulk semiconductors.

[^58]

FIG. 1. Self-sustained oscillations of the "current" $J(t)$ (see inset, which shows one period of $J(t))$ mediated by pulses of the "field" $u(x, t)$, which are solutions of the model described in section 2. The pulse profiles correspond to the times marked in the inset. Case (a): bistable source. Case (b): source with a single stable zero.

While Gunn-like instabilities have been known for a long time, only recently have pulse annihilation and creation at boundaries been studied by asymptotic methods $[14,5,6]$. These theories treated the case in which the relevant nonlinear source term has two stable zeros. Then there are stable wavefronts joining these two zeros, and a moving pulse is a flat region of high field bounded by two wavefronts. The pulse changes its size if its leading and trailing wavefronts move at different speeds. Figure 1 shows the time-periodic oscillation of a "current" $J(t)$ accompanied by the repeated generation and motion of flat-top pulses of an "electric field" $u(x, t)$, which are solutions of model equations described in section 2. Figure 1(a) corresponds to the case of a bistable nonlinear source. The asymptotic analysis of the Gunn effect is based on the dynamics of such pulses [5]. However, the source term (velocityfield characteristic curve) in very relevant materials, such as bulk n-GaAs [22], wideminiband GaAs/AlAs superlattices [11, 15], and semi-insulating GaAs [21], does not have two stable zeros. Instead, the nonlinearity has a single stable zero, so the previous theories, based on two moving wavefronts, are not valid. Figure 1(b) shows the selfsustained oscillations corresponding to this case. Can we find an asymptotic theory of pulse mediated oscillations in this case? The answer is yes, as we show in this paper.

To emphasize that our analysis applies to a class of models, we shall analyze a simpler problem than that of the Gunn effect. We will study a nonlinear reaction-diffusion-convection equation with an integral constraint [6] and a piecewise linear source term. Then the pulses can be constructed analytically, their size can change as they move, and explicit expressions for the asymptotic approximations can be found. Such a construction was used by Rinzel and Keller for the FitzHugh-Nagumo equation [20]. For Kroemer's model, a piecewise linear electron velocity was used to calculate the exact form and speed of a steadily propagating pulse [10].

The outline of the paper is as follows. Section 2 presents our simplified model. It also reviews the key ideas of previous asymptotic theories, valid for an N-shaped nonlinearity with two stable zeros. Section 3 discusses the construction of stationary solutions, and the kinematics of wave fronts, in the limit of long samples. When the nonlinearity is piecewise linear, the pulses can be found analytically. Section 4 discusses the dynamics of a single pulse moving from the injecting to the receiving boundary. We show that the pulse changes form and speed adiabatically, following the instantaneous value of the current. In section 5, we complete our description of the oscillations by explaining what happens when the pulse reaches the receiving boundary and how a new pulse is created at the injecting boundary. Section 6 contains our conclusions. The appendices are devoted to technical matters.
2. Simple scalar model. The model consists of a one-dimensional nonlinear parabolic equation for $u(x, t)$ (the "electric field") with an unknown forcing term $J(t)$ (the "current"). There is also an integral constraint (the "voltage bias condition"), as well as boundary and initial conditions,

$$
\begin{gather*}
\frac{\partial u}{\partial t}+K \frac{\partial u}{\partial x}=\frac{\partial^{2} u}{\partial x^{2}}+J-g(u), \quad 0<x<L  \tag{2.1}\\
\frac{1}{L} \int_{0}^{L} u(x, t) d x=\phi  \tag{2.2}\\
u(0, t)=\rho J(t), \quad \rho>0, \quad \frac{\partial u}{\partial x}(L, t)=0  \tag{2.3}\\
u(x, 0)=f(x) \geq 0, \quad 0<x<L \tag{2.4}
\end{gather*}
$$

Here $K, \rho$, and $\phi$ are positive constants.
This model becomes the Kroemer model of the Gunn effect if the advection constant $K$ in (2.1) is replaced by $g(u)[2,3,4,14,22,25]$. For the Kroemer model, existence and uniqueness of solutions have been studied by Liang [19]. Furthermore, linear stability of the stationary and moving pulse solutions has been analyzed in [3]; see also [22, 25]. A bifurcation analysis of the self-sustained oscillations due to pulse dynamics near critical values of $\phi$ can be found in [4]. Asymptotic analyses of the Gunn effect for the Kroemer model with a bistable $g(u)$ can be found in [14, 5].
2.1. Bistable source $\boldsymbol{g}(\boldsymbol{u})$. The simplest case to consider is that of an N -shaped nonlinearity $g(u)$ (the "velocity-field characteristic") for $u \geq 0$, with a local maximum $g_{M}=g\left(u_{M}\right), u_{M}>0$, followed by a local minimum $g_{m}=g\left(u_{m}\right)>0, u_{m}>u_{M}$. Then $J-g(u)$ may have up to three positive zeros for $J>0$, namely, $u_{1}(J)<u_{2}(J)<u_{3}(J)$. For large enough $L$ and $K, g_{M} / u_{M}<\rho<g_{m} / u_{m}$, and for $\phi$ in a certain subinterval of $\left(u_{M}, u_{3}\left(g_{M}\right)\right)$, there are stable time periodic solutions of (2.1)-(2.3) of Gunn type. As shown in Figure 1(a), while $J(t)$ oscillates periodically, pulses of $u(x, t)$ are created at $x=0$, move towards $x=L$, and disappear there.

The analysis of the model is simple in the asymptotic limit

$$
\begin{equation*}
0<\epsilon \equiv \frac{1}{L} \ll 1 \tag{2.5}
\end{equation*}
$$

In this limit (2.1)-(2.2) may be written as

$$
\begin{gather*}
\frac{\partial u}{\partial s}+K \frac{\partial u}{\partial y}=\epsilon \frac{\partial^{2} u}{\partial y^{2}}+\frac{J-g(u)}{\epsilon}  \tag{2.6}\\
\int_{0}^{1} u(y, s) d y=\phi
\end{gather*}
$$

where

$$
\begin{equation*}
y=\epsilon x, \quad s=\epsilon t \tag{2.8}
\end{equation*}
$$

Equation (2.6) is a parabolic equation with fast reaction and slow diffusion terms. As $\epsilon \rightarrow 0+, u(y, s)$ is typically a piecewise constant function taking on the order 1 values $u_{1}(J)$ or $u_{3}(J)$ in intervals of length $y=O(1)$. The extrema of these intervals are typically moving internal layers. These layers are important because they bound pulses, and the self-sustained oscillation we want to describe is due to recycling and motion of pulses at the boundaries. A pulse is a region where $u$ is $u_{3}(J)$, separated by moving wavefronts from two other regions where $u$ is $u_{1}(J)$. There are two wavefronts bounding the pulse. In the backfront, $u$ increases from $u_{1}(J)$ to $u_{3}(J)$; this front moves with a speed $c_{+}(J)$. The forefront moves at speed $c_{-}(J)$, and in it $u$ decreases from $u_{3}(J)$ to $u_{1}(J)$. Forefront and backfront are heteroclinic trajectories connecting the two saddles $\left(u_{1}(J), 0\right)$ and $\left(u_{3}(J), 0\right)$ in an appropriate phase plane $(u, d u / d \chi)$, where $\chi=[y-Y(s)] / \epsilon$ is a moving coordinate $\left(\chi=0\right.$ at the wavefront and $\left.d Y / d s=c_{ \pm}(J)\right)$. The instantaneous value of $J(s)$ is determined by using the integral condition (2.7). Typically $J$ obeys the simple equation

$$
\begin{equation*}
\frac{d J}{d s}=A(J)\left[n_{+} c_{+}(J)-n_{-} c_{-}(J)\right] \tag{2.9}
\end{equation*}
$$

where $A(J)>0$ is a known function of $J$, and $n_{+}$and $n_{-}$are the numbers of wavefronts with increasing and decreasing $u$ profiles, respectively. For high-field domains, $n_{+}-n_{-}=0,1[6,5]$. The fixed points of (2.9) correspond to the equal area rule

$$
\begin{equation*}
\int_{u_{1}}^{u_{3}}[g(u)-c] d u=0 \tag{2.10}
\end{equation*}
$$

if $n_{+}=n_{-}$, or to possible plateaus in the shape of $J(s)$ otherwise. Many questions on the stability of the pulses and their evolution can be simply answered by analyzing (2.9) and using the asymptotic procedure explained in $[6,5]$. The description of pulse creation and annihilation at the boundaries requires a finer analysis, as explained in $[6,5]$.
2.2. Saturating source. If $g(u)$ saturates, i.e., $g(u) \rightarrow$ constant as $u \rightarrow \infty$, no $u_{3}(J)$ exists and the previous construction is no longer possible. What is the correct asymptotic description of a pulse in this case? Let us anticipate the answer here. As Figure 1(b) shows, a pulse is a traveling wave whose profile has a single maximum, and tends to $u=u_{1}(J)$ as $x \rightarrow \pm \infty$. The pulse is bounded by a leading front (forefront, moving at speed $c_{-}$) and a trailing front (backfront, moving at speed $c_{+}$). Two parameters uniquely determine the pulse: its maximum height, $u_{m}$, and the instantaneous value of $J$. Given $u_{m}$ and $J$, we can find the wavefronts enclosing the pulse by simple phase plane constructions. Consider the phase plane $(u, d u / d \chi)$,
$\chi=x-X(t)$, where $X(t)$ is the instantaneous position of a wavefront and $d X / d t$ its speed. There is a unique speed $c_{+}=c_{+}\left(J, u_{m}\right)$ for which a separatrix issuing from the saddle $\left(u_{1}(J), 0\right)$ on the upper half plane reaches the $u$ axis at $\left(u_{m}, 0\right)$. This separatrix constitutes the backfront of the pulse, and a similar construction supplies its forefront moving at speed $c_{-}\left(J, u_{m}\right)$. In general, $c_{+} \neq c_{-}$, which implies that our pulse changes its size as it moves. How do we characterize the dynamics of pulses?

Suppose that there is a single pulse moving in the sample. We need to determine the instantaneous values of $J$ and $u_{m}$, for they characterize the pulse completely . The pulse width, $l$, changes as $d l / d t=c_{-}-c_{+}$. On the other hand, $l$ may be determined by a line integral on the corresponding phase plane trajectories which form the pulse. Then $l=l\left(J, u_{m}\right)$. The dc bias condition yields a connection between $u_{m}$ and $J, u_{m}=U(J)$. Then the pulse width is a function of $J$ only, $\varphi(J)=l(J, U(J))$. Therefore, since $d l / d s=\varphi^{\prime}(J) d J / d s=c_{-}-c_{+}$, we get

$$
\begin{equation*}
\frac{d J}{d s}=\frac{c_{+}(J, U(J))-c_{-}(J, U(J))}{-\varphi^{\prime}(J)} \tag{2.11}
\end{equation*}
$$

Typically the fixed point of this equation, $J=J^{*}$, is such that $c_{+}=c_{-}$is a globally stable solution, so that $J$ tends exponentially fast to $J^{*}$. The corresponding pulse moves steadily without changing its size. This pulse is the homoclinic orbit in the phase plane, usually given by an equal-area rule, and has been exhaustively studied by previous authors. Notice that the present construction explains why this steadily moving pulse is stable, thereby clarifying an old issue at the heart of the Gunn effect $[25,2]$. When the pulse reaches the receiving contact, a different stage of the Gunn oscillation begins. This stage and others needed to fully describe the Gunn oscillation will be explained later.

A subtle point follows. Due to the integral condition (2.2), the pulse height and width (in the $(y, s)$ scales) are $O\left(\epsilon^{-\frac{1}{2}}\right) \gg 1$ and $O\left(\epsilon^{\frac{1}{2}}\right)$, respectively, while outside the pulse, $u=u_{1}=O(1)$ and $J=O(1)$. Thus our leading order approximation for $u(y, s)$ is not uniformly of the same order in space. Successive approximations of a single pulse lead to the following ansatz for $u$ :

$$
u(y, s ; \epsilon) \sim u^{(0)}(y, s ; \epsilon)+\epsilon u^{(1)}(y, s ; \epsilon)
$$

Here each $u^{(j)}(y, s ; \epsilon)$ may be of different order in $\epsilon$ for different values of the space and time variables. However, we shall impose that

$$
\frac{u^{(1)}}{u^{(0)}}=O(1)
$$

uniformly in $y$ and $s$ as $\epsilon \rightarrow 0+$. This situation results in a changing (self-adjusting) time scale for the evolution of $J$ described by (2.11). See [7] for the description of a similar situation in combustion theory.
3. Boundary layers and wavefronts. The model (2.1)-(2.4) was introduced in order to argue that the asymptotics of the Gunn effect is universal within a class of models [6]. The nonlinearity $g(u)$ was originally N-shaped: it had three branches for $u>0$ (with a maximum at $u_{M}>0$ and a minimum at $u_{\text {min }}>u_{M}$ such that $g\left(u_{M}\right)>g\left(u_{\min }\right)>0$, with $g(u) \rightarrow \infty$ as $\left.u \rightarrow \infty\right)$. In the present paper, we shall assume that $g(u)$ is a smooth function having a single maximum at $u_{M}>0$, $g\left(u_{M}\right)=g_{M}>0$, such that $g^{\prime}(0)=\beta>0$, and $\lim _{u \rightarrow \infty} g(u)=\alpha \in\left(0, g_{M}\right)$. To


Fig. 2. The nonlinearity function $g(u)$ (solid) and the curve corresponding to the boundary conditions $J=u / \rho$ (dashed). The parameter values are $\phi=1.6, L=200, K=2.0, u_{M}=2.0$, $\beta=1.5, \alpha=1.0, \rho=1.2$.
obtain explicit analytic expressions, we shall use a piecewise linear version of $g(u)$,

$$
\begin{equation*}
g(u)=\beta u \theta\left(u_{M}-u\right)+\alpha \theta\left(u-u_{M}\right) \tag{3.1}
\end{equation*}
$$

where $\theta(x)$ is the Heaviside unit step function. See Figure 2, where we have also shown a typical straight line $J=u / \rho$ which gives the value of $u$ at the left boundary. Notice that the straight line intersects $g(u)$ at $\left(u_{M}, \rho u_{M}\right)$, with $\alpha<\rho u_{M}<g_{M}$. We want to find stable solutions $(u(x, t), J(t))$ of (2.1) and (2.2) under the boundary conditions (2.3) and the initial condition (2.4) for appropriate positive values of the bias $\phi$ in the asymptotic limit $L \rightarrow \infty$.
3.1. Outer limit and boundary layers. If $0<\phi<u_{M}$, there is a single stationary solution of $(2.1)-(2.3)$ which is easily constructed. Let $y=x / L \equiv \epsilon x$, $0<\epsilon \ll 1$. Introducing this scaling in (2.1) yields the leading order equation

$$
\begin{equation*}
J-g(u)=0 \tag{3.2}
\end{equation*}
$$

outside the boundary layers at $y=0,1$. For $0<J<g_{M}$ and $0<y<1$, (3.2) has the solutions $u_{1}(J)<u_{2}(J)$. Of these we may choose $u=u_{1}(J), 0<y<1$, as the outer limit. Inserting it into (2.2), we find $u_{1}(J)+O(\epsilon)=\phi$ and then (3.2) yields

$$
\begin{equation*}
J=g(\phi) \tag{3.3}
\end{equation*}
$$

For the piecewise linear $g(u), J=\beta \phi$, and $u_{1}(J)=J / \beta$.
The boundary layers at $y=0,1$ are solutions of the problems

$$
\begin{array}{r}
\frac{\partial^{2} U}{\partial \xi^{2}} \mp K \frac{\partial U}{\partial \xi}+J-g(U)=0, \quad 0<\xi<\infty \\
U(0)=\rho J, \quad U(\infty)=u_{1}(J) \tag{3.5}
\end{array}
$$

Here $\xi=x=y / \epsilon$ for the injecting boundary layer at $y=0$, and $\xi=L-x=(1-y) / \epsilon$ for the receiving boundary layer at $y=1$. The minus (resp., plus) sign in (3.4)
corresponds to the injecting (resp., receiving) boundary. Clearly, the shape of the unique solution of (3.4) and (3.5) (for $\xi=x$ ) depends on whether $J$ is smaller or larger than $J=J_{c}=u_{M} / \rho$. When $0<J<J_{c}$, the boundary layer profile monotonically decreases from $u=\rho J$ to $u_{1}=J / \beta$. For the piecewise linear $g(u)$, we have

$$
\begin{array}{r}
U(\xi)=\frac{J}{\beta}+\left(\rho J-\frac{J}{\beta}\right) \exp \left(-\frac{\sqrt{K^{2}+4 \beta} \mp K}{2} \xi\right), \\
\int_{0}^{\infty}\left(U-u_{1}\right) d \xi=\frac{2\left(\rho J-\frac{J}{\beta}\right)}{\sqrt{K^{2}+4 \beta} \mp K} \tag{3.7}
\end{array}
$$

However, if $J>J_{c}$, the boundary layer profile reaches a maximum before decreasing to $u_{1}=J / \beta$. Numerical simulations show that in this case, the stationary solution of the model becomes unstable to Gunn-type oscillations. Given (3.3), this occurs for $\phi>u_{1}\left(J_{c}\right)$.

### 3.2. Wavefronts.

3.2.1. Bistable source. Let us first review how to compute the wavefronts when $g(u)$ is N -shaped. Then (3.2) has three solutions $u_{1}(J)<u_{2}(J)<u_{3}(J)$ for $g\left(u_{m}\right)<J<g\left(u_{M}\right)$. As explained in [6], the building blocks of the Gunn-oscillation asymptotics are wavefronts connecting $u_{1}(J)$ and $u_{3}(J)$. These wavefronts adjust themselves instantaneously to the value of $J$, as this unknown evolves on a slower time scale (see below). A wavefront centered at $x=X_{ \pm}(t)$ is a monotone function of $\chi=x-X_{ \pm}(t)$ such that

$$
\begin{array}{r}
u\left(-\infty ; c_{+}\right)=u_{1}(J), \quad u\left(+\infty ; c_{+}\right)=u_{3}(J) \quad \text { and } \\
u\left(-\infty ; c_{-}\right)=u_{3}(J), \quad u\left(+\infty ; c_{-}\right)=u_{1}(J)
\end{array}
$$

For the simple model used here, there is a relation between the wavefronts $u\left(\chi ; c_{+}\right)$ and $u\left(\chi ; c_{-}\right)$.

TheOrem 1. Let $u\left(\chi ; c_{ \pm}\right)$be the wavefront satisfying

$$
\begin{array}{r}
\frac{d^{2} u}{d \chi^{2}}-\left(K-c_{ \pm}\right) \frac{d u}{d \chi}+J-g(u)=0 \\
u\left(-\infty ; c_{+}\right)=u_{1}(J), \quad u\left(+\infty ; c_{+}\right)=u_{3}(J) \\
u\left(-\infty ; c_{-}\right)=u_{3}(J), \quad u\left(+\infty ; c_{-}\right)=u_{1}(J) \tag{3.10}
\end{array}
$$

where $\chi=x-X_{ \pm}(t)$ ( $X_{ \pm}$is the position of the front at time $t$, determined by imposing $\left.u(0)=u^{0} . d X_{ \pm} / d t=c_{ \pm}\right)$. Then we have

$$
\begin{equation*}
u\left(\chi ; c_{-}\right)=u\left(-\chi ; c_{+}\right), \quad c_{+}+c_{-}=2 K \tag{3.11}
\end{equation*}
$$

The proof is evident. This theorem shows that we only need to construct $u\left(\chi ; c_{+}\right)$ and find $c_{+}$in order to have $u\left(\chi ; c_{-}\right)$and $c_{-}$.
3.2.2. Saturating source. Now let $g(u)$ be a function with only two branches such as (3.1). A wavefront is the only monotone trajectory connecting $\left(u_{1}(J), 0\right)$ and a given point on the $u$ axis $\left(u_{m}, 0\right)$. There is again a symmetry result for these wavefronts.

ThEOREM 2. Let $u\left(\chi ; c_{+}\right)$be the wavefront satisfying (3.8), $\partial u / \partial \chi>0$ for $-\infty<\chi \equiv x-X_{+}(t)<\chi_{m}$, and

$$
\begin{align*}
u\left(-\infty ; c_{+}\right) & =u_{1}(J), & u\left(0 ; c_{+}\right) & =u^{0} \\
u\left(\chi_{m} ; c_{+}\right) & =u_{m}, & \frac{\partial u}{\partial \chi}\left(\chi_{m} ; c_{+}\right) & =0 \tag{3.12}
\end{align*}
$$

Here $d X_{+} / d t=c_{+}$, and $2 \chi_{m}=l\left(J, u_{m}\right)>0$ is a function of $J$ and $u_{m}$. Then the wavefront satisfying (3.8), $\partial u / \partial \chi<0$ for $-\chi_{m}<\chi \equiv x-X_{-}(t)<\infty, c_{-}=d X_{-} / d t$, and

$$
\begin{align*}
u\left(-\chi_{m} ; c_{-}\right) & =u_{m}, \quad \frac{\partial u}{\partial \chi}\left(-\chi_{m} ; c_{-}\right)=0 \\
u\left(0 ; c_{-}\right) & =u^{0}, \quad u\left(+\infty ; c_{-}\right)=u_{1}(J) \tag{3.13}
\end{align*}
$$

is such that (3.11) holds.
Again the proof is immediate.
Let us now choose a certain $u_{m}=U(J)$ for each $\phi>u_{M}$ so that the bias condition (2.2) holds for a pulse made out of the following:

- a backfront $u\left(\chi ; c_{+}\right)$at $x=X_{+}(t), \chi=x-X_{+}(t)$; and
- a forefront $u\left(-\chi ; c_{+}\right)$at $X_{-}=X_{+}+2 \chi_{m}$.

Now $\chi=x-X_{-}(t)$. The pulse $u\left(\chi ; c_{+}\right)$can be constructed explicitly for the piecewise linear $g(u)$ of (3.1). If we choose $u^{0}=u_{M}$, the solution of (3.8) and (3.9) which is continuous and has a continuous first derivative at $\chi=0$ is

$$
\begin{align*}
& u\left(\chi ; c_{+}\right)=u_{1}(J)+\left[u_{M}-u_{1}(J)\right] e^{\lambda_{+} \chi}, \quad \chi<0  \tag{3.14}\\
& u\left(\chi ; c_{+}\right)=u_{M}+\frac{J-\alpha}{K-c_{+}} \chi+B_{+}\left[e^{\left(K-c_{+}\right) \chi}-1\right], \quad \chi>0 \tag{3.15}
\end{align*}
$$

Here $u_{1}(J)=J / \beta$, and

$$
\begin{align*}
\lambda_{+} & =\frac{K-c_{+}}{2}+\sqrt{\left(\frac{K-c_{+}}{2}\right)^{2}+\beta}  \tag{3.16}\\
B_{+} & =\frac{1}{K-c_{+}}\left[\lambda_{+}\left[u_{M}-u_{1}(J)\right]-\frac{J-\alpha}{K-c_{+}}\right]  \tag{3.17}\\
\chi_{m} & =\frac{1}{K-c_{+}} \ln \left[-\frac{J-\alpha}{\left(K-c_{+}\right)^{2} B_{+}}\right] \\
& =-\frac{1}{K-c_{+}} \ln \left[1-\frac{\lambda_{+}\left(u_{M}-u_{1}\right)\left(K-c_{+}\right)}{J-\alpha}\right]  \tag{3.18}\\
u_{m} & =u_{M}+\frac{J-\alpha}{K-c_{+}} \chi_{m}+B_{+}\left[e^{\left(K-c_{+}\right) \chi_{m}}-1\right] \tag{3.19}
\end{align*}
$$

If these expressions are inserted in the bias condition $(2.2), c_{+}, \chi_{m}$, and $u_{m}$ may be determined as functions of $J$ for a fixed $\phi$. Figures 3 and 4 show the phase planes and the trajectories corresponding to $u\left(\chi ; c_{+}\right)$and $u\left(\chi ; c_{-}\right)$, respectively, for a given value of $J=1.3$. Figure 5 shows $\chi_{m}$ and $u_{m}$ as functions of $J$.

There are two important approximations to the wavefronts of Theorem 2, which yield either approximately triangular pulses $\left(c_{+} \neq c_{-}, u_{m} \gg 1\right)$ or the homoclinic pulse ( $c_{+}=c_{-}=K$ ). These two limiting cases are described in detail in Appendix A.


Fig. 3. Phase plane $(u, d u / d \chi)$ and trajectory corresponding to $u\left(\chi ; c_{+}\right)$for $J=1.3, c_{+}=$ 1.8359. Other parameter values are as in Figure 2.


Fig. 4. Phase plane $(u, d u / d \chi)$ and trajectory corresponding to $u\left(\chi ; c_{-}\right)$for $J=1.3, c_{-}=$ 2.1641. Other parameter values are as in Figure 2.

## 4. Pulse dynamics.

4.1. One pulse far from the boundaries. Let us consider a single pulse moving far from the boundaries, as described in the previous section. Its height and width are established by imposing the integral condition (2.2). The result will show that the pulse is a tall and narrow moving layer which changes size as it moves. At certain stages of the periodic Gunn oscillation (see below), the pulse height is $u=O\left(\epsilon^{-\frac{1}{2}}\right)$ and its width is $\Delta y=O\left(\epsilon^{\frac{1}{2}}\right)$, so that the pulse excess area (in $y$ space units) is $O(1)$. The inner core of the pulse contributes an order 1 amount to the bias whereas its exponential tails approaching $u_{1}(J)$ yield an $O(\epsilon)$ correction to its excess area. Thus we suggest a decomposition of the solution $u$ into an outer solution valid outside the pulse and boundary layers, and inner solutions comprising the front(s)
and boundary layers. In this section, we shall calculate the leading order term in each asymptotic expansion explicitly. The first correction to these results can be found in Appendix B.
4.1.1. Outer solution. The outer solution is

$$
\begin{array}{r}
u^{\text {outer }}=u^{(0)}(y, s)+\epsilon u^{(1)}(y, s)+O\left(\epsilon^{2}\right) \\
J=J^{(0)}(s)+\epsilon J^{(1)}(s)+O\left(\epsilon^{2}\right) \tag{4.2}
\end{array}
$$

Here $u^{(0)}=O(1)$ yields an order 1 contribution to the integral condition (2.2), of the same order as that provided by integration of the excess area of the pulse inner core. $\epsilon u^{(1)}$ yields an order $\epsilon$ contribution to (2.2), of the same order as that provided by integration of the excess area of the pulse tails. Inserting this ansatz into (2.6), we obtain

$$
\begin{align*}
J^{(0)}-g\left(u^{(0)}\right) & =0  \tag{4.3}\\
J^{(1)}-g^{\prime}\left(u^{(0)}\right) u^{(1)} & =\frac{\partial u^{(0)}}{\partial s}+K \frac{\partial u^{(0)}}{\partial y} \tag{4.4}
\end{align*}
$$

Solving (4.3) and (4.4) yields

$$
\begin{array}{r}
u^{(0)}=u_{1}\left(J^{(0)}\right)=\frac{J^{(0)}}{\beta} \\
u^{(1)}=\frac{J^{(1)}-\frac{1}{g_{1}^{\prime}} \frac{d J^{(0)}}{d s}}{g_{1}^{\prime}}=\frac{1}{\beta}\left(J^{(1)}-\frac{1}{\beta} \frac{d J^{(0)}}{d s}\right) . \tag{4.6}
\end{array}
$$

$J^{(0)}$ and $J^{(1)}$ will be found later from the integral constraint.
4.1.2. Two-term description of the pulse. The pulse described in the previous section may be considered a moving inner layer solution. Its height is much larger than 1 and its width much smaller than 1 (the precise orders will be determined later). We shall assume

$$
\begin{equation*}
u^{i n n e r} \sim P^{(0)}(y, s ; \epsilon)+\epsilon P^{(1)}(y, s ; \epsilon) \tag{4.7}
\end{equation*}
$$

where $P^{(0)}$ is the pulse solution of (3.8) described in Theorem 2:

$$
\begin{align*}
& P^{(0)}(y, s ; \epsilon)=u\left(x-X_{+} ; c_{+}\right) \theta\left[\chi_{m}-\left(x-X_{+}\right)\right] \\
& +u\left(X_{+}+2 \chi_{m}-x ; c_{+}\right) \theta\left[x-X_{+}-\chi_{m}\right] . \tag{4.8}
\end{align*}
$$

$P^{(0)}(y, s ; \epsilon)$ and $P^{(1)}(y, s ; \epsilon)$ depend on $\epsilon$ in such a way that

$$
\frac{P^{(1)}(y, s ; \epsilon)}{P^{(0)}(y, s ; \epsilon)}=O(1) \quad \text { as } \quad \epsilon \rightarrow 0+
$$

uniformly in $y, s$. The inner expansion (4.7) is chosen so that the pulse inner core in $P^{(0)}$ yields an order 1 contribution to the bias condition, whereas its tails together with the inner core of $\epsilon P^{(1)}$ yield an $O(\epsilon)$ contribution. The latter is of the same order as the contribution of the outer solution, $\epsilon u^{(1)}$, to the bias.

In (4.8), the location of the fronts and their velocities are

$$
\begin{array}{r}
X_{+} \sim X_{+}^{(0)}(t)+\epsilon X_{+}^{(1)}(t), \\
c_{+} \sim c_{+}^{(0)}+\epsilon c_{+}^{(1)}, \tag{4.9}
\end{array}
$$

and similarly for $X_{-}$and $c_{-}$. Inserting (4.2) and (4.7)-(4.9) in (2.1) and (3.9), we obtain for the trailing front

$$
\begin{gather*}
\frac{\partial^{2} P^{(0)}}{\partial \chi^{2}}-\left(K-c_{ \pm}^{(0)}\right) \frac{\partial P^{(0)}}{\partial \chi}+J^{(0)}-g\left(P^{(0)}\right)=0  \tag{4.10}\\
P^{(0)}\left(-\infty ; c_{+}^{(0)}\right)=u^{(0)}=u_{1}, \quad P^{(0)}\left(0 ; c_{+}^{(0)}\right)=u_{M} \\
P^{(0)}\left(\chi_{m} ; c_{+}^{(0)}\right)=u_{m}, \quad \frac{\partial P^{(0)}}{\partial \chi}\left(\chi_{m} ; c_{+}^{(0)}\right)=0 \tag{4.11}
\end{gather*}
$$

whose solution is (4.8), and

$$
\begin{array}{r}
\frac{\partial^{2} P^{(1)}}{\partial \chi^{2}}-\left(K-c_{ \pm}^{(0)}\right) \frac{\partial P^{(1)}}{\partial \chi}-g^{\prime}\left(P^{(0)}\right) P^{(1)}=\frac{\partial P^{(0)}}{\partial s}-J^{(1)}-c_{ \pm}^{(1)} \frac{\partial P^{(0)}}{\partial \chi} \\
P^{(1)}\left(-\infty ; c_{+}^{(0)}\right)=u^{(1)}, \quad \frac{\partial P^{(1)}}{\partial \chi}\left(\chi_{m} ; c_{+}^{(0)}\right)=0 \tag{4.13}
\end{array}
$$

The leading front of the pulse obeys similar expressions. The correction $P^{(1)}$ is calculated in Appendix B, in which explicit formulas for piecewise linear $g(u)$ are given.
4.2. General equation for $\boldsymbol{J}^{(0)}$. Using Theorem 2, we can calculate the bias condition for a single pulse moving far from the boundaries as

$$
\begin{align*}
\phi & =u_{1}\left(J^{(0)}\right)+2 \epsilon \int_{0}^{\chi_{m}}\left(P^{(0)}-u_{1}\right) d \chi \\
& +2 \epsilon \int_{-\infty}^{0}\left(P^{(0)}-u_{1}\right) d \chi+\epsilon \frac{J^{(1)}-g_{1}^{\prime} J_{s}^{(0)}}{g_{1}^{\prime 2}} \\
& +2 \epsilon^{2} \int_{0}^{\chi_{m}}\left(P^{(1)}-\frac{J^{(1)}-g_{1}^{\prime} J_{s}^{(0)}}{g_{1}^{\prime 2}}\right) d \chi \\
& +\epsilon \int_{0}^{\infty}\left[U_{L}(\xi)-u_{1}\right] d \xi \\
& +\epsilon \int_{0}^{\infty}\left[U_{R}(\xi)-u_{1}\right] d \xi+O\left(\epsilon^{2}\right) \tag{4.14}
\end{align*}
$$

Here the bias is the sum of the areas of the regions inside and outside the moving pulse. The leading order contributions to these areas are the first two terms on the right-hand side, which are of order 1 . They are (i) the leading order contribution of the outer solution and (ii) the leading order contribution of the inner core of the pulse. The other terms are $O(\epsilon)$ and correspond to the following:
(i) the tails of the pulse to leading order,

$$
2 \epsilon \int_{-\infty}^{0}\left(P^{(0)}-u_{1}\right) d \chi=\frac{2 \epsilon\left(u_{M}-u_{1}\right)}{\lambda_{+}}
$$

(ii) the second order contribution to the outer solution,
(iii) the second order contribution to the area of the inner core of the pulse,
$2 \epsilon^{2} \int_{0}^{\chi_{m}} P^{(1)} d \chi=O(\epsilon)$ (we have ignored a much smaller term of order $\epsilon^{2} \chi_{m}$ ), (iv) the layer at the left boundary, (3.6) and (3.7):

$$
\epsilon \int_{0}^{\infty}\left(U_{L}-u_{1}\right) d \xi=\frac{2 \epsilon\left(\rho-\beta^{-1}\right) J^{(0)}}{\sqrt{K^{2}+4 \beta}-K}
$$

The area of the injecting (left) boundary layer becomes of order 1 when a new pulse is being shed; otherwise it is of order $\epsilon$, as indicated above.

If the pulse is far from the boundaries, only the first two terms are of order 1 , and we have

$$
\begin{align*}
\phi=u_{1}\left(J^{(0)}\right)+2 \epsilon[ & {\left[\chi_{m}\left(u_{M}-u_{1}-B_{+}\right)\right.} \\
& \left.+\frac{\left(J^{(0)}-\alpha\right) \chi_{m}^{2}}{2\left(K-c_{+}^{(0)}\right)}+\frac{B_{+}\left(e^{\left(K-c_{+}^{(0)}\right) \chi_{m}}-1\right)}{K-c_{+}^{(0)}}\right]+O(\epsilon) \\
=u_{1}+2 \epsilon & {\left[\chi_{m}\left(u_{M}-u_{1}-B_{+}\right)+\frac{\left(J^{(0)}-\alpha\right) \chi_{m}^{2}}{2\left(K-c_{+}^{(0)}\right)}\right.} \\
& \left.+\frac{B_{+} \lambda_{+}\left(u_{M}-u_{1}\right)}{J^{(0)}-\alpha}\right]+O(\epsilon) \tag{4.15}
\end{align*}
$$

Now we can proceed as sketched in section 2. Equation (3.18) allows us to obtain $c_{+}^{(0)}$ as a function of $J^{(0)}$ and $\chi_{m}$,

$$
\begin{equation*}
c_{+}^{(0)}=\Xi\left(J^{(0)}, \chi_{m}\right) \tag{4.16}
\end{equation*}
$$

for a fixed value of $\phi$. Inserting this function in (4.15), we can determine $\chi_{m}$ as a function of $J^{(0)}$. Then (3.19) yields $u_{m}$ as a function of $J^{(0)}$. The results are certain functions

$$
\begin{equation*}
\chi_{m}=\frac{\varphi\left(J^{(0)}\right)}{2}, \quad u_{m}=U\left(J^{(0)}\right) \tag{4.17}
\end{equation*}
$$

that have been depicted in Figure 5. Time differentiation of $2 \chi_{m}=\varphi\left(J^{(0)}\right)$ yields (2.11)

$$
\begin{equation*}
\frac{d J^{(0)}}{d s}=2 \frac{c_{+}^{(0)}\left(J^{(0)}, U\left(J^{(0)}\right)\right)-K}{-\varphi^{\prime}\left(J^{(0)}\right)} \tag{4.18}
\end{equation*}
$$

which describes the time evolution of $J^{(0)}$. Provided that $J^{(0)}(0)>J^{*}, J^{(0)}$ decreases exponentially fast to $J^{*}$ such that $c_{+}^{(0)}=c_{-}^{(0)}=K$. The pulse then moves at constant $J^{(0)}=J^{*}$ and speed $K$, and it is a homoclinic orbit of the phase plane (3.8) with $c=K$, as shown in Figure 6.

Figure 7 compares the leading order asymptotic solution with the numerical solution. The upper part shows the time evolution of $J(t)$ and the lower part $u(x, t)$ at the times marked in the upper figure. Notice that initially $J(t)$ decreases exponentially fast to $J^{*}$. Consider an instant (point 6 ) at which the wave is fully developed and far from the boundaries. We observe that the profile of the asymptotic solution


Fig. 5. Half-width $\chi_{m}$ and maximum height $u_{m}$ of the single pulse as a function of $J$ for the same parameter values as in Figures 2-4.


FIG. 6. Phase plane $(u, d u / d \chi)$ and homoclinic orbit for $J^{*}=1.13182, c=2$. Other parameter values are as in Figure 2.
has a larger height and is slightly thinner than the numerical solution. Why? We have neglected $O(\epsilon)$ terms (boundary layers, wave tails, etc.) when calculating the integral condition with the leading order asymptotic solution. Then $J^{(0)}(t)$ is slightly larger than the numerically calculated $J(t)$. The asymptotic profile fully agrees with the homoclinic solution described in Appendix A by (A.10), (A.11), and (A.12) (also calculated excluding order $\epsilon$ effects).

The previous ideas are correct if we can show that $J^{(0)}$ evolves on a slow time scale, say $\sigma=\sqrt{\epsilon}\left(t-t_{0}\right)$ or $\tau=\epsilon\left(t-t_{0}\right)$. To see this we should analyze (4.15) and the previous equations with a little more care. We shall show that there are two limiting cases for which the pulse can be easily calculated and (2.11) explicitly obtained to leading order:

- $J^{(0)}-J^{*}=O(1), K-c_{+}^{(0)}=O(1)$, and $\left(J^{(0)}-\alpha\right) \chi_{m} \gg 1$. The limiting pulse is a triangular wave formed by pieces of phase plane trajectories which


FIG. 7. Upper: Time evolution of J. Times marked correspond to the following: (1) wave reaches receiving contact, (2) $J$ reaches $J_{c}$, (3) $\chi_{m}<\chi_{L}$, (4) wave completely exits, (5) $J<J_{c}$, (6) fully developed wave. Lower: Profiles of $u(x, t)$ at the times marked in the upper figure.
do not tend exponentially to infinity as $\chi \rightarrow \pm \infty$.

- $\left(K-c_{+}^{(0)}\right) \ll\left(J^{(0)}-\alpha\right) \ll 1, \chi_{m} \gg 1$. The limiting pulse is the homoclinic trajectory with $c=K$.
In the first case, $J^{(0)}$ evolves on the slow time scale $\sigma=\sqrt{\epsilon}\left(t-t_{0}\right)$. In the second case, the time over which $J^{(0)}$ varies appreciably is $o\left(\epsilon^{-1}\right)$. One period of the Gunn oscillation contains stages during which these limiting cases are good approximations to (2.11). In fact the Gunn oscillation may be considered as transitions from one limiting case to the other depending on the number of pulses existing at the time. Then $J^{(0)}$ changes slowly with time, which justifies our wavefront constructions.

Appendix C analyzes the dynamics of pulses corresponding to the two limiting cases of triangular and homoclinic pulses. At this point, we call attention to two peculiar features of our results:

1. Our leading order approximation for the solution is of order one outside a pulse, but it is much larger inside it: of order $\epsilon^{-\frac{1}{2}}$.
2. The proper time scale for the variation of $J$ is $\epsilon^{\frac{1}{2}} t$ if the pulse may be approximated by a triangular wave. It is slower as the pulse approaches a homoclinic pulse. Both approximations are limits of the same equation, (2.11). Thus this equation contains more than one asymptotic limit and its time scale is changing as time changes.
3. Pulse dynamics near the boundaries. In the previous section, we described the dynamics of a single pulse far from the boundaries. Basically the pulse approaches the homoclinic pulse on a slow time scale: at each time on the scale $t$ the pulse follows adiabatically the instantaneous value of $J . J$ changes on the scale $\sigma=\sqrt{\epsilon} t$ or even more slowly as described by (2.11), where $\varphi$ is a function of $J$ and $\epsilon$
$\left(\varphi(J)\right.$ is of order $\epsilon^{-\frac{1}{2}}$ or larger). In this section we shall describe what occurs when the pulse reaches the receiving boundary at $x=L$ and beyond, until a period of the Gunn oscillation is completed.
5.1. Pulse disappearing through the receiving boundary. Let us assume that a single pulse has reached its asymptotic shape $\left(J^{(0)}=J^{*}\right)$ and advances with speed $K$ until its forefront reaches $X_{-}=L$ at time $t_{1}$. Afterwards, it begins leaving the sample. As time elapses the wave exits through the receiving boundary, and therefore the area under the wave decreases. Since the total area has to satisfy the bias condition, this loss of area has to be compensated by a corresponding increase in $u_{1}$ so that (2.2) still holds.

Let us denote by $u_{L}$ the value of the pulse inner solution $P^{(0)}(y, s)$ at the receiving boundary. $u_{L}$ is obtained from (3.15) for $u\left(x-X_{-}^{(0)} ; c_{-}^{(0)}\right)=u\left(X_{-}^{(0)}-x ; c_{+}^{(0)}\right)=$ $u\left(2 \chi_{m}-\chi ; c_{+}^{(0)}\right)$ when $\chi-2 \chi_{m}=L-X_{-}^{(0)}$. The corresponding argument of $u\left(X_{-}^{(0)}-x\right.$; $\left.c_{+}^{(0)}\right)$ is $\chi_{L}=X_{-}^{(0)}-L>0$. When $0<\chi_{L}<\chi_{m}$, the bias condition (2.2) yields

$$
\begin{array}{r}
\phi=u_{1}+\Phi^{(0)}\left(J, c_{+}^{(0)}, \chi_{m}, \chi_{L}\right)+\epsilon \Phi^{(1)}\left(J, c_{+}^{(0)}, \chi_{m}, \chi_{L}, J^{(1)}\right)+O\left(\epsilon^{2}\right) \\
\frac{\Phi^{(0)}\left(J, c_{+}^{(0)}, \chi_{m}, \chi_{L}\right)}{\epsilon}=2 \int_{0}^{\chi_{m}}\left[u\left(\chi ; c_{+}^{(0)}\right)-u_{1}\right] d \chi-\int_{0}^{\chi_{L}}\left[u\left(\chi ; c_{+}^{(0)}\right)-u_{1}\right] d \chi \\
=\left(2 \chi_{m}-\chi_{L}\right)\left(u_{M}-u_{1}-B_{+}\right)+\frac{(J-\alpha)}{\left(K-c_{+}^{(0)}\right)}\left(\chi_{m}^{2}-\frac{\chi_{L}^{2}}{2}\right) \\
+\frac{B_{+}\left(2 e^{\left.\left(K-c_{+}^{(0)}\right) \chi_{m}-e^{\left(K-c_{+}^{(0)}\right) \chi_{L}}-1\right)}\right.}{K-c_{+}^{(0)}} \\
\Phi^{(1)}\left(J, c_{+}^{(0)}, \chi_{m}, \chi_{L}, J^{(1)}\right)=\int_{-\infty}^{0}\left(P^{(0)}-u_{1}\right) d \chi+\frac{J^{(1)}-g_{1}^{\prime} J_{s}^{(0)}}{g_{1}^{2}} \\
+2 \epsilon \int_{0}^{\chi_{m}} P^{(1)} d \chi-\epsilon \int_{0}^{\chi_{L}} P^{(1)} d \chi+\epsilon \int_{0}^{\infty}\left[U_{L}(\xi)-u_{1}\right] d \xi \tag{5.3}
\end{array}
$$

instead of (4.14). In this equation, $\Phi^{(0)}$ and $\Phi^{(1)}$ are of order 1 because the integrations of $P^{(0)}$ and $P^{(1)}$ over the inner core of the pulse are of order $\epsilon^{-1}$. Equation (5.1) yields

$$
\begin{align*}
& \phi=u_{1}+\Phi^{(0)}\left(J^{(0)}, c_{+}^{(0)}, \chi_{m}, \chi_{L}\right)  \tag{5.4}\\
& \Phi^{(1)}\left(J^{(0)}, c_{+}^{(0)}, \chi_{L}, \chi_{m}, J^{(1)}\right)=0 \tag{5.5}
\end{align*}
$$

We shall now find the evolution equation for $J^{(0)}$ by a procedure similar to that used to find (4.18). The right-hand side of (5.4) depends on $J^{(0)}, c_{+}^{(0)}, \chi_{m}$, and $\chi_{L}$. $\chi_{m}$ is a function of $J^{(0)}$ and $c_{+}^{(0)}$ given by (3.18). As wavefront velocity $c_{+}^{(0)}$, we shall use the function of $J^{(0)}$ (for a fixed value of $\phi$ ) that was determined at the end of section 3. Then the right-hand side of (5.4) is a function of $J^{(0)}$ and $\chi_{L}$ only (for fixed $\phi$ ):

$$
\begin{equation*}
\phi=\mathcal{B}\left(J^{(0)}, \chi_{L}\right) \equiv u_{1}\left(J^{(0)}\right) \quad+\Phi^{(0)}\left(J^{(0)}, c_{+}^{(0)}\left(J^{(0)}\right), \chi_{m}\left(J^{(0)}, c_{+}^{(0)}\left(J^{(0)}\right)\right), \chi_{L}\right) \tag{5.6}
\end{equation*}
$$

$\chi_{L}$ can be explicitly calculated from

$$
\begin{equation*}
\frac{d \chi_{L}}{d t}=c_{-}^{(0)}=2 K-c_{+}^{(0)}, \quad \chi_{L}\left(t_{1}\right)=0 \tag{5.7}
\end{equation*}
$$

where $c_{+}^{(0)}$ is our known function of $J^{(0)}$. We can obtain a closed system of equations for $\chi_{L}$ and $J^{(0)}$ by differentiating (5.6) with respect to time and then using (5.7). The result is

$$
\begin{equation*}
\frac{\partial \mathcal{B}}{\partial J^{(0)}} \frac{d J^{(0)}}{d t} \sim \epsilon\left(u_{L}-u_{1}\right)\left(2 K-c_{+}^{(0)}\right) \tag{5.8}
\end{equation*}
$$

Here we have used that (5.2) and (5.6) imply $\partial \mathcal{B} / \partial \chi_{L}=-\left(u_{L}-u_{1}\right)$.
The time evolution of $J^{(0)}$ is found by solving this equation while the wave disappears through the receiving contact. Having found the solution to leading order, (5.5) yields the correction $J^{(1)}$. Numerical solution of (5.1)-(5.8) shows that $J^{(0)}$ increases with time, as shown in the region between times 1 and 2 in Figure 7. Notice that this increase agrees with the numerical solution of (2.1)-(2.4).

Depending on the bias $\phi$, one of the following two events may happen first:
(i) $J^{(0)}$ reaches $J_{c}$, or
(ii) $\chi_{L}=\chi_{m}$.

In both cases the stage described by the previous equations ends. In case (i), a new wave is created at $x=0$, whereas in case (ii) (5.1) should be changed to

$$
\begin{array}{r}
\phi=u_{1}+\Psi^{(0)}\left(J^{(0)}, c_{+}^{(0)}, \chi_{L}\right)+\epsilon \Psi^{(1)}\left(J^{(0)}, c_{+}^{(0)}, \chi_{L}, J^{(1)}\right)+O\left(\epsilon^{2}\right), \\
\Psi^{(0)}\left(J^{(0)}, c_{+}^{(0)}, \chi_{L}\right)=\epsilon \int_{0}^{\chi_{L}}\left[u\left(\chi ; c_{+}^{(0)}\right)-u_{1}\right] d \chi \\
=\epsilon\left[\frac{\left(J^{(0)}-\alpha\right) \chi_{L}^{2}}{2\left(K-c_{+}^{(0)}\right)}+\chi_{L}\left(u_{M}-u_{1}-B_{+}\right)+\frac{B_{+}\left(e^{\left(K-c_{+}^{(0)}\right) \chi_{L}}-1\right)}{K-c_{+}^{(0)}}\right], \\
\Psi^{(1)}\left(J, c_{+}^{(0)}, \chi_{L}, J^{(1)}\right)=\int_{-\infty}^{0}\left[u\left(\chi ; c_{+}^{(0)}\right)-u_{1}\right] d \chi+\frac{J^{(1)}-g_{1}^{\prime} J_{s}^{(0)}}{g_{1}^{\prime 2}} \\
+\epsilon \int_{0}^{\chi_{L}} P^{(1)} d \chi+\epsilon \int_{0}^{\infty}\left[U_{L}(\xi)-u_{1}\right] d \xi, \tag{5.11}
\end{array}
$$

where now $\chi_{L}=L-X_{+}^{(0)}>0$ and

$$
\begin{equation*}
\frac{d \chi_{L}}{d t}=-c_{+}^{(0)}, \quad \chi_{L}\left(t_{2}\right)=\chi_{m}\left(t_{2}\right) \tag{5.12}
\end{equation*}
$$

Here $t_{2}$ is the time at which the maximum of the pulse reaches $x=L$ (equivalently $\chi_{L}=\chi_{m}$ in the previous stage). Arguments similar to those used in the previous stage lead to

$$
\begin{equation*}
\left(\frac{1}{\beta}+\frac{\partial \tilde{\Psi}^{(0)}}{\partial J^{(0)}}\right) \frac{d J^{(0)}}{d t} \sim \epsilon\left(u_{L}-u_{1}\right) c_{+}^{(0)} \tag{5.13}
\end{equation*}
$$

where $\tilde{\Psi}^{(0)}\left(J^{(0)}, \chi_{L}\right)=\Psi^{(0)}\left(J^{(0)}, c_{+}^{(0)}\left(J^{(0)}\right), \chi_{L}\right)$.
This stage lasts until $J^{(0)}$ reaches $J_{c}$ and a new pulse is shed. If the bias is small enough, the solution of these equations may be such that $J^{(0)}$ never reaches $J_{c}$ and it eventually decreases with time. In such case, the pulse exits and leaves a stable stationary state in its wake after $\chi_{L}=0$. Notice that setting $\chi_{L}=\chi_{m}=0$ in (3.18) implies a front velocity (A.7). Thus the velocity of the disappearing wavefront approaches that of the triangular wave, although the shapes of the respective wavefronts may differ greatly. As in the previous stage, we find $J^{(1)}$ by solving the equation $\Psi^{(1)}\left(J^{(0)}, c_{+}^{(0)}, \chi_{L}, J^{(1)}\right)=0$.
5.2. Pulse shedding at the injecting boundary. If $J(t)$ reaches $J_{c}$ at $t=t_{2}$, the boundary layer becomes unstable and a new pulse starts being shed at the injecting boundary. The boundary layer profile, $U(x, t)$, solves the following semi-infinite integrodifferential problem:

$$
\begin{array}{r}
\frac{\partial U}{\partial \sigma}+K \frac{\partial U}{\partial x}-\frac{\partial^{2} U}{\partial x^{2}}+g(U)=J(\sigma) \\
U(0, \sigma)=\rho J \tag{5.15}
\end{array}
$$

whose solution exhibits an explosion-type behavior and a rapid growth of the area enclosed by the boundary layer which can no longer be neglected. This increase in area is to be compared with the area released by the disappearing pulse at $x=L$. Initially, the area released is larger, and this net area loss has to be compensated by an equal increase in the area of the outer solution, so that $J$ continues to increase, although at a slower rate. After a short time, the growth of the boundary layer is larger than the area released, so that $J$ reaches a maximum and starts decreasing.

The structure of the injecting boundary layer when $J>J_{c}$ is as follows:

1. $u=u\left(x ; J, U_{m}\right)$ is quasi-stationary for $0<x<X_{m}$ such that (3.4) holds with $u\left(0 ; J, U_{m}\right)=\rho J, u\left(X_{m} ; J, U_{m}\right)=U_{m}$, with $\partial u\left(X_{m} ; J, U_{m}\right) / \partial x=0$. The boundary layer solution is the trajectory of the phase plane corresponding to (3.4) which leaves the vertical line $u=\rho J$ at $x=0$ and intersects the $u$ axis at $u=U_{m}$. Notice that this trajectory is uniquely determined by giving $J$ and $U_{m}$.
2. For $x>X_{m}$, the boundary layer is a wavefront of type $u\left(\chi ; c_{-}\right)$moving at speed $C_{-}$. This speed and the forefront are uniquely determined by $J$ and $U_{m}$ : $u=u\left(\xi ; C_{+}\right), \xi=X n_{-}-x$, with $C_{+}=2 K-C_{-}, u\left(-\infty ; C_{+}\right)=u_{1}(J)$, $u\left(0 ; C_{+}\right)=u_{M}, u\left(\xi_{m} ; C_{+}\right)=U_{m}, \partial u\left(\xi_{m} ; C_{+}\right) / \partial \xi=0$.
The bias condition (including the injecting boundary layer) is

$$
\begin{array}{r}
\phi=u_{1}+\tilde{\Psi}^{(0)}\left(J, \chi_{m}, \chi_{L}\right)+\epsilon A^{(0)}(t)+O(\epsilon) \\
A^{(0)}=\int_{0}^{\infty}\left[U(\xi)-U_{\infty}\right] d \xi \tag{5.17}
\end{array}
$$

provided that the maximum of the old pulse has left the sample. Time differentiation of (5.16) yields

$$
\begin{equation*}
\left(\frac{1}{\beta}+\frac{\partial \tilde{\Psi}^{(0)}}{\partial J^{(0)}}\right) \frac{d J^{(0)}}{d t} \sim-\epsilon \frac{d A^{(0)}}{d t}+\epsilon\left(u_{L}-u_{1}\right) c_{+}^{(0)} \tag{5.18}
\end{equation*}
$$

Equations (5.12), (5.16), and (5.18), together with (5.2), (5.10), and (4.17), constitute a closed system of equations for the unknowns $J, \chi_{L}$, and $\chi_{m}$. During this stage, $J$ initially increases and then decreases until either it again reaches $J_{c}$ or the old wave completely disappears. In the latter case, the evolution of $J(t)$ is still given by (5.18) without the last term which represents the area lost by the disappearing wave. The evolution during this stage can be observed between points 3 and 4 in Figure 7.

Also, Figure 8 shows in detail the evolution of the boundary layer profile from the time that $J>J_{c}$. Initially, $u$ grows at the injecting boundary because $J$ increases. Furthermore, the slope $\partial u(0, t) / \partial x$ increases and becomes positive at a certain time. Then a wavelike structure is created. The leading front of this wave moves away from the boundary while the backfront is attached to it. The wave continues its growth


FIG. 8. Boundary layer profile evolution during the shedding stage.
until the time when $J$ becomes again smaller than $J_{c}$. Then, the slope at the boundary becomes negative, and the wave detaches and moves away from the boundary as a solitary wave. At that time, the quasi-stationary part of the boundary layer which joins $x=0$ to the maximum at $x=X_{m}$ becomes the backfront of a detached pulse. Then, we again have the same equation, (2.11), describing the first stage, and a cycle of the Gunn oscillation has been completed. The time evolution during this stage can be observed in Figure 7 for times larger than $t_{5}$.
6. Conclusions. In this paper we have asymptotically described one period of a Gunn-type oscillation in a simple model. The nonlinearity of the model is such that at most two constant solutions are possible for each value of $J$ (the currentlike unknown). The model consists of a parabolic equation for the fieldlike unknown, $u(x, t)$, and an integral constraint (bias condition) which determines $J(t)$. Appropriate boundary and initial conditions are imposed. The key new idea of our analysis is that a pulse that changes shape as it advances may be constructed by fixing only two parameters: $J$ and the pulse maximum, $u_{m}$. If the pulse width is small compared to the sample length, then $L, J$, and $u_{m}$ change on a slow time scale. The trailing front of the pulse is part of a separatrix joining a saddle point to $\left(u_{m}, 0\right)$ with $d u / d \chi>0$ on the $(u, d u / d \chi)$ phase plane. The initial and final points determine the backfront speed $c_{+}$as a function of $J$ and $u_{m}$. Similarly the forefront of a pulse is constructed and its speed $c_{-}$determined. Then equations for $J$ and $u_{m}$ are obtained by timedifferentiation of the bias condition and of the pulse width. The time derivative of the latter is $c_{-}-c_{+}$and $J$ tends toward a fixed value corresponding to a rigidly moving pulse with $c_{-}=c_{+}$. Other stages of a Gunn oscillation, including wave creation and annihilation at the boundaries, are analyzed by similar methods. Our theory compares well with direct numerical simulations.

We have found an asymptotic theory of the "Gunn effect" in a simple piecewise linear model, whose main step is a construction of pulses and a derivation of an equation for the "current." An analysis of the stability of these solutions is an open problem, although there is some work on this problem in the related Kroemer model [3, 25]. That the profile of pulses can become oscillatory for appropriate parameter values has been shown by Sun et al. for some reaction-diffusion models [23]. We expect
that the present method yield results independent of the model equations within a class thereof displaying the Gunn instability [6, 21, 22, 25, 26]. Studies of other systems that can be understood by the dynamics of pulses are in progress.

## Appendix A. Limiting cases.

A.1. Triangular pulses. The bias condition (2.2) determines the orders of magnitude of $\chi_{m}$ and $u_{m}$ in terms of the small parameter $\epsilon$. Let us assume that ( $K-c_{+}$) and $(J-\alpha)$ are $O(1)$, whereas $\chi_{m} \gg 1$. Then (3.17), (3.18), and (3.19) imply that

$$
\begin{align*}
u_{m} & =u_{M}+\frac{J-\alpha}{K-c_{+}} \chi_{m}-\frac{\lambda_{+}\left(u_{M}-u_{1}\right)}{K-c_{+}} \\
& \sim \frac{J-\alpha}{K-c_{+}} \chi_{m} . \tag{A.1}
\end{align*}
$$

The wavefront $u\left(\chi ; c_{+}\right)$is given by (3.14) for $\chi<0$ and

$$
\begin{align*}
u & =u_{m}+\frac{J-\alpha}{K-c_{+}}\left(\chi-\chi_{m}\right)+B_{+}\left[e^{\left(K-c_{+}\right) \chi}-e^{\left(K-c_{+}\right) \chi_{m}}\right]  \tag{A.2}\\
& \sim \frac{J-\alpha}{K-c_{+}} \chi \tag{A.3}
\end{align*}
$$

for $\chi>0$, where (A.1) has been used. The bias condition (2.2) then yields

$$
\begin{array}{r}
\frac{\phi-u_{1}}{\epsilon} \sim \frac{J-\alpha}{K-c_{+}} \chi_{m}^{2}, \\
\chi_{m} \sim \sqrt{\frac{\left(\phi-u_{1}\right)\left(K-c_{+}\right)}{\epsilon(J-\alpha)}} . \tag{A.5}
\end{array}
$$

These equations imply that $\chi_{m}$ and $u_{m}$ are $O\left(\epsilon^{-\frac{1}{2}}\right)$, while the proper time scale over which $J$ varies is $t=O\left(\epsilon^{-\frac{1}{2}}\right)$.

We can obtain (A.1)-(A.5) directly from (3.8) and the bias condition. If $\chi_{m} \gg 1$, so is $u_{m}$. Then we shall select uniquely the wavefront solution of (3.8), $u\left(\chi ; c_{+}\right)$, so that it satisfies $u\left(-\infty ; c_{+}\right)=u_{1}(J)$ and does not grow exponentially as $\chi \rightarrow+\infty$. Similarly, $u\left(\chi ; c_{-}\right)=u\left(-\chi ; c_{+}\right)$does not grow exponentially as $\chi \rightarrow-\infty$ and satisfies $u\left(+\infty ; c_{-}\right)=u_{1}(J)$. As in Theorem 1, we still have $c_{+}+c_{-}=2 K$.
$u\left(\chi ; c_{+}\right)$satisfies (3.14) and

$$
\begin{equation*}
u\left(\chi ; c_{+}\right)=u_{M}+\frac{J-\alpha}{K-c_{+}} \chi \quad \text { if } \quad \chi>0 \tag{A.6}
\end{equation*}
$$

Continuity of $d u / d \chi$ at $\chi=0$ directly yields

$$
\left(u_{M}-\frac{J}{\beta}\right) \lambda_{+}=\frac{J-\alpha}{K-c_{+}},
$$

which in turn implies

$$
\begin{equation*}
c_{+}=K-\frac{J-\alpha}{\sqrt{\beta\left(u_{M}-u_{1}\right)\left(u_{M}-\frac{\alpha}{\beta}\right)}}>0 \tag{A.7}
\end{equation*}
$$



Fig. 9. Velocities of the backfront, $c_{+}$, and of the forefront, $c_{-}$, as functions of $J$ for $\phi=1.6$ and the same parameter values as in Figure 2. We have also shown the corresponding approximate values $c_{ \pm}$obtained for the triangular pulse described in the text.

Figure 9 compares the actual values of $c_{ \pm}$with the approximation (A.7). Notice that both lines are reasonably close for $J$ sufficiently higher than $J^{*}$.

We can now form a pulse by joining the backfront $u\left(\chi ; c_{+}\right), \chi=x-X_{+}<\chi_{m}$ to the forefront $u\left(2 \chi_{m}-\chi ; c_{+}\right)$. This pulse asymptotically approaches an isosceles triangle of basis $\left(X_{-}-X_{+}\right)=2 \chi_{m}$ and height approximately given by

$$
\begin{align*}
u_{m}=u\left(\chi_{m} ; c_{+}\right) & =u\left(\frac{X_{-}-X_{+}}{2} ; c_{+}\right) \\
& \sim \frac{(J-\alpha)\left(X_{-}-X_{+}\right)}{2\left(K-c_{+}\right)} \tag{A.8}
\end{align*}
$$

See Figure 10, which compares the triangular pulse to the real pulse and the homoclinic pulse for the same values of $J$ and $\phi$. Here we have used (A.6) and assumed that $\chi_{m}$ (the location of the maximum, equal to the pulse half-width) is very large. To be precise, we assume that $\left(K-c_{+}\right)=O(1)$ and that $(J-\alpha) \chi_{m} \gg 1$.

Notice that the way we have constructed $u\left(\chi ; c_{+}\right)$is immediately applicable to a general smooth nonlinearity $g(u)$ of the same type. We have thus the following result.

Result. Let the characteristic curve $g(u)$ be an odd function of $u$ with a positive local maximum after which it monotonically decays to a positive constant as $u \rightarrow+\infty$. The approximate backfront $u\left(\chi ; c_{+}\right)$is the unique solution of (3.8) which, for an appropriate choice of the velocity $c_{+}$, satisfies $u\left(-\infty ; c_{+}\right)=u_{1}(J)$ and does not grow exponentially as $\chi \rightarrow+\infty$.
A.2. The homoclinic pulse. If $c_{+}=c_{-}=K$, the pulse is a homoclinic orbit of the phase plane (3.8),

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial \zeta^{2}}+J-g(u)=0 \tag{A.9}
\end{equation*}
$$



Fig. 10. Shape of the pulse for $J=1.3$ and the parameter values of Figure 2. Also shown are the corresponding triangular and homoclinic pulses.
with $u( \pm \infty)=u_{1}(J)=J / \beta$ (see Figure 6 ). Here $\zeta \equiv x-X_{0}$, and $X_{0}=\left(X_{+}+X_{-}\right) / 2$ is the location of the maximum of the pulse, $u_{m}$. The solution is

$$
\begin{array}{r}
u(\zeta)=\frac{J}{\beta}+\left(u_{M}-\frac{J}{\beta}\right) e^{-\sqrt{\beta}\left(|\zeta|-\zeta_{0}\right)} \\
\text { for }|\zeta|>\zeta_{0} \\
u(\zeta)=u_{m}-\frac{J-\alpha}{2} \zeta^{2} \text { for }|\zeta|<\zeta_{0} \\
u_{m}=u_{M}+\frac{J-\alpha}{2} \zeta_{0}^{2} \tag{A.12}
\end{array}
$$

$\zeta_{0}$ is determined by imposing continuity of $d u / d \zeta$ at $\zeta= \pm \zeta_{0}$ :

$$
\begin{equation*}
\zeta_{0}=\frac{\sqrt{\beta}\left(u_{M}-\frac{J}{\beta}\right)}{J-\alpha} \tag{A.13}
\end{equation*}
$$

Now we may find $J=J^{*}$ from the bias condition. The result is

$$
\begin{gather*}
J^{*}=\alpha+\beta^{\frac{3}{4}} \sqrt{\frac{2 \epsilon\left(u_{M}-\frac{\alpha}{\beta}\right)^{3}}{3\left(\phi-\frac{\alpha}{\beta}\right)}}+O(\epsilon)  \tag{A.14}\\
\zeta_{0}=\beta^{-\frac{1}{4}} \sqrt{\frac{3\left(\phi-\frac{\alpha}{\beta}\right)}{2 \epsilon\left(u_{M}-\frac{\alpha}{\beta}\right)}}+O(1)  \tag{A.15}\\
u_{m}=\frac{\beta^{\frac{1}{4}}}{2} \sqrt{\frac{3}{2 \epsilon}\left(\phi-\frac{\alpha}{\beta}\right)\left(u_{M}-\frac{\alpha}{\beta}\right)}+O(1) \tag{A.16}
\end{gather*}
$$

Figure 11 compares $J^{*}$ to the approximation (A.14). Notice that a simple phase plane


Fig. 11. Value $J=J^{*}$ for the homoclinic pulse as a function of the bias $\phi$. The dashed curve corresponds to the approximation (A.14).
argument indicates that $J^{*}$ obeys the following equal-area rule:

$$
\begin{equation*}
J^{*}=\frac{1}{u_{m}-u_{1}} \int_{u_{1}}^{u_{m}} g(u) d u \tag{A.17}
\end{equation*}
$$

where $u_{m}$ is given by (A.16). Figure 10 compares the actual pulse, the homoclinic pulse with $c=K$ and the triangular wave for the same values of $J$ and $\phi$.

Appendix B. Explicit calculation of $\boldsymbol{P}^{(1)}$ and $\boldsymbol{c}_{+}^{(1)}$. First of all, $P^{(1)}=$ $P_{\chi}^{(0)} \equiv \partial P^{(0)} / \partial \chi$ is a solution of the homogeneous problem (4.12) (with zero righthand side) and (4.13). The solvability conditions for the nonhomogeneous problem yield

$$
\begin{array}{r}
{\left[P_{\chi}^{(0)} P_{\chi}^{(1)}-P_{\chi \chi}^{(0)} P^{(1)}\right]_{\chi=\chi_{m}} e^{-\left(K-c_{+}^{(0)}\right) \chi_{m}}} \\
=\int_{-\infty}^{\chi_{m}} P_{\chi}^{(0)}\left[P_{s}^{(0)}-J^{(1)}-c_{+}^{(1)} P_{\chi}^{(0)}\right] e^{-\left(K-c_{+}^{(0)}\right) \chi} d \chi \\
c_{+}^{(1)}+c_{-}^{(1)}=0 \tag{B.2}
\end{array}
$$

Let us define

$$
\begin{equation*}
P^{(1)} \equiv p\left(\chi ; c_{+}^{(0)}\right) \frac{\partial P^{(0)}}{\partial \chi} \tag{B.3}
\end{equation*}
$$

Inserting (B.3) in (4.12), we obtain an equation which can be solved by two quadratures. We find

$$
\begin{equation*}
\frac{\partial p}{\partial \chi}=\frac{e^{\left(K-c_{+}^{(0)}\right) \chi}}{P_{\chi}^{(0) 2}} \int_{-\infty}^{\chi} e^{-\left(K-c_{+}^{(0)}\right) \chi} P_{\chi}^{(0)}\left[P_{s}^{(0)}-J^{(1)}-c_{+}^{(1)} P_{\chi}^{(0)}\right] d \chi \tag{B.4}
\end{equation*}
$$

Here subscripts indicate partial derivatives with respect to the corresponding variable. It is easy to check that this expression satisfies (B.1). Further integration yields
$($ for $\chi<0)$

$$
\begin{equation*}
p=\frac{\left(\beta J^{(1)}-J_{s}^{(0)}\right) e^{-\lambda_{+} \chi}}{\beta^{2} \lambda_{+}\left(u_{M}-u_{1}\right)}+\frac{\lambda_{+s} \chi^{2}}{2 \lambda_{+} \sqrt{\left(K-c_{+}^{(0)}\right)^{2}+4 \beta}} \tag{B.5}
\end{equation*}
$$

$(\mathrm{B} .5)-\frac{\chi}{\sqrt{\left(K-c_{+}^{(0)}\right)^{2}+4 \beta}}\left[\frac{J_{s}^{(0)}}{\beta \lambda_{+}\left(u_{M}-u_{1}\right)}+\frac{\lambda_{+s}}{\lambda_{+} \sqrt{\left(K-c_{+}^{(0)}\right)^{2}+4 \beta}}+c_{+}^{(1)}\right]+q$,
where $q$ is a constant. For $\chi>0, P_{\chi \chi}^{(0)}=B_{+}\left(K-c_{+}^{(0)}\right)^{2} e^{\left(K-c_{+}^{(0)}\right) \chi}$, and we can simplify the expression for $p$ by integrating by parts. The result is

$$
\begin{align*}
p=\frac{1}{B_{+}\left(K-c_{+}^{(0)}\right)^{2} P_{\chi}^{(0)}}\{ & \left\{P_{\chi}^{(0)} \int_{0}^{\chi} e^{-\left(K-c_{+}^{(0)}\right) \chi}\right. \\
& {\left[P_{s}^{(0)}-J^{(1)}-c_{+}^{(1)} P_{\chi}^{(0)}\right] d \chi-\int_{-\infty}^{\chi} e^{-\left(K-c_{+}^{(0)}\right) \chi} } \\
& \left.P_{\chi}^{(0)}\left[P_{s}^{(0)}-J^{(1)}-c_{+}^{(1)} P_{\chi}^{(0)}\right] d \chi\right\}+Q \tag{B.6}
\end{align*}
$$

Continuity of $p$ at $\chi=0$ yields

$$
\begin{equation*}
q=Q-\frac{J^{(1)}-\frac{J_{s}^{(0)}}{\beta}+\frac{\beta I_{0}}{B_{+}\left(K-c_{+}^{(0)}\right)^{2}}}{\lambda_{+} \beta\left(u_{M}-u_{1}\right)} \tag{B.7}
\end{equation*}
$$

where $I_{0}$ is the following integral:

$$
I_{0} \equiv \int_{-\infty}^{0} e^{-\left(K-c_{+}^{(0)}\right) \chi} P_{\chi}^{(0)}\left[P_{s}^{(0)}-J^{(1)}-c_{+}^{(1)} P_{\chi}^{(0)}\right] d \chi
$$

whose value can be computed as

$$
\begin{equation*}
I_{0}=I_{00}+I_{0 J} J^{(1)}+I_{0 c} c_{+}^{(1)} \tag{B.8}
\end{equation*}
$$

where

$$
\begin{aligned}
& I_{00}=\frac{\lambda_{+}^{2}\left(u_{M}-u_{1}\right)}{\sqrt{\left(K-c_{+}^{(0)}\right)^{2}+4 \beta}}\left[\frac{\lambda_{+} J_{s}^{(0)}}{\beta^{2}}+\frac{\left(u_{M}-u_{1}\right) c_{+s}}{\left(K-c_{+}^{(0)}\right)^{2}+4 \beta}\right], \\
& I_{0 J}=-\frac{\lambda_{+}^{2}\left(u_{M}-u_{1}\right)}{\beta}, \\
& I_{0 c}=-\frac{\lambda_{+}^{2}\left(u_{M}-u_{1}\right)^{2}}{\sqrt{\left(K-c_{+}^{(0)}\right)^{2}+4 \beta}} .
\end{aligned}
$$

Continuity of $P_{\chi}^{(1)}$ at $\chi=0$ implies

$$
\begin{equation*}
P_{\chi}^{(0)}(0)\left[p_{\chi}(0+)-p_{\chi}(0-)\right]=\quad-p(0)\left[P_{\chi \chi}^{(0)}(0+)-P_{\chi \chi}^{(0)}(0-)\right] \tag{B.9}
\end{equation*}
$$

The second argument $c_{+}^{(0)}$ has been omitted in all the functions in this formula. The jump discontinuity of the second derivative $P_{\chi \chi}^{(0)}$ at $\chi=0$ implies that $p_{\chi}$ also has a jump discontinuity at $\chi=0$. Substituting (B.5) and (B.6) in (B.9), we obtain

$$
\begin{align*}
& Q B_{+}\left(K-c_{+}^{(0)}\right)^{2}=q \lambda_{+}^{2}\left(u_{M}-u_{1}\right)-\frac{1}{\sqrt{\left(K-c_{+}^{(0)}\right)^{2}+4 \beta}} \\
& \quad \times\left[\frac{J_{s}^{(0)}}{\beta}+\left(u_{M}-u_{1}\right) \lambda_{+} c_{+}^{(1)}+\frac{\lambda_{+s}\left(u_{M}-u_{1}\right)}{\sqrt{\left(K-c_{+}^{(0)}\right)^{2}+4 \beta}}\right] \tag{B.10}
\end{align*}
$$

We can obtain $Q$ from (B.7), (B.8), and (B.10). After some algebra, the result is

$$
\begin{equation*}
Q=Q_{0}+Q_{J} J^{(1)}+Q_{c} c_{+}^{(1)} \tag{B.11}
\end{equation*}
$$

with

$$
\begin{gathered}
v Q_{0}=\frac{J_{s}^{(0)}}{\beta}\left[\frac{1}{\sqrt{\left(K-c_{+}^{(0)}\right)^{2}+4 \beta}}-\frac{\lambda_{+}}{\beta}\right] \\
+\frac{\lambda_{+} I_{00}}{B_{+}\left(K-c_{+}^{(0)}\right)^{2}}-\frac{\lambda_{+}\left(u_{M}-u_{1}\right) c_{+s}^{(0)}}{\left[\left(K-c_{+}^{(0)}\right)^{2}+4 \beta\right]^{\frac{3}{2}}} \\
v Q_{J}=\frac{\lambda_{+} I_{0 J}}{B_{+}\left(K-c_{+}^{(0)}\right)^{2}}+\frac{\lambda_{+}}{\beta} \\
v Q_{c}=\frac{\lambda_{+} I_{0 c}}{B_{+}\left(K-c_{+}^{(0)}\right)^{2}}+\frac{\lambda_{+}\left(u_{M}-u_{1}\right)}{\sqrt{\left(K-c_{+}^{(0)}\right)^{2}+4 \beta}} \\
v=\lambda_{+}^{2}\left(u_{M}-u_{1}\right)-B_{+}\left(K-c_{+}^{(0)}\right)^{2}
\end{gathered}
$$

The velocity correction $c_{+}^{(1)}$ can be obtained from the condition $\partial P^{(1)} / \partial \chi=0$ at $\chi=\chi_{m}$. Thus

$$
\begin{equation*}
Q+\frac{1}{B_{+}\left(K-c_{+}^{(0)}\right)^{2}} \int_{0}^{\chi_{m}} e^{-\left(K-c_{+}^{(0)}\right) \chi} P_{\chi}^{(0)} \times\left[P_{s}^{(0)}-J^{(1)}-c_{+}^{(1)} P_{\chi}^{(0)}\right] d \chi=0 \tag{B.12}
\end{equation*}
$$

Inserting (B.11) in this equation, we get $c_{+}^{(1)}$. After simplification, the result is

$$
\begin{equation*}
\gamma c_{+}^{(1)}=c_{+0}+c_{+J} J_{c}^{(1)} \tag{B.13}
\end{equation*}
$$

with

$$
\begin{array}{r}
c_{+0}=\frac{J_{s}^{(0)}}{K-c_{+}^{(0)}}\left[z_{1}+\frac{z_{2}}{K-c_{+}^{(0)}}+\left(\chi_{m}+z_{2}\right)\left(\frac{\lambda_{+}}{\beta}+\frac{1}{K-c_{+}^{(0)}}\right)\right] \\
+\frac{c_{+s}^{(0)}}{\left(K-c_{+}^{(0)}\right)^{2}}\left[2\left(\chi_{m}+z_{2}\right)\left(\frac{J^{(0)}-\alpha}{K-c_{+}^{(0)}}-\frac{\beta\left(u_{M}-u_{1}\right)}{\sqrt{\left(K-c_{+}^{(0)}\right)^{2}+4 \beta}}\right)\right. \\
\left.+\left(J^{(0)}-\alpha\right)\left(z_{1}+\frac{z_{2}}{K-c_{+}^{(0)}}\right)-\frac{B_{+}}{2}\left(K-c_{+}^{(0)}\right)^{2} \chi_{m}^{2}\right] \\
-B_{+} Q_{0}\left(K-c_{+}^{(0)}\right)^{2} \\
\gamma=\frac{c_{+}}{K-c_{+}^{(0)}} z_{2}-B_{+}\left(K-z_{+}^{(0)}\right) \chi_{m}+B_{+} Q_{J}\left(K-c_{+}^{(0)}\right)^{2} \\
B_{c}\left(K-c_{+}^{(0)}\right)^{2}
\end{array}, \begin{array}{r}
z_{1} \equiv \frac{\chi_{m} \exp \left[\left(K-c_{+}^{(0)}\right) \chi_{m}\right]}{\left(K-c_{+}^{(0)}\right)}=-\frac{\chi_{m} B_{+}\left(K-c_{+}^{(0)}\right)}{J^{(0)}-\alpha}, \\
z_{2} \equiv \frac{\exp \left[\left(K-c_{+}^{(0)}\right) \chi_{m}\right]-1}{\left(K-c_{+}^{(0)}\right)}=-\frac{\lambda_{+}\left(u_{M}-u_{1}\right)}{J^{(0)}-\alpha}
\end{array}
$$

Here we have used (3.16)-(3.18) to simplify the result. $J^{(1)}$ is found from the equation

$$
\begin{array}{r}
0=2 \int_{-\infty}^{0}\left(P^{(0)}-u_{1}\right) d \chi+\frac{J^{(1)}-g_{1}^{\prime} J_{s}^{(0)}}{g_{1}^{\prime 2}} \\
+2 \epsilon \int_{0}^{\chi_{m}} P^{(1)} d \chi+\int_{0}^{\infty}\left(U_{L}(\xi)-u_{1}\right) d \xi+\int_{0}^{\infty}\left(U_{R}(\xi)-u_{1}\right) d \xi \tag{B.14}
\end{array}
$$

after substitution of (4.14), (4.15), and (B.13).

## Appendix C. Pulse dynamics: Limiting cases.

C.1. Triangular pulse. If the limiting pulse is triangular, the approximate evolution equation for $J$ may be obtained by time-differentiating (A.5) and using (A.7):

$$
\begin{array}{r}
\frac{d J}{d t}=-\sqrt{\epsilon} B(J)\left[K-c_{+}(J)\right] \\
B(J)=\frac{4 \beta\left(\beta u_{M}-\alpha\right)^{\frac{1}{4}}\left(\phi-u_{1}\right)^{\frac{1}{2}}\left(u_{M}-u_{1}\right)^{\frac{5}{4}}}{2 u_{M}-\phi-u_{1}} \tag{C.2}
\end{array}
$$

For typical values of the parameters such as those in Figure $2, B(J)>0$, so that $J$ tends to the solution of $c_{+}(J)=K$. Triangular pulses are good approximations for $J$ sufficiently large, which means that the solution of (C.1) decreases towards $J=\alpha$ according to (A.7). Of course, before this value can be reached, (C.1) ceases to be valid and we revert to the general equation for $J,(2.11)$, whose fixed point is $J^{*}$.
C.2. Homoclinic pulse. Let us now assume that $\left(K-c_{+}\right) \ll(J-\alpha) \ll 1$, whereas $\chi_{m} \gg 1$. Then (3.17) and (3.18) imply that

$$
\begin{equation*}
\chi_{m} \sim \frac{\lambda_{+}\left(u_{M}-u_{1}\right)}{J-\alpha}+\frac{\lambda_{+}^{2}\left(u_{M}-u_{1}\right)^{2}\left(K-c_{+}\right)}{2(J-\alpha)^{2}} \tag{C.3}
\end{equation*}
$$

Here $\lambda_{+} \sim \sqrt{\beta}$. Notice that (C.3) becomes (A.13) as $\left(K-c_{+}\right) \rightarrow 0$. We now insert this approximation in (3.19) after (3.17) has been substituted. The result is

$$
\begin{equation*}
u_{m} \sim u_{M}+\frac{\lambda_{+}^{2}\left(u_{M}-u_{1}\right)^{2}}{2(J-\alpha)} \sim \frac{1}{2}(J-\alpha) \chi_{m}^{2} \tag{C.4}
\end{equation*}
$$

The bias condition (4.15) may now be approximated by using (C.3) and (C.4) to obtain

$$
\frac{\phi-u_{1}}{\epsilon} \sim \frac{2 \beta^{\frac{3}{2}}\left(u_{M}-u_{1}\right)^{3}}{3(J-\alpha)^{2}}
$$

Then

$$
\begin{align*}
(J-\alpha) & \sim \beta^{\frac{3}{4}} \sqrt{\frac{2 \epsilon\left(u_{M}-u_{1}\right)^{3}}{3\left(\phi-u_{1}\right)}}  \tag{C.5}\\
& \sim \beta^{\frac{3}{4}} \sqrt{\frac{2 \epsilon\left(u_{M}-\frac{\alpha}{\beta}\right)^{3}}{3\left(\phi-\frac{\alpha}{\beta}\right)}} .
\end{align*}
$$

Inserting (C.5) in (C.3) and (C.4), we obtain

$$
\begin{array}{r}
\chi_{m} \sim \beta^{-\frac{1}{4}} \sqrt{\frac{3\left(\phi-u_{1}\right)}{2 \epsilon\left(u_{M}-u_{1}\right)}}, \\
u_{m} \sim \frac{\beta^{\frac{1}{4}}}{2} \sqrt{\frac{3}{2 \epsilon}\left(\phi-u_{1}\right)\left(u_{M}-u_{1}\right)} . \tag{C.7}
\end{array}
$$

Equations (C.5)-(C.7) are the same as (A.14)-(A.16) for the homoclinic pulse.
As explained before, $d \chi_{m} / d t=\left(c_{-}-c_{+}\right) / 2=K-c_{+}$. Therefore, the derivative of (C.6) with respect to time yields

$$
\begin{equation*}
\frac{d J}{d t} \sim-\sqrt{\frac{8 \epsilon}{3}} \frac{\beta^{\frac{5}{4}}\left(\phi-u_{1}\right)^{\frac{1}{2}}\left(u_{M}-u_{1}\right)^{\frac{3}{2}}}{u_{M}-\phi}\left(K-c_{+}\right) . \tag{C.8}
\end{equation*}
$$

This equation has the same form as (2.11), and shows that the unknown $J(t)$ varies on a slow time scale $t=O\left(1 / \sqrt{\epsilon\left(K-c_{+}\right)}\right)$. In the present limit, $\left(K-c_{+}\right) \ll(J-\alpha)=$ $O(\sqrt{\epsilon})$, so that the corresponding time scale is slower than $\tau=\epsilon t$.

A glance to (C.8) shows that $J$ decreases exponentially fast to $J^{*}$ such that $c_{+}=c_{-}=K$. The resulting pulse is the homoclinic orbit of the phase plane (3.8) with $c=K$ described in the previous section.
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#### Abstract

In this article we study the azimuthal shear deformations in a compressible isotropic elastic material. This class of deformations involves an azimuthal displacement as a function of the radial and axial coordinates. The equilibrium equations are formulated in terms of the CauchyGreen strain tensors, which form an overdetermined system of partial differential equations for which solutions do not exist in general. By means of a Legendre transformation, necessary and sufficient conditions for the material to support this deformation are obtained explicitly, in the sense that every solution to the azimuthal equilibrium equation will satisfy the remaining two equations. Additionally, we show how these conditions are sufficient to support all currently known deformations that locally reduce to simple shear. These conditions are then expressed both in terms of the invariants of the Cauchy-Green strain and stretch tensors. Several classes of strain energy functions for which this deformation can be supported are studied. For certain boundary conditions, exact solutions to the equilibrium equations are obtained.
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1. Introduction. It is well known [8] that the only deformations possible in all isotropic compressible elastic materials are homogeneous. Therefore, the analysis of nonhomogeneous deformations can only be accomplished if one concentrates on specific classes of strain energy functions. A growing body of literature that addresses these issues has been developed in recent years. The reader is referred to [12] for a review and relevant references.

One important nonhomogeneous deformation that attracts our attention is the generalized azimuthal shear deformation. Its perceived importance stems from the fact that it presents an analogous (but more complicated) kinematic structure to that of the antiplane shear deformation; hence, it may emerge as the impetus of developments and analysis on issues such as loss of ellipticity, crack problems cavitation, and phase transitions. The generalized azimuthal shear is an isochoric deformation of the form

$$
\begin{equation*}
r=R, \quad \theta=\Theta+g(R, Z), \quad z=Z, \tag{1.1}
\end{equation*}
$$

with $(R, \Theta, Z)$ and $(r, \theta, z)$ being the cylindrical polar coordinates in the unstressed natural configuration and the deformed configuration, respectively. This deformation (or its $Z$-independent specialization) may also appear under the names of circular or rotational shear. The function $g(R, Z)$ has to be determined by the equilibrium equations and it depends on the form of strain energy function employed. This deformation belongs to a class of isochoric deformations that locally reduce to simple shear;

[^59]the other well-known deformations in this class are the helical shear deformation [3] and the antiplane shear deformation $[10,17]$.

Research in this area was initiated by Knowles [17], in his study of antiplane shear, who recognized that compressible materials can undergo isochoric deformations (which locally reduce to simple shear) only if the strain energy function is consistent with certain restrictive conditions.

A special case of the deformation under study is the pure azimuthal shear deformation $(g=g(R))$, for which conditions on the strain energy function were derived by Polignone and Horgan [20] and explicit necessary and sufficient conditions were found by Beatty and Jiang [2]. More recently, Horgan and Saccomandi [13], gave a detailed theoretical analysis and computed all mechanical quantities of interest for the pure azimuthal shear deformation in the case of incompressible materials exhibiting limiting chain extensibility.

A second special case of the deformation under consideration is the pure torsion deformation $(g=\tau Z)$, investigated by Beatty and Jiang [2], who also derived several constitutive assumptions to support this special deformation. For the same problem, explicit necessary and sufficient conditions on the strain energy function were derived by Polignone and Horgan [18]. Throughout the present study appropriate comparisons with the deformations of helical shear and antiplane shear will also be made.

Closed form and approximate solutions for special forms of the azimuthal displacement $g=g(R, Z)$, namely pure azimuthal shear and combined pure azimuthal shear/pure torsion, were considered by Tao, Rajagopal, and Wineman [22]. They considered a generalized power law neo-Hookean material in the framework of the incompressible theory, without reference, however, to the locally simple shear character of the deformation as well as the need for discussion of necessary and sufficient conditions on the form of the strain energy function.

In this paper we present the first result available in the literature for the deformation (1.1), in the context of the finite theory of elasticity. Section 2 describes the kinematics, stress, and equilibrium associated with the deformation (1.1). The equilibrium equations are expressed in terms of the Cauchy stress tensor $\boldsymbol{\sigma}$. New universal relations are derived, and a discussion of uniqueness of solution and ellipticity of the governing displacement equations is included. Section 3 describes the transformation method of the equilibrium equations from the reference configuration space to the reference strain space. The equilibrium equations then are obtained in strain space coordinates and their form is used in section 4 to derive necessary and sufficient conditions for the strain energy function to admit the generalized azimuthal shear deformation. In the same section, a straightforward comparison with results from the current literature shows that the above conditions are clearly sufficient to support all currently known isochoric deformations that locally reduce to simple shear, though there might be others whose structure has not been examined yet. These results are then utilized to obtain conditions in terms of the principal invariants of the CauchyGreen and stretch tensors, in a fashion similar to the discussion of helical shear in [15]. These simple restrictions are then combined, first to determine classes of strain energy functions for which generalized azimuthal shear deformations are possible and second, in section 5, to obtain closed form solutions of $g(R, Z)$ for particular members of these classes. The solutions are subjected to some physically realistic boundary conditions which give further insight into this newly studied deformation. Further, the solutions are compared with the special forms of pure azimuthal shear and pure torsion, analyzed in the literature recently, and some Riemann type similarity solu-
tions are obtained that serve as a test for the validity of the necessary and sufficient conditions we derived earlier. Finally, in this section the effect of torsion on the form of the pure azimuthal displacement is examined for two members of the previously determined energy classes and comparison with previous results of the pure azimuthal shear deformation is made, in the spirit of the work by Tao, Rajagopal, and Wineman [22]. Finally, in section 6 we close with some concluding remarks and compare further the conditions on the strain energy for the generalized azimuthal shear problem with its counterparts, e.g., the antiplane and helical shear deformations. Throughout this article, the notation used closely follows the one adopted by Tsai and Fan [23].
2. Kinematics, strain energy, stress, and equilibrium. We consider a body composed of a compressible, nonlinearly elastic material, occupying the following cylindrical region in its natural (unstressed) configuration:

$$
\begin{equation*}
A \leq R \leq B, \quad 0 \leq \Theta \leq 2 \pi, \quad 0 \leq Z \leq L \tag{2.1}
\end{equation*}
$$

where $R, \Theta, Z$ are the cylindrical coordinates associated with the reference configuration denoted by $\mathcal{B}_{o}$. The general azimuthal shear deformation is defined by

$$
\begin{equation*}
r=R, \quad \theta=\Theta+g(R, Z), \quad z=Z \tag{2.2}
\end{equation*}
$$

where $r, \theta, z$ are the cylindrical coordinates of a material point in the current configuration denoted by $\mathcal{B}$. In vector notation, the reference and current configurations of the body are related through a mapping $\boldsymbol{\chi}$,

$$
\begin{equation*}
\chi: \mathcal{B}_{o} \rightarrow \mathcal{B}, \quad \text { such that } \quad \boldsymbol{x}=\boldsymbol{\chi}(\boldsymbol{X}) \tag{2.3}
\end{equation*}
$$

where $\boldsymbol{x}=r \boldsymbol{e}_{r}+z \boldsymbol{e}_{z}$ and $\boldsymbol{X}=R \boldsymbol{E}_{R}+Z \boldsymbol{E}_{Z}$ are the position vectors of a particle in the current and reference configurations, respectively, while $\boldsymbol{e}_{r}, \boldsymbol{e}_{z}, \boldsymbol{E}_{R}, \boldsymbol{E}_{Z}$ are the corresponding radial and axial unit cylindrical polar vectors. The mapping $\chi$ is assumed to be at least twice continuously differentiable. The deformation gradient associated with the generalized azimuthal shear deformation (1.1) obtains the form

$$
\begin{equation*}
\boldsymbol{F}=\boldsymbol{Q}+\mathbf{e}_{\theta} \otimes\left(R g_{, R} \mathbf{E}_{R}+R g_{, Z} \mathbf{E}_{Z}\right) \tag{2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{Q}=\mathbf{e}_{r} \otimes \mathbf{E}_{R}+\mathbf{e}_{\theta} \otimes \mathbf{E}_{\Theta}+\mathbf{e}_{z} \otimes \mathbf{E}_{Z} \tag{2.5}
\end{equation*}
$$

is a local rotation of angle $g(R, Z)$ about $Z$-axis, mapping the cylindrical axes from the referential basis $\left\{\mathbf{E}_{R}, \mathbf{E}_{\Theta}, \mathbf{E}_{Z}\right\}$ to the current basis $\left\{\mathbf{e}_{r}, \mathbf{e}_{\theta}, \mathbf{e}_{z}\right\}$. With the notation

$$
\begin{equation*}
\omega_{r}=R g_{, R}, \quad \omega_{z}=R g_{, Z} \tag{2.6}
\end{equation*}
$$

we introduce the shear strain vectors, $\boldsymbol{\Omega}$ and $\boldsymbol{\omega}$, associated with the reference and current configurations, respectively, given by

$$
\begin{equation*}
\boldsymbol{\Omega}=\omega_{r} \mathbf{E}_{R}+\omega_{z} \mathbf{E}_{Z}, \quad \boldsymbol{\omega}=\omega_{r} \mathbf{e}_{r}+\omega_{z} \mathbf{e}_{z}=\boldsymbol{Q} \boldsymbol{\Omega} \tag{2.7}
\end{equation*}
$$

It then follows that the deformation gradient can be written as

$$
\begin{equation*}
\boldsymbol{F}=\left(\boldsymbol{I}+\mathbf{e}_{\theta} \otimes \boldsymbol{\omega}\right) \boldsymbol{Q}=\boldsymbol{Q}\left(\boldsymbol{I}+\mathbf{E}_{\Theta} \otimes \boldsymbol{\Omega}\right) \tag{2.8}
\end{equation*}
$$

Clearly, the deformation is isochoric. It consists of the rotation $\boldsymbol{Q}$ followed by a simple shear, with the amount of shear $\omega \equiv|\boldsymbol{\omega}|$,

$$
\begin{equation*}
\omega=\left(\omega_{r}^{2}+\omega_{z}^{2}\right)^{1 / 2}=R\left(g_{, R}^{2}+g_{, Z}^{2}\right)^{1 / 2} \tag{2.9}
\end{equation*}
$$

along the $\mathbf{e}_{\theta}$ direction. Or equivalently, the deformation consists of a simple shear of amount $\Omega \equiv|\boldsymbol{\Omega}|$, along the direction of $\mathbf{E}_{\theta}$, followed by the rotation $\boldsymbol{Q}$. Notice that both representations correspond to the same amount of shear $\omega=\Omega$, with glide planes normal to $\boldsymbol{\omega}$ and $\boldsymbol{\Omega}$, respectively. The notation $\omega$ and $\Omega$ for the amount of shear will be employed interchangeably when need arises.

For the generalized azimuthal deformation (2.2), the left Cauchy-Green strain tensor $\boldsymbol{B}=\boldsymbol{F} \boldsymbol{F}^{T}$ can be written in terms of the current basis $\left\{\mathbf{e}_{r}, \mathbf{e}_{\theta}, \mathbf{e}_{z}\right\}$ as

$$
\begin{equation*}
\boldsymbol{B}=\boldsymbol{I}+\boldsymbol{\omega} \otimes \mathbf{e}_{\theta}+\mathbf{e}_{\theta} \otimes \boldsymbol{\omega}+\omega^{2} \mathbf{e}_{\theta} \otimes \mathbf{e}_{\theta} \tag{2.10}
\end{equation*}
$$

Its invariants are simply

$$
\begin{equation*}
I_{1}=I_{2}=I=\omega_{r}^{2}+\omega_{z}^{2}+3=\omega^{2}+3, \quad I_{3}=1 \tag{2.11}
\end{equation*}
$$

Assume the hyperelastic material is homogeneous and isotropic, so its strain energy function $W$ can be expressed in terms of the invariants as

$$
\begin{equation*}
W=\bar{W}\left(I_{1}, I_{2}, I_{3}\right) \tag{2.12}
\end{equation*}
$$

For compatibility with the infinitesimal theory, the strain energy function must satisfy the following restrictions at $I_{1}=I_{2}=3$ and $I_{3}=1$,

$$
\begin{gather*}
\bar{W}(3,3,1)=0, \quad \bar{W}_{1}+\bar{W}_{2}=-\left(\bar{W}_{2}+\bar{W}_{3}\right)=\frac{\mu}{2}  \tag{2.13}\\
\bar{W}_{11}+4 \bar{W}_{12}+4 \bar{W}_{22}+2 \bar{W}_{13}+4 \bar{W}_{23}+\bar{W}_{33}=\frac{\kappa}{4}+\frac{\mu}{3}, \tag{2.14}
\end{gather*}
$$

where $\bar{W}_{i}=\partial \bar{W} / \partial I_{i}$ and $\bar{W}_{i j}=\partial^{2} \bar{W} / \partial I_{i} \partial I_{j} ; \kappa$ and $\mu$ are the bulk and shear moduli, respectively.

For the generalized azimuthal deformation (2.2), the Cauchy stress tensor

$$
\begin{equation*}
\boldsymbol{\sigma}=2 \bar{W}_{1} \boldsymbol{B}+2 \bar{W}_{2}\left(I_{1} \boldsymbol{B}-\boldsymbol{B}^{2}\right)+2 \bar{W}_{3} \boldsymbol{I} \tag{2.15}
\end{equation*}
$$

can obtain the alternative representation

$$
\begin{equation*}
\boldsymbol{\sigma}=\hat{\sigma} \boldsymbol{I}+\hat{\mu}\left(\boldsymbol{\omega} \otimes \mathbf{e}_{\theta}+\mathbf{e}_{\theta} \otimes \boldsymbol{\omega}\right)+(\hat{\mu}-\hat{\beta}) \omega^{2} \mathbf{e}_{\theta} \otimes \mathbf{e}_{\theta}-\hat{\beta} \boldsymbol{\omega} \otimes \boldsymbol{\omega} \tag{2.16}
\end{equation*}
$$

in terms of the material response functions

$$
\begin{gather*}
\hat{\sigma}(\omega)=\left.2\left[\bar{W}_{1}+(I-1) \bar{W}_{2}+W_{3}\right]\right|_{I_{1}=I_{2}=I=3+\omega^{2}, I_{3}=1},  \tag{2.17}\\
\hat{\mu}(\omega)=\left.2\left(\bar{W}_{1}+\bar{W}_{2}\right)\right|_{I_{1}=I_{2}=I=3+\omega^{2}, I_{3}=1}  \tag{2.18}\\
\hat{\beta}(\omega)=\left.2 \bar{W}_{2}\right|_{I_{1}=I_{2}=I=3+\omega^{2}, I_{3}=1} \tag{2.19}
\end{gather*}
$$

by use of relation (2.10). The components of the Cauchy stress in cylindrical coordinates now take the form

$$
\begin{equation*}
\sigma_{r r}=\hat{\sigma}-\hat{\beta} \omega_{r}^{2}, \quad \sigma_{\theta \theta}=\hat{\sigma}+(\hat{\mu}-\hat{\beta}) \omega^{2}, \quad \sigma_{z z}=\hat{\sigma}-\hat{\beta} \omega_{z}^{2} \tag{2.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{r \theta}=\hat{\mu} \omega_{r}, \quad \sigma_{z \theta}=\hat{\mu} \omega_{z}, \quad \sigma_{r z}=-\hat{\beta} \omega_{r} \omega_{z} \tag{2.21}
\end{equation*}
$$

It will be convenient in what follows to introduce the notation

$$
\begin{equation*}
\hat{W}(\omega)=\bar{W}\left(3+\omega^{2}, 3+\omega^{2}, 1\right) \tag{2.22}
\end{equation*}
$$

The material's shear stress response $\hat{\tau}(\omega)$ with respect to simple shear is then given by

$$
\begin{equation*}
\hat{\tau}(\omega)=\hat{W}^{\prime}(\omega)=\left.2 \omega\left(\bar{W}_{1}+\bar{W}_{2}\right)\right|_{I_{1}=I_{2}=3+\omega^{2}, I_{3}=1} \tag{2.23}
\end{equation*}
$$

The response function $\hat{\mu}$ defined above is then the secant modulus with respect to simple shear

$$
\begin{equation*}
\hat{\mu}=\hat{\tau}(\omega) / \omega=\hat{W}^{\prime}(\omega) / \omega \tag{2.24}
\end{equation*}
$$

One can readily show that for the deformation at hand, $\hat{\tau}=\sqrt{\sigma_{r \theta}^{2}+\sigma_{z \theta}^{2}}=\hat{\mu} \omega$ is the resolved shear stress. Note that as $\omega \rightarrow 0$, the secant modulus recovers the shear modulus of the infinitesimal theory, $\hat{\mu}(0)=\mu$. Also note that, for consistency with (2.13) and (2.14), $\hat{W}(\omega)$ must satisfy

$$
\begin{equation*}
\hat{W}(0)=0, \quad \hat{W}^{\prime}(0)=0, \quad \hat{W}^{\prime \prime}(0)=\mu>0 \tag{2.25}
\end{equation*}
$$

Further, we assume $\hat{W}$ satisfies the following condition:

$$
\begin{equation*}
\hat{W}^{\prime}(\omega)>0 \quad \text { for } \omega>0 \tag{2.26}
\end{equation*}
$$

This can be viewed as a specialization to simple shear of the Baker-Ericksen inequality. We may also assume that $\hat{W}^{\prime \prime}(\omega)>0$ so that $\hat{\tau}$ is a monotonic increasing function of $\omega$; hence increasing shear corresponds to increasing stress, although this restriction can be relaxed if need be.

In view of (2.11) and (2.12), the stress components (2.20)-(2.21) depend on $\omega$ and in turn depend on $R$ and $Z$, and equivalently on $r$ and $z$ by (2.2). The equilibrium equations $\operatorname{div} \boldsymbol{\sigma}=\mathbf{0}$ specialize to

$$
\begin{align*}
& \frac{\partial \sigma_{r r}}{\partial r}+\frac{\partial \sigma_{r z}}{\partial z}+\frac{1}{r}\left(\sigma_{r r}-\sigma_{\theta \theta}\right)=0  \tag{2.27}\\
& \frac{\partial \sigma_{r \theta}}{\partial r}+\frac{\partial \sigma_{\theta z}}{\partial z}+\frac{2}{r} \sigma_{r \theta}=0  \tag{2.28}\\
& \frac{\partial \sigma_{r z}}{\partial r}+\frac{\partial \sigma_{z z}}{\partial z}+\frac{1}{r} \sigma_{r z}=0 \tag{2.29}
\end{align*}
$$

Using the notation in (2.21), it can be shown that the azimuthal equation (2.28) can be written as

$$
\begin{equation*}
\frac{\partial}{\partial R}\left(R^{3} \hat{\mu}\left(R \sqrt{g_{, R}^{2}+g_{, Z}^{2}}\right) g_{, R}\right)+\frac{\partial}{\partial Z}\left(R^{3} \hat{\mu}\left(R \sqrt{g_{, R}^{2}+g_{, Z}^{2}}\right) g_{, Z}\right)=0 \tag{2.30}
\end{equation*}
$$

where we have recognized the fact that $r=R$ and $z=Z$ from (2.2). A more compact expression takes the following form:

$$
\begin{equation*}
\nabla \cdot\left(R^{3} \hat{\mu}(R|\nabla g|) \nabla g\right)=0 \tag{2.31}
\end{equation*}
$$

where $\nabla$ should be interpreted as the gradient operator in the two-dimensional $(R, Z)-$ space.

Throughout the rest of this article we will assume that the equation governing the form of the azimuthal displacement is locally elliptic at a solution $g$ at the reference point $\mathbf{X}[7]$. It is not difficult to show that this requirement is equivalent to the two inequalities

$$
\begin{equation*}
\hat{W}^{\prime \prime}(\omega)>0, \quad \hat{W}^{\prime}(\omega) / \omega>0 \tag{2.32}
\end{equation*}
$$

for all $\omega>0$, which we have already adopted. These two inequalities coincide with those imposed by Knowles [17] for the antiplane shear problem to ensure the ellipticity of the governing axial equation and the conditions imposed in [15] for the problem of helical shear, to ensure uniqueness of solution for moderate values of the applied loading. Furthermore, a concise expression adopted in [23], incorporating both relations in (2.32), can be written in the form

$$
\begin{equation*}
\hat{\mu}(\hat{\mu} \omega)^{\prime}>0 \tag{2.33}
\end{equation*}
$$

where the prime signifies differentiation with respect to the shear $\omega$.
It would be beneficial to consider the equations of equilibrium in an alternative form for reference in the discussion of boundary value problems for the generalized azimuthal shear problem in section 5 . In terms of the nominal stress tensor $\boldsymbol{S}=$ $\boldsymbol{F}^{-\mathbf{1}} \boldsymbol{\sigma}$, the equilibrium equations $\operatorname{Div} \boldsymbol{S}=\mathbf{0}$ obtain the form

$$
\begin{align*}
& \frac{\partial S_{R r}}{\partial R}+\frac{\partial S_{Z r}}{\partial Z}-g_{, R} S_{R \theta}-g_{, Z} S_{Z \theta}+\frac{1}{R}\left(S_{R r}-S_{\Theta \theta}\right)=0  \tag{2.34}\\
& \frac{\partial S_{R \theta}}{\partial R}+\frac{\partial S_{Z \theta}}{\partial Z}+g_{, R} S_{R r}+g_{, Z} S_{Z r}+\frac{1}{R}\left(S_{R \theta}+S_{\Theta r}\right)=0  \tag{2.35}\\
& \frac{\partial S_{R z}}{\partial R}+\frac{\partial S_{Z z}}{\partial Z}+\frac{1}{R} S_{R z}=0 \tag{2.36}
\end{align*}
$$

where the components of the nominal stress tensor $\boldsymbol{S}$ are given by

$$
\begin{gather*}
S_{R r}=2 \bar{W}_{1}+2 \bar{W}_{2}\left(2+\omega_{z}^{2}\right)+2 \bar{W}_{3}, \quad S_{R \theta}=2 \omega_{r}\left(\bar{W}_{1}+\bar{W}_{2}\right)  \tag{2.37}\\
S_{R z}=S_{Z r}=-2 \omega_{z} \omega_{r} \bar{W}_{2}, \quad S_{Z \theta}=2 \omega_{z}\left(\bar{W}_{1}+\bar{W}_{2}\right)  \tag{2.38}\\
S_{\Theta r}=-2\left(\bar{W}_{2}+\bar{W}_{3}\right) \omega_{r}, \quad S_{\Theta z}=-2\left(\bar{W}_{2}+\bar{W}_{3}\right) \omega_{z}  \tag{2.39}\\
S_{\Theta \theta}=2(I-2) \bar{W}_{1}+2(I-1) \bar{W}_{2}+2 \bar{W}_{3}  \tag{2.40}\\
S_{Z z}=2 \bar{W}_{1}+2\left(2+\omega_{r}^{2}\right) \bar{W}_{2}+2 \bar{W}_{3} \tag{2.41}
\end{gather*}
$$

evaluated for $I_{1}=I_{2}=I=3+\omega_{r}^{2}+\omega_{z}^{2}=3+\omega^{2}, I_{3}=1$. For nominal stress, we have $S_{R \theta}=\hat{\mu} \omega_{r}$ and $S_{Z \theta}=\hat{\mu} \omega_{r}$. From (2.21) and (2.38), it is clear that $\sigma_{r \theta}=S_{r \theta}$ and
$\sigma_{z \theta}=S_{Z \theta}$. It should be noted here that (2.34)-(2.36) can be recovered as a special case of the more general form of the equilibrium equations (2.14a)-(2.14c) of reference [21] associated with the more general form of the deformation field

$$
\begin{equation*}
r=r(R, \Theta, Z), \quad \theta=\theta(R, \Theta, Z), \quad z=z(R, \Theta, Z) \tag{2.42}
\end{equation*}
$$

In [21] the authors emphasize the nominal stress (material) formulation of the equilibrium equations in contrast to a Cauchy stress (spatial) formulation and describe why the former representation is more advantageous in specific cases.
3. Transformation of the equations of equilibrium. In general, the equations of equilibrium (2.27)-(2.29) form an overdetermined system for the azimuthal displacement $g(R, Z)$. Specifically, for a suitable secant modulus, the azimuthal equation (2.30) determines a unique $g$. This solution does not always satisfy the other two equations unless additional restrictions are imposed on the form of the strain energy function $W$. When these conditions are met, every solution of the azimuthal equation (2.28) will automatically satisfy the other two equations of equilibrium. Then, the system (2.27)-(2.29) reduces to a single quasi-linear partial differential equation for one unknown function $g$ involving only a single constitutive function-the secant shear modulus $\hat{\mu}$. This is exactly the motivation behind the consideration of such specialized deformation classes: to have a single, well-behaved equation for the displacement. The other two equilibrium equations can be ignored, since they are satisfied automatically. Restrictions on the stored energy function always ensure this to be the case.

In what follows we follow the approach by Knowles [16] and Tsai and Fan [23] and implement one-to-one and smooth mappings from the configuration space to a region in the shear strain space. However, in contrast to the problem of antiplane shear, here the basis vectors in the deformed configuration depend nonlinearly on the reference coordinates $R$ and $Z$, through their dependence on the unknown function $g(R, Z)$, and this nonlinearity carries over to their counterparts in the strain space.

Let $\mathcal{S}_{o}$ and $\mathcal{S}$ denote the reference and current strain spaces, respectively. We introduce the reduced shear vectors, $\boldsymbol{\Gamma} \in \mathcal{S}_{o}$ and $\gamma \in \mathcal{S}$, associated with the reference and current configurations, respectively, which are defined by

$$
\begin{align*}
\boldsymbol{\Gamma} & =\nabla_{X} g=g_{, R} \mathbf{E}_{R}+g_{, Z} \mathbf{E}_{Z}=\boldsymbol{\Omega} / R  \tag{3.1}\\
\gamma & =\nabla_{x} g=g_{, R} \mathbf{e}_{r}+g_{, Z} \mathbf{e}_{z}=\boldsymbol{\omega} / R=\boldsymbol{Q} \boldsymbol{\Gamma} . \tag{3.2}
\end{align*}
$$

Note that $g$ will be considered as a scalar function of $\mathbf{X} \in \mathcal{B}_{o}$ (the reference configuration space) when associated with $\boldsymbol{\Gamma}$, while it will be considered as a scalar function of $\mathbf{x} \in \mathcal{B}$ (the current configuration) when associated with $\gamma$. For simplicity, we use the same notation for various functional representations of the same quantity unless otherwise indicated, so that, for example, $g(\mathbf{X})=g(\mathbf{x})=g(R, Z)$. We can consider the two strain vectors as being related by a mapping $\boldsymbol{\psi}$,

$$
\begin{equation*}
\boldsymbol{\psi}: \mathcal{S}_{o} \rightarrow \mathcal{S}, \quad \text { such that } \quad \gamma=\boldsymbol{\psi}(\boldsymbol{\Gamma}) \tag{3.3}
\end{equation*}
$$

and $\boldsymbol{\psi}(\boldsymbol{\Gamma})=\boldsymbol{Q} \boldsymbol{\Gamma}$. Comparing the mappings in (2.3) and (3.3) we notice that the effect of using variables in the strain space has led to a linear relation $\gamma=\boldsymbol{Q} \boldsymbol{\Gamma}$ between the vectors that define deformation in this space. We continue this analysis by constructing a new spherical coordinate system in the shear strain space $\mathcal{S}_{o}$ with coordinates $(\Gamma, \Phi, \Theta)$ in the reference strain space whose radial unit vector points to the direction of the reduced strain vector $\boldsymbol{\Gamma}$. Therefore, we have

$$
\begin{equation*}
\Gamma=|\boldsymbol{\Gamma}|, \quad \Phi=\arctan \frac{\omega_{r}}{\omega_{z}} \tag{3.4}
\end{equation*}
$$

and $\Theta$ is the same as in $\mathcal{B}_{o}$. The associated unit vectors in $\mathcal{S}_{o}$ can be expressed in terms of their cylindrical counterparts in $\mathcal{B}_{o}$,

$$
\begin{align*}
\mathbf{E}_{\Gamma} & =\sin \Phi \mathbf{E}_{R}+\cos \Phi \mathbf{E}_{Z},  \tag{3.5}\\
\mathbf{E}_{\Phi} & =\cos \Phi \mathbf{E}_{R}+\sin \Phi \mathbf{E}_{Z}, \tag{3.6}
\end{align*}
$$

with the azimuthal unit vector $\mathbf{E}_{\Theta}$ the same as the one in the configuration space. Therefore, in the discussion above we introduced a transformation from the reference configuration space to the reference strain space, characterized by the mapping $\hat{\boldsymbol{\Xi}}$,

$$
\begin{equation*}
\hat{\boldsymbol{\Xi}}: \mathcal{B}_{o} \rightarrow \mathcal{S}_{o} \quad \text { such that } \quad \hat{\boldsymbol{\Xi}}(\mathbf{X})=\boldsymbol{\Gamma}=\Gamma \mathbf{E}_{\Gamma} . \tag{3.7}
\end{equation*}
$$

The inverse mapping is denoted by $\hat{\mathbf{X}}: \mathcal{S}_{o}, \rightarrow \mathcal{B}_{o}$ so that

$$
\begin{equation*}
\hat{\mathbf{X}}(\hat{\boldsymbol{\Xi}}(\mathbf{X}))=\mathbf{X} \quad \text { and } \quad \hat{\boldsymbol{\Xi}}(\hat{\mathbf{X}}(\boldsymbol{\Gamma}))=\boldsymbol{\Gamma} . \tag{3.8}
\end{equation*}
$$

The maps defined above are summarized on the following diagram:


The analysis above has prepared the grounds for the introduction of the Legendre transformation of the function $g: \mathcal{B}_{o} \rightarrow \mathbb{R}$, given by the conjugate function $G: \mathcal{S}_{o} \rightarrow$ $\mathbb{R}$,

$$
\begin{equation*}
G(\Gamma, \Phi)=\mathbf{X} \cdot \boldsymbol{\Gamma}-g(R, Z) . \tag{3.9}
\end{equation*}
$$

From this expression, the following connections can be derived:

$$
\begin{equation*}
R \mathbf{E}_{R}+Z \mathbf{E}_{Z}=\mathbf{X}=\nabla_{\Gamma} G=G_{, \Gamma} \mathbf{E}_{\Gamma}+\frac{1}{\Gamma} G_{, \Phi} \mathbf{E}_{\Phi}, \tag{3.10}
\end{equation*}
$$

and hence $R$ and $Z$ can be expressed in terms of $\Gamma$ and $\Phi$ :

$$
\begin{align*}
& R=R(\Gamma, \Phi)=\sin \Phi G_{, \Gamma}+\frac{1}{\Gamma} \cos \Phi G_{, \Phi}  \tag{3.11}\\
& Z=Z(\Gamma, \Phi)=\cos \Phi G_{, \Gamma}-\frac{1}{\Gamma} \sin \Phi G_{, \Phi} . \tag{3.12}
\end{align*}
$$

We denote the gradient of the mapping $\hat{\boldsymbol{\Xi}}$ in (3.7) by

$$
\begin{equation*}
\boldsymbol{H}(\mathbf{X})=\nabla_{X} \hat{\boldsymbol{\Xi}}(\mathbf{X}), \quad \forall \mathbf{X} \in \mathcal{B}_{o} . \tag{3.13}
\end{equation*}
$$

The assumption that the mapping be smoothly invertible requires that the Jacobian $\operatorname{det} \boldsymbol{H} \neq 0$; this is exactly the necessary and sufficient condition for the existence of the Legendre transformation (3.9). It follows from (3.8) that the gradient of the inverse mapping is

$$
\begin{equation*}
\nabla_{\Xi} \hat{\mathbf{X}}(\boldsymbol{\Gamma})=\boldsymbol{H}^{-1}(\mathbf{X}) \text { evaluated at } \mathbf{X}=\hat{\mathbf{X}}(\boldsymbol{\Gamma}) . \tag{3.14}
\end{equation*}
$$

Using this mapping we can now calculate the components of the gradient of the vector $\mathbf{X}$ in the reference strain basis as

$$
\boldsymbol{H}^{-1}=\left(\begin{array}{ccc}
G_{, Г \Gamma} & \left(\frac{1}{\Gamma} G_{, \Phi}\right)_{, \Gamma} & 0  \tag{3.15}\\
\left(\frac{1}{\Gamma} G_{, \Phi}\right)_{, \Gamma} & \frac{1}{\Gamma}\left(\frac{1}{\Gamma} G_{, \Phi \Phi}+G_{, \Gamma}\right) & 0 \\
0 & 0 & \frac{R(\Gamma, \Phi)}{\Gamma \sin \Phi}
\end{array}\right)
$$

where $R(\Gamma, \Phi)$ is given by (3.11). For the calculation of the equilibrium equations we will also need the inverse of the gradient of $\hat{\mathbf{X}}$ given by

$$
\boldsymbol{H}=\frac{1}{\bar{D}}\left(\begin{array}{ccc}
\frac{1}{\Gamma}\left(\frac{1}{\Gamma} G_{, \Phi \Phi}+G_{, \Gamma}\right) & -\left(\frac{1}{\Gamma} G_{, \Phi}\right)_{, \Gamma} & 0  \tag{3.16}\\
-\left(\frac{1}{\Gamma} G_{, \Phi}\right)_{, \Gamma} & G_{, \Gamma \Gamma} & 0 \\
0 & 0 & \frac{\Gamma \sin \Phi}{R(\Gamma, \Phi)} \bar{D}
\end{array}\right)
$$

where $\bar{D}=\bar{D}(\Gamma, \Phi)$ is the determinant of the upper-left two-by-two submatrix of $\boldsymbol{H}^{-1}$, i.e.,

$$
\begin{equation*}
\bar{D}(\Gamma, \Phi)=\frac{1}{\Gamma} G_{, \Gamma \Gamma}\left(\frac{1}{\Gamma} G_{, \Phi \Phi}+G_{, \Gamma}\right)-\left[\left(\frac{1}{\Gamma} G_{, \Phi}\right)_{, \Gamma}\right]^{2} \tag{3.17}
\end{equation*}
$$

The nominal stress tensor in the strain space coordinates, $\boldsymbol{S}^{*}(\boldsymbol{\Gamma})=\boldsymbol{S}(\hat{\mathbf{X}}(\boldsymbol{\Gamma}))$ can be written as

$$
\begin{align*}
& \boldsymbol{S}^{*}=\left(\hat{\sigma}-\hat{\beta} R^{2} \Gamma^{2}\right) \mathbf{E}_{\Gamma} \otimes \mathbf{e}_{\gamma}+\hat{\sigma} \mathbf{E}_{\Phi} \otimes \mathbf{e}_{\phi}+\left(\hat{\sigma}-\hat{\beta} R^{2} \Gamma^{2}\right) \mathbf{E}_{\Theta} \otimes \mathbf{e}_{\theta} \\
& +\hat{\mu} R \Gamma \mathbf{E}_{\Gamma} \otimes \mathbf{e}_{\theta}+\left(\hat{\mu}-\hat{\sigma}+\hat{\beta} R^{2} \Gamma^{2}\right) R \Gamma \mathbf{E}_{\Theta} \otimes \mathbf{e}_{\gamma} \tag{3.18}
\end{align*}
$$

where the response functions $\hat{\beta}$, $\hat{\sigma}$, and $\hat{\mu}$ are evaluated at $\omega=R \Gamma$. The radial, polar, and azimuthal components of the equilibrium equations, $\nabla_{\Xi}\left[\boldsymbol{S}^{*}\right] \cdot \boldsymbol{H}=\mathbf{0}$, in the current strain space, respectively, obtain the form

$$
\begin{align*}
& \left(\hat{\sigma}-\hat{\beta} R^{2} \Gamma^{2}\right)_{, \Gamma} \bar{E}-\left(\hat{\sigma}-\hat{\beta} R^{2} \Gamma^{2}\right)_{, \Phi} \bar{B}-\hat{\beta} \Gamma^{2} R^{2} \bar{A}-\bar{D} \hat{\mu} \Gamma^{2} R \sin \Phi=0  \tag{3.19}\\
& \left(-\hat{\sigma}_{, \Gamma}+\hat{\beta} R^{2} \Gamma\right) \Gamma \bar{B}+\bar{A} \hat{\sigma}_{, \Phi}+\bar{D}(\hat{\beta}-\hat{\mu}) \Gamma^{2} R \cos \Phi=0  \tag{3.20}\\
& (\hat{\mu} R \Gamma)_{, \Gamma} \bar{E}+\hat{\mu} R \Gamma \bar{A}-(\hat{\mu} R \Gamma)_{, \Phi} \bar{B}+2 \bar{D} \hat{\mu} \Gamma \sin \Phi=0 \tag{3.21}
\end{align*}
$$

where $\bar{A}, \bar{B}, \bar{E}, \bar{D}$ are functions of $\Gamma, \Phi$ defined as follows: $\bar{A}(\Gamma, \Phi)=\frac{1}{\Gamma} G_{, \Gamma \Gamma}, \bar{B}(\Gamma, \Phi)=$ $\frac{1}{\Gamma}\left(\frac{1}{\Gamma} G_{, \Phi}\right)_{, \Gamma}, \bar{E}(\Gamma, \Phi)=\frac{1}{\Gamma}\left(\frac{1}{\Gamma} G_{, \Phi \Phi}+G_{, \Gamma}\right)$, and $\bar{D}$ is defined in (3.17). In addition, use has been made of Eulerian strain space quantities and their derivatives with respect to Lagrangian strain space variables, which appear in the appendix. We now consider the real amount of shear $\Omega=R \Gamma$, where the upper case notation is kept throughout this section to emphasize use of quantities in the reference configuration. Using this notation, the equilibrium equations can be transformed into the following equivalent set:

$$
\begin{align*}
& \bar{D} \Gamma \sin \Phi\left[\left(\hat{\sigma}-\hat{\beta} \Omega^{2}\right)_{, \Omega}-\hat{\mu} \Omega\right]-\hat{\beta} \Omega^{2} \bar{A}+\bar{E} R\left[\hat{\sigma}-\hat{\beta} \Omega^{2}\right]_{, \Omega}=0  \tag{3.22}\\
& \bar{D} \Gamma \cos \Phi\left[\hat{\sigma}_{, \Omega}+\Omega(\hat{\beta}-\hat{\mu})\right]+R \Gamma \bar{B}\left[-\hat{\sigma}_{, \Omega}+\hat{\beta} \Omega\right]=0  \tag{3.23}\\
& \bar{D} \Gamma \sin \Phi\left[(\hat{\mu} \Omega)_{, \Omega}+2 \hat{\mu}\right]+\hat{\mu} \Omega \bar{A}+\bar{E} R[\hat{\mu} \Omega]_{, \Omega}=0 \tag{3.24}
\end{align*}
$$

In the next section, we derive the necessary and sufficient conditions satisfied by the constitutive functions $\hat{\mu}, \hat{\beta}, \hat{\sigma}$ such that the above system collapses into a single equation. Materials that satisfy these conditions are referred to as being able to support a state of generalized azimuthal shear.
4. Necessary and sufficient conditions for materials to support generalized azimuthal shear. In what follows we establish necessary and sufficient conditions on the strain energy function of an isotropic material to support a state of generalized azimuthal shear (1.1) in the sense that every solution to the azimuthal equation of equilibrium will satisfy the remaining two equations. The derivation here differs from those by Knowles [16] and Tsai and Fan [23] in that we do not seek to satisfy a solution of a special form for the azimuthal equation, but we essentially look at a superset of conditions whose combination will provide the required results. Our main result in this section is as follows.

THEOREM 4.1. A homogeneous, compressible isotropic hyperelastic material with stored-energy function characterized by (2.12), can support a state of generalized azimuthal shear (1.1) if and only if the constitutive functions $\hat{\sigma}, \hat{\beta}$, and $\hat{\mu}$ characterized by (2.17), (2.18), and (2.19) satisfy

$$
\begin{equation*}
\hat{\sigma}_{, \Omega}=\hat{\beta} \Omega, \quad \hat{\beta}=\frac{\hat{\mu}}{2} \tag{4.1}
\end{equation*}
$$

Proof. To prove sufficiency, we first consider a material that satisfies conditions (4.1). Then the polar component of the equilibrium equations (3.23) is automatically satisfied. Also from the relations (4.1), it follows that

$$
\begin{equation*}
\frac{1}{\Omega}\left(\hat{\sigma}-\hat{\beta} \Omega^{2}\right)_{, \Omega}=-(\hat{\beta} \Omega)_{, \Omega}=-\frac{1}{2}(\hat{\mu} \Omega)_{, \Omega} \quad \text { and } \quad \hat{\beta} \Omega=\frac{1}{2}(\hat{\mu} \Omega) \tag{4.2}
\end{equation*}
$$

It then follows that the radial equation (3.22) is equivalent to the azimuthal equation (3.24). Thus, any solution to the azimuthal equation (3.24) satisfies (3.22) and (3.23).

To prove necessity, we consider the necessary and sufficient conditions derived from the literature for pure torsion [18] and pure azimuthal shear [2], which, in our notation, can be rewritten respectively in the form

$$
\begin{gather*}
\hat{\sigma}_{, \Omega}=\Omega(\hat{\mu}-\hat{\beta})  \tag{4.3}\\
\hat{\sigma}_{, \Omega}=-\frac{1}{2}\left(\Omega(\hat{\mu}-4 \hat{\beta})+\Omega^{2}(\hat{\mu}-2 \hat{\beta})_{, \Omega}\right) . \tag{4.4}
\end{gather*}
$$

We now assume that a strain energy function supports a state of generalized azimuthal shear (1.1); it follows that it will support both a state of pure torsion (and therefore satisfy (4.3)) and a state of pure azimuthal shear (and therefore will satisfy (4.4)). Combining the two expressions (4.3) and (4.4) we arrive at the equivalent system

$$
\begin{equation*}
3 \hat{\mu}+\Omega \hat{\mu}_{, \Omega}=6 \hat{\beta}+2 \Omega \hat{\beta}_{, \Omega} \tag{4.5}
\end{equation*}
$$

Multiply both sides by $\Omega^{2}$ and integrate to find

$$
\begin{equation*}
\hat{\beta}=\frac{1}{2} \hat{\mu} \tag{4.6}
\end{equation*}
$$

where the integration constant is taken to be zero for $\Omega \rightarrow 0$. Substitute from the above into (4.3) to recover $(4.1)_{1}$. This concludes the proof of necessity.
4.1. Sufficient conditions on $W$ to support deformations that locally reduce to simple shear. We have already recorded the necessary and sufficient conditions on the strain energy function to support a state of pure torsion in (4.3) (cf. [18]) and a state of pure azimuthal shear in (4.4) (cf. [2, 20]). We augment this set by the necessary and sufficient conditions to support a state of axisymmetric antiplane shear $[14,19]$ and a state of antiplane shear [17], which, in our notation, can be written, respectively, in the form

$$
\begin{equation*}
\hat{\mu}\left(\hat{\sigma}_{, \Omega}-\hat{\beta} \Omega\right)=\left(\hat{\mu} \hat{\beta}_{, \Omega}-\hat{\beta} \hat{\mu}_{, \Omega}\right) \Omega \tag{4.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\sigma}_{, \Omega}=\hat{\beta} \Omega, \quad \hat{\beta}=b \hat{\mu} \tag{4.8}
\end{equation*}
$$

where $b$ is a constant. It is a straightforward task to deduce then that the conditions (4.1) that support a state of generalized azimuthal shear are sufficient to support all deformations above. Therefore, strain energy functions that satisfy conditions (4.1) form a distinctive class of materials to which more attention is devoted in the following two paragraphs.
4.2. Strain energies and necessary and sufficient conditions in terms of $\boldsymbol{I}_{\mathbf{1}}, \boldsymbol{I}_{\mathbf{2}}, \boldsymbol{I}_{\mathbf{3}}$. In terms of the principal invariants of the left (or right) Cauchy-Green strain tensors the conditions (4.1) take the form

$$
\begin{gather*}
\bar{W}_{1}=\bar{W}_{2}  \tag{4.9}\\
\bar{W}_{1}+2 I\left(\bar{W}_{11}+\bar{W}_{12}\right)+2 \bar{W}_{13}+2 \bar{W}_{23}=0 \tag{4.10}
\end{gather*}
$$

for $I_{1}=I_{2}=I, I_{3}=1$. The second of these conditions involve second derivatives of the strain energy with respect to the principal invariants. However, it was shown in [15] that the second of these conditions is equivalent to

$$
\begin{equation*}
4 I \bar{W}_{1}+4 \bar{W}_{3}-\bar{W}=0 \tag{4.11}
\end{equation*}
$$

In summary, the following two equations:

$$
\begin{equation*}
\bar{W}_{1}(I, I, 1)=\bar{W}_{2}(I, I, 1), \quad 4 I \bar{W}_{1}(I, I, 1)+4 \bar{W}_{3}(I, I, 1)-\bar{W}(I, I, 1)=0 \tag{4.12}
\end{equation*}
$$

constitute the necessary and sufficient conditions for the strain energy function to admit a state of general azimuthal shear, in terms of the principal invariants of the Cauchy-Green strain tensors.

We may now attempt to derive some possible forms of strain energy functions that satisfy the conditions (4.12) and ideally support a generalized azimuthal shear deformation (1.1). We begin by considering a strain energy function in the form

$$
\begin{equation*}
\bar{W}\left(I_{1}, I_{2}, I_{3}\right)=f_{1}\left(I_{1}\right) h_{1}\left(I_{3}\right)+f_{2}\left(I_{2}\right) h_{2}\left(I_{3}\right)+h_{3}\left(I_{3}\right) \tag{4.13}
\end{equation*}
$$

where $f_{1}$ and $f_{2}$ are functions to be determined, while $h_{1}, h_{2}, h_{3}$ have to be compatible with (2.13) and (2.14). Without loss of generality we may set

$$
\begin{equation*}
h_{1}(1)=h_{2}(1)=1 \tag{4.14}
\end{equation*}
$$

It was shown in [15], that a strain energy function of the form (4.13) that satisfies the necessary and sufficient conditions (4.12), necessarily has the form

$$
\begin{equation*}
\bar{W}\left(I_{1}, I_{2}, I_{3}\right)=\frac{3 \mu}{4 k 3^{k}}\left[I_{1}^{k} h_{1}\left(I_{3}\right)+I_{2}^{k} h_{2}\left(I_{3}\right)\right]+h_{3}\left(I_{3}\right) \tag{4.15}
\end{equation*}
$$

for $k \neq 0$ and

$$
\begin{equation*}
\bar{W}\left(I_{1}, I_{2}, I_{3}\right)=\frac{3 \mu}{4}\left[\log I_{1} h_{1}\left(I_{3}\right)+\log I_{2} h_{2}\left(I_{3}\right)\right]+h_{3}\left(I_{3}\right) \tag{4.16}
\end{equation*}
$$

for $k=0$. A widely used constitutive assumption, being a special case of (4.15) for the value of the constant $k=1$, is the generalized Hadamard material [1, 14, 18, 19, 20]. Further discussion of this material in the context of the solution of boundary value problems is included in section 5 .
4.3. Strain energies and necessary and sufficient conditions in terms of $\boldsymbol{i}_{\boldsymbol{1}}, \boldsymbol{i}_{\mathbf{2}}, \boldsymbol{i}_{\boldsymbol{3}}$. In this subsection we recast the conditions (4.12) as equivalent conditions in terms of the principal invariants of the stretch tensor $\boldsymbol{U}$ arising in the polar decomposition $\boldsymbol{F}=\boldsymbol{R} \boldsymbol{U}$ of the deformation gradient. These are related to the invariants of the left Cauchy-Green strain tensor through

$$
\begin{equation*}
I_{1}=i_{1}^{2}-2 i_{2}, \quad I_{2}=i_{2}^{2}-2 i_{1} i_{3}, \quad I_{3}=i_{3}^{2} \tag{4.17}
\end{equation*}
$$

and are expressed in terms of the principal stretches as

$$
\begin{equation*}
i_{1}=\lambda_{1}+\lambda_{2}+\lambda_{3}, \quad i_{2}=\lambda_{1} \lambda_{2}+\lambda_{2} \lambda_{3}+\lambda_{1} \lambda_{3}, \quad i_{3}=\lambda_{1} \lambda_{2} \lambda_{3} \tag{4.18}
\end{equation*}
$$

Then, by using the notation $\tilde{W}\left(i_{1}, i_{2}, i_{3}\right)$ to represent the strain energy when regarded as a function of $i_{1}, i_{2}, i_{3}$, it is straightforward to show that (4.12) are re-expressed as

$$
\begin{equation*}
\tilde{W}_{1}(i, i, 1)=\tilde{W}_{2}(i, i, 1), \quad 2 i \tilde{W}_{1}(i, i, 1)+2 \tilde{W}_{3}(i, i, 1)-\tilde{W}(i, i, 1)=0 \tag{4.19}
\end{equation*}
$$

where the subscripts denote partial derivatives with respect to $i_{1}, i_{2}, i_{3}$ and we have considered the first two principal directions to lie on the plane of shear. We consider the strain energy function

$$
\begin{equation*}
\tilde{W}\left(i_{1}, i_{2}, i_{3}\right)=f\left(i_{1}\right) h_{1}\left(i_{3}\right)+f\left(i_{2}\right) h_{2}\left(i_{3}\right)+h_{3}\left(i_{3}\right) \tag{4.20}
\end{equation*}
$$

which is the counterpart of $(4.13)$, so that $(4.19)_{1}$ is satisfied provided $h_{1}(1)=h_{2}(1)$. We therefore set

$$
\begin{equation*}
h_{1}(1)=h_{2}(1)=1 \tag{4.21}
\end{equation*}
$$

Equation (4.19) ${ }_{2}$ then leads to

$$
\begin{equation*}
\tilde{W}\left(i_{1}, i_{2}, i_{3}\right)=\frac{3 \mu}{k 3^{k}}\left[i_{1}^{k} h_{1}\left(i_{3}\right)+i_{2}^{k} h_{2}\left(i_{3}\right)\right]+h_{3}\left(i_{3}\right) \tag{4.22}
\end{equation*}
$$

where, in addition to (4.21),

$$
\begin{equation*}
h_{1}^{\prime}(1)+h_{2}^{\prime}(1)=1-k, \quad h_{3}(1)=-\frac{6 \mu}{k}, \quad h_{3}^{\prime}(1)=-\frac{3 \mu}{k} \tag{4.23}
\end{equation*}
$$

for all nonzero values of $k$, in a manner analogous to [15]. For $k=1$, the strain energy function has the form

$$
\begin{equation*}
\tilde{W}\left(i_{1}, i_{2}, i_{3}\right)=\mu\left[i_{1} h_{1}\left(i_{3}\right)+i_{2} h_{2}\left(i_{3}\right)\right]+h_{3}\left(i_{3}\right) \tag{4.24}
\end{equation*}
$$

For the special case $h_{1}^{\prime}\left(i_{3}\right)=h_{2}^{\prime}\left(i_{3}\right) \equiv 0$ this energy function reduces to a (compressible) Varga material that was introduced by Carroll [6] (cf. [12]).
4.4. Strain energies and necessary and sufficient conditions in terms of the principal stretches, $\boldsymbol{\lambda}_{\mathbf{1}}, \boldsymbol{\lambda}_{\mathbf{2}}, \boldsymbol{\lambda}_{\mathbf{3}}$. Since the conditions (4.12) are also necessary and sufficient to support a state of helical shear, they can be described in terms of the principal stretches, with $W=W\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$, in the form

$$
\begin{equation*}
\lambda W_{1}+\lambda^{-1} W_{2}-W=0, \quad \lambda W_{1}+\lambda^{-1} W_{2}-2 W_{3}=0 \tag{4.25}
\end{equation*}
$$

where subscripts denote differentiation with respect to the principal stretches and the strain energy is evaluated at $\lambda_{1}=\lambda, \lambda_{2}=\lambda^{-1}, \lambda_{3}=1$. The reader is referred to [15] for the details of this derivation. Furthermore, it was shown in [15] that the strain energy function

$$
\begin{equation*}
W=f\left(I_{(\alpha)}\right) h_{1}(J)+f\left(I_{(-\alpha)}\right) h_{2}(J)+h_{3}(J) \tag{4.26}
\end{equation*}
$$

with $I_{(\alpha)}=\lambda^{\alpha}+\lambda^{-\alpha}+1$ and $J=\lambda_{1}+\lambda_{2}+\lambda_{3}$, satisfies the conditions (4.25), for any function $f$ and $\alpha \neq 0$, subject to some conditions on the functions $h_{1}, h_{2}, h_{3}$, which for brevity are not included here.
5. Boundary value problems for generalized azimuthal shear deformations. In this section we intend to investigate specific solutions of the equilibrium equations for materials undergoing generalized azimuthal deformations. To find the general solutions to the equilibrium equations, we could have started, in principle, from the equilibrium equations (3.22)-(3.24) in the strain space and calculated the desired unknown displacement function. This would be lengthy though, if feasible at all, since the transformed equilibrium equations are not linear as was the case for the corresponding equations formulated in strain space coordinates for the antiplane shear deformations [23]. Instead, we concentrate on the equilibrium equations in their configuration space form (2.34)-(2.36). To this end, we substitute the first of the necessary and sufficient conditions,

$$
\begin{equation*}
\bar{W}_{1}=\bar{W}_{2} \tag{5.1}
\end{equation*}
$$

into the equilibrium equations $(2.34)-(2.36)$, which reduce to

$$
\begin{gather*}
\frac{\partial}{\partial R}\left(\left(\omega_{z}^{2}+3\right) \bar{W}_{1}+\bar{W}_{3}\right)+\frac{\partial}{\partial Z}\left(-\bar{W}_{1} \omega_{r} \omega_{z}\right)+\frac{1}{R}\left(\bar{W}_{1}\left(\omega_{z}^{2}-2 I+6\right)\right)=0  \tag{5.2}\\
\frac{\partial}{\partial R}\left(\omega_{r} \bar{W}_{1}\right)+\frac{\partial}{\partial Z}\left(\bar{W}_{1} \omega_{z}\right)+\frac{2}{R}\left(\omega_{r} \bar{W}_{1}\right)=0  \tag{5.3}\\
\frac{\partial}{\partial R}\left(-\bar{W}_{1} \omega_{r} \omega_{z}\right)+\frac{\partial}{\partial Z}\left(\left(\omega_{r}^{2}+3\right) \bar{W}_{1}+\bar{W}_{3}\right)+\frac{1}{R}\left(-\bar{W}_{1} \omega_{z} \omega_{r}\right)=0 \tag{5.4}
\end{gather*}
$$

After some lengthy but straightforward calculations, taking into account the identity $\omega_{z, R}-\omega_{r, Z}-\omega_{z} / R=0$ and relation (5.1), equations (5.2), (5.3), and (5.4) reduce to

$$
\begin{equation*}
\bar{W}_{1}+2 I\left(\bar{W}_{11}+\bar{W}_{12}\right)+2 \bar{W}_{13}+2 \bar{W}_{23}=0 \tag{5.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial}{\partial R}\left(R^{2} \gamma_{r} \bar{W}_{1}\right)+\frac{\partial}{\partial Z}\left(R^{2} \gamma_{z} \bar{W}_{1}\right)=0 \tag{5.6}
\end{equation*}
$$

The first of these relations corresponds to the second order necessary and sufficient condition (4.10) required to support a state of generalized azimuthal shear which, furthermore, is equivalent to its first order counterpart

$$
\begin{equation*}
4 I \bar{W}_{1}+4 \bar{W}_{3}-\bar{W}=0 . \tag{5.7}
\end{equation*}
$$

Equation (5.6), which equivalently can be rewritten as

$$
\begin{equation*}
\nabla \cdot\left(R^{3} \bar{W}_{1} \nabla g\right)=0 \tag{5.8}
\end{equation*}
$$

will provide the form of the azimuthal displacement $g(R, Z)$ given a specific form of the strain energy function $\bar{W}$ (that satisfies the conditions (4.12)). Note that the above discussion constitutes an alternative way to show that conditions (4.1) indeed form a set of sufficient expressions a strain energy has to satisfy in order to support a state of generalized azimuthal shear (1.1). For the strain energy (4.15) we obtain

$$
\begin{equation*}
\hat{W}(\omega)=\frac{3 \mu}{2 k 3^{k}}\left(3+\omega^{2}\right)^{k}-\frac{3 \mu}{2 k}, \tag{5.9}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\hat{W}^{\prime}(\omega)=\frac{\mu \omega}{3^{k-1}}\left(3+\omega^{2}\right)^{k-1} \tag{5.10}
\end{equation*}
$$

from which the inequality $(2.32)_{2}$ follows. It is then easy to show that $(2.32)_{1}$ holds for all $\gamma \geq 0$ if and only if

$$
\begin{equation*}
k \geq \frac{1}{2} . \tag{5.11}
\end{equation*}
$$

Henceforth, we consider only members of the class (4.15) for which (5.11) holds, and we note that (4.16) is therefore ruled out.

Substitution of (4.15) into the governing equation (5.8) leads to a quasi-linear PDE for $g(R, Z)$ in general. A special form of (4.15) with $k=1$, the (general) Hadamard material, has been used widely in the literature [1, 11, 14, 18]. It is given by the expression

$$
\begin{equation*}
\bar{W}\left(I_{1}, I_{2}, I_{3}\right)=\frac{\mu}{4}\left[I_{1} h_{1}\left(I_{3}\right)+I_{2} h_{2}\left(I_{3}\right)\right]+h_{3}\left(I_{3}\right), \tag{5.12}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{3}(1)=-\frac{3 \mu}{2}, \quad h_{3}^{\prime}(1)=-\frac{3 \mu}{8}, \tag{5.13}
\end{equation*}
$$

while (5.8) reduces to the following linear (and elliptic) equation:

$$
\begin{equation*}
g_{, R R}+g_{, Z Z}+\frac{3}{R} g_{, R}=0 . \tag{5.14}
\end{equation*}
$$

The form of the solution will be determined by the boundary conditions. This issue is dealt within the following paragraphs.

### 5.1. Boundary value problems involving the general solutions.

5.1.1. Example 1. First, the inner surface of the tube at $r=A$ is held fixed, bonded on a rigid cylinder, while the outer surface at $r=B$ is subjected to a given azimuthal displacement $\varphi(Z)$,

$$
\begin{equation*}
g(A, Z)=0, \quad g(B, Z)=\varphi(Z) \tag{5.15}
\end{equation*}
$$

Furthermore, we consider the following additional conditions on the boundary $g(R, 0)=$ $g(R, L)=0, \varphi(0)=\varphi(L)=0$. We seek separable solutions for the azimuthal displacement of the form

$$
\begin{equation*}
g(R, Z)=f_{1}(R) f_{2}(Z) \tag{5.16}
\end{equation*}
$$

On substitution of this separable form into (5.14), the boundary conditions are satisfied given the separation constant is chosen to be positive as $l^{2}$, i.e., the axial dependence is taken to vary sinusoidally. With the transformation $f_{1}(R)=x^{-1} y(x), x=$ $l R$, the ODE involving the radial coordinate reduces to the modified Bessel equation for $y$ of order one. Since the configuration involves a tube of finite radius, both solutions of this equation, the modified Bessel functions of the first kind ( $I_{1}$ ) and second kind $\left(K_{1}\right)$ are involved. The final result for the $l$-mode of $g(R, Z), g_{l}$ is now given by

$$
\begin{equation*}
g_{l}(R, Z)=\frac{1}{l R}\left[C_{l} I_{1}(l R)+D_{l} K_{1}(l R)\right]\left[A_{l} \cos l Z+B_{l} \sin l Z\right] \tag{5.17}
\end{equation*}
$$

where $A_{l}, B_{l}, C_{l}, D_{l}$ are constants to be determined by the boundary conditions. Employing the boundary conditions (5.15), the azimuthal displacement can now be written as

$$
\begin{equation*}
g(R, Z)=\sum_{n=1}^{\infty} \frac{1}{l_{n} R}\left[I_{1}\left(l_{n} R\right) K_{1}\left(l_{n} A\right)-K_{1}\left(l_{n} R\right) I_{1}\left(l_{n} A\right)\right] C_{n} \sin l_{n} Z \tag{5.18}
\end{equation*}
$$

where $l_{n}=\pi n / L$, for some positive integer $n$, and

$$
\begin{gather*}
C_{n}=\frac{2}{L E_{n}} \int_{0}^{L} \varphi(Z) \sin l_{n} Z d Z, \quad n=1, \ldots, \infty  \tag{5.19}\\
E_{n}=\frac{1}{l_{n} B}\left[I_{1}\left(l_{n} B\right) K_{1}\left(l_{n} A\right)-K_{1}\left(l_{n} B\right) I_{1}\left(l_{n} A\right)\right], \quad n=1, \ldots, \infty . \tag{5.20}
\end{gather*}
$$

5.1.2. Example 2. The second set of boundary conditions involves our elastic tube bonded between two concentric solid cylinders which do not rotate relative to each other, the lower end of the elastic tube is kept undeformed. These conditions are given by

$$
\begin{equation*}
g(A, Z)=0, \quad g(B, Z)=0, \quad g(R, 0)=0 \tag{5.21}
\end{equation*}
$$

In order to maintain the deformation (1.1), an axial load is required on the end of the tube together with a torsional couple, but these expressions will not be needed here. Seeking separable solutions of the governing equation (5.14), the boundary conditions are satisfied with a negative separation constant, $-l^{2}$, i.e., the axial dependence is taken to vary exponentially. With the same transformation as before, the ODE involving the radial independent variable reduces to the Bessel equation of order one.

Since the configuration here is that of a tube with a finite radius, both solutions of this equation, the Bessel functions of the first kind $\left(J_{1}\right)$ and second kind $\left(Y_{1}\right)$ are involved. The $l$-mode solution for this problem is now given by

$$
\begin{equation*}
g_{l}(R, Z)=\frac{1}{l R}\left[C_{l} J_{1}(l R)+D_{l} Y_{1}(l R)\right]\left[A_{l} e^{l Z}+B_{l} e^{-l Z}\right] \tag{5.22}
\end{equation*}
$$

where $A_{l}, B_{l}, C_{l}, D_{l}$ are constants to be determined by the boundary conditions. We note that, for the boundary conditions (5.21), the permissible values of $l$ are to be determined by the Bessel equation as solutions of an eigenvalue problem. The solution of the problem is now given by

$$
\begin{equation*}
g(R, Z)=\sum_{n=1}^{\infty} \frac{1}{l_{n} R}\left[J_{1}\left(l_{n} R\right) Y_{1}\left(l_{n} A\right)-Y_{1}\left(l_{n} R\right) J_{1}\left(l_{n} A\right)\right] \sinh l_{n} Z, \tag{5.23}
\end{equation*}
$$

where the $l_{n}$ are the (positive) roots of the transcendental equation [5]

$$
\begin{equation*}
J_{1}\left(l_{n} A\right) Y_{1}\left(l_{n} B\right)=J_{1}\left(l_{n} B\right) Y_{1}\left(l_{n} A\right) . \tag{5.24}
\end{equation*}
$$

5.2. Some further solutions for the generalized azimuthal displacement. In this subsection it would be desirable to compare the form of the general deformation component $g=g(R, Z)$ with the special cases of pure azimuthal shear $(g=g(R))$ and pure torsion ( $g=\tau Z, \tau=$ constant) that have been investigated in the current literature without referring to any choice of boundary conditions. Furthermore, we wish to derive some Riemann type similarity solutions to the governing differential equation (5.14), whose simple form can be used to verify the validity of the necessary and sufficient conditions (4.9) and (4.10). To this end, for the generalized Hadamard material (5.12), we examine the following three cases.
(i) We seek an additively separable solution of (5.14) of the form

$$
\begin{equation*}
g(R, Z)=f_{1}(R)+f_{2}(Z) . \tag{5.25}
\end{equation*}
$$

Substituting this relation into the governing differential equation (5.14), we obtain

$$
\begin{equation*}
g(R, Z)=-\frac{2 C_{1}}{R^{2}}+\frac{l R^{2}}{8}-\frac{l Z^{2}}{2}+C_{2} Z, \tag{5.26}
\end{equation*}
$$

where $C_{1}, C_{2}$ are integration constants and $l$ is a separation constant. We immediately see that the first term on the left-hand side is a solution of the pure azimuthal shear problem for a related material, obtained by Beatty and Jiang [2]. The last term on the right-hand side of the same formula is a deformation known as pure torsion, where $C_{2}$ is the angle of twist per unit undeformed length. It was shown by Polignone and Horgan [18] that pure torsion is supported for the general Hadamard materials. The simultaneous dependence of the azimuthal displacement on the radial and axial coordinate introduces the coupling constant $l$ and generalizes the previously mentioned individual deformations.
(ii) We seek a Riemann type similarity solution of the form

$$
\begin{equation*}
g(R, Z)=f(\xi), \quad \xi=R^{n} Z^{m}, n, m \text { being integers. } \tag{5.27}
\end{equation*}
$$

Substitution of this form into (5.14) leads to the values $n=2, m=-2$ for the two integer powers. Solving the corresponding ODE, the azimuthal displacement obtains the form

$$
\begin{equation*}
g(R, Z)=C_{1}\left(\frac{\sqrt{\xi+1}}{\xi}+\log \frac{1+\sqrt{\xi+1}}{\sqrt{\xi}}\right), \quad \xi=\frac{R^{2}}{Z^{2}} \tag{5.28}
\end{equation*}
$$

where $C_{1}$ is an integration constant. Therefore, if suitable boundary conditions can be chosen, the displacement profile will remain constant on the cones $R / Z=$ constant.
(iii) The paragraph above suggests the existence of solutions in the form

$$
\begin{equation*}
g(R, Z)=f(\zeta), \quad \zeta=\alpha R^{2}+\beta Z^{2}, \alpha, \beta \text { are constants. } \tag{5.29}
\end{equation*}
$$

Substitution into (5.14) leads to $\alpha=\beta=1$. The corresponding solution for the azimuthal displacement is then given in the form

$$
\begin{equation*}
g(R, Z)=C_{1} \zeta^{-\frac{3}{2}}, \quad \zeta=R^{2}+Z^{2} \tag{5.30}
\end{equation*}
$$

where $C_{1}$ is an integration constant. Again, if suitable boundary conditions can be employed, the azimuthal profile remains constant along the spherical surfaces of revolution $R^{2}+Z^{2}=$ constant. The simple form of this solution can be used to verify the validity of the necessary and sufficient conditions in a straightforward manner. It should be noted here that Hill [9] has provided examples of similarity solutions to a variety of deformations for incompressible elastic materials, a subject closely related to the paragraphs (ii) and (iii) above.
5.3. The effect of torsion on the pure azimuthal shear. In this section we consider the azimuthal displacement with the predetermined form

$$
\begin{equation*}
g(R, Z)=\rho(R)+\tau Z, \quad \tau=\text { constant } \tag{5.31}
\end{equation*}
$$

which will account for the simultaneous azimuthal shearing and torsion and will enable us to compare the unknown function $\rho(R)$, with results from the pure azimuthal deformation $g=g(R)$ in [20,2]. We start by noting that the strain invariants depend only on $R$,

$$
\begin{equation*}
I=I_{1}=I_{2}=\left(R \rho^{\prime}(R)\right)^{2}+(R \tau)^{2}+3 \tag{5.32}
\end{equation*}
$$

hence the azimuthal equilibrium equation (5.3) can be integrated once to

$$
\begin{equation*}
4 R^{3} \rho^{\prime}(R) \bar{W}_{1}=B^{2} \bar{\sigma}_{\theta} \tag{5.33}
\end{equation*}
$$

where the constant $\bar{\sigma}_{\theta}$ is the value of the azimuthal shear stress $\sigma_{r \theta}$ on the outer boundary of the cylinder $R=B$. Expression (5.33) is valid for both pure shear and azimuthal shear combined with pure torsion. However, in the case of pure shear, the strain invariants are given by

$$
\begin{equation*}
I=I_{1}=I_{2}=\left(R \rho^{\prime}(R)\right)^{2}+3 \tag{5.34}
\end{equation*}
$$

We now consider the following special case of the material (4.15).
(i) $k=1$. The strain energy function in this case is the generalized Hadamard material (5.12). For the deformation of shear coupled with torsion (5.33) can be integrated once to give

$$
\begin{equation*}
\rho(R)=-\frac{B^{2} \bar{\sigma}_{\theta}}{2 \mu} \frac{1}{R^{2}}+C \tag{5.35}
\end{equation*}
$$

where $C$ is an integration constant and we note that this solution can be obtained directly from the results of the previous section with the value of the separation constant set equal to zero. It can be shown that this is the solution of the pure
azimuthal shear problem for the Hadamard material (5.12) in accordance with the work of Beatty and Jiang [2]. As in the incompressible case [22] for the neo-Hookean material, we deduce that torsion does not affect the shearing for the material under study.
(ii) $k=1 / 2$. In this case the strain energy function obtains the form

$$
\begin{equation*}
\bar{W}\left(I_{1}, I_{2}, I_{3}\right)=\frac{\sqrt{3} \mu}{2}\left[\sqrt{I_{1}} h_{1}\left(I_{3}\right)+\sqrt{I_{2}} h_{2}\left(I_{3}\right)\right]+h_{3}\left(I_{3}\right), \tag{5.36}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{3}(1)=-3 \mu, \quad h_{3}^{\prime}(1)=-\frac{3 \mu}{4} . \tag{5.37}
\end{equation*}
$$

Because of the inclusion of the square root of the first principal invariant, this model is reminiscent of the recently introduced strain energy by Bischoff, Arruda, and Grosh [4] for the accurate description of the nonlinear pressure-volume response of rubberlike solids in hydrostatic compression. For shear with torsion substituting (5.36) into (5.33) and considering the invariants (5.32), the function $\rho(R)$ is given in terms of elliptic function in principle. However, requiring the stress value $\sigma_{\theta}$ and the twist $\tau$ to satisfy the relation

$$
\begin{equation*}
\frac{\sqrt{3} \mu}{B^{2} \bar{\sigma}_{\theta}}=\frac{\tau^{2}}{3} \tag{5.38}
\end{equation*}
$$

we obtain the following form for the azimuthal function:

$$
\begin{equation*}
\rho(R)=-\sqrt{3} \arcsin \left(\frac{\sqrt{3}}{R \tau}\right)+C, \tag{5.39}
\end{equation*}
$$

where $C$ is an integration constant and $R \tau \geq \sqrt{3}$.
For pure azimuthal shear, substituting (5.36) into (5.33) and taking into account the invariants (5.34), we obtain the solution ( $\rho_{p}$ for pure azimuthal shear),

$$
\begin{equation*}
\rho_{p}(R)=\frac{\sqrt{3}}{2} \arcsin \left(\frac{B^{2} \bar{\sigma}_{\theta}}{\sqrt{3} \mu R^{2}}\right)+C . \tag{5.40}
\end{equation*}
$$

We notice that the different structure between (5.39) and (5.40) is due to the presence of the pure torsion term and is quite profound even for the special case under consideration. Similar conclusions were drawn in [22], for the power neo-Hookean material and the value of the power $n=1 / 2$.
6. Concluding remarks. In this article we derived a set of necessary and sufficient conditions (4.1), a compressible and isotropic strain energy has to satisfy, in order to support the generalized azimuthal deformation (1.1). This is a deformation that locally reduces to simple shear. The same conditions remain sufficient for a strain energy to support the special cases of pure azimuthal shear and pure torsion. However, a close examination of the current literature reveals that the same conditions are also sufficient for a strain energy to support antiplane shear deformations [17], helical shear deformations [15], and, of course, their special cases such as axisymmetric antiplane shear. Therefore, if a strain energy function satisfies these conditions, the material is able to support a large class of deformations that locally reduce to simple
shear. It remains open whether such materials will support all isochoric deformations that locally reduce to simple shear.

Appendix. Derivatives of Eulerian strain-space quantities. Derivatives of the Eulerian strain-space coordinates and basis vectors in terms of Lagrangian strain-space coordinates are as follows:

$$
\begin{align*}
\frac{\partial \theta}{\partial \Gamma} & =\Gamma G_{, \Gamma \Gamma} \equiv \tilde{A}, \quad \frac{\partial \theta}{\partial \Phi}=\Gamma^{2}\left(\frac{1}{\Gamma} G_{\Phi}\right)_{, \Gamma} \equiv \tilde{B}  \tag{A.1}\\
\frac{\partial \boldsymbol{e}_{r}}{\partial \Gamma} & =\tilde{A} \boldsymbol{e}_{\theta}, \quad \frac{\partial \boldsymbol{e}_{r}}{\partial \Phi}=\tilde{B} \boldsymbol{e}_{\theta}  \tag{A.2}\\
\frac{\partial \boldsymbol{e}_{\theta}}{\partial \Gamma} & =-\tilde{A} \boldsymbol{e}_{r}, \quad \frac{\partial \boldsymbol{e}_{\theta}}{\partial \Phi}=-\tilde{B} \boldsymbol{e}_{r}  \tag{A.3}\\
\frac{\partial \boldsymbol{e}_{\gamma}}{\partial \Gamma} & =\sin \Phi \tilde{A} \boldsymbol{e}_{\theta}, \quad \frac{\partial \boldsymbol{e}_{\gamma}}{\partial \Phi}=\sin \Phi \tilde{B} \boldsymbol{e}_{\theta}+\boldsymbol{e}_{\phi}  \tag{A.4}\\
\frac{\partial \boldsymbol{e}_{\phi}}{\partial \Gamma} & =\cos \Phi \tilde{A} \boldsymbol{e}_{\theta}, \quad \frac{\partial \boldsymbol{e}_{\phi}}{\partial \Phi}=\cos \Phi \tilde{B} \boldsymbol{e}_{\theta}-\boldsymbol{e}_{\gamma} \tag{A.5}
\end{align*}
$$

Acknowledgments. The authors would like to thank the reviewers for their valuable comments. In addition, the authors are grateful to Professor T. J. Pence at Michigan State University, who invited the first author and provided the facilities during his visit that made this collaboration possible.

## REFERENCES

[1] V. Agarwal, On finite anti-plane shear for compressible elastic circular tube, J. Elasticity, 9 (1979), pp. 311-319.
[2] M. F. Beatty and Q. Jiang, On compressible materials capable of sustaining axisymmetric shear deformations. II. Rotational shear of isotropic hyperelastic materials, Quart. J. Mech. Appl. Math., 50 (1997), pp. 211-237.
[3] M. F. Beatty and Q. Jiang, On compressible materials capable of sustaining axisymmetric shear deformations. III. Helical shear of isotropic hyperelastic materials, Quart. Appl. Math., 57 (1999), pp. 681-697.
[4] J. E. Bischoff, E. M. Arruda, and K. Grosh, A new constitutive model for the compressibility of elastomers at finite deformations, Rubber Chem. Technol., 74 (2001), pp. 541-559.
[5] E. Butkov, Mathematical Physics, Series in Advanced Physics, Addison-Wesley, Reading, MA, 1968.
[6] M. M. Carroll, Finite strain solutions in compressible isotropic elasticity, J. Elasticity, 20 (1988), pp. 65-92.
[7] R. Courant and D. Hilbert, Methods of Mathematical Physics, Vol. II, Partial Differential Equations, Wiley-Interscience, New York, London, 1962.
[8] J. L. Ericksen, Deformations possible in every compressible, isotropic, perfectly elastic material, J. Math. Phys., 34 (1955), pp. 126-128.
[9] J. M. Hill, Exact integrals and solutions for finite deformations of the incompressible Varga elastic material, in Nonlinear Elasticity: Theory and Applications, R. W. Ogden and Y. B. Fu, eds., London Math. Soc. Lecture Note Ser. 283, Cambridge University Press, Cambridge, UK, 2001.
[10] C. O. Horgan, Anti-plane shear deformations in linear and nonlinear solid mechanics, SIAM Rev., 37 (1995), pp. 53-81.
[11] C. O. Horgan, On axisymmetric solutions for compressible nonlinearly elastic solids, Z. Angew. Math. Phys., 46 (1995), pp. S107-S125.
[12] C. O. Horgan, Equilibrium Solutions for Compressible Nonlinear Elasticity, in Nonlinear Elasticity: Theory and Applications, R. W. Ogden and Y. B. Fu, eds., London Math. Soc. 283, Lecture Note Ser., Cambridge University Press, Cambridge, UK, 2001.
[13] C. O. Horgan and G. Saccomandi, Pure azimuthal shear of isotropic, incompressible hyperelastic materials with limiting chain extensibility, Internat. J. Nonlinear Mechanics, 36 (2001), pp. 465-475.
[14] Q. Jiang and M. F. Beatty, On compressible materials capable of sustaining axisymmetric shear deformations. I. Anti-plane shear of isotropic hyperelastic materials, J. Elasticity, 39 (1995), pp. 75-95.
[15] E. Kirkinis and R. W. Ogden, On helical shear of a compressible elastic circular cylindrical tube, Quart. J. Mech. Appl. Math., 56 (2003), pp. 105-122.
[16] J. K. Knowles, On finite anti-plane shear for incompressible elastic materials, J. Austral. Math. Soc. Ser. B, 19 (1975/76), pp. 400-415.
[17] J. K. Knowles, A note on anti-plane shear for compressible materials in finite elastostatics, J. Austral. Math. Soc. Ser. B, 20 (1977/78), pp. 1-7.
[18] D. Polignone and C. O. Horgan, Pure torsion of compressible nonlinearly elastic circular cylinders, Quart. Appl. Math., 49 (1991), pp. 591-607.
[19] D. Polignone and C. O. Horgan, Axisymmetric finite anti-plane shear of compressible nonlinearly elastic circular tubes, Quart. Appl. Math., 50 (1992), pp. 323-341.
[20] D. Polignone and C. O. Horgan, Pure azimuthal shear of compressible nonlinearly elastic circular tubes, Quart. Appl. Math., 52 (1994), pp. 113-131.
[21] D. Polignone Warne and P. G. Warne, Plane deformations in incompressible nonlinear elasticity, J. Elasticity, 52 (1999), pp. 129-158.
[22] L. Tao, K. R. Rajagopal, and A. S. Wineman, Circular shearing and torsion of generalized neo-Hookean materials, IMA J. Appl. Math., 48 (1992), pp. 23-37.
[23] H. Tsai and X. Fan, Anti-plane shear deformations in compressible transversely isotropic materials, J. Elasticity, 54 (1999), pp. 73-88.

# MODELING OF WAVE RESONANCES IN LOW-CONTRAST PHOTONIC CRYSTALS* 

DMITRI AGUEEV ${ }^{\dagger}$ AND DMITRY PELINOVSKY ${ }^{\dagger}$


#### Abstract

Coupled-mode equations are derived from Maxwell equations for modeling of lowcontrast cubic-lattice photonic crystals in three spatial dimensions. Coupled-mode equations describe resonantly interacting Bloch waves in stop bands of the photonic crystal. We study the linear boundary-value problem for stationary transmission of four counter-propagating and two oblique waves on the plane. Well-posedness of the boundary-value problem is proved by using the method of separation of variables and generalized Fourier series. For applications in photonic optics, we compute integral invariants for transmission, reflection, and diffraction of resonant waves.
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1. Introduction. Photonic band-gap crystals are periodic optical materials, the spectrum of which consists of bands separated by band gaps [13]. Linear periodic properties of the isotropic photonic crystals are modeled with the Maxwell equations

$$
\begin{equation*}
\nabla^{2} \mathbf{E}-\frac{n^{2}}{c^{2}} \frac{\partial^{2} \mathbf{E}}{\partial t^{2}}=\nabla(\nabla \cdot \mathbf{E}), \quad \nabla \cdot\left(n^{2} \mathbf{E}\right)=0 \tag{1.1}
\end{equation*}
$$

where $n=n(\mathbf{x})$ is the periodic refractive index, $\mathbf{E}=\left(E_{x}, E_{y}, E_{z}\right)$ is the electric field vector, $\mathbf{x}=(x, y, z)$ is the physical space, $t$ is the time variable, $\nabla=\left(\partial_{x}, \partial_{y}, \partial_{z}\right)$ is the gradient vector, and $c$ is the speed of light. Components of the magnetic field vector are eliminated from the Maxwell equations (1.1) [13].

The Maxwell equations (1.1) in one dimension can be simplified for a linearly polarized light, such that $\mathbf{E}=(E, 0,0)$, where $E=E(z, t)$ and $n=n(z)$. The scalar component $E(z, t)$ solves the wave equation with the periodic speed variations

$$
\begin{equation*}
\frac{\partial^{2} E}{\partial z^{2}}-\frac{n^{2}(z)}{c^{2}} \frac{\partial^{2} E}{\partial t^{2}}=0 . \tag{1.2}
\end{equation*}
$$

If the refractive index $n(z)$ is a periodic function with period $z_{0}$, the linear spectrum of the wave equation (1.2) reduces to the Mathieu equation for $E(z, t)=\psi(z) e^{-i \omega t}$, where $\omega$ is the eigenvalue and $\psi(z)$ is the eigenfunction of the spectral problem

$$
\begin{equation*}
\psi^{\prime \prime}+\frac{\omega^{2}}{c^{2}} n^{2}(z) \psi=0 \tag{1.3}
\end{equation*}
$$

According to the Floquet theory [12], solutions of the Mathieu equation (1.3) take the form $\psi(z)=\Psi(z) e^{i k(\omega) z}$, where $\Psi\left(z+z_{0}\right)=\Psi(z)$ and $k=k(\omega)$ is the propagation constant. For a general class of periodic potentials $n^{2}(z)$, there exist infinitely many

[^60]intervals of $\omega$, called band gaps, where the propagation constant $k(\omega)$ is purely imaginary and the Bloch function $\psi(z)$ is unbounded in $z$. The band gaps are supported by the low-contrast photonic crystal with the refractive index $n(z)=n_{0}+\epsilon n_{1}(z)$, where $n_{0}$ is constant and $\epsilon$ is small parameter.

The linear Maxwell equations (1.1) in two and three dimensions can also be reduced to a spectral problem for $\mathbf{E}(\mathbf{x}, t)=\boldsymbol{\psi}(\mathbf{x}) e^{-i \omega t}$, where $\omega$ is the eigenvalue and $\boldsymbol{\psi}(\mathbf{x})$ is the eigenvector. When $n(\mathbf{x})$ is a periodic function in $x, y, z$ with periods $x_{0}$, $y_{0}, z_{0}$, respectively, the eigenvector $\boldsymbol{\psi}(\mathbf{x})$ satisfies the Floquet theorem [12] and has the form of the Bloch wave: $\boldsymbol{\psi}(\mathbf{x})=\boldsymbol{\Psi}(\mathbf{x}) e^{i\left(k_{x} x+k_{y} y+k_{z} z\right)}$, where $\boldsymbol{\Psi}(\mathbf{x})$ is periodic in $x, y$, and $z$ with periods $x_{0}, y_{0}$, and $z_{0}$, and $\omega=\omega\left(k_{x}, k_{y}, k_{z}\right)$. No band gaps exist in the linear spectrum for low-contrast photonic crystals. As a result, the bounded Bloch functions $\boldsymbol{\psi}(\mathbf{x})$ may exist for any value of $\omega \in \mathbb{R}$. High-contrast photonic crystals may, however, exhibit band gaps for some configurations of the refractive index $n(\mathbf{x})$ [13].

Modeling of time-dependent responses of photonic crystals in three spatial dimensions can be computationally difficult in the framework of the Maxwell equations, especially if the nonlinear and nonlocal dispersive terms are taken into account. A more efficient method is based on reduction of Maxwell equations (1.1) to the coupledmode equations [23]. For instance, shock wave singularities may occur in the nonlinear Maxwell equations but they do not occur in the nonlinear coupled-mode equations [8]. Coupled-mode equations are typically derived in the first band gap of the Bragg resonance between two counter-propagating waves in one spatial dimension [20, 21]. More complicated coupled-mode equations are considered for three-dimensional nonlinear photonic crystals $[1,2,3,6]$. Recent reviews [4, 5] also include classification of different resonances of Bloch waves in photonic crystals with quadratic nonlinearities.

In this paper, we classify wave resonances and coupled-mode equations for lowcontrast cubic-lattice photonic crystals in three spatial dimensions. Since low-contrast crystals do not support band gaps beyond one dimension [12, 13], resonances are considered in stop bands of the linear spectrum [10]. Stop bands occur between resonant counter-propagating waves, which could be coupled resonantly with other oblique Bloch waves. The number of resonant Bloch waves depends on the geometric configuration of the incident wave with respect to the cubic lattice. When the Maxwell equations are truncated with the perturbation series expansions, coupled-mode equations for the lowest-order Bragg resonances are derived and studied in bounded domains, subject to the radiation boundary conditions. The radiation boundary conditions describe transmission of the incident Bloch waves which generate resonantly reflected and diffracted Bloch waves in the photonic crystals.

We study here the linear coupled-mode equations for four counter-propagating and two oblique Bloch waves on the plane. It is not a priori clear why the stationary boundary-value problem with radiation boundary conditions is well posed, since it is specified by non-self-adjoint operators on the bounded domains. We prove, however, the well-posedness of the linear stationary problem by using separation of variables and generalized Fourier series [24]. Eigenfunction expansions and convergence of generalized Fourier series follow from the general theory [7]. As a result, we construct explicit analytical expressions for stationary transmission, reflection, and diffraction of resonant Bloch waves, which are used in modeling of the low-contrast photonic crystals.

Other applications of optical photonic structures include nonlinear phenomena, such as bistable stationary transmission and gap soliton propagation [6, 14, 15, 22]. Very little is known about the persistence of such phenomena in two and three spatial
dimensions, especially given that no band gap exists in low-contrast three-dimensional photonic structures. The coupled-mode equations can be generalized to include the weakly nonlinear (cubic) terms and to extend the time-dependent problems to the nonlinear coupled-mode equations [18, 19]. Well-posedness of the nonlinear stationary problems is beyond the scope of this manuscript, which only presents solutions of the linear stationary problems. Nevertheless, linear analysis opens the road to nonlinear analysis of the corresponding boundary-value problems.

The paper is organized as follows. Classification of resonances in low-contrast cubic-lattice crystals is given in section 2. Derivation of coupled-mode equations for lowest-order resonances is described in section 3. The linear stationary boundaryvalue problems for four counter-propagating and two oblique resonant Bloch waves are analyzed in section 4. Section 5 concludes the paper. Appendix A gives derivation and explicit forms of the nonlinear coupled-mode equations with cubic (Kerr) nonlinearities.
2. Classification of resonances. When the optical material is homogeneous, such that $n(\mathbf{x})=n_{0}$ is constant, the linear spectrum of the Maxwell equations (1.1) is defined by the free transverse waves,

$$
\begin{equation*}
\mathbf{E}(\mathbf{x}, t)=\mathbf{e}_{\mathbf{k}} e^{i(\mathbf{k} \cdot \mathbf{x}-\omega t)} \tag{2.1}
\end{equation*}
$$

where $\mathbf{e}_{\mathbf{k}}$ is the polarization vector, $\mathbf{k}=\left(k_{x}, k_{y}, k_{z}\right)$ is the wave vector, and $\omega=\omega(\mathbf{k})$ is the wave frequency. It follows from system (1.1) that

$$
\begin{equation*}
\mathbf{k} \cdot \mathbf{e}_{\mathbf{k}}=0, \quad \omega^{2}=\frac{c^{2}}{n_{0}^{2}}\left(k_{x}^{2}+k_{y}^{2}+k_{z}^{2}\right) \tag{2.2}
\end{equation*}
$$

For each wave vector $\mathbf{k}$ there exist two independent polarizations $\mathbf{e}_{\mathbf{k}}^{(1)}$ and $\mathbf{e}_{\mathbf{k}}^{(2)}$ such that $\mathbf{e}_{\mathbf{k}}^{(1)} \cdot \mathbf{e}_{\mathbf{k}}^{(2)}=0$. This degeneracy in the polarization vector is neglected here by the assumption that the incident wave is linearly polarized.

When the optical material is periodic such that $n\left(\mathbf{x}+\mathbf{x}_{0}\right)=n\left(\mathbf{x}_{0}\right)$, the linear spectrum of the Maxwell equations (1.1) is defined by the Bloch waves:

$$
\begin{equation*}
\mathbf{E}(\mathbf{x}, t)=\mathbf{\Psi}(\mathbf{x}) e^{i(\mathbf{k} \cdot \mathbf{x}-\omega t)} \tag{2.3}
\end{equation*}
$$

where $\boldsymbol{\Psi}\left(\mathbf{x}+\mathbf{x}_{0}\right)=\mathbf{\Psi}(\mathbf{x})$ is the periodic envelope, $\mathbf{k}=\left(k_{x}, k_{y}, k_{z}\right)$ is the wave vector, and $\omega=\omega(\mathbf{k})$ is the wave frequency. Existence of the Bloch waves (2.3) for the Maxwell equations (1.1) is proved in [12]. The geometric configuration of the photonic crystal is defined by the fundamental (linearly independent) lattice vectors $\mathbf{x}_{1,2,3}$ and fundamental reciprocal lattice vectors $\mathbf{k}_{1,2,3}$ such that $\mathbf{k}_{i} \cdot \mathbf{x}_{j}=2 \pi \delta_{i, j}$, where $1 \leq i$, $j \leq 3$ (see [10]). Therefore, the linear refractive index $n(\mathbf{x})$ can be expanded into a triple Fourier series:

$$
\begin{equation*}
n(\mathbf{x})=n_{0} \sum_{(n, m, l) \in \mathbb{Z}^{3}} \alpha_{n, m, l} e^{i\left(n \mathbf{k}_{1}+m \mathbf{k}_{2}+l \mathbf{k}_{3}\right) \cdot \mathbf{x}} \tag{2.4}
\end{equation*}
$$

where the factor $n_{0}$ is included for convenience. If $n_{0}$ is the mean value of $n(\mathbf{x})$, then $\alpha_{0,0,0}=1$. Let the wave vector $\mathbf{k}$ in the incident Bloch wave (2.3) be chosen as $\mathbf{k}=\mathbf{k}_{\mathrm{in}}$. The incident wave vector $\mathbf{k}_{\mathrm{in}}$ is expanded in terms of the lattice vectors:

$$
\begin{equation*}
\mathbf{k}_{\mathrm{in}}=\frac{1}{2}\left(p \mathbf{k}_{1}+q \mathbf{k}_{2}+r \mathbf{k}_{3}\right) \tag{2.5}
\end{equation*}
$$

where $(p, q, r) \in \mathbb{R}^{3}$ are parameters. The Bloch wave (2.3) is represented by triple Fourier series for $\mathbf{\Psi}(\mathbf{x})$, such that $\mathbf{E}(\mathbf{x}, t)$ consists of an infinite superposition of free transverse waves with the wave vectors $\mathbf{k}_{\text {out }}^{(n, m, l)}$ :

$$
\begin{equation*}
\mathbf{k}_{\mathrm{out}}^{(n, m, l)}=\mathbf{k}_{\mathrm{in}}+n \mathbf{k}_{1}+m \mathbf{k}_{2}+l \mathbf{k}_{3}, \quad(n, m, l) \in \mathbb{Z}^{3} \tag{2.6}
\end{equation*}
$$

The wave vector $\mathbf{k}_{\text {out }}^{(n, m, l)}$ with a nonempty triple $(n, m, l)$ is said to be resonant with the wave vector $\mathbf{k}_{\text {in }}$ if $\left|\mathbf{k}_{\text {out }}^{(n, m, l)}\right|=\left|\mathbf{k}_{\text {in }}\right|$ such that $\left|\omega\left(\mathbf{k}_{\text {out }}^{(n, m, l)}\right)\right|=\left|\omega\left(\mathbf{k}_{\text {in }}\right)\right|$.

We consider here a simple cubic crystal, where the fundamental lattice vectors and reciprocal lattice vectors are all orthogonal [10]:

$$
\begin{equation*}
\mathbf{x}_{1,2,3}=a \mathbf{e}_{1,2,3}, \quad \mathbf{k}_{1,2,3}=k_{0} \mathbf{e}_{1,2,3}, \quad k_{0}=\frac{2 \pi}{a} \tag{2.7}
\end{equation*}
$$

where $\mathbf{e}_{1,2,3}$ are unit vectors in $\mathbb{R}^{3}$. The coordinate axes $(x, y, z)$ are oriented along the axes of the simple cubic crystal, while the incident wave vector $\mathbf{k}_{\text {in }}$ is directed according to the spherical angles $(\theta, \varphi)$ as follows:

$$
\begin{equation*}
\mathbf{k}_{\mathrm{in}}=k(\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta), \quad k \in \mathbb{R}, 0 \leq \theta \leq \pi, 0 \leq \varphi \leq 2 \pi \tag{2.8}
\end{equation*}
$$

where $k=\left|\mathbf{k}_{\text {in }}\right|$. When $\theta=0$, the wave vector $\mathbf{k}_{\text {in }}$ is perpendicular to the $(x, y)$ crystal plane. For the simple cubic crystal, the set of resonant Bloch waves is given by the set of triples

$$
\begin{equation*}
\mathcal{S}=\left\{(n, m, l) \in \mathbb{Z}^{3}: n(n+p)+m(m+q)+l(l+r)=0\right\}, \tag{2.9}
\end{equation*}
$$

where

$$
\begin{equation*}
p=\frac{2 k}{k_{0}} \sin \theta \cos \varphi, \quad q=\frac{2 k}{k_{0}} \sin \theta \sin \varphi, \quad r=\frac{2 k}{k_{0}} \cos \theta . \tag{2.10}
\end{equation*}
$$

The set $\mathcal{S}$ always has a zero solution: $(n, m, l)=(0,0,0)$. When $(p, q, r) \in \mathbb{Z}^{3}$ and $|p|+|q|+|r| \neq 0$, the set $\mathcal{S}$ has at least one nonzero solution: $(n, m, l)=(-p,-q,-r)$. The set $\mathcal{S}$ is also bounded, since $(n, m, l)$ are integer solutions inside the sphere:

$$
\begin{equation*}
\left(n+\frac{p}{2}\right)^{2}+\left(m+\frac{q}{2}\right)^{2}+\left(l+\frac{r}{2}\right)^{2}=\left(\frac{k}{k_{0}}\right)^{2}<\infty \tag{2.11}
\end{equation*}
$$

When $(p, q, r) \in \mathbb{Z}^{3}$, resonant triples $(n, m, l)$ can all be classified analytically. However, when $(p, q, r) \notin \mathbb{Z}^{3}$, additional resonant triples may also exist. In solid state physics [10], a geometric solution for the resonant triples ( $n, m, l$ ) is constructed from the condition that the vector $\mathbf{G}^{(n, m, l)}=\mathbf{k}_{\text {out }}^{(n, m, l)}-\mathbf{k}_{\text {in }}$ lies on the edge of sectors of the reciprocal lattice. Here we review particular resonant sets $\mathcal{S}$ for integer and noninteger values of $(p, q, r)$.
2.1. A family of one-dimensional resonances. The one-dimensional Bragg resonance occurs when the incident wave is coupled with the counter-propagating reflected wave such that the set $\mathcal{S}$ has at least one nonzero solution: $(n, m, l)=$ $(0,0,-r)$, where $r \in \mathbb{Z}_{+}$. The values of $p$ and $q$ are not defined for the Bragg resonance when $n=m=0$. As a result, spherical angles $\theta$ and $\varphi$ in the parametrization (2.8) are arbitrary, while the wave number $k$ satisfies the Bragg resonance condition [10]:

$$
\begin{equation*}
r k_{0}=2 k \cos \theta \tag{2.12}
\end{equation*}
$$

such that $r \lambda=2 a \cos \theta$, where $\lambda$ is the wavelength. The one-dimensional Bragg resonance is generalized in three dimensions for $p=q=0$ and $r \in \mathbb{Z}_{+}$, when the geometric configuration for the Bragg resonance (2.12) is fixed at the specific value $\theta=0$, and

$$
\begin{equation*}
\mathbf{k}_{\mathrm{in}}=\frac{\pi}{a}(0,0, r), \quad \mathbf{k}_{\mathrm{out}}^{(0,0,-r)}=\frac{\pi}{a}(0,0,-r) \tag{2.13}
\end{equation*}
$$

The incident wave is directed to the $z$-axis of the cubic lattice crystal, and the wavelength is $\lambda=2 a / r$. The family of Bragg resonances with $p=q=0$ and $r \in \mathbb{Z}_{+}$ may include not only the two counter-propagating waves (2.13) but also other Bloch waves in three-dimensional photonic crystals. The lowest-order resonant sets $\mathcal{S}$ for $p=q=0$ and $r \in \mathbb{Z}_{+}$are listed below:

$$
\begin{aligned}
r=1: \mathcal{S}= & \{(0,0,0),(0,0,-1)\} \\
r=2: \mathcal{S}= & \{(0,0,0),(1,0,-1),(-1,0,-1),(0,1,-1),(0,-1,-1),(0,0,-2)\} \\
r=3: \mathcal{S}= & \{(0,0,0),(1,1,-1),(-1,1,-1),(1,-1,-1),(-1,-1,-1) \\
& (1,1,-2),(-1,1,-2),(1,-1,-2),(-1,-1,-2),(0,0,-3)\}
\end{aligned}
$$

The dimension of $\mathcal{S}$ depends on the total number of all possible integer solutions for $(n, m, l)$. The sets $\mathcal{S}$ for higher-order resonances with $r \in \mathbb{Z}_{+}$can be found algorithmically, with symbolic computing software.
2.2. A family of two-dimensional resonances. Two-dimensional Bragg resonances occur when the incident wave vector $\mathbf{k}_{\text {in }}$ is resonant to the counter-propagating reflected wave vector $\mathbf{k}_{\text {out }}^{(-p,-q, 0)}$, as well as to two other diffracted wave vectors $\mathbf{k}_{\text {out }}^{(0,-q, 0)}$ and $\mathbf{k}_{\text {out }}^{(-p, 0,0)}$, where $(p, q) \in \mathbb{Z}_{+}^{2}$. The value of $r$ is not defined for the two-dimensional resonance, such that the angle $\theta$ in the parametrization (2.8) is arbitrary, while $k$ and $\varphi$ satisfy the resonance conditions

$$
\begin{equation*}
\varphi=\arctan \left(\frac{q}{p}\right), \quad \sqrt{p^{2}+q^{2}} k_{0}=2 k \sin \theta \tag{2.14}
\end{equation*}
$$

The two-dimensional Bragg resonances are generalized in three dimensions for $(p, q) \in$ $\mathbb{Z}_{+}^{2}$ and $r=0$, when the geometric configuration for the Bragg resonance (2.14) is fixed at the specific value $\theta=\frac{\pi}{2}$, and

$$
\begin{align*}
\mathbf{k}_{\text {in }} & =\frac{\pi}{a}(p, q, 0), & \mathbf{k}_{\text {out }}^{(-p,-q, 0)} & =\frac{\pi}{a}(-p,-q, 0), \\
\mathbf{k}_{\mathrm{out}}^{(0,-q, 0)} & =\frac{\pi}{a}(p,-q, 0), & \mathbf{k}_{\text {out }}^{(-p, 0,0)} & =\frac{\pi}{a}(-p, q, 0) . \tag{2.15}
\end{align*}
$$

The incident wave $\mathbf{k}_{\text {in }}$ is directed along the diagonal of the $(p x, q y)$-cell of the cubic lattice crystal, and the wavelength is $\lambda=2 a / \sqrt{p^{2}+q^{2}}$.

The families of Bragg resonances with $(p, q) \in \mathbb{Z}_{+}^{2}$ and $r=0$ may include not only the four resonant waves (2.15) but also other Bloch waves in three-dimensional photonic crystals. The lowest-order resonant sets $\mathcal{S}$ for $(p, q) \in \mathbb{Z}_{+}^{2}$ and $r=0$ are listed below:

$$
\begin{aligned}
p=1, q=1: \mathcal{S}= & \{(0,0,0),(-1,0,0),(0,-1,0),(-1,-1,0)\} \\
p=2, q=1: \mathcal{S}= & \{(0,0,0),(0,-1,0),(-1,0,1),(-1,0,-1),(-1,-1,1),(-1,-1,-1) \\
& (-2,0,0),(-2,-1,0)\}
\end{aligned}
$$

$$
\begin{aligned}
p=2, q=2: \mathcal{S}=\{ & (0,0,0),(0,-1,1),(0,-1,-1),(0,-2,0),(-1,0,1),(-1,0,-1) \\
& (-1,-2,1),(-1,-2,-1),(-2,0,0),(-2,-1,1),(-2,-1,-1) \\
& (-2,-2,0)\}
\end{aligned}
$$

2.3. Two-dimensional resonances of oblique waves. The resonant set $\mathcal{S}$ can be nonempty for $(p, q, r) \notin \mathbb{Z}^{3}$, which correspond to oblique Bloch waves. For instance, two oblique waves can be resonant on the $(x, y)$-plane if

$$
\begin{equation*}
\mathbf{k}_{\mathrm{in}}=\frac{\pi}{a}(p, q, 0), \quad \mathbf{k}_{\mathrm{out}}^{(n, m, 0)}=\frac{\pi}{a}(p+2 n, q+2 m, 0) \tag{2.16}
\end{equation*}
$$

where $(n, m) \in \mathbb{Z}^{2}$ are arbitrary and $(p, q) \in \mathbb{R}^{2}$ are taken on the straight line:

$$
\begin{equation*}
n p+m q=-\left(n^{2}+m^{2}\right) \tag{2.17}
\end{equation*}
$$

Similarly, three oblique waves can be resonant on the $(x, y)$-plane if

$$
\begin{align*}
\mathbf{k}_{\mathrm{in}} & =\frac{\pi}{a}(p, q, 0) \\
\mathbf{k}_{\mathrm{out}}^{\left(n_{1}, m_{1}, 0\right)} & =\frac{\pi}{a}\left(p+2 n_{1}, q+2 m_{1}, 0\right) \\
\mathbf{k}_{\mathrm{out}}^{\left(n_{2}, m_{2}, 0\right)} & =\frac{\pi}{a}\left(p+2 n_{2}, q+2 m_{2}, 0\right) \tag{2.18}
\end{align*}
$$

where $\left(n_{1}, m_{1}\right) \in \mathbb{Z}^{2}$ and $\left(n_{2}, m_{2}\right) \in \mathbb{Z}^{2}$ are arbitrary subject to the constraint $m_{1} n_{2} \neq$ $m_{2} n_{1}$, while $(p, q)$ take rational values

$$
\begin{equation*}
p=\frac{m_{1}\left(n_{2}^{2}+m_{2}^{2}\right)-m_{2}\left(n_{1}^{2}+m_{1}^{2}\right)}{m_{2} n_{1}-m_{1} n_{2}}, \quad q=\frac{n_{1}\left(n_{2}^{2}+m_{2}^{2}\right)-n_{2}\left(n_{1}^{2}+m_{1}^{2}\right)}{n_{2} m_{1}-n_{1} m_{2}} \tag{2.19}
\end{equation*}
$$

In the general case, two oblique waves (2.16) or three oblique waves (2.18) may have resonances with other Bloch waves in three-dimensional photonic crystals.
2.4. A family of three-dimensional resonances. When $(p, q, r) \in \mathbb{Z}_{+}^{3}$, the resonant sets $\mathcal{S}$ include eight coupled waves for fully three-dimensional Bragg resonance:

$$
\begin{array}{cl}
\mathbf{k}_{\text {in }}=\frac{\pi}{a}(p, q, r), & \mathbf{k}_{\text {out }}^{(-p,-q,-r)}=\frac{\pi}{a}(-p,-q,-r), \\
\mathbf{k}_{\text {out }}^{(-p, 0,0)}=\frac{\pi}{a}(-p, q, r), & \mathbf{k}_{\text {out }}^{(0,-q, 0)}=\frac{\pi}{a}(p,-q, r), \\
\mathbf{k}_{\text {out }}^{(0,0,-r)}=\frac{\pi}{a}(p, q,-r), & \mathbf{k}_{\text {out }}^{(-p,-q, 0)}=\frac{\pi}{a}(-p,-q, r), \\
\mathbf{k}_{\text {out }}^{(-p, 0,-r)}=\frac{\pi}{a}(-p, q,-r), & \mathbf{k}_{\text {out }}^{(0,-q,-r)}=\frac{\pi}{a}(p,-q,-r) . \tag{2.20}
\end{array}
$$

The resonance condition for the three-dimensional Bragg resonance takes the form

$$
\begin{equation*}
\varphi=\arctan \left(\frac{q}{p}\right), \quad \theta=\arctan \left(\frac{\sqrt{p^{2}+q^{2}}}{r}\right), \quad \sqrt{p^{2}+q^{2}+r^{2}} k_{0}=2 k \tag{2.21}
\end{equation*}
$$

The incident wave $\mathbf{k}_{\text {in }}$ is directed along the diagonal of the ( $p x, q y, r z$ )-cell of the cubic lattice crystal, and the wavelength is $\lambda=2 a / \sqrt{p^{2}+q^{2}+r^{2}}$. The eight waves (2.20) can be coupled with some other resonant waves such that $\operatorname{dim}(\mathcal{S}) \geq 8$ for $(p, q, r) \in \mathbb{Z}_{+}^{3}$. For instance, $\operatorname{dim}(\mathcal{S})=8$ for $(p, q, r)=(1,1,1)$ and $(p, q, r)=(2,1,1)$, but $\operatorname{dim}(\mathcal{S})=10$ for $(p, q, r)=(2,2,1)$ and $\operatorname{dim}(\mathcal{S})=16$ for $(p, q, r)=(3,2,1)$.
3. Derivation of coupled-mode equations. The dispersion surface $\omega=\omega(\mathbf{k})$ for the Bloch waves (2.3) in the periodic photonic crystal is defined by the profile of the refractive index $n(\mathbf{x})$. We shall consider the asymptotic approximation of the dispersion surface $\omega=\omega(\mathbf{k})$ in the limit when the photonic crystal is low-contrast, such that the refractive index $n(\mathbf{x})$ is given by

$$
\begin{equation*}
n(\mathbf{x})=n_{0}+\epsilon n_{1}(\mathbf{x}) \tag{3.1}
\end{equation*}
$$

where $n_{0}$ is a constant and $\epsilon$ is small parameter. It is proved in [12] that the Bloch waves (2.3) are smooth functions of $\epsilon$, such that the asymptotic solution of the Maxwell equations (1.1) as $\epsilon \rightarrow 0$ takes the form of the perturbation series expansions:

$$
\begin{equation*}
\mathbf{E}(\mathbf{x}, t)=\mathbf{E}_{0}(\mathbf{x}, t)+\epsilon \mathbf{E}_{1}(\mathbf{x}, t)+\mathrm{O}\left(\epsilon^{2}\right) \tag{3.2}
\end{equation*}
$$

The leading-order term $\mathbf{E}_{0}(\mathbf{x}, t)$ consists of free transverse waves (2.1) with wave vectors $\mathbf{k}_{\text {out }}^{(n, m, l)}$, given by (2.6), such that the asymptotic form (3.2) represents the Bloch wave (2.3) as $\epsilon \neq 0$.

Coupled-mode equations are derived by separating resonant free waves from nonresonant free waves in the Bloch wave (2.3), where the resonant set $\mathcal{S}$ with $N=\operatorname{dim}(\mathcal{S})<\infty$ is defined by (2.9). Let $\mathbf{E}_{0}(\mathbf{x}, t)$ be a linear superposition of $N$ resonant waves with wave vectors $\mathbf{k}_{j}$ at the same frequency $\omega$ :

$$
\begin{equation*}
\mathbf{E}_{0}(\mathbf{x}, t)=\sum_{j=1}^{N} A_{j}(\mathbf{X}, T) \mathbf{e}_{\mathbf{k}_{j}} e^{i\left(\mathbf{k}_{j} \mathbf{x}-\omega t\right)}, \quad \mathbf{X}=\frac{\epsilon \mathbf{x}}{k}, T=\frac{\epsilon t}{\omega} \tag{3.3}
\end{equation*}
$$

where $\omega$ and $\mathbf{k}_{j}$ are related by the same dispersion equation $(2.2), A_{j}(\mathbf{X}, T)$ is the envelope amplitude of the $j$ th resonant wave (2.1), and $(\mathbf{X}, T)$ are slow variables. The slow variables represent a deformation of the dispersion surface $\omega=\omega\left(\mathbf{k}_{j}\right)$ due to the low-contrast periodic photonic crystal. The degeneracy in the polarization vector is neglected by the assumption that the incident wave is linearly polarized with the polarization vector $\mathbf{e}_{\text {in }}=\mathbf{e}_{\mathbf{k}_{\text {in }}}$. The triple Fourier series (2.4) for the cubic-lattice crystal (2.7) is simplified as follows:

$$
\begin{equation*}
n_{1}(\mathbf{x})=n_{0} \sum_{(n, m, l) \in \mathbb{Z}^{3}} \alpha_{n, m, l} e^{i k_{0}(n x+m y+l z)} \tag{3.4}
\end{equation*}
$$

where $\alpha_{0,0,0}=0$. The Fourier coefficients $\alpha_{n, m, l}$ satisfy the constraints

$$
\begin{equation*}
\alpha_{n, m, l}=\bar{\alpha}_{-n,-m,-l}, \tag{3.5}
\end{equation*}
$$

due to the reality of $n_{1}(\mathbf{x})$;

$$
\begin{equation*}
\alpha_{n, m, l}=\alpha_{m, n, l}=\alpha_{n, l, m}=\alpha_{l, m, n} \tag{3.6}
\end{equation*}
$$

due to the crystal isotropy in the directions of $x, y, z$-axes; and

$$
\begin{equation*}
\alpha_{-n, m, l}=\alpha_{n, m, l}, \quad \alpha_{n,-m, l}=\alpha_{n, m, l}, \quad \alpha_{n, m,-l}=\alpha_{n, m, l} \tag{3.7}
\end{equation*}
$$

due to the crystal symmetry with respect to the origin $(0,0,0)$. (The latter property can be achieved by a simple shift of $(x, y, z)$.) It follows from constraints (3.5) and (3.7) that all coefficients $\alpha_{n, m, l}$ for $(n, m, l) \in \mathbb{Z}^{3}$ are real-valued.

It follows from (1.1), (3.1), and (3.2) that the first-order correction term $\mathbf{E}_{1}(\mathbf{x}, t)$ solves the nonhomogeneous linear problem

$$
\begin{align*}
\nabla^{2} \mathbf{E}_{1}-\frac{n_{0}^{2}}{c^{2}} \frac{\partial^{2} \mathbf{E}_{1}}{\partial t^{2}}=2 & \frac{n_{0}^{2} \omega}{c^{2}} \frac{\partial^{2} \mathbf{E}_{0}}{\partial T \partial t}-2 k\left(\nabla \cdot \nabla_{X}\right) \mathbf{E}_{0} \\
& +\frac{2 n_{0} n_{1}(\mathbf{x})}{c^{2}} \frac{\partial^{2} \mathbf{E}_{0}}{\partial t^{2}}+\frac{2}{n_{0}} \nabla\left(\nabla n_{1} \cdot \mathbf{E}_{0}\right) \tag{3.8}
\end{align*}
$$

where $\nabla_{X}=\left(\partial_{X}, \partial_{Y}, \partial_{Z}\right)$ and the second equation of (1.1) has been used. The righthand side of the nonhomogeneous equation (3.8) has resonant terms, which are parallel to the free-wave resonant solutions of the homogeneous problem. The resonant terms lead to the secular growth of $\mathbf{E}_{1}(\mathbf{x}, t)$ in $t$ unless they are identically zero. The latter conditions define the coupled-mode equations for amplitudes $A_{j}(\mathbf{X}, T), j=1, \ldots, N$, in the general form

$$
\begin{equation*}
i\left(\frac{\partial A_{j}}{\partial T}+\left(\frac{\mathbf{k}_{j}}{k} \cdot \nabla_{X}\right) A_{j}\right)+\sum_{k \neq j} \hat{\alpha}_{j, k} A_{k}=0, \quad j=1, \ldots, N \tag{3.9}
\end{equation*}
$$

where the elements $\left\{\hat{\alpha}_{j, k}\right\}_{1 \leq j, k \leq N}$ are related to the Fourier coefficients of the resonant waves $\left\{\alpha_{n, m, l}\right\}_{(n, m, l) \in \mathcal{S}}$. The explicit forms of the coupled-mode equations (3.9) are given for two and four counter-propagating and two oblique resonant Bloch waves.
3.1. Coupled-mode equations for two counter-propagating waves. The lowest-order Bragg resonance for two counter-propagating waves (2.13) occurs for $r=1$, when

$$
\begin{equation*}
\mathbf{k}_{1}=\frac{\pi}{a}(0,0,1), \quad \mathbf{k}_{2}=\frac{\pi}{a}(0,0,-1) \tag{3.10}
\end{equation*}
$$

Let $A_{1}=A_{+}(Z, T)$ and $A_{2}=A_{-}(Z, T)$ be the amplitudes of the right (forward) and left (backward) propagating waves, respectively. The envelope amplitudes are not modulated across the ( $X, Y$ )-plane, since the coupled-mode equations for $A_{ \pm}$are essentially one-dimensional. The polarization vectors are chosen in the $x$-direction such that $\mathbf{e}_{\mathbf{k}_{1}}=\mathbf{e}_{\mathbf{k}_{2}}=(1,0,0)$ and $\mathbf{E}_{0}=\left(E_{0, x}(z, Z, T) e^{-i \omega t}, 0,0\right)$. The nonhomogeneous equation (3.8) at the $x$-component of the solution $\mathbf{E}_{1}$ at $e^{-i \omega t}$ takes the form

$$
\begin{align*}
\nabla^{2} E_{1, x}+k^{2} E_{1, x}= & -2 i k^{2} \frac{\partial}{\partial T} E_{0, x}-2 k \frac{\partial^{2}}{\partial Z \partial z} E_{0, x} \\
& -\frac{2 k^{2} n_{1}(\mathbf{x})}{n_{0}} E_{0, x}+\frac{2}{n_{0}} \frac{\partial^{2} n_{1}(\mathbf{x})}{\partial x^{2}} E_{0, x} \tag{3.11}
\end{align*}
$$

By removing the resonant terms at $e^{ \pm i k z}$, the coupled-mode equations for amplitudes $A_{ \pm}(Z, T)$ take the form

$$
\begin{align*}
& i\left(\frac{\partial A_{+}}{\partial T}+\frac{\partial A_{+}}{\partial Z}\right)+\alpha A_{-}=0  \tag{3.12}\\
& i\left(\frac{\partial A_{-}}{\partial T}-\frac{\partial A_{-}}{\partial Z}\right)+\alpha A_{+}=0 \tag{3.13}
\end{align*}
$$

where $\alpha=\alpha_{0,0,1}=\alpha_{0,0,-1}$. The coupled-mode equations (3.12)-(3.13) can be defined on the interval $0 \leq Z \leq L_{z}$ for $T \geq 0$, where the end points at $Z=0$ and $Z=L_{z}$ are the left and right $(x, y)$-planes, which cut a slice of the photonic crystal. The linear system (3.12)-(3.13) is reviewed in [23]. The nonlinear coupled-mode equations are derived in $[6,22]$ and analyzed recently in $[8,14,15]$.
3.2. Coupled-mode equations for four counter-propagating waves. The lowest-order resonance for four counter-propagating waves (2.15) occurs for $p=q=1$, when

$$
\begin{equation*}
\mathbf{k}_{1}=\frac{\pi}{a}(1,1,0), \quad \mathbf{k}_{2}=\frac{\pi}{a}(1,-1,0), \quad \mathbf{k}_{3}=\frac{\pi}{a}(-1,1,0), \quad \mathbf{k}_{4}=\frac{\pi}{a}(-1,-1,0) \tag{3.14}
\end{equation*}
$$

Let $A_{1}=A_{+}(X, Y, T)$ and $A_{4}=A_{-}(X, Y, T)$ be the amplitudes of the counterpropagating waves along the main diagonal of the $(x, y)$ plane, while $A_{2}=B_{+}(X, Y, T)$ and $A_{3}=B_{-}(X, Y, T)$ are the amplitudes of the counter-propagating waves along the antidiagonal of the $(x, y)$-plane. The envelope amplitudes are not modulated in the $Z$-direction, since the coupled-mode equations for $A_{ \pm}$and $B_{ \pm}$are essentially twodimensional. The polarization vectors are chosen in the $z$-direction such that $\mathbf{e}_{\mathbf{k}_{j}}=$ $(0,0,1), 1 \leq j \leq 4$, and $\mathbf{E}_{0}=\left(0,0, E_{0, z}(x, y, X, Y, T) e^{-i \omega t}\right)$. The nonhomogeneous equation (3.8) at the $z$-component of the solution $\mathbf{E}_{1}$ at $e^{-i \omega t}$ takes the form

$$
\begin{align*}
\nabla^{2} E_{1, z}+k^{2} E_{1, z}= & -2 i k^{2} \frac{\partial}{\partial T} E_{0, z}-2 k \frac{\partial^{2}}{\partial X \partial x} E_{0, z}-2 k \frac{\partial^{2}}{\partial Y \partial y} E_{0, z} \\
& -\frac{2 k^{2} n_{1}(\mathbf{x})}{n_{0}} E_{0, z}+\frac{2}{n_{0}} \frac{\partial^{2} n_{1}(\mathbf{x})}{\partial z^{2}} E_{0, z} \tag{3.15}
\end{align*}
$$

By removing the resonant terms at $e^{\frac{i}{\sqrt{2}}( \pm k x \pm k y)}$, the coupled-mode equations for amplitudes $A_{ \pm}(X, Y, T)$ and $B_{ \pm}(X, Y, T)$ take the form

$$
\begin{align*}
& i\left(\frac{\partial A_{+}}{\partial T}+\frac{\partial A_{+}}{\partial X}+\frac{\partial A_{+}}{\partial Y}\right)+\alpha A_{-}+\beta\left(B_{+}+B_{-}\right)=0  \tag{3.16}\\
& i\left(\frac{\partial A_{-}}{\partial T}-\frac{\partial A_{-}}{\partial X}-\frac{\partial A_{-}}{\partial Y}\right)+\alpha A_{+}+\beta\left(B_{+}+B_{-}\right)=0  \tag{3.17}\\
& i\left(\frac{\partial B_{+}}{\partial T}+\frac{\partial B_{+}}{\partial X}-\frac{\partial B_{+}}{\partial Y}\right)+\beta\left(A_{+}+A_{-}\right)+\alpha B_{-}=0  \tag{3.18}\\
& i\left(\frac{\partial B_{-}}{\partial T}-\frac{\partial B_{-}}{\partial X}+\frac{\partial B_{-}}{\partial Y}\right)+\beta\left(A_{+}+A_{-}\right)+\alpha B_{+}=0 \tag{3.19}
\end{align*}
$$

where $\alpha=\alpha_{1,1,0}=\alpha_{-1,-1,0}=\alpha_{1,-1,0}=\alpha_{-1,1,0}$ and $\beta=\alpha_{0,1,0}=\alpha_{1,0,0}=\alpha_{0,-1,0}=$ $\alpha_{-1,0,0}$. The coupled-mode equations (3.16)-(3.19) can be defined in the domain $(X, Y) \in \mathcal{D}$ and $T \geq 0$, where $\mathcal{D}$ is a domain on the $(x, y)$-plane of the photonic crystal. The system has not been previously studied in literature, to the best of our knowledge.
3.3. Coupled-mode equations for two oblique waves. Two oblique resonant waves on the $(x, y)$-plane are defined by the resonant wave vectors (2.16) under the constraint (2.17). Assuming that $\mathbf{e}_{1}=\mathbf{e}_{2}=(0,0,1)$, the Maxwell equations can be reduced to the same form (3.15), where the resonant terms are eliminated at the wave vectors $\mathbf{k}_{1}=\mathbf{k}_{\text {in }}$ and $\mathbf{k}_{2}=\mathbf{k}_{\text {out }}^{(n, m, 0)}$. The coupled-mode equations for amplitudes $A_{1,2}(X, Y, T)$ take the form

$$
\begin{align*}
& i\left(\frac{\partial A_{1}}{\partial T}+\frac{p}{\sqrt{p^{2}+q^{2}}} \frac{\partial A_{1}}{\partial X}+\frac{q}{\sqrt{p^{2}+q^{2}}} \frac{\partial A_{1}}{\partial Y}\right)+\alpha A_{2}=0  \tag{3.20}\\
& i\left(\frac{\partial A_{2}}{\partial T}+\frac{p+2 n}{\sqrt{p^{2}+q^{2}}} \frac{\partial A_{2}}{\partial X}+\frac{q+2 m}{\sqrt{p^{2}+q^{2}}} \frac{\partial A_{2}}{\partial Y}\right)+\alpha A_{1}=0 \tag{3.21}
\end{align*}
$$

where $\alpha=\alpha_{n, m, 0}=\alpha_{-n,-m, 0}$. Coupled-mode equations (3.20)-(3.21) for two oblique waves cannot be reduced to the one-dimensional system (3.12)-(3.13), since the characteristics in the system (3.20)-(3.21) are no longer parallel.

The coupled-mode equations for three oblique resonant waves (2.18) can be derived similarly, subject to the resonance condition (2.19). Three characteristics along the wave vectors $\mathbf{k}_{1}=\mathbf{k}_{\text {in }}, \mathbf{k}_{2}=\mathbf{k}_{\text {out }}^{\left(n_{1}, m_{1}, 0\right)}$, and $\mathbf{k}_{3}=\mathbf{k}_{\text {out }}^{\left(n_{2}, m_{2}, 0\right)}$ belong to the same $(X, Y)$-plane. The stationary transmission problem for the three oblique waves is hence a boundary-value problem on the $(X, Y)$-plane with three (linearly dependent) characteristic coordinates. Oblique interaction of three oblique resonant Bloch waves in a hexagonal crystal was considered numerically in [18].
4. Analysis of stationary transmission. The stationary transmission problem follows from separation of variables in the coupled-mode equations (3.9):

$$
\begin{equation*}
A_{j}(\mathbf{X}, T)=a_{j}(\mathbf{X}) e^{-i \Omega T}, \quad j=1, \ldots, N \tag{4.1}
\end{equation*}
$$

where $\Omega$ is the detuning frequency. When the boundary-value problem for $a_{j}(\mathbf{X})$ is well posed in a bounded domain, analytical solutions for the linear stationary coupledmode equations can be derived by using separation of variables and generalized Fourier series [24]. Exploiting these analytical solutions, integral invariants of the stationary transmission, reflection, and diffraction of the resonant Bloch waves can be computed explicitly. We analyze here the stationary coupled-mode equations for two and four counter-propagating and two oblique resonant Bloch waves.
4.1. Transmission of two counter-propagating waves. After separation of variables (4.1), the linear coupled-mode equations (3.12)-(3.13) reduce to the following ODE system:

$$
\begin{array}{r}
i \frac{d a_{+}}{d Z}+\Omega a_{+}+\alpha a_{-}=0 \\
-i \frac{d a_{-}}{d Z}+\alpha a_{+}+\Omega a_{-}=0 \tag{4.3}
\end{array}
$$

The problem (4.2)-(4.3) is defined on the interval $0 \leq Z \leq L_{Z}$. When the incident wave strikes the photonic crystal from the left, the linear system (4.2)-(4.3) is completed by the boundary conditions

$$
\begin{equation*}
a_{+}(0)=\alpha_{+}, \quad a_{-}\left(L_{Z}\right)=0 \tag{4.4}
\end{equation*}
$$

where $\alpha_{+}$is the given amplitude of the incident wave at the left $(x, y)$-plane of the crystal. The general solution of the ODE system (4.2)-(4.3) is given explicitly as follows:

$$
\begin{equation*}
\binom{a_{+}}{a_{-}}=c_{+}\binom{\alpha}{\Omega+i \kappa} e^{\kappa Z}+c_{-}\binom{\alpha}{\Omega-i \kappa} e^{-\kappa Z} \tag{4.5}
\end{equation*}
$$

where $c_{ \pm} \in \mathbb{C}$ are arbitrary and $\kappa \in \mathbb{C}$ is the root of the determinant equation

$$
\begin{equation*}
\kappa=\sqrt{\alpha^{2}-\Omega^{2}} . \tag{4.6}
\end{equation*}
$$

When $\kappa=i K, K \in \mathbb{R}$, the linear dispersion relation $\Omega=\Omega(K)$ follows from the quadratic equation

$$
\begin{equation*}
\Omega^{2}=\alpha^{2}+K^{2} \tag{4.7}
\end{equation*}
$$

The two branches of the dispersion relation (4.7) correspond to the two counterpropagating resonant waves. Their resonance leads to the photonic stop band, which is located in the interval $|\Omega|<|\alpha|$. Let $\Omega=0$ for simplicity; i.e., the detuning frequency is fixed in the middle of the stop band. The unique solution of the boundary-value problem (4.2)-(4.4) follows from the general solution (4.5):

$$
\begin{equation*}
\binom{a_{+}}{a_{-}}=\frac{\alpha_{+}}{\cosh \alpha L_{Z}}\binom{\cosh \alpha\left(L_{Z}-Z\right)}{-i \sinh \alpha\left(L_{Z}-Z\right)} \tag{4.8}
\end{equation*}
$$

The transmittance $T$ and reflectance $R$ are defined from the other boundary values of the solution (4.8),

$$
\begin{equation*}
T=\left|\frac{a_{+}\left(L_{Z}\right)}{a_{+}(0)}\right|^{2}=\frac{1}{\cosh ^{2} \alpha L_{Z}}, \quad R=\left|\frac{a_{-}(0)}{a_{+}(0)}\right|^{2}=\frac{\sinh ^{2} \alpha L_{Z}}{\cosh ^{2} \alpha L_{Z}} \tag{4.9}
\end{equation*}
$$

such that the balance identity $T+R=1$ is satisfied. The analytical solution (4.8) for the two counter-propagating waves is well known [23] and is reproduced here for comparison with the case of four counter-propagating and two oblique waves on the plane.
4.2. Transmission of four counter-propagating waves. The stationary transmission of four counter-propagating waves in the coupled-mode equations (3.16)(3.19) is studied in the characteristic coordinates $(\xi, \eta)$ :

$$
\begin{equation*}
\xi=\frac{X+Y}{2}, \quad \eta=\frac{X-Y}{2} \tag{4.10}
\end{equation*}
$$

After the separation of variables (4.1), the linear coupled-mode equations (3.16)-(3.19) reduce to the PDE system

$$
\begin{array}{r}
i \frac{\partial a_{+}}{\partial \xi}+\Omega a_{+}+\alpha a_{-}+\beta\left(b_{+}+b_{-}\right)=0 \\
-i \frac{\partial a_{-}}{\partial \xi}+\alpha a_{+}+\Omega a_{-}+\beta\left(b_{+}+b_{-}\right)=0 \\
i \frac{\partial b_{+}}{\partial \eta}+\beta\left(a_{+}+a_{-}\right)+\Omega b_{+}+\alpha b_{-}=0 \\
-i \frac{\partial b_{-}}{\partial \eta}+\beta\left(a_{+}+a_{-}\right)+\alpha b_{+}+\Omega b_{-}=0 \tag{4.14}
\end{array}
$$

The problem (4.11)-(4.14) is defined in a bounded domain on the plane $(\xi, \eta)$. We consider the rectangle

$$
\begin{equation*}
\mathcal{D}=\left\{(\xi, \eta): 0 \leq \xi \leq L_{\xi}, 0 \leq \eta \leq L_{\eta}\right\} \tag{4.15}
\end{equation*}
$$

which corresponds to a rectangle in physical coordinates $(X, Y)$, rotated at $45^{\circ}$ in characteristic coordinates $(\xi, \eta)$. When the incident wave moves along the main diagonal in the $(X, Y)$-plane of the photonic crystal, the linear system (4.11)-(4.14) is completed by the boundary conditions

$$
\begin{equation*}
a_{+}(0, \eta)=\alpha_{+}(\eta), \quad a_{-}\left(L_{\xi}, \eta\right)=0, \quad b_{+}(\xi, 0)=0, \quad b_{-}\left(\xi, L_{\eta}\right)=0 \tag{4.16}
\end{equation*}
$$

where $\alpha_{+}(\eta)$ is the given amplitude of the incident wave at the left boundary of the crystal. The linear dispersion relation $\Omega=\Omega\left(K_{\xi}, K_{\eta}\right)$, where $\left(K_{\xi}, K_{\eta}\right)$ are Fourier
wave numbers, follows from the determinant equation of the linear PDE system (4.11)(4.14).

Lemma 4.1. The linear dispersion relation $\Omega=\Omega\left(K_{\xi}, K_{\eta}\right)$ is defined by the roots of $D\left(\Omega, K_{\xi}, K_{\eta}\right)$, where

$$
\begin{equation*}
D\left(\Omega, K_{\xi}, K_{\eta}\right)=\left(\Omega^{2}-\alpha^{2}-K_{\xi}^{2}\right)\left(\Omega^{2}-\alpha^{2}-K_{\eta}^{2}\right)-4 \beta^{2}(\Omega-\alpha)^{2} \tag{4.17}
\end{equation*}
$$

There exist real-valued roots of $D\left(0, K_{\xi}, K_{\eta}\right)=0$ for $\alpha^{2} \leq 4 \beta^{2}$, while no real-valued roots exist for $\alpha^{2}>4 \beta^{2}$.

Proof. The determinant equation follows from the PDE system (4.11)-(4.14) for the Fourier modes $e^{i\left(K_{\xi} \xi+K_{\eta} \eta\right)}$ in the explicit form

$$
D\left(\Omega, K_{\xi}, K_{\eta}\right)=\left|\begin{array}{cccc}
\Omega-K_{\xi} & \alpha & \beta & \beta  \tag{4.18}\\
\alpha & \Omega+K_{\xi} & \beta & \beta \\
\beta & \beta & \Omega-K_{\eta} & \alpha \\
\beta & \beta & \alpha & \Omega+K_{\eta}
\end{array}\right|
$$

Although the straightforward computations of $D\left(\Omega, K_{\xi}, K_{\eta}\right)$ are involved technically, it is easy to compute that

$$
\begin{equation*}
\frac{\partial D}{\partial \Omega}=2 \Omega\left(\Omega^{2}-\alpha^{2}-K_{\xi}^{2}\right)+2 \Omega\left(\Omega^{2}-\alpha^{2}-K_{\eta}^{2}\right)-8 \beta^{2} \Omega+8 \alpha \beta^{2} \tag{4.19}
\end{equation*}
$$

and

$$
\begin{equation*}
D\left(0, K_{\xi}, K_{\eta}\right)=\left(\alpha^{2}+K_{\xi}^{2}\right)\left(\alpha^{2}+K_{\eta}^{2}\right)-4 \alpha^{2} \beta^{2} \tag{4.20}
\end{equation*}
$$

Integrating (4.19)-(4.20), we find that $D\left(\Omega, K_{\xi}, K_{\eta}\right)$ is given by (4.17). When $\alpha^{2}>$ $4 \beta^{2}$, the function $D\left(0, K_{\xi}, K_{\eta}\right)$ is positive definite on $\left(K_{\xi}, K_{\eta}\right) \in \mathbb{R}^{2}$ such that no real-valued roots $\left(K_{\xi}, K_{\eta}\right)$ exist for $\Omega=0$. When $\alpha^{2} \leq 4 \beta^{2}$, there exist two curves on the $\left(K_{\xi}, K_{\eta}\right)$-plane, which correspond to the real-valued roots of $D\left(0, K_{\xi}, K_{\eta}\right)$.

There are four surfaces of the dispersion relations $\Omega=\Omega\left(K_{\xi}, K_{\eta}\right)$, which correspond to the four resonant counter-propagating Bloch waves. When $\alpha^{2}>4 \beta^{2}$, the interaction of four resonant waves leads to a stop band near the zero detuning frequency $\Omega=0$. When $\alpha^{2} \leq 4 \beta^{2}$, no stop bands occur in the interaction of the four resonant waves. We consider solutions of the system (4.11)-(4.14) at $\Omega=0$. By separating variables [24], we reduce the PDE problem to two ODE problems as follows:

$$
\begin{align*}
a_{+}(\xi, \eta)=u_{+}(\xi) w_{a}(\eta), & a_{-}(\xi, \eta)=u_{-}(\xi) w_{a}(\eta),  \tag{4.21}\\
b_{+}(\xi, \eta)=w_{b}(\xi) v_{+}(\eta), & b_{-}(\xi, \eta)=w_{b}(\xi) v_{-}(\eta) \tag{4.22}
\end{align*}
$$

where

$$
\begin{equation*}
v_{+}(\eta)+v_{-}(\eta)=\mu w_{a}(\eta), \quad u_{+}(\xi)+u_{-}(\xi)=-\lambda w_{b}(\xi) \tag{4.23}
\end{equation*}
$$

parameters $(\lambda, \mu)$ are arbitrary, and vectors $\left(u_{+}, u_{-}\right)^{T}$ and $\left(v_{+}, v_{-}\right)^{T}$ solve the two uncoupled ODE systems

$$
\left(\begin{array}{cc}
i \partial_{\xi} & \alpha  \tag{4.24}\\
\alpha & -i \partial_{\xi}
\end{array}\right)\binom{u_{+}}{u_{-}}=\beta \Gamma^{-1}\left(\begin{array}{cc}
1 & 1 \\
1 & 1
\end{array}\right)\binom{u_{+}}{u_{-}}
$$

and

$$
\left(\begin{array}{cc}
i \partial_{\eta} & \alpha  \tag{4.25}\\
\alpha & -i \partial_{\eta}
\end{array}\right)\binom{v_{+}}{v_{-}}=\beta \Gamma\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right)\binom{v_{+}}{v_{-}}
$$

where $\Gamma=\lambda / \mu$. The boundary conditions for (4.24)-(4.25) follow from (4.16) as follows:

$$
\begin{equation*}
u_{+}(0)=1, \quad u_{-}\left(L_{\xi}\right)=0 \tag{4.26}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{+}(0)=v_{-}\left(L_{\eta}\right)=0 \tag{4.27}
\end{equation*}
$$

The homogeneous problem (4.25) and (4.27) defines the spectrum of $\Gamma$, while the inhomogeneous problem (4.24) and (4.26) defines a particular solution (4.21)-(4.22). The general solution of the problem (4.11)-(4.14) with the boundary values (4.16) is thought to be a linear superposition of infinitely many particular solutions, if the convergence and completeness of the decomposition formulas can be proved [24]. We first give solutions of the two problems above and then consider the orthogonality and completeness of the generalized Fourier series.

Lemma 4.2. All eigenvalues $\Gamma$ of the homogeneous problem (4.25) and (4.27) are given by nonzero roots of the characteristic equation

$$
\begin{equation*}
\mathcal{R}=\left\{k \in \mathbb{C}:\left(\frac{k-\alpha}{k+\alpha}\right)^{2} e^{-2 i k L_{\eta}}=1, \operatorname{Re}(k) \geq 0, k \neq 0\right\} \tag{4.28}
\end{equation*}
$$

such that

$$
\begin{equation*}
\Gamma=\frac{\alpha^{2}+k^{2}}{2 \alpha \beta} \tag{4.29}
\end{equation*}
$$

Let $\alpha>0$. Then the roots $k \in \mathcal{R}$ are all located in the first open quadrant of $k \in \mathbb{C}$. Moreover, all roots are simple, and there exist $C>0$ and $N \in \mathbb{Z}_{+}$such that only one root $k \in \mathcal{R}$ is located in each rectangle:

$$
\begin{equation*}
\mathcal{D}_{n}^{+}=\left\{k \in \mathbb{C}: \frac{\pi(4 n-1)}{2 L_{\eta}}<k<\frac{\pi(4 n+1)}{2 L_{\eta}}, 0<\operatorname{Im}(k)<C\right\}, \quad n \geq N \tag{4.30}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{D}_{n}^{-}=\left\{k \in \mathbb{C}: \frac{\pi(4 n+1)}{2 L_{\eta}}<k<\frac{\pi(4 n+3)}{2 L_{\eta}}, 0<\operatorname{Im}(k)<C\right\}, \quad n \geq N \tag{4.31}
\end{equation*}
$$

Proof. The general solution of the ODE system (4.25) with the use of (4.29) is found explicitly as follows:

$$
\begin{equation*}
\binom{v_{+}}{v_{-}}=c_{k}\binom{\alpha-k}{\alpha+k} e^{i k \eta}+c_{-k}\binom{\alpha+k}{\alpha-k} e^{-i k \eta} \tag{4.32}
\end{equation*}
$$

The coefficients $c_{k}$ and $c_{-k}$ satisfy the relations due to the boundary conditions (4.27):

$$
\begin{equation*}
\frac{c_{k}}{c_{-k}}=\frac{k+\alpha}{k-\alpha}=\frac{k-\alpha}{k+\alpha} e^{-2 i k L_{\eta}} \tag{4.33}
\end{equation*}
$$

from which the characteristic equation (4.28) for roots $k \in \mathbb{C}$ follows. The symmetric roots $k$ and $(-k)$ correspond to the same $\Gamma$ and $v_{ \pm}(\eta)$. The root $k=0$ corresponds to the zero solution for $v_{ \pm}(\eta)$. Therefore, the roots $k=0$ and $\operatorname{Re}(k)<0$ are excluded
from the definition of $\mathcal{R}$. The characteristic equation (4.28) results in the modulus equation

$$
\frac{|k-\alpha|}{|k+\alpha|}=\left|e^{i k L_{\eta}}\right| \text {. }
$$

When $\alpha>0$, the left-hand side equals 1 at $\operatorname{Re}(k)=0$ and is smaller than 1 for $\operatorname{Re}(k)>0$. The right-hand side equals 1 at $\operatorname{Im}(k)=0$ and is larger than 1 for $\operatorname{Im}(k)<0$. Therefore, roots $k \in \mathcal{R}$ may occur only in the first open quadrant of $k \in \mathbb{C}$.

Let the roots $k \in \mathcal{R}$ be defined by the function $f(k)=(k-\alpha)^{2} e^{-2 i k L_{\eta}}-(k+\alpha)^{2}=$ 0 . Then,

$$
\begin{equation*}
f^{\prime}(k)=-\frac{2 i(k+\alpha)}{(k-\alpha)}\left[\left(k^{2}-\alpha^{2}\right) L_{\eta}+2 i \alpha\right] . \tag{4.34}
\end{equation*}
$$

Since the values of $k^{2}-\alpha^{2}$ for $k \in \mathcal{R}$ are located in the upper half-plane of the complex plane, $f^{\prime}(k) \neq 0$ for $\alpha>0$ such that all roots of $k \in \mathcal{R}$ are simple.

The characteristic equation (4.28) splits into two sets of roots $\mathcal{R}_{+}$and $\mathcal{R}_{-}$such that $\mathcal{R}_{+} \cup \mathcal{R}_{-}=\mathcal{R}$, where

$$
\begin{equation*}
\mathcal{R}_{ \pm}=\left\{k \in \mathbb{C}: \frac{k-\alpha}{k+\alpha} e^{-i k L_{\eta}}= \pm 1, \operatorname{Re}(k)>0\right\} \tag{4.35}
\end{equation*}
$$

We consider the set $k \in \mathcal{R}_{+}$and rewrite it in the form $f(k)+g(k)=0$, where

$$
f(k)=e^{i k L_{\eta}}-1, \quad g(k)=\frac{2 \alpha}{k+\alpha}
$$

The function $f(k)$ has a zero at

$$
k=k_{n}=\frac{2 \pi n}{L_{\eta}}, \quad n \geq 1
$$

Let us consider the domain $\tilde{\mathcal{D}}_{n}^{+}$:

$$
\tilde{\mathcal{D}}_{n}^{+}=\left\{k \in \mathbb{C}: \frac{\pi(4 n-1)}{2 L_{\eta}}<k<\frac{\pi(4 n+1)}{2 L_{\eta}},-C<\operatorname{Im}(k)<C\right\}, \quad n \geq N
$$

for some large $C>0$ and $N \geq 1$, such that $\frac{\pi(4 n-1)}{2 L_{\eta}}>\alpha$. The domain $\tilde{\mathcal{D}}_{n}^{+}$surrounds a simple zero of $f(k)$ at $k=k_{n}$ such that $|f(k)|>|g(k)|$ on the boundary of $\tilde{\mathcal{D}}_{n}^{+}$. By Rouche's theorem, the function $f(k)+g(k)$ has the same number of zeros inside $\tilde{\mathcal{D}}_{n}^{+}$ as $f(k)$ does, i.e., only one zero. Since the roots are located in the first open quadrant of $k \in \mathbb{C}$, the root in $\tilde{\mathcal{D}}_{n}^{+}$is located in $\mathcal{D}_{n}^{+}$. The same analysis applies to the second set $k \in \mathcal{R}_{-}$in the domain $\mathcal{D}_{n}^{-}$.

Roots $k \in \mathcal{R}$ and $(-k) \in \mathcal{R}$ are shown in Figure 1 from the numerical solution of the characteristic equation (4.28) for $\alpha=1$ and $L_{\eta}=20$. In agreement with Lemma 4.2, all roots $k \in \mathcal{R}$ are isolated points in the first open quadrant, which accumulate to the real axis of $k$ at infinity. The standard analysis of analytic functions at infinity leads to the asymptotic formula for distribution of large roots $k$ in the domain $|k|>k_{0} \gg 1$ :

$$
\begin{equation*}
k_{n}^{+}=\frac{2 \pi n}{L_{\eta}}+\frac{i \alpha}{\pi n}+\mathrm{O}\left(\frac{1}{n^{2}}\right), \quad k_{n}^{-}=\frac{\pi(1+2 n)}{L_{\eta}}+\frac{2 i \alpha}{\pi(1+2 n)}+\mathrm{O}\left(\frac{1}{n^{2}}\right) \tag{4.36}
\end{equation*}
$$



Fig. 1. Roots $k \in \mathcal{R}$ and $(-k) \in \mathcal{R}$ of the characteristic equation (4.28) for $\alpha=1$ and $L_{\eta}=20$. Dark dots show roots of $\mathcal{R}_{+}$, and bright dots show roots of $\mathcal{R}_{-}$. The dotted curves show the leading-order asymptotic approximation (4.36).
where $n$ is a large positive integer. The leading order of the asymptotic approximation (4.36) is also shown in Figure 1 by dotted curves. The two sets in (4.36) correspond to the splitting $k \in \mathcal{R}_{ \pm}$in (4.35). The eigenfunction $v(\eta)=v_{+}(\eta)+v_{-}(\eta)$ is symmetric (antisymmetric) with respect to $\eta=L_{\eta} / 2$ for $k \in \mathcal{R}_{+}\left(k \in \mathcal{R}_{-}\right)$. Moreover, explicit formulas for $v(\eta)$ follow from (4.32) and (4.33):

$$
\begin{align*}
& k \in \mathcal{R}_{+}: v(\eta)=c_{+} \cos k\left(\frac{L_{\eta}}{2}-\eta\right)  \tag{4.37}\\
& k \in \mathcal{R}_{-}: v(\eta)=c_{-} \sin k\left(\frac{L_{\eta}}{2}-\eta\right) \tag{4.38}
\end{align*}
$$

where $\left(c_{+}, c_{-}\right)$are normalization constants. Asymptotic solutions (4.36) correspond to two sets of eigenfunctions

$$
\begin{equation*}
\left\{\cos (\pi n \tilde{\eta}), \sin \left(\frac{\pi(2 n+1) \tilde{\eta}}{2}\right)\right\}, \quad \tilde{\eta}=\frac{2 \eta}{L_{\eta}}-1 \tag{4.39}
\end{equation*}
$$

which solve the homogeneous Neumann problem on the normalized interval $-1 \leq \tilde{\eta} \leq$ 1.

Lemma 4.3. Let $\Gamma$ be an eigenvalue of the problem (4.25) and (4.27). There exists a unique solution of the nonhomogeneous problem (4.24) and (4.26) for this $\Gamma$.

Proof. A general solution of the ODE system (4.24) is found explicitly as follows:
$\binom{u_{+}}{u_{-}}=d_{k}\binom{\alpha^{2}+k^{2}-2 \beta^{2}}{\lambda_{k}\left(\alpha^{2}+k^{2}\right)+2 \beta^{2}} e^{i \alpha \lambda_{k} \eta}+d_{-k}\binom{\alpha^{2}+k^{2}-2 \beta^{2}}{-\lambda_{k}\left(\alpha^{2}+k^{2}\right)+2 \beta^{2}} e^{-i \alpha \lambda_{k} \eta}$, (4.40)
where

$$
\begin{equation*}
\lambda_{k}=\sqrt{\frac{4 \beta^{2}}{\alpha^{2}+k^{2}}-1} . \tag{4.41}
\end{equation*}
$$

The relation (4.41) satisfies the determinant equation (4.17) such that $D\left(0, \alpha \lambda_{k}, k\right)=$ 0 . Using the boundary conditions (4.26), coefficients $d_{k}$ and $d_{-k}$ are found uniquely, under the constraint

$$
\begin{equation*}
u_{0}=\lambda_{k}\left(\alpha^{2}+k^{2}\right) \cos \alpha \lambda_{k} L_{\xi}+2 i \beta^{2} \sin \alpha \lambda_{k} L_{\xi} \neq 0 . \tag{4.42}
\end{equation*}
$$

We show that $u_{0} \neq 0$. The equation $u_{0}=0$ can be rewritten in the form

$$
\begin{equation*}
\frac{\left(\lambda_{k}-1\right)^{2}}{\left(\lambda_{k}+1\right)^{2}}=e^{2 i \alpha \lambda_{k} L_{\xi}} . \tag{4.43}
\end{equation*}
$$

By analysis of Lemma 4.2, it is clear that nonzero roots of the characteristic equation (4.43) may exist only in the first and third open quadrants of $\lambda_{k} \in \mathbb{C}$ for $\alpha>0$, such that the values of $\lambda_{k}^{2}+1$ are located in the upper half-plane of the complex plane. The zero root $\lambda_{k}=0$ is located on the real axis for $\lambda_{k}^{2}+1$. On the other hand, the values of $4 \beta^{2} /\left(\alpha^{2}+k^{2}\right)$ for $k \in \mathcal{R}$ are located in the lower half-plane. Therefore, the relation (4.41) leads to a contradiction, which proves that $u_{0} \neq 0$.

Solutions of the nonhomogeneous problem (4.24) and (4.26) with the normalization $u_{+}(0)=u_{0} \neq 0$ can be written explicitly by eliminating $d_{k}$ and $d_{-k}$ from the implicit form (4.40):
$\binom{u_{+}}{u_{-}}=\lambda_{k}\left(\alpha^{2}+k^{2}\right)\binom{1}{0} \cos \alpha \lambda_{k}\left(L_{\xi}-\xi\right)+i\binom{2 \beta^{2}}{\alpha^{2}+k^{2}-2 \beta^{2}} \sin \alpha \lambda_{k}\left(L_{\xi}-\xi\right)$. (4.44)

When the representation (4.21) is used for $\alpha_{+}(\eta)=a_{+}(0, \eta)$, the function $\alpha_{+}(\eta)$ is expanded as a series of scalar eigenfunctions $v(\eta)=v_{+}(\eta)+v_{-}(\eta)$, defined for roots $k \in \mathcal{R}$. This decomposition is possible only if the set of eigenfunctions $v(\eta)$ is orthogonal and complete.

Lemma 4.4. There exists a set of normalized and orthogonal eigenfunctions $v_{j}(\eta)$ for distinct roots $k=k_{j} \in \mathcal{R}$, according to the inner product

$$
\begin{equation*}
\int_{0}^{L_{\eta}} v_{i}(\eta) v_{j}(\eta) d \eta=\delta_{i, j} \tag{4.45}
\end{equation*}
$$

Proof. The set of adjoint eigenvectors to the problem (4.25) and (4.27) with respect to the standard inner product in $L^{2}\left(\left[0, L_{\eta}\right]\right)$ is given by the vectors $\left(\bar{v}_{-}, \bar{v}_{+}\right)^{T}$. As a result, the scalar eigenfunctions $v_{j}(\eta)$ for distinct roots $k=k_{j}$ satisfy the orthogonality relations (4.45) with $i \neq j$. The scalar eigenfunction $v(\eta)$ is found from (4.32) and (4.33) in the explicit form

$$
\begin{equation*}
v(\eta)=c_{0}(k \cos k \eta+i \alpha \sin k \eta), \tag{4.46}
\end{equation*}
$$

where $c_{0}$ is a normalization constant. Integrating $v^{2}(\eta)$ on $\eta \in\left[0, L_{\eta}\right]$, we confirm that the eigenfunctions $v_{j}(\eta)$ can be normalized by the inner product (4.45) with $i=j$, under the constraint

$$
\begin{equation*}
\left(k^{2}-\alpha^{2}\right) L_{\eta}+2 i \alpha \neq 0 \tag{4.47}
\end{equation*}
$$

Since the roots $k \in \mathcal{R}$ are all simple, such that $f^{\prime}(k) \neq 0$ in (4.34), the constraint (4.47) is met.

Proposition 4.5. Any continuously differentiable complex-valued function $f(\eta)$ on $0 \leq \eta \leq L_{\eta}$ is uniquely represented by the series of eigenfunctions

$$
\begin{equation*}
f(\eta)=\sum_{\text {all } k_{j} \in \mathcal{R}} c_{j} v_{j}(\eta), \quad c_{j}=\int_{0}^{L_{\eta}} f(\eta) v_{j}(\eta) d \eta \tag{4.48}
\end{equation*}
$$

and the series converges to $f(\eta)$ uniformly on $0 \leq \eta \leq L_{\eta}$.
Proof. It follows from (4.25) and (4.27) that the scalar eigenfunction $v(\eta)$ solves the second-order boundary-value problem

$$
\begin{equation*}
v^{\prime \prime}+k^{2} v=0 \tag{4.49}
\end{equation*}
$$

such that

$$
\begin{equation*}
i v^{\prime}(0)+\alpha v(0)=0, \quad-i v^{\prime}\left(L_{\eta}\right)+\alpha v\left(L_{\eta}\right)=0 \tag{4.50}
\end{equation*}
$$

The Sommerfeld radiation boundary conditions (4.50) explain why the spectrum of the formally self-adjoint operator (4.49) is complex-valued. The statement of the proposition follows from the expansion theorem [7, p. 303], since the theorem's condition is satisfied: $A_{2,4}=1$, where $A_{2,4}$ is the determinant of the second and fourth columns of the matrix $A$, associated with the boundary conditions

$$
A=\left(\begin{array}{cccc}
\alpha & i & 0 & 0 \\
0 & 0 & \alpha & -i
\end{array}\right)
$$

As a result, the Fourier series of asymptotic eigenfunctions (4.39) approximates the series expansion (4.48) for large roots $k=k_{n}^{ \pm}$uniformly on $\eta \in\left[0, L_{\eta}\right]$. The uniform convergence of (4.48) follows from that of the Fourier series [24].

Using separation of variables and convergence of series of eigenfunctions, we summarize the existence and uniqueness results on the generalized Fourier series solutions of the linear boundary-value problem (4.11)-(4.14) and (4.16) with $\Omega=0$.

Proposition 4.6. Let the set $\left\{c_{j}\right\}$ be uniquely defined by the series (4.48) for $f(\eta)=\alpha_{+}(\eta)$. There exists a unique solution of the boundary-value problem (4.11)(4.14) and (4.16) with $\Omega=0$ in the domain (4.15):

$$
\begin{align*}
& a_{+}(\xi, \eta)=\sum_{\text {all } k_{j} \in \mathcal{R}} c_{j} \frac{u_{+j}(\xi)}{u_{+j}(0)}\left(v_{+j}(\eta)+v_{-j}(\eta)\right),  \tag{4.51}\\
& a_{-}(\xi, \eta)=\sum_{\text {all } k_{j} \in \mathcal{R}} c_{j} \frac{u_{-j}(\xi)}{u_{+j}(0)}\left(v_{+j}(\eta)+v_{-j}(\eta)\right),  \tag{4.52}\\
& b_{+}(\xi, \eta)=-\sum_{\text {all } k_{j} \in \mathcal{R}} c_{j} \frac{u_{+j}(\xi)+u_{-j}(\xi)}{\Gamma_{j} u_{+j}(0)} v_{+j}(\eta),  \tag{4.53}\\
& b_{-}(\xi, \eta)=-\sum_{\text {all } k_{j} \in \mathcal{R}} c_{j} \frac{u_{+j}(\xi)+u_{-j}(\xi)}{\Gamma_{j} u_{+j}(0)} v_{-j}(\eta) . \tag{4.54}
\end{align*}
$$

We illustrate the generalized Fourier series solutions (4.51)-(4.54) with two examples: (i) a single term of the generalized Fourier series and (ii) a constant input function $\alpha_{+}(\eta)=\alpha_{+}$. For both examples, we compute the integral invariants for the incident $\left(\mathcal{I}_{\text {in }}\right)$, transmitted $\left(\mathcal{I}_{\text {out }}\right)$, reflected $\left(\mathcal{I}_{\text {ref }}\right)$, and diffracted $\left(\mathcal{I}_{\text {dif }}\right)$ waves from their definitions:

$$
\begin{array}{ll}
\mathcal{I}_{\text {in }}=\int_{0}^{L_{\eta}}\left|a_{+}(0, \eta)\right|^{2} d \eta, & \mathcal{I}_{\text {out }}=\int_{0}^{L_{\eta}}\left|a_{+}\left(L_{\xi}, \eta\right)\right|^{2} d \eta \\
\mathcal{I}_{\text {ref }}=\int_{0}^{L_{\eta}}\left|a_{-}(0, \eta)\right|^{2} d \eta, & \mathcal{I}_{\text {dif }}=\int_{0}^{L_{\xi}}\left(\left|b_{+}\left(\xi, L_{\eta}\right)\right|^{2}+\left|b_{-}(\xi, 0)\right|^{2}\right) d \xi \tag{4.56}
\end{array}
$$

Let the transmittance $T$, reflectance $R$, and diffractance $D$ be defined from the relations

$$
\begin{equation*}
T=\frac{\mathcal{I}_{\mathrm{out}}}{\mathcal{I}_{\mathrm{in}}}, \quad R=\frac{\mathcal{I}_{\mathrm{ref}}}{\mathcal{I}_{\mathrm{in}}}, \quad D=\frac{\mathcal{I}_{\mathrm{dif}}}{\mathcal{I}_{\mathrm{in}}} \tag{4.57}
\end{equation*}
$$

The integral invariants satisfy the balance identity

$$
\begin{equation*}
R+T+D=1 \tag{4.58}
\end{equation*}
$$

which follows from integration of the balance equation

$$
\begin{equation*}
\frac{\partial}{\partial \xi}\left(\left|a_{+}\right|^{2}-\left|a_{-}\right|^{2}\right)+\frac{\partial}{\partial \eta}\left(\left|b_{+}\right|^{2}-\left|b_{-}\right|^{2}\right)=0 \tag{4.59}
\end{equation*}
$$

First, we consider a single term of the Fourier series solutions (4.51)-(4.54). The transmittance and reflectance for $k \in \mathcal{R}$ are found from (4.44) in the explicit form

$$
\begin{align*}
T_{k} & =\left|\frac{\lambda_{k}\left(\alpha^{2}+k^{2}\right)}{\lambda_{k}\left(\alpha^{2}+k^{2}\right) \cos \alpha \lambda_{k} L_{\xi}+2 i \beta^{2} \sin \alpha \lambda_{k} L_{\xi}}\right|^{2}  \tag{4.60}\\
R_{k} & =\left|\frac{\left(\alpha^{2}+k^{2}-2 \beta^{2}\right) \sin \alpha \lambda_{k} L_{\xi}}{\lambda_{k}\left(\alpha^{2}+k^{2}\right) \cos \alpha \lambda_{k} L_{\xi}+2 i \beta^{2} \sin \alpha \lambda_{k} L_{\xi}}\right|^{2} \tag{4.61}
\end{align*}
$$

while the diffractance is found from the balance identity as $D_{k}=1-T_{k}-R_{k}$. These integral invariants of the stationary transmission for $\alpha=1$ and $L_{\xi}=L_{\eta}=20$ are shown in Figure 2 for $\beta=0.25$ and in Figure 3 for $\beta=0.75$. In the first case, when $\alpha^{2}>4 \beta^{2}$, there is a stop band at $\Omega=0$, such that all modes are fully reflected except for small losses due to diffraction. In the second case, when $\alpha^{2}<4 \beta^{2}$, there is no stop band at $\Omega=0$, such that transmittance and diffractance are large for smaller values of $|k|$ and become negligible for larger values of $|k|$.

Next, we consider a constant input function:

$$
\begin{equation*}
\alpha_{+}(\eta)=\alpha_{+}, \quad \eta \in\left[0, L_{\eta}\right] \tag{4.62}
\end{equation*}
$$

when $c_{j}$ can be found from (4.48),

$$
\begin{equation*}
c_{j}=\frac{4 i \alpha \alpha_{+}}{k_{j}\left[L\left(k_{j}^{2}-\alpha^{2}\right)+2 i \alpha\right]}, \quad k_{j} \in \mathcal{R}_{+}, \tag{4.63}
\end{equation*}
$$

and $c_{j}=0$ for $k_{j} \in \mathcal{R}_{-}$. The solution surfaces $\left|a_{ \pm}(\xi, \eta)\right|^{2}$ and $\left|b_{ \pm}(\xi, \eta)\right|^{2}$ in the domain (4.15) are shown for $\alpha=1, L_{\xi}=L_{\eta}=20$, and $\alpha_{+}=1$ in Figure 4 for $\beta=0.25$ and


Fig. 2. Transmittance $\left(T_{k}\right)$, reflectance $\left(R_{k}\right)$, and diffractance $\left(D_{k}\right)$ versus $\operatorname{Re}(k)$ for the roots $k \in \mathcal{R}$ when $\alpha=1, \beta=0.25$, and $L_{\xi}=L_{\eta}=20$.
in Figure 5 for $\beta=0.75$. We can see from the figures that the boundary conditions (4.16) are satisfied by the truncated generalized Fourier series (4.51)-(4.54) with only 30 first terms.

The Parseval identity cannot be applied to eigenfunctions $v_{j}(\eta)$, because the inner product (4.45) is not the standard inner product in $L^{2}\left(\left[0, L_{\eta}\right]\right)$. As a result, the energy spectrum of $I_{\text {out }}, I_{\text {ref }}$, and $I_{\text {dif }}$ cannot be decomposed into a superposition of the squared amplitudes $\left|c_{j}\right|^{2}$. Nevertheless, the numerical values for $T, R$, and $D$ can be found from numerical integration of the solution surfaces (4.55)-(4.56). The numerical values are

$$
\begin{aligned}
& \beta=0.25: T \approx 3 \times 10^{-15}, \quad R \approx 0.9853, \quad D \approx 0.0147, \\
& \beta=0.75: T \approx 0.7394, \quad R \approx 0.0133, \quad D \approx 0.2473,
\end{aligned}
$$

such that $T+R+D \approx 1$. When $\alpha^{2}>4 \beta^{2}$, there exists a stop band at $\Omega=0$, and the incident wave is reflected from the photonic crystal with energy loss of $1.5 \%$ due to diffraction. When $\alpha^{2}<4 \beta^{2}$, there is no stop band at $\Omega=0$, and the incident wave is transmitted along the photonic crystal with energy loss of $26 \%$ due to reflection and diffraction.
4.3. Transmission of two oblique waves. The stationary transmission of two oblique waves in the coupled-mode equations (3.20)-(3.21) becomes diagonal in the


Fig. 3. Transmittance $\left(T_{k}\right)$, reflectance $\left(R_{k}\right)$, and diffractance $\left(D_{k}\right)$ versus $\operatorname{Re}(k)$ for the roots $k \in \mathcal{R}$ when $\alpha=1, \beta=0.75$, and $L_{\xi}=L_{\eta}=20$.
characteristic coordinates $(\xi, \eta)$ :

$$
\begin{equation*}
X=\frac{p \xi+(p+2 n) \eta}{\sqrt{p^{2}+q^{2}}}, \quad Y=\frac{q \xi+(q+2 m) \eta}{\sqrt{p^{2}+q^{2}}} \tag{4.64}
\end{equation*}
$$

After the separation of variables (4.1), the linear coupled-mode equations (3.20)-(3.21) reduce to the PDE system

$$
\begin{align*}
& i \frac{\partial a_{1}}{\partial \xi}+\Omega a_{1}+\alpha a_{2}=0  \tag{4.65}\\
& i \frac{\partial a_{2}}{\partial \eta}+\alpha a_{1}+\Omega a_{2}=0 \tag{4.66}
\end{align*}
$$

Coordinate axes $(\xi, \eta)$ are parallel to the wave vectors $\mathbf{k}_{1}=\mathbf{k}_{\text {in }}$ and $\mathbf{k}_{2}=\mathbf{k}_{\text {out }}^{(n, m, 0)}$, but they are no longer orthogonal. The problem (4.65)-(4.66) is defined in a bounded domain on the plane $(\xi, \eta)$. We consider the same rectangle $\mathcal{D}$, defined by (4.15). When the incident wave is illuminated in the direction of the wave vector $\mathbf{k}_{1}$ but not in the direction of the wave vector $\mathbf{k}_{2}$, the linear system (4.65)-(4.66) is completed by the boundary conditions

$$
\begin{equation*}
a_{1}(0, \eta)=\alpha_{1}(\eta), \quad a_{2}(\xi, 0)=0 \tag{4.67}
\end{equation*}
$$



Fig. 4. Solution surfaces $\left|a_{ \pm}\right|^{2}(\xi, \eta)$ and $\left|b_{ \pm}\right|^{2}(\xi, \eta)$ on the domain (4.15) for $\alpha=1, \beta=0.25$, $L_{\xi}=L_{\eta}=20$, and $\alpha_{+}=1$.

The linear dispersion relation $\Omega=\Omega\left(K_{\xi}, K_{\eta}\right)$, where $\left(K_{\xi}, K_{\eta}\right)$ are Fourier wave numbers, is given explicitly as

$$
\begin{equation*}
\left(\Omega-\frac{K_{\xi}+K_{\eta}}{2}\right)^{2}=\alpha^{2}+\left(\frac{K_{\xi}-K_{\eta}}{2}\right)^{2} \tag{4.68}
\end{equation*}
$$

Two surfaces of the dispersion relation (4.68) correspond to the two oblique resonant waves. In a moving reference frame on the plane $(\xi, \eta)$ there exists a stop band in the dispersion relation (4.68). We consider solutions of the system (4.65)-(4.66) at $\Omega=0$ by using the Fourier transform

$$
\begin{align*}
& a_{1}(\xi, \eta)=\int_{-\infty}^{\infty} k c(k) e^{i \alpha\left(k^{-1} \xi+k \eta\right)} d k  \tag{4.69}\\
& a_{2}(\xi, \eta)=\int_{-\infty}^{\infty} c(k) e^{i \alpha\left(k^{-1} \xi+k \eta\right)} d k \tag{4.70}
\end{align*}
$$

It follows from the boundary conditions (4.67) that

$$
\begin{equation*}
k c(k)=\frac{\alpha}{2 \pi} \int_{0}^{L_{\eta}} \alpha_{1}(\eta) e^{-i \alpha k \eta} d \eta, \quad k \in \mathbb{R} \tag{4.71}
\end{equation*}
$$

and

$$
\begin{equation*}
0=\int_{-\infty}^{\infty} c(k) e^{i \alpha k^{-1} \xi} d k, \quad 0 \leq \xi \leq L_{\xi} . \tag{4.72}
\end{equation*}
$$



Fig. 5. Solution surfaces $\left|a_{ \pm}\right|^{2}(\xi, \eta)$ and $\left|b_{ \pm}\right|^{2}(\xi, \eta)$ on the domain (4.15) for $\alpha=1, \beta=0.75$, $L_{\xi}=L_{\eta}=20$, and $\alpha_{+}=1$.

Interchanging integrals, we reduce the constraint (4.72) to the form

$$
\begin{equation*}
0=\frac{\alpha}{2 \pi i} \int_{0}^{L_{\eta}} \alpha_{1}(\eta)\left(\int_{-\infty}^{\infty} \frac{\sin \alpha\left(k \eta-k^{-1} \xi\right)}{k} d k\right) d \eta, \quad 0 \leq \xi \leq L_{\xi} . \tag{4.73}
\end{equation*}
$$

The inner integral is zero for $\xi>0$ and $\eta>0$, due to the table integral 3.871 on p. 474 of [9]. Therefore, the constraint (4.72) is satisfied, and a unique solution of the problem (4.65)-(4.67) exists in the form (4.69)-(4.71).

We illustrate the Fourier transform solution (4.69)-(4.70) with the constant input function

$$
\begin{equation*}
\alpha_{1}(\eta)=\alpha_{1}, \quad \eta \in\left[0, L_{\eta}\right] \tag{4.74}
\end{equation*}
$$

when $c(k)$ can be found from (4.71):

$$
\begin{equation*}
c(k)=\frac{\alpha_{1}}{2 \pi i} \frac{1-e^{-i \alpha k L_{\eta}}}{k^{2}}, \quad k \in \mathbb{R} \tag{4.75}
\end{equation*}
$$

Evaluating Fourier integrals (4.69)-(4.70) with the help of the table integral 3.871 on p. 474 of [9], we find the explicit solution of the stationary problem:

$$
\begin{equation*}
a_{1}(\xi, \eta)=\alpha_{1} J_{0}(2 \alpha \sqrt{\xi \eta}), \quad a_{2}(\xi, \eta)=\frac{i \alpha_{1} \sqrt{\eta}}{\sqrt{\xi}} J_{1}(2 \alpha \sqrt{\xi \eta}) \tag{4.76}
\end{equation*}
$$



Fig. 6. Solution surfaces $\left|a_{1}\right|^{2}(\xi, \eta)$ and $\left|a_{2}\right|^{2}(\xi, \eta)$ on the domain (4.15) for $\alpha=1, L_{\xi}=L_{\eta}=$ 10 , and $\alpha_{1}=1$.
where $J_{0,1}(z)$ are Bessel functions [9]. Figure 6 shows the solution surfaces $\left|a_{1}(\xi, \eta)\right|^{2}$ and $\left|a_{2}(\xi, \eta)\right|^{2}$ in the domain (4.15) for $\alpha=1, L_{\xi}=L_{\eta}=10$, and $\alpha_{1}=1$. The integral invariants for the stationary transmission follow from integration of the balance equation:

$$
\begin{equation*}
\frac{\partial}{\partial \xi}\left|a_{1}\right|^{2}+\frac{\partial}{\partial \eta}\left|a_{2}\right|^{2}=0 \tag{4.77}
\end{equation*}
$$

We define the incident $\left(\mathcal{I}_{\text {in }}\right)$, transmitted $\left(\mathcal{I}_{\text {out }}\right)$, and diffracted $\left(\mathcal{I}_{\text {dif }}\right)$ intensities by

$$
\begin{equation*}
\mathcal{I}_{\text {in }}=\int_{0}^{L_{\eta}}\left|a_{1}(0, \eta)\right|^{2} d \eta, \quad \mathcal{I}_{\text {out }}=\int_{0}^{L_{\eta}}\left|a_{1}\left(L_{\xi}, \eta\right)\right|^{2} d \eta, \quad \mathcal{I}_{\text {dif }}=\int_{0}^{L_{\xi}}\left|a_{2}\left(\xi, L_{\eta}\right)\right|^{2} d \xi \tag{4.78}
\end{equation*}
$$

The transmittance $(T)$ and diffractance $(D)$ are defined by the same relations (4.57), and the balance identity $T+D=1$ follows from integration of the balance equation (4.77). The numerical values for $T$ and $D$ are found from numerical integration of the solution surfaces (4.78) as follows:

$$
T \approx 0.032, \quad D \approx 0.968
$$

such that $T+D \approx 1$. These values show that the incident wave is diffracted to the oblique resonance wave such that only $3.2 \%$ of the wave energy remains in the transmitted wave.
4.4. General transmission problems. A general system of coupled-mode equations (3.9) can be diagonalized in characteristic coordinates, similarly to the case of four counter-propagating and two oblique resonant waves. The characteristic coordinates are introduced from the set of resonant wave vectors as follows:

$$
\begin{equation*}
\frac{\partial}{\partial \xi_{j}}=\frac{\mathbf{k}_{j, x}}{k} \frac{\partial}{\partial X}+\frac{\mathbf{k}_{j, y}}{k} \frac{\partial}{\partial Y}+\frac{\mathbf{k}_{j, z}}{k} \frac{\partial}{\partial Z}, \quad j=1, \ldots, N \tag{4.79}
\end{equation*}
$$

such that the characteristic coordinate $\xi_{j}$ extends in the direction of the wave vector $\mathbf{k}_{j}$. The characteristic coordinates $\left(\xi_{1}, \ldots, \xi_{N}\right) \in \mathbb{R}^{N}$ are related to the physical coordinates $(X, Y, Z) \in \mathbb{R}^{3}$ as follows:

$$
\begin{equation*}
\mathbf{X}=\mathbf{X}_{0}+\sum_{j=1}^{N} \xi_{j} \frac{\mathbf{k}_{j}}{k}, \tag{4.80}
\end{equation*}
$$

where $\mathbf{X}_{0} \in \mathbb{R}^{3}$ is an arbitrary point. The boundary-value problem for the linear stationary transmission with $\Omega=0$ can be rewritten in the form

$$
\begin{equation*}
i \frac{\partial a_{j}}{\partial \xi_{j}}+\sum_{k \neq j} \hat{\alpha}_{j, k} a_{k}=0, \quad j=1, \ldots, N \tag{4.81}
\end{equation*}
$$

We consider the domain of definition in the cone $\left(\xi_{1}, \ldots, \xi_{N}\right) \in \mathbb{R}_{+}^{N}$, subject to the Goursat boundary values

$$
\begin{equation*}
a_{j}\left(\xi_{1}, \ldots, \xi_{j-1}, 0, \xi_{j+1}, \ldots, \xi_{N}\right)=\alpha_{j}\left(\xi_{1}, \ldots, \xi_{j-1}, \xi_{j+1}, \ldots, \xi_{N}\right), \quad j=1, \ldots, N \tag{4.82}
\end{equation*}
$$

The Goursat boundary-value problem (4.81)-(4.82) can be rewritten as the Volterra integral equations:

$$
\begin{equation*}
a_{j}\left(\xi_{j}\right)=\alpha_{j}+i \int_{0}^{\xi_{j}} \sum_{k \neq j} \hat{\alpha}_{j, k} a_{k}\left(\xi_{j}^{\prime}\right) d \xi_{j}^{\prime} \tag{4.83}
\end{equation*}
$$

By the contraction mapping principle [11], there exists a unique solution of the Volterra equations (4.83) in the cone $\left(\xi_{1}, \ldots, \xi_{N}\right) \in \mathbb{R}_{+}^{N}$, such that we have the following result.

Theorem 4.7. Let $\mathcal{D}$ be a convex domain in $\mathbb{R}^{3}$, which is cut by the characteristic coordinate projections $\xi_{j}=0, j=1, \ldots, N$. There exists a unique solution $a_{j}=$ $a_{j}\left(\xi_{1}, \ldots, \xi_{N}\right)$, which corresponds to the boundary-value problem (4.81)-(4.82) and depends smoothly on the boundary values $\alpha_{j}, j=1, \ldots, N$.

If $N=\operatorname{rank}\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{N}\right)$, there exists only one domain $\mathcal{D} \subset \mathbb{R}^{N}$, which corresponds to the cone $\xi_{j} \geq 0, j=1, \ldots, N$. The case of two oblique waves on the plane $(X, Y)$ gives an example of this situation for $N=2$. The Goursat problem (4.81)(4.82) is rewritten as the PDE problem (4.65)-(4.66) with the boundary values (4.67), which is solved with the explicit Fourier transform solutions (4.69)-(4.71).

If $N>\operatorname{rank}\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{N}\right)$, the characteristic coordinates $\left(\xi_{1}, \ldots, \xi_{N}\right)$ are linearly dependent such that there exist multiple ways to choose a convex domain $\mathcal{D} \subset \mathbb{R}^{3}$ that corresponds to the cone $\xi_{j} \geq 0, j=1, \ldots, N$. The case of four counterpropagating waves on the plane $(X, Y)$ gives an example of this situation for $N=4$ and $\operatorname{rank}\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{N}\right)=2$. In this case, we have chosen that $\xi_{1}=\xi, \xi_{2}=\eta$, $\xi_{3}=L_{\eta}-\eta$, and $\xi_{4}=L_{\xi}-\xi$, such that $0 \leq \xi \leq L_{\xi}$ and $0 \leq \eta \leq L_{\eta}$. As a result, the Goursat problem (4.81)-(4.82) is rewritten as the PDE problem (4.11)-(4.14) with the boundary values (4.16). Theorem 4.7 does not guarantee well-posedness of (4.11)-(4.14), while explicit Fourier series solutions (4.51)-(4.54) do (see Proposition 4.6).
5. Summary and open problems. We have shown that the coupled-mode equations can be used for analysis and modeling of resonant interaction of Bloch waves in low-contrast cubic-lattice three-dimensional photonic crystals. The analytical solutions for the linear stationary transmission problem are found by using separation of variables and generalized Fourier series. We have proved that the linear stationary boundary-value problem is well-posed in the context of four counter-propagating and two oblique waves on the plane. We have also given general results on well-posedness of the general linear stationary transmission problem.

It remains an open problem to prove well-posedness of the nonlinear stationary boundary-value problem for small-norm and finite-norm solutions. Nonstationary transmission problems are also of interest, and very few analytical results are available on local and global well-posedness of the nonstationary nonlinear coupled-mode equations. Finally, numerical approximations of the stationary and nonstationary, fully nonlinear coupled-mode equations can be constructed in bounded domains with the method of orthogonal polynomials [17]. All these problems are beyond the scope of the present work.

Appendix A. Nonlinear coupled-mode equations with cubic nonlinearities. Modeling of nonlinear photonic band-gap crystals with cubic (Kerr) nonlinearities is based on the Maxwell equations, where the polarization vector depends nonlinearly on the electric field vector $\mathbf{E}$ (see [13]). When the nonlinearity terms are small, nonlocal (dispersive) terms in the polarization vector can be neglected, and the low-contrast weakly nonlinear photonic crystals can be modeled with the Maxwell equations (1.1), where the refractive index $n=n\left(\mathbf{x},|\mathbf{E}|^{2}\right)$ is decomposed into the linear and nonlinear parts [23]:

$$
\begin{equation*}
n\left(\mathbf{x},|\mathbf{E}|^{2}\right)=n_{0}+\epsilon n_{1}(\mathbf{x})+\epsilon n_{2}(\mathbf{x})|\mathbf{E}|^{2} \tag{A.1}
\end{equation*}
$$

where $n_{0}$ is constant and $\epsilon$ is of small parameter. When the photonic crystal has cubic-lattice structure, the periodic functions $n_{1}(\mathbf{x})$ and $n_{2}(\mathbf{x})$ are expanded into the
triple Fourier series (3.4) and

$$
\begin{equation*}
n_{2}(\mathbf{x})=n_{0} \sum_{(n, m, l) \in \mathbb{Z}^{3}} \beta_{n, m, l} e^{i k_{0}(n x+m y+l z)}, \quad \beta_{n, m, l}=\bar{\beta}_{-n,-m,-l} \tag{A.2}
\end{equation*}
$$

where the factor $n_{0}$ is included for convenience. Derivation of the nonlinear coupledmode equations is based on rigorous methods of Lyapunov-Schmidt reductions [16]. Equivalently, the formal derivation can be recovered with perturbation series expansions [19], which follows the formalism (3.2) and (3.3) outlined in section 3. The first-order correction term $\mathbf{E}_{1}(\mathbf{x}, t)$ solves the nonhomogeneous problem (3.8) with additional nonlinear terms:

$$
\begin{align*}
\nabla^{2} \mathbf{E}_{1}-\frac{n_{0}^{2}}{c^{2}} \frac{\partial^{2} \mathbf{E}_{1}}{\partial t^{2}}=2 & \frac{n_{0}^{2} \omega}{c^{2}} \frac{\partial^{2} \mathbf{E}_{0}}{\partial T \partial t}-2 k\left(\nabla \cdot \nabla_{X}\right) \mathbf{E}_{0} \\
& +\frac{2 n_{0} n_{1}(\mathbf{x})}{c^{2}} \frac{\partial^{2} \mathbf{E}_{0}}{\partial t^{2}}+\frac{2}{n_{0}} \nabla\left(\nabla n_{1} \cdot \mathbf{E}_{0}\right) \\
& +\frac{2 n_{0} n_{2}(\mathbf{x})}{c^{2}}\left|\mathbf{E}_{0}\right|^{2} \frac{\partial^{2} \mathbf{E}_{0}}{\partial t^{2}}+\frac{2}{n_{0}} \nabla\left(\nabla n_{2}\left|\mathbf{E}_{0}\right|^{2} \cdot \mathbf{E}_{0}\right) \tag{A.3}
\end{align*}
$$

The cubic nonlinear terms generate $N^{3}$ terms from the leading-order solution (3.3), which all give resonant terms by means of the triple series (A.2). By removing the resonant terms, the nonlinear coupled-mode equations for $A_{j}(\mathbf{X}, T), j=1, \ldots, N$, are derived in the general form:

$$
\begin{equation*}
i\left(\frac{\partial A_{j}}{\partial T}+\left(\frac{\mathbf{k}_{j}}{k} \cdot \nabla_{X}\right) A_{j}\right)+\sum_{k \neq j} \hat{\alpha}_{j, k} A_{k}+\sum_{1 \leq k_{1}, k_{2}, k_{3} \leq N} \hat{\beta}_{j, k_{1}, k_{2}, k_{3}} A_{k_{1}} A_{k_{2}} \bar{A}_{k_{3}}=0 \tag{A.4}
\end{equation*}
$$

where the elements $\left\{\hat{\beta}_{j, k_{1}, k_{2}, k_{3}}\right\}_{1 \leq j, k_{1}, k_{2}, k_{3} \leq N}$ are related to the Fourier coefficients of the resonant waves $\left\{\beta_{n, m, l}\right\}_{(n, m, l) \in \mathcal{S}}$. The explicit forms of the nonlinear coupledmode equations are given below for two and four counter-propagating and two oblique resonant Bloch waves.

The nonlinear coupled-mode equations for two counter-propagating waves (3.10) generalize the linear equations (3.12)-(3.13) as follows:

$$
\begin{aligned}
& \quad \begin{aligned}
& \left(\frac{\partial A_{+}}{\partial T}+\frac{\partial A_{+}}{\partial Z}\right) \\
& +\alpha A_{-}+\beta_{0,0,0}\left(\left|A_{+}\right|^{2}+2\left|A_{-}\right|^{2}\right) A_{+} \\
& +\beta_{0,0,1}\left(2\left|A_{+}\right|^{2}+\left|A_{-}\right|^{2}\right) A_{-}+\beta_{0,0,-1} A_{+}^{2} \bar{A}_{-}+\beta_{0,0,2} \bar{A}_{+} A_{-}^{2}=0 \\
i\left(\frac{\partial A_{-}}{\partial T}-\frac{\partial A_{-}}{\partial Z}\right) & +\alpha A_{+}+\beta_{0,0,0}\left(2\left|A_{+}\right|^{2}+\left|A_{-}\right|^{2}\right) A_{-} \\
\text {(A.6) } & +\beta_{0,0,-1}\left(\left|A_{+}\right|^{2}+2\left|A_{-}\right|^{2}\right) A_{+}+\beta_{0,0,1} \bar{A}_{+} A_{-}^{2}+\beta_{0,0,-2} A_{+}^{2} \bar{A}_{-}=0
\end{aligned}
\end{aligned}
$$

The system (A.5)-(A.6) is reviewed in [8, 23] for $\beta_{0,0,1}=\beta_{0,0,2}=0$ and analyzed in $[14,15]$ for $\beta_{0,0,1} \neq 0$ and $\beta_{0,0,2}=0$. When $\beta_{0,0,1}, \beta_{0,0,2} \neq 0$, the system (3.12)(3.13) is the most general coupled-mode system for Bragg resonance of two counterpropagating waves $[6,22]$.

The nonlinear coupled-mode equations for four counter-propagating waves (3.14) generalize the linear equations (3.16)-(3.19) as follows:
(A.7) $i\left(\frac{\partial A_{+}}{\partial T}+\frac{\partial A_{+}}{\partial X}+\frac{\partial A_{+}}{\partial Y}\right)+\alpha A_{-}+\beta\left(B_{+}+B_{-}\right)+F_{+}\left(A_{+}, A_{-}, B_{+}, B_{-}\right)=0$,
(A.8) $i\left(\frac{\partial A_{-}}{\partial T}-\frac{\partial A_{-}}{\partial X}-\frac{\partial A_{-}}{\partial Y}\right)+\alpha A_{+}+\beta\left(B_{+}+B_{-}\right)+F_{-}\left(A_{+}, A_{-}, B_{+}, B_{-}\right)=0$,
(A.9) $i\left(\frac{\partial B_{+}}{\partial T}+\frac{\partial B_{+}}{\partial X}-\frac{\partial B_{+}}{\partial Y}\right)+\beta\left(A_{+}+A_{-}\right)+\alpha B_{-}+G_{+}\left(A_{+}, A_{-}, B_{+}, B_{-}\right)=0$,
(A.10) $i\left(\frac{\partial B_{-}}{\partial T}-\frac{\partial B_{-}}{\partial X}+\frac{\partial B_{-}}{\partial Y}\right)+\beta\left(A_{+}+A_{-}\right)+\alpha B_{+}+G_{-}\left(A_{+}, A_{-}, B_{+}, B_{-}\right)=0$,
where the cubic nonlinear functions are given by

$$
\begin{aligned}
& F_{+}=\beta_{0,0,0}\left(\left(\left|A_{+}\right|^{2}+2\left|A_{-}\right|^{2}+2\left|B_{+}\right|^{2}+2\left|B_{-}\right|^{2}\right) A_{+}+2 \bar{A}_{-} B_{+} B_{-}\right) \\
& +\beta_{0,-1,0}\left(A_{+}^{2} \bar{B}_{+}+2 A_{+} \bar{A}_{-} B_{-}\right)+\beta_{-1,0,0}\left(A_{+}^{2} \bar{B}_{-}+2 A_{+} \bar{A}_{-} B_{+}\right) \\
& +\beta_{1,1,0}\left(\left(2\left|A_{+}\right|^{2}+\left|A_{-}\right|^{2}+2\left|B_{+}\right|^{2}+2\left|B_{-}\right|^{2}\right) A_{-}+2 \bar{A}_{+} B_{+} B_{-}\right) \\
& +\beta_{0,1,0}\left(\left(2\left|A_{+}\right|^{2}+2\left|A_{-}\right|^{2}+\left|B_{+}\right|^{2}+2\left|B_{-}\right|^{2}\right) B_{+}+2 A_{+} A_{-} \bar{B}_{-}\right) \\
& +\beta_{-1,1,0}\left(2 A_{+} B_{+} \bar{B}_{-}+\bar{A}_{-} B_{+}^{2}\right)+\beta_{1,-1,0}\left(2 A_{+} \bar{B}_{+} B_{-}+\bar{A}_{-} B_{-}^{2}\right) \\
& +\beta_{1,0,0}\left(\left(2\left|A_{+}\right|^{2}+2\left|A_{-}\right|^{2}+2\left|B_{+}\right|^{2}+\left|B_{-}\right|^{2}\right) B_{-}+2 A_{+} A_{-} \bar{B}_{+}\right) \\
& +\beta_{2,0,0}\left(\bar{A}_{+} B_{-}^{2}+2 A_{-} \bar{B}_{+} B_{-}\right)+\beta_{2,1,0}\left(2 \bar{A}_{+} A_{-} B_{-}+A_{-}^{2} \bar{B}_{+}\right) \\
& +\beta_{1,2,0}\left(A_{-}^{2} \bar{B}_{-}+2 \bar{A}_{+} A_{-} B_{+}\right)+\beta_{2,-1,0} \bar{B}_{+} B_{-}^{2}+\beta_{-1,2,0} B_{+}^{2} \bar{B}_{-} \\
& +\beta_{0,2,0}\left(\bar{A}_{+} B_{+}^{2}+2 A_{-} B_{+} \bar{B}_{-}\right)+\beta_{-1,-1,0} A_{+}^{2} \bar{A}_{-}+\beta_{2,2,0} \bar{A}_{+} A_{-}^{2}, \\
& F_{-}=\beta_{-1,-1,0}\left(\left(\left|A_{+}\right|^{2}+2\left|A_{-}\right|^{2}+2\left|B_{+}\right|^{2}+2\left|B_{-}\right|^{2}\right) A_{+}+2 \bar{A}_{-} B_{+} B_{-}\right) \\
& +\beta_{-1,-2,0}\left(A_{+}^{2} \bar{B}_{+}+2 A_{+} \bar{A}_{-} B_{-}\right)+\beta_{-2,-1,0}\left(A_{+}^{2} \bar{B}_{-}+2 A_{+} \bar{A}_{-} B_{+}\right) \\
& +\beta_{0,0,0}\left(\left(2\left|A_{+}\right|^{2}+\left|A_{-}\right|^{2}+2\left|B_{+}\right|^{2}+2\left|B_{-}\right|^{2}\right) A_{-}+2 \bar{A}_{+} B_{+} B_{-}\right) \\
& +\beta_{-1,0,0}\left(\left(2\left|A_{+}\right|^{2}+2\left|A_{-}\right|^{2}+\left|B_{+}\right|^{2}+2\left|B_{-}\right|^{2}\right) B_{+}+2 A_{+} A_{-} \bar{B}_{-}\right) \\
& +\beta_{-2,0,0}\left(2 A_{+} B_{+} \bar{B}_{-}+\bar{A}_{-} B_{+}^{2}\right)+\beta_{0,-2,0}\left(2 A_{+} \bar{B}_{+} B_{-}+\bar{A}_{-} B_{-}^{2}\right) \\
& +\beta_{0,-1,0}\left(\left(2\left|A_{+}\right|^{2}+2\left|A_{-}\right|^{2}+2\left|B_{+}\right|^{2}+\left|B_{-}\right|^{2}\right) B_{-}+2 A_{+} A_{-} \bar{B}_{+}\right) \\
& +\beta_{1,-1,0}\left(\bar{A}_{+} B_{-}^{2}+2 A_{-} \bar{B}_{+} B_{-}\right)+\beta_{1,0,0}\left(2 \bar{A}_{+} A_{-} B_{-}+A_{-}^{2} \bar{B}_{+}\right) \\
& +\beta_{0,1,0}\left(A_{-}^{2} \bar{B}_{-}+2 \bar{A}_{+} A_{-} B_{+}\right)+\beta_{1,-2,0} \bar{B}_{+} B_{-}^{2}+\beta_{-2,1,0} B_{+}^{2} \bar{B}_{-} \\
& +\beta_{-1,1,0}\left(\bar{A}_{+} B_{+}^{2}+2 A_{-} B_{+} \bar{B}_{-}\right)+\beta_{-2,-2,0} A_{+}^{2} \bar{A}_{-}+\beta_{1,1,0} \bar{A}_{+} A_{-}^{2}, \\
& G_{+}=\beta_{0,-1,0}\left(\left(\left|A_{+}\right|^{2}+2\left|A_{-}\right|^{2}+2\left|B_{+}\right|^{2}+2\left|B_{-}\right|^{2}\right) A_{+}+2 \bar{A}_{-} B_{+} B_{-}\right) \\
& +\beta_{0,-2,0}\left(A_{+}^{2} \bar{B}_{+}+2 A_{+} \bar{A}_{-} B_{-}\right)+\beta_{-1,-1,0}\left(A_{+}^{2} \bar{B}_{-}+2 A_{+} \bar{A}_{-} B_{+}\right) \\
& +\beta_{1,0,0}\left(\left(2\left|A_{+}\right|^{2}+\left|A_{-}\right|^{2}+2\left|B_{+}\right|^{2}+2\left|B_{-}\right|^{2}\right) A_{-}+2 \bar{A}_{+} B_{+} B_{-}\right) \\
& +\beta_{0,0,0}\left(\left(2\left|A_{+}\right|^{2}+2\left|A_{-}\right|^{2}+\left|B_{+}\right|^{2}+2\left|B_{-}\right|^{2}\right) B_{+}+2 A_{+} A_{-} \bar{B}_{-}\right) \\
& +\beta_{-1,0,0}\left(2 A_{+} B_{+} \bar{B}_{-}+\bar{A}_{-} B_{+}^{2}\right)+\beta_{1,-2,0}\left(2 A_{+} \bar{B}_{+} B_{-}+\bar{A}_{-} B_{-}^{2}\right) \\
& +\beta_{1,-1,0}\left(\left(2\left|A_{+}\right|^{2}+2\left|A_{-}\right|^{2}+2\left|B_{+}\right|^{2}+\left|B_{-}\right|^{2}\right) B_{-}+2 A_{+} A_{-} \bar{B}_{+}\right) \\
& +\beta_{2,-1,0}\left(\bar{A}_{+} B_{-}^{2}+2 A_{-} \bar{B}_{+} B_{-}\right)+\beta_{2,0,0}\left(2 \bar{A}_{+} A_{-} B_{-}+A_{-}^{2} \bar{B}_{+}\right) \\
& +\beta_{1,1,0}\left(A_{-}^{2} \bar{B}_{-}+2 \bar{A}_{+} A_{-} B_{+}\right)+\beta_{2,-2,0} \bar{B}_{+} B_{-}^{2}+\beta_{-1,1,0} B_{+}^{2} \bar{B}_{-} \\
& +\beta_{0,1,0}\left(\bar{A}_{+} B_{+}^{2}+2 A_{-} B_{+} \bar{B}_{-}\right)+\beta_{-1,-2,0} A_{+}^{2} \bar{A}_{-}+\beta_{2,1,0} \bar{A}_{+} A_{-}^{2}, \\
& G_{-}=\beta_{-1,0,0}\left(\left(\left|A_{+}\right|^{2}+2\left|A_{-}\right|^{2}+2\left|B_{+}\right|^{2}+2\left|B_{-}\right|^{2}\right) A_{+}+2 \bar{A}_{-} B_{+} B_{-}\right) \\
& +\beta_{-1,-1,0}\left(A_{+}^{2} \bar{B}_{+}+2 A_{+} \bar{A}_{-} B_{-}\right)+\beta_{-2,0,0}\left(A_{+}^{2} \bar{B}_{-}+2 A_{+} \bar{A}_{-} B_{+}\right) \\
& +\beta_{0,1,0}\left(\left(2\left|A_{+}\right|^{2}+\left|A_{-}\right|^{2}+2\left|B_{+}\right|^{2}+2\left|B_{-}\right|^{2}\right) A_{-}+2 \bar{A}_{+} B_{+} B_{-}\right) \\
& +\beta_{-1,1,0}\left(\left(2\left|A_{+}\right|^{2}+2\left|A_{-}\right|^{2}+\left|B_{+}\right|^{2}+2\left|B_{-}\right|^{2}\right) B_{+}+2 A_{+} A_{-} \bar{B}_{-}\right) \\
& +\beta_{-2,1,0}\left(2 A_{+} B_{+} \bar{B}_{-}+\bar{A}_{-} B_{+}^{2}\right)+\beta_{0,-1,0}\left(2 A_{+} \bar{B}_{+} B_{-}+\bar{A}_{-} B_{-}^{2}\right) \\
& +\beta_{0,0,0}\left(\left(2\left|A_{+}\right|^{2}+2\left|A_{-}\right|^{2}+2\left|B_{+}\right|^{2}+\left|B_{-}\right|^{2}\right) B_{-}+2 A_{+} A_{-} \bar{B}_{+}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +\beta_{1,0,0}\left(\bar{A}_{+} B_{-}^{2}+2 A_{-} \bar{B}_{+} B_{-}\right)+\beta_{1,1,0}\left(2 \bar{A}_{+} A_{-} B_{-}+A_{-}^{2} \bar{B}_{+}\right) \\
& +\beta_{0,2,0}\left(A_{-}^{2} \bar{B}_{-}+2 \bar{A}_{+} A_{-} B_{+}\right)+\beta_{1,-1,0} \bar{B}_{+} B_{-}^{2}+\beta_{-2,2,0}^{2} B_{+}^{2} \bar{B}_{-} \\
& +\beta_{-1,2,0}\left(\bar{A}_{+} B_{+}^{2}+2 A_{-} B_{+} \bar{B}_{-}\right)+\beta_{-2,-1,0} A_{+}^{2} \bar{A}_{-}+\beta_{1,2,0} \bar{A}_{+} A_{-}^{2}
\end{aligned}
$$

The nonlinear coupled-mode equations for two oblique waves (2.16) generalize the linear equations (3.20)-(3.21) as follows:

$$
\begin{align*}
& i\left(\frac{\partial A_{1}}{\partial T}+\frac{p}{\sqrt{p^{2}+q^{2}}} \frac{\partial A_{1}}{\partial X}+\frac{q}{\sqrt{p^{2}+q^{2}}} \frac{\partial A_{1}}{\partial Y}\right)+\alpha A_{2}+\beta_{0,0,0}\left(\left|A_{1}\right|^{2}+2\left|A_{2}\right|^{2}\right) A_{1} \\
& \text { (A.11) } \quad+\beta_{-n,-m, 0}\left(2\left|A_{1}\right|^{2}+\left|A_{2}\right|^{2}\right) A_{2}+\beta_{n, m, 0} A_{1}^{2} \bar{A}_{2}+\beta_{-2 n,-2 m, 0} \bar{A}_{1} A_{2}^{2}=0 \text {, } \\
& i\left(\frac{\partial A_{2}}{\partial T}+\frac{p+2 n}{\sqrt{p^{2}+q^{2}}} \frac{\partial A_{2}}{\partial X}+\frac{q+2 m}{\sqrt{p^{2}+q^{2}}} \frac{\partial A_{2}}{\partial Y}\right)+\alpha A_{1}+\beta_{0,0,0}\left(2\left|A_{1}\right|^{2}+\left|A_{2}\right|^{2}\right) A_{1} \\
& +\beta_{n, m, 0}\left(\left|A_{1}\right|^{2}+2\left|A_{2}\right|^{2}\right) A_{1}+\beta_{-n,-m, 0} \bar{A}_{1} A_{2}^{2}+\beta_{2 n, 2 m, 0} A_{1}^{2} \bar{A}_{2}=0 . \tag{A.12}
\end{align*}
$$

The system (A.11)-(A.12) and its generalization to three oblique resonant waves are reviewed in [18, 19].
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#### Abstract

We depart from an $n$-degree-of-freedom Hamiltonian formed by the sum of homogeneous polynomials in $n$ coordinates and $n$ momenta with arbitrary coefficients. By extending formally an integral of the principal part of the system to the full Hamiltonian and truncating higher-order terms, we obtain a simplified Hamiltonian. This "normalization" procedure can be used to extract qualitative features of the departure system. In this paper we present the symbolic routines needed to achieve the normalization. The power and generality of the algorithm are exhibited through two examples.
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1. Introduction. This work is devoted to the algorithmic implementation of the theory developed in $[25,26,27]$ dealing with "normalization" of polynomial Hamiltonian systems in $n$ degrees of freedom ( $n$ DOFs). We are interested in the actual construction of "normal form" Hamiltonians, as well as their associated changes of coordinates and formal integrals. The motivation for this series of works is the wide rank of applications of normal form theory in the last 30 years in various fields, such as classical mechanics, astrodynamics, qualitative theory of ordinary differential equations, or molecular physics.

We consider Hamilton functions of the form

$$
\begin{equation*}
\mathcal{H}(\boldsymbol{x} ; \varepsilon)=\sum_{i \geq 0} \frac{\varepsilon^{i}}{i!} \mathcal{H}_{i}(\boldsymbol{x}) \tag{1.1}
\end{equation*}
$$

where $\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}, X_{1}, \ldots, X_{n}\right)$ is a $(2 n)$-dimensional vector in the coordinates $x_{1}, \ldots, x_{n}$ and corresponding momenta $X_{1}, \ldots, X_{n}$. Moreover, each $\mathcal{H}_{i}$ is an arbitrary homogeneous polynomial in $\boldsymbol{x}$ of degree $i+p+2$ for some fixed integer $p \geq-1$. Note that with this choice of $p$ we can deal with polynomial Hamiltonians starting at degree one and therefore we do not restrict ourselves to local analysis around equilibria points. Indeed if our starting Hamiltonian function is a polynomial our approach is of global nature; however, if we are interested in the neighborhood of a critical point, then $p$ should be 0 . Thus, we consider the most generic class of Hamiltonians in the polynomial context.

[^61]Our purpose is to simplify system (1.1) by introducing a constant of motion independent of $\mathcal{H}$, up to a certain degree. The tool for carrying out our normalizing procedures are the well-known Lie transformations for canonical systems [6]. From the practical point of view the normalization up to any order becomes a cumbersome task due to two drawbacks principally. (1) The form of the principal term $\mathcal{H}_{0}$ dictates the form acquired by the homological equation, which is the one needed to be solved at each order to calculate the "normal form." Thus, for certain types of $\mathcal{H}_{0}$ the procedure should be stopped at a certain order and should not be extended up to any order. (2) The computational trouble caused by the huge amount of terms in those cases where the calculations are carried out to very high degrees or when the number of DOFs is big, let us say, greater than four.

From our side we have adopted the compromise of building an algorithm being as generic as possible, sacrificing on some occasions the possibility of writing an optimal set of routines for some types of $\mathcal{H}_{0}$. The reason for this choice lies on the fact that we intend to present a universal procedure. Thus, we have designed our algorithm by following three criteria: (i) $\mathcal{H}_{0}$ can be any homogenous polynomial of degree $p+2$ in $\boldsymbol{x}$ with real or complex coefficients, $p \geq-1$ being an integer. Indeed, it is not necessary to bring $\mathcal{H}_{0}$ to a prescribed form to resolve the corresponding homological equations. (ii) The classical techniques of normal forms for Hamiltonians [20] (see also the general case in $[18,3,19,22]$ ) are enlarged, as we make use of the concept of generalized normal forms [25, 26]. This allows us either to execute the usual approach of normalization or to extend other integrals of $\mathcal{H}_{0}$ up to a certain order. (iii) Our algorithm is based on the routines we have prepared with Mathematica, but it can be programmed in other similar algebraic manipulators, such as Maple or Macsyma.

Poincaré [30] is considered a pioneer in the simplification of systems of differential equations, as he developed a method applicable to systems of not necessarily Hamiltonian nature. Birkhoff [1] considered the Hamiltonian version thereafter. The normalization of semisimple systems in equilibrium at the origin was carried out for the planar case by Whittaker [34]. Moser [24] extended the work of Birkhoff to resonant Hamiltonians in $2 n$ dimensions. Thereafter there appeared a generalization by Meyer [20], who presented the general solution for a Hamiltonian system whose corresponding matrix related to the linear part was semisimple. Normal forms for nonsemisimple matrices have been studied by Meyer and Schmidt [23], Sokol'skij [32], and van der Meer [18], for instance. Furthermore, Meyer [21] established the normal form theorem for any type of equilibrium point in systems of ordinary differential equations whose main part is linear. The Hamiltonian case appears in Meyer and Hall [22].

In the classical theory of normal forms the dominant term $\mathcal{H}_{0}$ is a homogeneous polynomial of degree two (so $p=0$ ). Associated with it is a linear differential system of equations. When the matrix defining the linear system has a nonnull semisimple part, the normal form theorem for the general equilibrium [22] is the best choice for reducing the number of degrees of freedom of the original system, provided that the reduced system would not have a trivial flow. However, if the matrix is nilpotent or if the reduced flow is trivial, we should resort to the extended normal form approach proposed in [25, 26].

This article is divided into five sections. Section 2 revises the basic theory on the subject of transformations bringing a system to a generalized normal form. In section 3 we offer a detailed description of the routines included in our algorithms. In section 4 we give two examples where the advantages of the exposed algorithm with respect to other current theories are shown. The first example consists in a $1-\mathrm{DOF}$

Hamiltonian vector field whose dominant part is a homogenous polynomial of degree 3. We show that under certain conditions on the coefficients of the Hamiltonian it is possible to introduce a polynomial formal integral. This allows the reduction of the system to another of 0 DOF. The motivation for the second example is the occurrence of Hamiltonian-Hopf bifurcations and monodromy in a swing spring. Finally, in section 5 we outline the conclusions of the paper.
2. Generalized normal forms and formal integrals. In this section we broach the normalization of Hamiltonian systems through the construction of formal integrals. First, we recall the normal form theorem [21, 22]. (See also the previous contributions by van der Meer [18, 19], Cushman, Deprit, and Mosak [3], and Churchill, Kummer, and Rod [2].) Thereafter we continue with the concept of generalized normal forms.
2.1. Normal form theorem. Let us recall this standard result, which combines results by van der Meer and Meyer.

Theorem 2.1. Let

$$
\begin{equation*}
\mathcal{H}(\boldsymbol{x} ; \varepsilon)=\sum_{i \geq 0} \frac{\varepsilon^{i}}{i!} \mathcal{H}_{i}(\boldsymbol{x}) \tag{2.1}
\end{equation*}
$$

be a Hamilton function such that each $\mathcal{H}_{i}(\boldsymbol{x})$ is a homogeneous polynomial of degree $i+2$ in $\boldsymbol{x} \in \boldsymbol{R}^{2 n}$. It defines a differential system of $n$ DOFs whose quadratic part is $\mathcal{H}_{0}(\boldsymbol{x})=\frac{1}{2} \boldsymbol{x}^{t} B \boldsymbol{x}$, where $B$ is a symmetric $(2 n \times 2 n)$-matrix. Let $\mathcal{J}$ be the standard skew-symmetric matrix of order $2 n$

$$
\mathcal{J}=\left(\begin{array}{cc}
0 & I_{n} \\
-I_{n} & 0
\end{array}\right)
$$

( $I_{n}$ stands for the identity matrix of order $n$ ), and let $A=\mathcal{J} B$ be the matrix associated with the linear system of differential equations defined by $\mathcal{H}_{0}$. Let $\boldsymbol{x}=\boldsymbol{X}(\boldsymbol{y} ; \varepsilon)=$ $\boldsymbol{y}+\cdots$ be the symplectic change of coordinates that transforms $\mathcal{H}$ into its normal form (up to an order $L \geq 1$ ), the convergent Hamiltonian $\mathcal{K}(\boldsymbol{y})=\mathcal{K}_{0}(\boldsymbol{y})+\mathcal{K}_{1}(\boldsymbol{y})+$ $\cdots+\mathcal{K}_{L}(\boldsymbol{y})+\mathcal{O}\left(\varepsilon^{L+1}\right)$. Let $A=S+N$ represent the Jordan decomposition of $A$ into its semisimple ( $S$ ) plus nilpotent $(N)$ parts. Then, the quadratic polynomial $\mathcal{I}_{S}(\boldsymbol{y})=\mathcal{I}_{S}(\boldsymbol{x})=-\frac{1}{2} \boldsymbol{x}^{t} \mathcal{J} S \boldsymbol{x}$ is an integral of $\mathcal{H}_{0}$, provided that $S \neq 0$. Moreover, by means of the normal form transformation, $\mathcal{I}_{S}(\boldsymbol{y})$ becomes an integral (formal integral) of $\mathcal{K}$ independent of it and the number of DOFs of the system related to $\mathcal{K}$, after truncation, is at most $n-1$.

Proof. See the papers by van der Meer [19] and Meyer [21] and the book by Meyer and Hall [22].

First, if we define $\mathcal{K}_{0}^{t}=\frac{1}{2} \boldsymbol{y}^{t} R \boldsymbol{y}$ with $R=\mathcal{J} B \mathcal{J}=-\mathcal{J} A^{t}$, when applying the normal form theorem, Theorem 2.1, the terms $\mathcal{K}_{i}$ for $i \geq 1$ are built so that they satisfy $\left\{\mathcal{K}_{i}, \mathcal{K}_{0}^{t}\right\}=0$. That is, the terms of the normal form are invariant under the flow defined by $\exp \left(A^{t} s\right)$. In this respect one can understand that the normal form Hamiltonian is simpler than the original Hamiltonian.

As is well known, normal forms are in general divergent; see, for instance, [29]. Indeed the transformation proposed in Theorem 2.1 does not converge in general. However, we can say that $\mathcal{K}$ is convergent as we are including the tail $\mathcal{O}\left(\varepsilon^{L+1}\right)$ in its definition.

When $S \neq 0$ one can build a formal integral of $\mathcal{H}$ up to a certain order of approximation, as we shall detail later on. Therefore, the initial system is reduced by
the calculation of a formal integral. Nevertheless, when $S=0$ we cannot construct a new formal integral by the application of the normal form theorem. In such a situation we resort to another strategy to reduce the number of DOFs of $\mathcal{H}$.

The number of DOFs defined by $\mathcal{K}$ is $n-1$ at most. It is smaller when the semisimple component of $\mathcal{H}_{0}$ is composed by the sum of semisimple terms such that there is no resonance among all of them. In these situations the reduction procedure could be too drastic in the sense that one would not obtain enough information from the reduced system [28]. A way to overcome this problem would be to take another integral of $\mathcal{H}_{0}$ to be extended to the whole system. This is the subject of the following subsections.
2.2. Extension of an integral of the principal part to the full system. We provide a result which can be used to enlarge the applicability of the normal form theorem. We start with some useful definitions.

Definition 2.2. Given two scalar fields $\mathcal{P}$ and $\mathcal{Q}$ defined over an open domain of $\boldsymbol{R}^{2 n}$, the Poisson bracket of $\mathcal{P}$ and $\mathcal{Q}$ is given by the relation

$$
\{\mathcal{P}, \mathcal{Q}\}=\sum_{i=1}^{n}\left(\frac{\partial \mathcal{P}}{\partial x_{i}} \frac{\partial \mathcal{Q}}{\partial X_{i}}-\frac{\partial \mathcal{P}}{\partial X_{i}} \frac{\partial \mathcal{Q}}{\partial x_{i}}\right)
$$

Definition 2.3. Given two scalar fields $\mathcal{P}$ and $\mathcal{Q}$, the Lie operator associated with $\mathcal{Q}$ is given by means of the Poisson bracket $\mathcal{L}_{\mathcal{Q}}(\mathcal{P})=\{\mathcal{P}, \mathcal{Q}\}$.

ThEOREM 2.4. Let the integers $L \geq 1$ and $p \geq-1$ be given. Let Hamiltonian (1.1) be given. Let $\left\{\mathcal{P}_{i}\right\}_{i=0}^{L}$ be the sequence of the linear spaces of all homogeneous polynomials of degree $i+p+2$ in $\boldsymbol{x} \in \boldsymbol{R}^{2 n}$. Let $\left\{\mathcal{Q}_{i}\right\}_{i=1}^{L}$ be the sequence of some subsets of the sets $\mathcal{P}_{i}$ and let $\left\{\mathcal{R}_{i}\right\}_{i=1}^{L}$ be the sequence of some linear spaces of $\mathcal{C}^{k}$-functions $(k \geq 0)$ for $i=1, \ldots, L$. Let $\mathcal{G}$ be a polynomial in $\mathcal{P}_{j}$ for some $j \in\{0, \ldots, L\}$. Let $\Omega \subseteq \boldsymbol{R}^{2 n}$ be the common domain where the sequences $\left\{\mathcal{P}_{i}\right\}_{i=0}^{L}$, $\left\{\mathcal{Q}_{i}\right\}_{i=1}^{L}$, and $\left\{\mathcal{R}_{i}\right\}_{i=1}^{L}$ are defined. Moreover, suppose that the following properties are satisfied:
(i) $\mathcal{H}_{i} \in \mathcal{P}_{i}, i=0,1, \ldots, L$;
(ii) $\left\{\mathcal{P}_{i}, \mathcal{R}_{j}\right\} \subseteq \mathcal{P}_{i+j}, i+j=1, \ldots, L$;
(iii) for any $D \in \mathcal{P}_{i}, i=1, \ldots, L$, there exist $E \in \mathcal{Q}_{i}$ and $F \in \mathcal{R}_{i}$ such that

$$
E=D+\left\{\mathcal{H}_{0}, F\right\} \quad \text { and } \quad\{\mathcal{G}, E\}=0
$$

Then, there exists a $\mathcal{C}^{k}$-function

$$
\mathcal{W}(\boldsymbol{x} ; \varepsilon)=\sum_{i=0}^{L-1} \frac{\varepsilon^{i}}{i!} \mathcal{W}_{i+1}(\boldsymbol{x})
$$

with $\mathcal{W}_{i} \in \mathcal{R}_{i}, i=1, \ldots, L$, such that the change of coordinates $\boldsymbol{x}=\boldsymbol{X}(\boldsymbol{y} ; \varepsilon)$ is the general solution of the initial value problem

$$
\begin{aligned}
\frac{d \boldsymbol{x}}{d \varepsilon} & =\mathcal{J} \frac{\partial \mathcal{W}}{\partial \boldsymbol{x}}(\boldsymbol{x} ; \varepsilon) \\
\boldsymbol{x}(0) & =\boldsymbol{y}
\end{aligned}
$$

and transforms the convergent Hamiltonian (1.1) into the convergent Hamiltonian

$$
\mathcal{K}(\boldsymbol{y} ; \varepsilon)=\sum_{i=0}^{L} \frac{\varepsilon^{i}}{i!} \mathcal{K}_{i}(\boldsymbol{y})+\mathcal{O}\left(\varepsilon^{L+1}\right)
$$

with $\mathcal{K}_{i} \in \mathcal{Q}_{i}, i=1, \ldots, L$, such that each $\mathcal{K}_{i}$ is a polynomial in $\boldsymbol{y}$ of degree $i+p+2$ with $\left\{\mathcal{K}_{i}, \mathcal{G}\right\}=0$ for $i=1, \ldots, L$.

Additionally, if $\left\{\mathcal{H}_{0}, \mathcal{G}\right\}=0$, then $\mathcal{G}$ is an integral of $\mathcal{K}$.
Proof. See [26].
The smoothness of the spaces $\mathcal{R}_{i}$ and of $\mathcal{W}$ depends on the possible appearance of nonpolynomial terms at some order $i$. For instance, in the example of section 4.1, $\mathcal{W}$ is $\mathcal{C}^{2}$, while in section 4.2 it is analytic.

As in the standard approach, the application of Theorem 2.4 does not produce generally a convergent normal form Hamiltonian. Nevertheless, the reader should notice that in the definition of $\mathcal{K}$ we are putting higher-order terms inside the error $\mathcal{O}\left(\varepsilon^{L+1}\right)$.

The reader should notice that whenever $\mathcal{G}$ is an integral of $\mathcal{H}_{0}$, the effect of constructing $\mathcal{K}$, where $\mathcal{K}_{i} \in \operatorname{ker}\left(\mathcal{L}_{\mathcal{G}}\right)$ (i.e., the Poisson bracket $\left\{\mathcal{K}_{i}, \mathcal{G}\right\}$ vanishes) for $i=1, \ldots, L$, is to extend formally the integral of the unperturbed system, $\mathcal{G}$, to the whole Hamiltonian $\mathcal{K}$ after truncating it at order $L$.

We stress that the integral $\mathcal{G}$ of $\mathcal{H}_{0}$ must be chosen a priori and it can be other than the part of $\mathcal{H}_{0}$ whose associated matrix is semisimple. This is the main difference with respect to the usual treatment of normal forms, although Theorem 2.4 can be interpreted as a generalization of the standard approach. In fact, under further hypotheses, if $\mathcal{G}$ corresponds to the semisimple part of $\mathcal{H}_{0}$, both normal form transformations yield the same results; see the details in [26, 28]. Our way of computing formal integrals extends the classical approaches of Whittaker [33, 34], Gustavson [13], and Giorgilli [12] as we can obtain approximate integrals of polynomial Hamiltonians in $n$ DOFs, with $\mathcal{H}_{0}$ being any homogeneous (not necessarily quadratic) polynomial.

Theorem 2.4 can be applied to calculate formal integrals of polynomial Hamiltonians whose dominant parts are related to nilpotent matrices $A$. Furthermore, this approach can be used to calculate different normalized Hamiltonians whose flows lie on different reduced phase spaces. Thus, performing several reductions allows us to analyze the original Hamiltonian from different points of view. The theorem also can be applied to lower the number of DOFs by two or more units. Indeed, the number of DOFs of the resulting Hamiltonian system depends on the type of integral introduced through the reduction. Nevertheless, this needs a careful analysis based on Lie groups and invariant theory; see [28] for details.

The drawback of this generalized method is that at each step $i \geq 1, \mathcal{W}_{i}$ is not necessarily a polynomial function, as is always the case with the application of the normal form theorem. Indeed, the occurrence of polynomial generating functions in a specific normal form computation can be known in advance by analyzing the dimensions of the kernels of various linear spaces of homogeneous polynomials. Thus, depending on the choice of $\mathcal{G}$, as well as on $\mathcal{H}_{0}$ and the type of terms in the perturbation, $\mathcal{W}$ could be a polynomial of degree $i+2$. (In this optimal case the linear spaces $\mathcal{R}_{i}$ correspond to the spaces of homogeneous polynomials of degree $i+2$ in $\boldsymbol{x} \in \boldsymbol{R}^{2 n}$.) For more information, see [26, 28]. Nevertheless, in the design of the algorithm we do not perform this algebraic analysis prior to the computation of the normal form. Instead, we prefer to try first to solve the homological equation with a homogeneous polynomial. When it is not possible we resort to finding the solution of the usual partial differential equation (PDE). This will be a fundamental step in the design of the algorithms presented in the next section.
2.3. Types of normalization according to $\mathcal{H}_{0}$. The cases where $\mathcal{H}_{0}$ is not a quadratic polynomial cannot be treated by the normal form theorem and we have to
resort to Theorem 2.4 for its reduction. The choice of the integral $\mathcal{G}$ to be extended depends on each problem and can be, for instance, $\mathcal{H}_{0}$, as we will see in section 4.1.

If $\mathcal{H}_{0}$ is a quadratic homogeneous polynomial we perform the following classification according to the type of the associated matrix $A$ :
(a) semisimple case: $A=S$;
(b) semisimple plus nilpotent case: $A=S+N$, with $S, N \neq 0$;
(c) nilpotent case: $A=N$.

In cases (a) and (b), as the semisimple part is not zero, both Theorem 2.1 and Theorem 2.4 apply. Let us see when one should apply the first and when the second.

On the one hand, by applying the normal form theorem, $\mathcal{I}_{S}$ (the semisimple part of $\mathcal{H}_{0}$ ) becomes a formal integral of the reduced system. This would be equivalent to choosing $\mathcal{G}=\mathcal{I}_{S}$ and applying Theorem 2.4. Nevertheless, the reduced Hamiltonians in both cases may not be the same [26]. In this situation the application of the normal form theorem would be preferable because the generating function is polynomial and may not be polynomial with Theorem 2.4.

On the other hand, when the application of the normal form theorem leads to $\mathcal{K}$ defining a system of 0 DOFs $(n>1)$, the reduction does not allow one to extract information from the flow of the reduced system. Then, the application of the generalized normal form theorem by choosing $\mathcal{G}$ an integral of $\mathcal{H}_{0}$ different from $\mathcal{I}_{S}$ is recommended.

Moreover, in both situations, when one intends to obtain information about the original system from different reduced Hamiltonians, one should resort to Theorem 2.4, as the normal form theorem allows only one reduction.

In case (c), as the semisimple part is zero the application of the normal form theorem does not lead to a reduction in the number of DOFs. Thus, for this purpose we use the generalized method by taking $\mathcal{G}=\mathcal{H}_{0}$, for instance. Obviously, other integrals could be chosen depending on the system. Besides, if $\mathcal{H}_{0}=0$, we could even select $\mathcal{G}$ among the integrals of $\mathcal{H}_{k}$, provided that $\mathcal{H}_{i}=0$ for $i=0, \ldots, k-1$, with $k \geq 1$.

Once we have made the choice of $\mathcal{G}$ the next step consists in performing the normal form transformation, i.e., in calculating $\mathcal{K}$ and $\mathcal{W}$ up to order $L$ of the process. This is done through Lie transformations and will be treated algorithmically in section 3 .

Next we calculate the direct and inverse changes of coordinates related to the generalized normal form transformation. This is useful when going back to the original Hamiltonian. For example, one can think of a qualitative study of a certain Hamilton vector field based on the calculation of normal forms. In this situation it is usually convenient to get the expressions in the original coordinates of the invariant objects of the original system obtained from the ones in the normal form Hamiltonians.

Finally, it is possible to determine a formal integral of the Hamiltonian $\mathcal{H}$ using $\mathcal{G}$, that is, the function extended to become an integral of $\mathcal{K}$, and the generating function related to the normal form construction. Specifically, if $\mathcal{G}$ commutes with $\mathcal{K}$, the result of applying the inverse change of coordinates to $\mathcal{G}$, which we denote by $\mathcal{I}_{\mathcal{G}}(\boldsymbol{x} ; \varepsilon)$, is a formal symmetry of $\mathcal{H}$, i.e., $\left\{\mathcal{H}, \mathcal{I}_{\mathcal{G}}\right\}=\mathcal{O}\left(\varepsilon^{L+1}\right)$. Note that if $\mathcal{W}$ is of polynomial nature, $\mathcal{I}_{\mathcal{G}}$ is also a polynomial. However, when $\mathcal{W}$ contains nonpolynomial terms, $\mathcal{I}_{\mathcal{G}}$ will be in general nonpolynomial.

The direct and inverse changes of coordinates will be explained in section 3.4 from the point of view of the computations which are needed.

For a complete description of the methodology and some examples, see [25, 26, 27] and references therein.
3. The algorithms. This section shows the main features of the routines we have developed so as to apply the reduction process to an arbitrary $n$-DOF polynomial Hamiltonian of the type (1.1) up to a certain order of approximation. We used Mathematica to write the routines, but other symbolic processors, such as Maple or Macsyma, would be also adequate. We present the entire collection of routines to give a full description of the normal form procedure for polynomial Hamiltonians, emphasizing the main features of the implementation. In addition, our exposition provides the computational cost of all steps and, to our knowledge, it is the first time all these issues appear together in one paper.
3.1. Choice of the integral $\mathcal{G}$. According to $\mathcal{H}_{0}$ and our purposes we start by choosing the type of normal form we are going to calculate. If $\mathcal{H}_{0}$ is quadratic we implement an auxiliary procedure to split this Hamilton function into its semisimple and nilpotent parts. The so-called Jordan decomposition of the associated Hamiltonian matrix $A$ is the algebraic tool which provides us with this result.

Algorithm 1 (choice of the integral to be extended).

## Input:

$\hookrightarrow \mathcal{H}_{0}$ and $p$ : the main (or unperturbed) part of $\mathcal{H}$ and the degree of $\mathcal{H}_{0}$ minus two, respectively;
$\hookrightarrow n$ : number of DOFs of the system;
$\hookrightarrow$ option $\in\{\{\mathrm{no}\},\{$ yes, $\mathcal{G}\}\}$ : chance of either allowing the program to choose the integral to be extended or the user to choose a formal integral $\mathcal{G}$ of $\mathcal{H}_{0}$, resp. In case $\mathcal{H}_{0}$ is not quadratic the user should choose $\mathcal{G}$;
$\hookrightarrow$ ForceNFT: Boolean variable which indicates whether the user wants to apply the normal form theorem.
Output:
$\hookleftarrow \mathcal{I}_{S}, \mathcal{I}_{N}$ : decomposition of $\mathcal{H}_{0}$ into its semisimple and nilpotent parts, resp. (when $\mathcal{H}_{0}$ is quadratic, otherwise both are taken to be zero);
$\hookleftarrow \mathcal{G}$ : integral of $\mathcal{H}_{0}$ to be extended to higher orders;
$\hookleftarrow$ NFT: it takes the value True if the normal form theorem is going to be used or False otherwise.
Code:
NFT = False;
If $(p=0)$ then
Compute the Jordan decomposition of the Hamiltonian matrix A associated with $\mathcal{H}_{0}$, that is, $A=S+N$;
Construct $\mathcal{I}_{S}, \mathcal{I}_{N}$ from the preceding step;
If (ForcenFT $=$ True) then
If $\left(\mathcal{I}_{S}=0\right)$ show the message "After the normalization, $\mathcal{K}$ will define a system with the same number of DOFs as $\mathcal{H}$ ";
Calculate $\mathcal{G}$ as in the normal form theorem $\left(\mathcal{G}=\mathcal{K}_{0}^{t}\right)$;
NFT = True;
Else
If (option $=$ no) then
Compute $\mathcal{G}$ following the guidelines of section 2.3.
Else
Check if $\mathcal{G}$ is an integral of $\mathcal{H}_{0}$. When $\mathcal{G}$ does not commute with $\mathcal{H}_{0}$ (i.e., $\left\{\mathcal{G}, \mathcal{H}_{0}\right\} \neq 0$ ), a warning message is displayed saying that no integral will be introduced through the transformation;
Else

Set $\mathcal{I}_{S}=\mathcal{I}_{N}=0$;
Define $\mathcal{G}$ as the second component of $\{\mathrm{yes}, \mathcal{G}\}$.
Remark 3.1. The algorithm allows the user to normalize Hamiltonians satisfying $\mathcal{H}_{i}=0$, for $i=1, \ldots, k-1$ and $\mathcal{H}_{k} \neq 0$; the input variable option brings such possibility by means of giving it the value $\{$ yes, $\mathcal{G}\}$ and introducing any homogeneous polynomial which commutes with $\mathcal{H}_{k}$ as the second component, $\mathcal{G}$.
3.2. Resolution of the homological equation. The construction of the transformed Hamiltonian $\mathcal{K}$ is done order by order, i.e., one has to proceed in an ascendant way from $i=1$ to $i=L$ so as to determine each $\mathcal{K}_{i}$. For that, the homological equation

$$
\begin{equation*}
\mathcal{L}_{\mathcal{H}_{0}}\left(\mathcal{W}_{i}\right)+\mathcal{K}_{i}=\overline{\mathcal{H}}_{i} \tag{3.1}
\end{equation*}
$$

has to be solved, with the extra condition $\left\{\mathcal{K}_{i}, \mathcal{G}\right\}=0$ for $i=1, \ldots, L$. Note that the terms $\overline{\mathcal{H}}_{i}$ are the ones known from the previous orders through the Poisson bracket calculations. The solution of (3.1) is the pair $\left(\mathcal{W}_{i}, \mathcal{K}_{i}\right)$, where $\mathcal{W}_{i}$ denotes the generating function at order $i$.

To actually solve $(3.1)$ we split $\overline{\mathcal{H}}_{i}$ as $\overline{\mathcal{H}}_{i}=\overline{\mathcal{H}}_{i}^{*}+\overline{\mathcal{H}}_{i}^{\#}$, where $\overline{\mathcal{H}}_{i}^{*} \in \operatorname{ker}\left(\mathcal{L}_{\mathcal{G}}\right)$ and $\overline{\mathcal{H}}_{i}^{\#}=\overline{\mathcal{H}}_{i}-\overline{\mathcal{H}}_{i}^{*}$, for each $i=1, \ldots, L$. In this way, we choose $\mathcal{K}_{i}=\overline{\mathcal{H}}_{i}^{*}$ and $\mathcal{W}_{i}$ as a solution of

$$
\begin{equation*}
\mathcal{L}_{\mathcal{H}_{0}}\left(\mathcal{W}_{i}\right)=\overline{\mathcal{H}}_{i}^{\#} \tag{3.2}
\end{equation*}
$$

When Theorem 2.4 is applied, for the general case nonpolynomial terms appear in $\overline{\mathcal{H}}_{i}$ at a certain order $i$. To solve (3.1) these terms are always considered to belong to $\overline{\mathcal{H}}_{i}^{\#}$. Thus, in the program we introduce a simple algorithm to separate the polynomial terms of $\overline{\mathcal{H}}_{i}$ from the nonpolynomial ones.

AlGORITHM 2 (splitting in polynomial and nonpolynomial terms).

## Input:

$\hookrightarrow$ Expr: a function in the coordinates and respective momenta;
$\hookrightarrow n$ : number of DOFs of the system.
Output:
$\hookleftarrow$ Pol and NoPol: Pol collects the polynomial terms of Expr while NoPol collects the nonpolynomial ones.
Remark 3.2. (i) The only nonpolynomial terms are rational, logarithmic, arctangent functions and combinations of them. They appear in the generating function at a certain order as the solution of (3.2) and are propagated through the intermediate Hamiltonians needed to proceed to higher orders (see also section 3.3).
(ii) Every symbolic processor has its own functions to distinguish between polynomial and nonpolynomial terms. For example, Mathematica makes use of the Boolean built-in function PolynomialQ which recognizes whether a single term is polynomial in a given set of variables. Thus, the issue of splitting the polynomial terms from the others becomes a simple matter.

Now, we describe the main algorithm of this section-the one for the resolution of (3.1). We suppose that Algorithm 1 has been already applied.

Algorithm 3 (resolution of the homological equation).
Input:
$\hookrightarrow i$ : step in the normalizing procedure;
$\hookrightarrow \overline{\mathcal{H}}_{i}$ : terms computed in order $i-1$ through the Lie transformation;
$\hookrightarrow \mathcal{G}$, NFT, and $s$ : the latter denoting the degree of $\mathcal{G}$;

Output:
$\hookleftarrow$ The pair $\left(\mathcal{K}_{i}, \mathcal{W}_{i}\right)$ : solution of $(3.1)$;
$\hookleftarrow$ resolved: it takes the value True if (3.1) has been solved successfully.
Code:
Split $\overline{\mathcal{H}}_{i}$ into its polynomial (Pol) and nonpolynomial (NoPol) components by making use of Algorithm 2;
Redefine $\overline{\mathcal{H}}_{i}=\mathrm{Pol}$;
Define $\operatorname{arb}_{1}$, an arbitrary polynomial of degree $i+p+2$ in $\boldsymbol{x}$, and solve the equation $\mathcal{L}_{\mathcal{G}}\left(\mathrm{arb}_{1}\right)=0$ in the coefficients of $\mathrm{arb}_{1}$; store the resulting conditions for the coefficients of $\mathrm{arb}_{1}$ in a new variable called $\mathrm{sol}_{\mathrm{p}}$;
Define $\mathrm{arb}_{2}$, a homogeneous polynomial of degree $i+2$ in $\boldsymbol{x}$;
If $(\mathrm{NoPol}=0)$ then
Try to solve $\left\{\mathcal{H}_{0}, \operatorname{arb}_{2}\right\}+\operatorname{arb}_{1}=\overline{\mathcal{H}}_{i}$ in the coefficients of $\operatorname{arb}_{1}$ and $\operatorname{arb}_{2}$, including the restrictions given by $\mathrm{sol}_{\mathrm{p}}$. The solution, if any, is stored in sol $=\left(\mathrm{arb}_{1}, \mathrm{arb}_{2}\right)$;
Else
sol $=\emptyset ;$
If $($ sol $\neq \emptyset)$ then
Set $\left(\mathcal{K}_{i}, \mathcal{W}_{i}\right)=$ sol and resolved $=$ True;
Else
Define $\mathcal{K}_{i}$ as the terms of $\overline{\mathcal{H}}_{i}$ that are in $\operatorname{ker}\left(\mathcal{L}_{\mathcal{G}}\right)$;
Try to solve the $\operatorname{PDE}\left\{\mathcal{H}_{0}, \mathcal{W}_{i}\right\}+\mathcal{K}_{i}=\overline{\mathcal{H}}_{i}+\mathrm{NoPol}$ in the unique unknown $\mathcal{W}_{i}$. We call the solution, if any, Dsol;
If (Dsol is computed properly) then
resolved = True;
Else
An error message telling that $\mathcal{W}_{i}$ cannot be obtained is displayed; in addtion resolved $=$ False and the algorithm is aborted.
Remark 3.3. (i) If the number of DOFs of our problem is $n$ and we are at order $i$, then the number of different coefficients of $\operatorname{arb}_{1}$ is $\binom{2 n+i+p+1}{i+p+2}$. Besides, since the degrees of $\mathcal{G}$ and $\operatorname{arb}_{1}$ are, respectively, $s$ and $i+p+2$, then $\mathcal{L}_{\mathcal{G}}\left(\operatorname{arb}_{1}\right)$ is a homogeneous polynomial of degree $i+p+s$ in $\boldsymbol{x}$. Hence, the solution of $\mathcal{L}_{\mathcal{G}}\left(\operatorname{arb}_{1}\right)=0$ is obtained by matching the coefficients of $\operatorname{arb}_{1}$ so that the latter expression becomes identically zero. Therefore, one needs to solve a system of $\binom{2 n+i+p+1}{i+p+2}$ linear homogeneous equations with $\binom{2 n+s-1}{s}$ unknowns. This system always has an infinite number of nontrivial solutions provided that the number of unknowns is smaller than or equal to the number of linear equations; this is satisfied whenever $s \leq i+p+2$. The solution is the one denoted by $\mathrm{sol}_{\mathrm{p}}$.
(ii) When NoPol $=0$ we try to resolve the PDE: $\mathcal{L}_{\mathcal{H}_{0}}\left(\operatorname{arb}_{2}\right)=\overline{\mathcal{H}}_{i}-\operatorname{arb}_{1}$ for $\operatorname{arb}_{2}$ (once the conditions for $\mathrm{arb}_{1}$ are imposed) by matching the coefficients of $\mathrm{arb}_{2}$. Since we try to get $\operatorname{arb}_{2}$ as a polynomial in $\boldsymbol{x}, \overline{\mathcal{H}}_{i}$ and $\operatorname{arb}_{1}$ are homogeneous polynomials of degree $i+p+2$ and the degree of $\mathcal{H}_{0}$ is $p+2$, the degree of $\operatorname{arb}_{2}$ should be $i+2$, and hence, the number of different coefficients for $\mathrm{arb}_{2}$ is $\binom{2 n+i+1}{i+2}$. Now, the solution of the PDE is achieved by solving a system of $\binom{2 n+i+p+1}{i+p+2}$ linear equations with $\binom{2 n+i+1}{i+2}$ unknowns. We store the solution on the variable sol. Unlike what occurs in Remark $3.3(\mathrm{i})$, this system does not always have a solution for $\operatorname{arb}_{2}$. In this case sol $=\emptyset$ (we are taking $\emptyset$ as the empty subset) and the algorithm tries to solve $\mathcal{L}_{\mathcal{H}_{0}}\left(\mathcal{W}_{i}\right)=\overline{\mathcal{H}}_{i}{ }^{\#}$ as a PDE to determine $\mathcal{W}_{i}$. For that we make use of the Mathematica function DSolve. This second situation is worse than the first in terms of computational cost.

Indeed, there are a few examples where even the command DSolve does not return the desired result. In these cases, a suitable change of coordinates could sort out the trouble.
(iii) If $\mathcal{W}_{i}$ admits a polynomial expression, that is, when sol $\neq \emptyset$, the undetermined coefficients of $\operatorname{arb}_{1}$ and $\mathrm{arb}_{2}$ are settled to zero, so as to avoid an increase of unnecessary monomials in $\mathcal{K}_{i}$ and $\mathcal{W}_{i}$.
(iv) During the process we express $\mathcal{K}_{i}$ in Cartesian coordinates. However, for some systems, from a computational point of view, it is usually convenient to use an adequate set of symplectic variables such that the homological equation presents a "nicer" aspect, for example, spherical or complex variables. Sometimes it is better to use a combination of them. See examples of this in [27].
(v) Every time Algorithm 3 is applied, a message showing us if the homological equation is solved correctly at order $i$ is displayed. Additionally, we are informed whether the generating function is a polynomial.
(vi) Taking $i=0$ at all steps and considering also that $p=0$, the algorithm computes versal deformations of linear Hamiltonian vector fields; see, for instance, [11]. This feature is included in the next subsection.
(vii) A little algorithm to compute Poisson brackets should be added to Algorithm 3. In Mathematica it is a simple matter to compute the Poisson bracket of two scalar functions $\mathcal{P}, \mathcal{Q}: \Omega \subseteq \boldsymbol{R}^{2 n} \rightarrow \boldsymbol{R}$ by using the built-in function for derivatives D.
(viii) Tests to check if the algorithm works properly are introduced at several steps in the procedure. For instance, when redefining $\overline{\mathcal{H}}_{i}$ as a polynomial we introduce a line in the code to check if $\overline{\mathcal{H}}_{i}$ is in fact a homogeneous polynomial in $\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}, X_{1}, \ldots, X_{n}\right)$. If it is not, the algorithm is aborted and an error message is shown.
3.3. Lie-Deprit method. Once the order we want to reach in the transformation, say $L$, is fixed, we are ready to proceed to the construction of both $\mathcal{K}$ and $\mathcal{W}$. The way to obtain them is by going ascendantly order by order from $i=1$ to $i=L$. Notice that we need to calculate $\mathcal{K}_{i}$ for $i=1, \ldots, L$, such that

$$
\mathcal{K}(\boldsymbol{y} ; \varepsilon)=\sum_{i=0}^{L} \frac{\varepsilon^{i}}{i!} \mathcal{K}_{i}(\boldsymbol{y})
$$

where each $\mathcal{K}_{i}$ is a polynomial in $\boldsymbol{y}$ of degree $i+p+2$ and $\left\{\mathcal{K}_{i}, \mathcal{G}\right\}=0$ for $i=1, \ldots, L$. Besides, we need to obtain

$$
\mathcal{W}(\boldsymbol{x} ; \varepsilon)=\sum_{i=0}^{L-1} \frac{\varepsilon^{i}}{i!} \mathcal{W}_{i+1}(\boldsymbol{x})
$$

and at each order $i$ we will make use of Algorithm 3 to get $\mathcal{K}_{i}$ and $\mathcal{W}_{i}$. Indeed, the advance from one order to the other is done through the recursion formula

$$
\begin{equation*}
\mathcal{H}_{j, k}=\mathcal{H}_{j+1, k-1}+\sum_{\ell=0}^{j}\binom{j}{\ell}\left\{\mathcal{H}_{j-\ell, k-1}, \mathcal{W}_{\ell+1}\right\} \tag{3.3}
\end{equation*}
$$

for $j \geq 0$ and $k \geq 1$. Here it is assumed that $\mathcal{H}_{i, 0}=\mathcal{H}_{i}$ and $\mathcal{H}_{0, i}=\mathcal{K}_{i}$ for all $i \geq 0$. At the end of the process one has computed the Hamiltonians $\mathcal{H}_{j, k}$ with $0 \leq j \leq L$, $1 \leq k \leq L$, and $j+k \leq L$. Hence, the intermediate Hamiltonians form the so-called

Lie-Deprit triangle. See Deprit [6] for the original version of the method and for different applications $[2,22,5,26,27,10]$.

Algorithm 4 (Lie-Deprit method).
InPut:
$\hookrightarrow L$ : number of steps to be performed in the Lie-Deprit process;
$\hookrightarrow n$ : number of DOFs of the vector field related to $\mathcal{H}$;
$\hookrightarrow \mathcal{H}_{0}, \ldots, \mathcal{H}_{L}$ : the first, second, $\ldots, L+1$ th terms of the Hamiltonian $\mathcal{H}$;
$\hookrightarrow$ VDef: Boolean variable which offers the user the possibility of carrying out a transformation within linear versal deformations.
Output:
$\hookleftarrow\left(\mathcal{K}_{i}, \mathcal{W}_{i}\right):$ for $i=1, \ldots, L$.
Code:
If (VDef) then
Set the auxiliary variable $d_{\mathrm{aux}}=0$;
Else
Set $d_{\mathrm{aux}}=1$;
For d from 1 to $L$ do
Define $\mathcal{H}_{d, 0}=\mathrm{aux}_{1}=\mathcal{H}_{d} ;$
Set $g_{d}=0$;
For $j$ from $d-1$ to 0 do
Compute $\mathcal{H}_{j, d-j}=\operatorname{aux}_{1}=\operatorname{aux}_{1}+\sum_{\ell=0}^{j}\binom{j}{\ell}\left\{\mathcal{H}_{j-\ell, d-j-1}, g_{\ell+1}\right\} ;$
$\left(\mathcal{H}_{0, d}\right.$, aux $\left._{2}\right)=$ solution of applying Algorithm 3 to aux ${ }_{1}$ (with index $i=$
$\left.d \cdot d_{\text {aux }}\right)$;
Set $g_{d}=-\mathrm{aux}_{2}$;
Or
$d=1 ;$
$\mathrm{aux}_{2}=\mathcal{H}_{0, d}-\mathrm{aux}_{1} ;$
For $j$ from $d-1$ to 1 do
$\mathcal{H}_{d-j, j}=\mathcal{H}_{d-j, j}+\mathrm{aux}_{2} ;$
Set $\mathcal{K}_{i}=\mathcal{H}_{0, i}$, for $i=0, \ldots, L$ and $\mathcal{W}_{i}=g_{i}$ for $i=1, \ldots, L$.
Remark 3.4. (i) The number of Poisson brackets needed to achieve the Lie-Deprit method is $\binom{L+2}{3}$.
(ii) Since at each order $i$, according to Remark 3.2(i) and (ii), one must solve a system of linear equations with $\binom{2 n+s-1}{s}$ variables plus another system with $\binom{2 n+i+1}{i+2}$ variables, after completing the entire process of the Lie transformation, one has solved $2 L$ systems of linear equations. The total number of unknowns which have been determined is $\binom{2 n+L+1}{L+2}+L\binom{2 n+s-1}{s}-(2 n+1)(n+1)$.
3.4. The algorithm of the inverse for Lie transformations. Once the normal form transformation has been obtained, a further step consists in calculating the explicit expressions of the changes of variables relating the original coordinates $\boldsymbol{x}$ with the transformed $\boldsymbol{y}$. In other words, if the direct change, called $\boldsymbol{x}=\boldsymbol{X}(\boldsymbol{y} ; \varepsilon)$, is responsible for writing the "old" coordinates $\boldsymbol{x}$ in terms of the "new" $\boldsymbol{y}$, we need to find an expression for $\boldsymbol{X}$. Equivalently, if the inverse change puts the new coordinates $\boldsymbol{y}$ in terms of the old $\boldsymbol{x}$ and this change is denoted by $\boldsymbol{y}=\boldsymbol{Y}(\boldsymbol{x} ; \varepsilon)$, we have to look for an expression of $\boldsymbol{Y}$.

For this purpose we have designed Algorithms 5 and 6. In particular, the corresponding codes have been developed according to the algorithm of the inverse for Lie
transformations due to Henrard [16]. The method proposed in that paper reduces the amount of computations compared with the usual method for the direct and inverse changes proposed by Deprit [6]. For example, in the Lie transformations utilized in the analytical lunar theory $[7,8]$, the number of Poisson brackets evaluated was reduced by a factor of three.

We give a brief description of Henrard's method [16]. Notice that its purpose is a bit wider than the matter of constructing the direct and inverse changes of coordinates. For instance, we can use the method proposed by Henrard to write any function expressed in terms of the variables $\boldsymbol{x}$ as a function of the variables $\boldsymbol{y}$ and vice versa, provided only that we know the generating function $\mathcal{W}$.

The coefficients of the transformed function

$$
g(\boldsymbol{y} ; \varepsilon)=\sum_{i \geq 0} \frac{\varepsilon^{i}}{i!} g_{i}(\boldsymbol{y})
$$

corresponding to a certain smooth function

$$
f(\boldsymbol{x} ; \varepsilon)=\sum_{i \geq 0} \frac{\varepsilon^{i}}{i!} f_{i}(\boldsymbol{x})
$$

under the inverse of the transformation generated by the smooth function

$$
\mathcal{V}(\boldsymbol{x} ; \varepsilon)=\sum_{i \geq 0} \frac{\varepsilon^{i}}{i!} \mathcal{V}_{i+1}(\boldsymbol{x})
$$

are computed recursively by the formula

$$
\begin{equation*}
g_{i}=\sum_{j=0}^{i}\binom{i}{j} f_{j, i-j} \tag{3.4}
\end{equation*}
$$

The intermediate terms $f_{j, k}$ are calculated taking into account that

$$
f_{0, k}=f_{k}, \quad f_{j, k}=-\sum_{\ell=1}^{j}\binom{j-1}{\ell-1}\left\{f_{j-\ell, k}, \mathcal{V}_{\ell}\right\} \quad \text { for } \quad j>0
$$

Now we can use the above to calculate the direct and inverse changes as follows.
Algorithm 5 (direct change).
InPut:
$\hookrightarrow L$ : number of steps of the transformation process;
$\hookrightarrow n$ : number of DOFs of the system;
$\hookrightarrow f_{0}, \ldots, f_{L}$ : the first, second, $\ldots, L+1$ th terms of a function $f$ of $\boldsymbol{x}$;
$\hookrightarrow \mathcal{W}_{1}, \ldots, \mathcal{W}_{L}$ : the first, second, $\ldots$, Lth terms of the generating function $\mathcal{W}$.
Output:
$\hookleftarrow g$ : the expression of $f$ as a function of $\boldsymbol{y}$ up to an approximation of order $\mathcal{O}\left(\varepsilon^{L+1}\right)$.
Code:
Define $g_{0}=g_{0,0}=f_{0}$;
For d from 0 to $L-1$ do
For $j$ from 1 to $L-d$ do

$$
g_{j, d}=-\sum_{k=1}^{j}\binom{j-1}{k-1}\left\{g_{j-k, d}, \mathcal{W}_{k}\right\}
$$

$$
g_{d+1}=f_{d+1}-\sum_{\ell=1}^{d+1}\binom{d+1}{\ell} g_{\ell, d+1-\ell}
$$

Compute $g=\sum_{i=0}^{L} \frac{\varepsilon^{i}}{i!} g_{i}$.
Remark 3.5. (i) For the direct change of coordinates we need to apply Algorithm 5 , replacing $f_{0}$ by each component of $\boldsymbol{x}$ and putting $f_{i}=0$ for $1 \leq i \leq L$.
(ii) To put a function $g$ in terms of another function $f$ one needs to calculate $\binom{L+2}{3}$ Poisson brackets.

The advantage of the algorithm of the inverse is that it can be used backward as well as forward. More precisely, using (3.4) one can express the terms $f_{i}$ as functions of the $g_{j}$ as follows:

$$
\begin{equation*}
f_{i}=g_{i}-\sum_{j=1}^{i}\binom{i}{j} f_{j, i-j} . \tag{3.5}
\end{equation*}
$$

Thus, we modify Algorithm 5 accordingly.
Algorithm 6 (inverse change).
Input:
$\hookrightarrow L$ : the number of steps of the transformation process;
$\hookrightarrow n$ : number of DOFs of the system;
$\hookrightarrow g_{0}, \ldots, g_{L}$ : the first, second, $\ldots, L+1$ th terms of a function $g$ of $\boldsymbol{y}$;
$\hookrightarrow \mathcal{W}_{1}, \ldots, \mathcal{W}_{L}$ : the first, second, $\ldots$, Lth terms of the generating function $\mathcal{W}$.

## Output:

$\hookleftarrow f$ : the expression of $g$ as a function of $\boldsymbol{x}$ up to an approximation of order $\mathcal{O}\left(\varepsilon^{L+1}\right)$.

## Code:

For d from 0 to $L$ do

$$
\begin{aligned}
& \text { Define } g_{0, d}=g_{d} \\
& \text { If } g_{d} \neq 0 \text { then } \\
& \text { For } \ell \text { from } 1 \text { to } L-d \text { do } \\
& \qquad g_{\ell, d}=-\sum_{k=1}^{\ell}\binom{\ell-1}{k-1}\left\{g_{\ell-k, d}, \mathcal{W}_{k}\right\} \\
& \text { Else } \\
& g_{\ell, d}=0 \text { for } \ell=1, \ldots, L-d \\
& f_{d}=\sum_{\ell=0}^{d}\binom{d}{\ell} g_{\ell, d-\ell} \\
& \text { Compute } f=\sum_{i=0}^{L} \frac{\varepsilon^{i}}{i!} f_{i}
\end{aligned}
$$

Remark 3.6. (i) The inverse change of coordinates is obtained after application of Algorithm 6 substituting $g_{0}$ by each component of $\boldsymbol{y}$ and setting $g_{i}=0$ for $1 \leq i \leq L$.
(ii) The first "if" command of Algorithm 6 is due to the advantageous fact that each column of $g_{i, d}$ for $i=0, \ldots, L-d$ is independent from the others and it is computed recursively from the first to the last element. Hence, if the first element of any column vanishes, the entire column vanishes as well. Thereby, in some particular but typical situations, only some of these columns have to be computed. Consequently, the number of operations is reduced drastically.
(iii) Given a Hamilton function $\mathcal{H}$ together with its normal form Hamiltonian $\mathcal{K}$ and the generating function $\mathcal{W}$ constructed such that $\mathcal{K}_{i}$ commutes with $\mathcal{G}$ for
$i \in\{0, \ldots, L\}$, a formal integral of $\mathcal{H}$ can be built up with the use of Algorithm 6, after replacing $\mathcal{G}$ by $g_{0}$ and setting $g_{i}=0$ for $1 \leq i \leq L$. Thus, the formal integral $\mathcal{I}_{\mathcal{G}}$ will be the output function $f$.
(iv) The number of Poisson brackets used in the computation of a function $g$ as a function of $f$ is $\binom{L+2}{3}$. However, if $g$ is such that $g_{i}=0$ for $1 \leq i \leq L$, as it occurs for situations (i) and (iii), the number of Poisson brackets to be evaluated gets reduced to $\binom{L+1}{2}$, due to the consideration explained in (ii).
4. Applications. This section displays the features of the algorithm exposed in the preceding paragraphs through two examples.
4.1. Normalization of a Hamiltonian with null quadratic terms. First we have chosen a polynomial Hamiltonian where the first nonnull term is a homogeneous polynomial of degree 3 .

In this application we assume that the vector $\boldsymbol{x}$ is two-dimensional, i.e., $\boldsymbol{x}=$ $(x, X)$; the lowercase $x$ stands for the position, whereas the uppercase $X$ refers to its associated momentum.

We start by defining the Hamilton function through

$$
\begin{equation*}
\mathcal{H}(\boldsymbol{x})=\sum_{i=0}^{\infty} \frac{1}{i!} \mathcal{H}_{i}(\boldsymbol{x}) \tag{4.1}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathcal{H}_{0}(\boldsymbol{x})=x^{2} X \\
& \mathcal{H}_{i}(\boldsymbol{x})=x^{2} \sum_{j=1}^{i+2} h_{i, j} x^{i+2-j} X^{j-1}, \quad i=1, \ldots, \infty \tag{4.2}
\end{align*}
$$

and $h_{i, j} \in \boldsymbol{R}$. Note that the vector field associated with $\mathcal{H}$ is a 1 -DOF system. With the notation introduced in section 2 we have that $A=(0)$, that is, the square matrix of order two whose entries are all zero. In this situation, it is clear that the normal form theorem, Theorem 2.1, does not produce any change in $\mathcal{H}$ because the quadratic part is zero. As a consequence, if we want to simplify (4.1) we need to change to the setting of generalized normal forms.

Result 4.1. We select $\mathcal{G}(\boldsymbol{x})=\mathcal{H}_{0}(\boldsymbol{x})$ and apply Theorem 2.4 to Hamiltonian (4.1). Note that $s$, the degree of $\mathcal{G}$, is 3 , whereas $p=1$. Thus, each $\mathcal{H}_{i}$ is a homogenous polynomial of degree $i+3$. For all $i \geq 1$ the $i$ th term of the generating function $\mathcal{W}(\boldsymbol{x})$ of the transformation has the form $\mathcal{W}_{i}(\boldsymbol{x})=x p_{i+1}+x^{2} \log |x| q_{i}$, with $p_{i+1}$ and $q_{i}$ homogeneous polynomials in $\boldsymbol{x}$ of degrees $i+1$ and $i$, respectively. Furthermore, if the new variables are called $\boldsymbol{y}=(y, Y)$, the new Hamiltonian will be a polynomial $\mathcal{K}$ composed of homogeneous polynomials $\mathcal{K}_{i}$. More precisely, for all $i \geq 0$ we have that $\mathcal{K}_{3 i}=\bar{h}_{i}\left(y^{2} Y\right)^{i+1}$ (with $\bar{h}_{i}$ a constant polynomial in the coefficients $h_{i j}$ ), whereas $\mathcal{K}_{3 i+1}=\mathcal{K}_{3 i+2}=0$.

Proof. We make a single-induction process over $i$, the order of the Lie transformation. We have the following.

Step 1. First-order normalization. Applying the algorithms of section 3 at order $i=1$ we get

$$
\begin{aligned}
\mathcal{K}_{1} & =0 \\
\mathcal{W}_{1} & =\frac{x}{3}\left(h_{1,1} x^{2}-h_{1,3} X^{2}\right)+x^{2} \log |x| h_{1,2} X
\end{aligned}
$$

This is straightforward, noting that the induction hypothesis is true for $i=1$.

Step 2. Higher-order terms. Suppose now that the assertion is true up to order $i-1$. Thus we have that $\mathcal{K}_{i-1}$ will be zero when $i-1$ does not divide 3 or $\bar{h}_{(i-1) / 3}\left(y^{2} Y\right)^{(i+2) / 3}$ otherwise. Besides, $\mathcal{W}_{i-1}=x p_{i}+x^{2} \log |x| q_{i-1}$ with $p_{i}$ and $q_{i-1}$ homogeneous polynomials in $\boldsymbol{x}$ of degrees $i$ and $i-1$, respectively. In addition, since $\mathcal{W}_{i-1}$ satisfies the identity $\mathcal{L}_{\mathcal{H}_{0}}\left(\mathcal{W}_{i-1}\right)+\mathcal{K}_{i-1}=\overline{\mathcal{H}}_{i-1}$, we can put $\overline{\mathcal{H}}_{i-1}=$ $x^{2} \bar{p}_{i}+x^{3} \log |x| \bar{q}_{i-1}$ with $\bar{p}_{i}$ and $\bar{q}_{i-1}$ homogeneous polynomials in $\boldsymbol{x}$ of degrees $i$ and $i-1$, respectively. Therefore, using the properties of the Poisson brackets we know that all intermediate Hamiltonians $\mathcal{H}_{j, k}$, with $j+k=i-1$, are of the form $x^{2} \bar{p}_{i}^{(j, k)}+x^{3} \log |x| \bar{q}_{i-1}^{(j, k)}$ for some polynomials $\bar{p}_{i}^{(j, k)}$ and $\bar{q}_{i-1}^{(j, k)}$ of respective degrees $i$ and $i-1$.

We need to conclude that it remains true at order $i$. Notice that now we have to calculate the diagonal $\mathcal{H}_{j, k}$ for $j+k=i$ starting at $\mathcal{H}_{i-1,1}$ and ending at $\mathcal{H}_{0, i}$ using Algorithm 4. Specifically, we set $\mathcal{W}_{i}=0$ and compute

$$
\mathcal{H}_{i-1,1}=\mathcal{H}_{i}+\sum_{\ell=0}^{i-1}\binom{i-1}{\ell}\left\{\mathcal{H}_{i-1-\ell, 0}, \mathcal{W}_{\ell+1}\right\}
$$

Taking into account the forms of $\mathcal{W}_{j}$ for each $j<i$ and of $\mathcal{H}_{k}$ for $k \leq i$, it is not hard to observe that all Poisson brackets $\left\{\mathcal{H}_{i-1-\ell, 0}, \mathcal{W}_{\ell+1}\right\}$ produce terms like $x^{2} \bar{p}_{i+1}^{(\ell)}+x^{3} \log |x| \bar{q}_{i}^{(\ell)}$ with $\bar{p}_{i+1}^{(\ell)}$ and $\bar{q}_{i}^{(\ell)}$ homogeneous polynomials of degrees $i+1$ and $i$. Using the recurrence (3.3) we obtain that all Hamiltonians $\mathcal{H}_{j, k}$ with $j+k=i$ are written as $x^{2} \bar{p}_{i+1}^{(j, k)}+x^{3} \log |x| \bar{q}_{i}^{(j, k)}$, where $\bar{p}_{i+1}^{(j, k)}$ and $\bar{q}_{i}^{(j, k)}$ are polynomials of degrees $i+1$ and $i$; the same holds for $\overline{\mathcal{H}}_{i}$. Thus we can write $\overline{\mathcal{H}}_{i}=x^{2} \bar{p}_{i+1}+x^{3} \log |x| \bar{q}_{i}$. Next we need to extract $\mathcal{K}_{i}$ from $x^{2} \bar{p}_{i+1}$ (expressing it first in terms of $\boldsymbol{y}$ ). Note that $\mathcal{K}_{i}$ must belong to $\operatorname{ker}\left(\mathcal{L}_{\mathcal{G}}\right)$ and this kernel is spanned by integer powers of $y^{2} Y$; thus $\mathcal{K}_{i}$ is zero when $i$ is not a multiple of 3 or $\mathcal{K}_{i}=\bar{h}_{i / 3}\left(y^{2} Y\right)^{(i+3) / 3}$ otherwise. Finally we solve the $\operatorname{PDE} \mathcal{L}_{\mathcal{H}_{0}}\left(\mathcal{W}_{i}\right)=\overline{\mathcal{H}}_{i}-\mathcal{K}_{i}$, but it is satisfied whenever $\mathcal{W}_{i}$ is of the form demanded in the induction hypothesis. Therefore, all assertions turn out to be true and Result 4.1 is obtained.

The generating function $\mathcal{W}(\boldsymbol{x})$ contains polynomial and logarithmic terms. However, it satisfies $\mathcal{W}(\boldsymbol{x}) \rightarrow 0$ as $\boldsymbol{x} \rightarrow \mathbf{0}$. Besides, the normalization process will map the coordinates $\boldsymbol{x}=(x, X)$ into the new coordinates $\boldsymbol{y}=(y, Y)$ and vice versa. By construction (using Algorithms 5 and 6) both maps are $\mathcal{C}^{2}$ in $\boldsymbol{R}^{2}$. Note also that $\mathcal{W}$ is $\mathcal{C}^{\infty}$ in $\boldsymbol{R}^{2} \backslash\{x=0\}$ and therefore this treatment could be used to analyze a piece of the phase space, excluding the ray $x=0$, whenever the Hamiltonian $\mathcal{H}$ does not come from an expansion around the origin of $\boldsymbol{R}^{2}$.

One should observe that when trying to solve the homological equation (3.1) at any order $i$, the Hamiltonians $\mathcal{H}_{i}$ need to be of the type (4.2), as the corresponding generating function can be obtained as $\mathcal{W}_{i}=p_{i}+\log |x| q_{i}$. This is requested to overcome the problem of dropping significant terms when truncating the system at order $L \geq 1$.

Remark 4.1. It is clear that after the normalizing process, we arrive at a system of 0 DOFs. We could extend this result for $n$-DOF Hamiltonians with $n>1$ and $\mathcal{H}_{0}=x^{2} X$. Similar conclusions would be drawn and the method would lead to an $(n-1)$-DOF Hamiltonian vector field through $\mathcal{C}^{2}$-maps. Note in addition that a formal integral of $\mathcal{H}$ can be calculated through Algorithm 6 using $\mathcal{W}$ and $\mathcal{G}$.
4.2. The swing spring. Our aim is to show the occurrence of HamiltonianHopf bifurcations in the swing spring (also called elastic or spring pendulum) through
the use of generalized normal forms and the algorithms developed in section 3. Furthermore, we also will show that the dynamical system of the swing spring has monodromy.
4.2.1. Description of the system. The spring pendulum is a mechanical system that exemplifies the motion of a point particle attached to a spring under a constant vertical gravitation field. The position of the particle is denoted by $\boldsymbol{r}=\left(x_{1}, x_{2}, x_{3}\right)$, whereas the velocity $\dot{\boldsymbol{r}}$ is the vector $\left(X_{1}, X_{2}, X_{3}\right)$. This dynamical system is represented through the Hamilton function

$$
\begin{equation*}
\mathcal{H}(\boldsymbol{x})=\frac{1}{2}\left(X_{1}^{2}+X_{2}^{2}+X_{3}^{2}\right)+U(\boldsymbol{r}) \tag{4.3}
\end{equation*}
$$

where the potential $U$ is written as

$$
\begin{equation*}
U(\boldsymbol{r})=x_{3}+\frac{1}{2} \nu^{2}\left(1-\frac{1}{\nu^{2}}-\sqrt{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}}\right)^{2} \tag{4.4}
\end{equation*}
$$

The parameter $\nu$ is related to the equilibrium and unstretched lengths of the spring, respectively, $l$ and $l_{0}$, by $\nu=\sqrt{l /\left(l-l_{0}\right)}$. Thus, $\nu>1$ since the frequency of the spring oscillation is bigger than the frequency of the small amplitude pendulum oscillations, that is, $l \geq l_{0}$.

The potential has an equilibrium point when the forces of gravity and the spring balance. It corresponds to $\boldsymbol{r}_{0}=(0,0,-1)$ and is linearly stable. We will carry out four steps of the Lie-Deprit process so as to make a proper analysis that we will explain later on. As a consequence, we expand the potential $U(\boldsymbol{r})$ around $(0,0,-1)$ up to terms of degree 6. Hence, we calculate the Hamiltonian approximated up to degree 6 with the equilibrium shifted to the origin

$$
\begin{equation*}
\mathcal{H}(\boldsymbol{x})=\mathcal{H}_{0}+\sum_{i=1}^{4} \mathcal{H}_{i}(\boldsymbol{x}) \tag{4.5}
\end{equation*}
$$

where

$$
\mathcal{H}_{0}=\frac{1}{2}\left(X_{1}^{2}+X_{2}^{2}+X_{3}^{2}\right)+\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}+\nu^{2} x_{3}^{2}\right)
$$

and each $\mathcal{H}_{i}$ is a homogeneous polynomial in $\boldsymbol{x}$ of degree $i+2$ for $i \in\{1, \ldots, 4\}$. Note that $x_{3}$ accounts for the displacement from -1 . Note also that the coefficients of $\mathcal{H}_{i}$ depend on $\nu$. We could introduce a small parameter by stretching the coordinates $\boldsymbol{x}=\varepsilon \boldsymbol{\boldsymbol { x } ^ { \prime }}$ and scaling time. However, we prefer to set $\varepsilon=1$ and use the theory of section 2 and algorithms of section 3, proceeding straightforwardly.

We easily see that the system is a $1: 1: \nu$ resonant Hamiltonian. The $1: 1: 2$ case has already been analyzed by Dullin, Giacobbe, and Cushman [9]. In our treatment, we broach the nonresonant case; equivalently, we take $\nu \in \boldsymbol{R} \backslash \mathbf{Q}$ together with $\nu>1$.
4.2.2. Integrable approximation. First, it is straightforward to note that the system is symmetric with respect to the $z$-axis. Equivalently, Hamiltonian (4.5) is invariant under the flow defined by the field associated with the third component of the angular momentum $L_{3}=x_{1} X_{2}-x_{2} X_{1}$. Therefore, the departure (i.e., the original) Hamiltonian defines, in fact, a 2-DOF system.

The next step is the introduction of a new (formal) symmetry in the system to achieve an integrable approximation. Now it should be clear that the application
of the normal form theorem would lead to a 0-DOF Hamiltonian dynamical system. The reason for this is the following. After the normalization procedure (i.e., after applying Theorem 2.1 and truncating higher-order terms), one introduces in principle one (formal) integral, which in this case, due to the semisimple character of $\mathcal{H}_{0}$, is precisely $\mathcal{H}_{0}$. However the number of independent integrals introduced in the process is two- $I_{1}=\left(X_{1}^{2}+x_{1}^{2}\right) / 2+\left(X_{2}^{2}+x_{2}^{2}\right) / 2$ and $I_{2}=\left(X_{3}^{2}+\nu^{2} x_{3}^{2}\right) / 2-$ due to the absence of resonant terms involving $x_{3}$ and $X_{3}$ with $x_{1}, x_{2}, X_{1}$, or $X_{2}$. Now, one still has to take into account the occurrence of the (exact) integral $L_{3}$ yielding three independent integrals. As a result, the reduction process using invariant theory leads to the so-called fully reduced normalized system, which is indeed a trivial integrable Hamiltonian system. In this sense this normalization would be too drastic. Thence, we have to make use of the generalized method for constructing normal forms as stated in Theorem 2.4.

First reduction. We choose $\mathcal{G}(\boldsymbol{x})=\nu^{2} x_{3}^{2}+X_{3}^{2}$. At this point, we make use of Algorithms 3 and 4 presented in section 3 to compute the generalized normal form with the aim of extending the integral $\mathcal{G}$ up to some degree. The normalized and truncated Hamiltonian up to order 4 (that is, $L=4$ and the polynomials are of degree 6 ) is denoted by $\mathcal{K}$, thus $\{\mathcal{K}, \mathcal{G}\}=0$. The reason for going to order 6 is motivated by the fact that odd orders give 0 and at order 2 the system has nonisolated equilibria and thus is not structurally stable.

The reduction is regular. Moreover, the corresponding homological equations give polynomial results in all orders $i \in\{1, \ldots, 4\}$. Henceforth the generating function of the transformation $\mathcal{W}$ is a polynomial of degree 6 and always would be a polynomial if we would push the calculations up to any order. This is due to the nonresonant situation existing between $\mathcal{G}$ and $\frac{1}{2}\left(x_{1}^{2}+X_{1}^{2}\right)+\frac{1}{2}\left(x_{2}^{2}+X_{2}^{2}\right)$. An asymptotic integral of $\mathcal{H}$ could be found by means of Algorithm 6 applied to $\mathcal{G}$ with the aid of $\mathcal{W}$. The result would be $\mathcal{I}_{\mathcal{G}}$, a polynomial in $\boldsymbol{x}$ of degree 6 such that $\left\{\mathcal{H}, \mathcal{I}_{\mathcal{G}}\right\}=p_{7}(\boldsymbol{x})$, where $p_{7}$ is a polynomial whose lowest degree is 7 .

The invariants associated with this reduction are

$$
i_{1}=x_{1}, \quad i_{2}=X_{1}, \quad i_{3}=x_{2}, \quad i_{4}=X_{2}, \quad i_{5}=\nu^{2} x_{3}^{2}+X_{3}^{2}
$$

Then, we fix a value for the integral, i.e., we set $\mathcal{G}=i_{5}=j_{1} \geq 0$. Next, the reduced phase space is the hyperplane $i_{5}=j_{1}$ defined in the four-dimensional space determined by $i_{1}, \ldots, i_{4}$ that we call $P_{j_{1}}$. In this way the transformed Hamiltonian $\mathcal{K}$ in that hyperplane can be expressed as $\mathcal{K}\left(i_{1}, i_{2}, i_{3}, i_{4} ; j_{1}\right)$.

Second reduction. As we have stressed previously, the system is axially symmetric with the third component of the angular momentum $L_{3}$ an integral of motion. Thus, a second (and exact) reduction can be performed straightforwardly.

The invariants associated with this second reduction are

$$
\begin{array}{ll}
\varphi_{1}=i_{1}^{2}+i_{3}^{2}=x_{1}^{2}+x_{2}^{2}, & \varphi_{2}=i_{2}^{2}+i_{4}^{2}=X_{1}^{2}+X_{2}^{2} \\
\varphi_{3}=i_{1} i_{2}+i_{3} i_{4}=x_{1} X_{1}+x_{2} X_{2}, & \varphi_{4}=i_{1} i_{4}-i_{2} i_{3}=x_{1} X_{2}-x_{2} X_{1}
\end{array}
$$

Again, we fix a value for the integral $L_{3}$; i.e., we let $\varphi_{4}=j_{2}$ for some constant $j_{2} \in \boldsymbol{R}$. Now, the twice-reduced phase space is the two-dimensional hyperbolic paraboloid defined by

$$
V_{j_{2}}=\left\{\varphi \in \boldsymbol{R}^{3} \mid R_{j_{2}}(\varphi)=0\right\}
$$

where $R_{j_{2}}(\varphi)=\varphi_{1} \varphi_{2}-\varphi_{3}^{2}+j_{2}^{2}$. Depending on the value of $j_{2}$ there are two cases; see Figure 4.1. If $j_{2} \neq 0$, the reduction is regular, whereas if $j_{2}=0$, the reduction is singular with the origin of the frame $0, \varphi_{1}, \varphi_{2}, \varphi_{3}$ being a singular point.


FIG. 4.1. Twice-reduced phase space.

Then, putting the twice-reduced Hamiltonian as a function of these invariants, we arrive at

$$
\begin{align*}
\mathcal{S}^{\nu}\left(\varphi_{1}, \varphi_{2}, \varphi_{3} ; j_{1}, j_{2}\right)= & \frac{1}{768 \nu^{6}\left(\nu^{2}-4\right)^{4}\left(64-148 \nu^{2}+9 \nu^{4}\right)} \\
& \times\left[c_{1} \varphi_{1}^{3}+c_{2} \varphi_{2}^{3}+c_{3} \varphi_{1} \varphi_{2}^{2}+c_{4} \varphi_{1}^{2}\right.  \tag{4.6}\\
& \left.+c_{5} \varphi_{2}^{2}+c_{6} \varphi_{1} \varphi_{2}+c_{7} \varphi_{1}+c_{8} \varphi_{2}+c_{9}\right]
\end{align*}
$$

where all the $c_{i}$ are polynomials in $\nu, j_{1}$, and $j_{2}$ having integer coefficients. In the remainder, we will denote this twice-reduced Hamilton function as $\mathcal{S}^{\nu}$.
4.2.3. Hamiltonian-Hopf bifurcations at the origin. We have to look at the points on the twice-reduced phase space $V_{j_{2}}$ where the gradient $\nabla \mathcal{S}^{\nu}$ is parallel to the gradient $\nabla R_{j_{2}}$ to get the equilibria of the system defined by $\mathcal{S}^{\nu}$. Equivalently, this can be interpreted geometrically as seeking whether the level set $\left\{\mathcal{S}^{\nu}(\varphi)=h\right\}$ is tangent to $V_{j_{2}}$, which always occurs at the singular point of $V_{j_{2}}$.

Now, we restrict ourselves to the singular case $j_{2}=0$. In this situation the reduced phase space is singular at the origin, which is always an equilibrium point of this space. This singularity reflects the fact that the $S^{1}$-action defined by the axial symmetry is not free.

Next we study the stability of the origin, which we denote by $\varphi^{0}$ (so, this equilibrium point satisfies $\varphi_{i}=0$ for $i \in\{1,2,3,4\}$ ). We need to calculate the Poisson brackets of the $\varphi_{i}$. We do that with the aim of using the symplectic structure on the reduced phase space. The matrix containing all brackets appears in Table 4.1.

Table 4.1
The Poisson bracket relations $\left\{\varphi_{i}, \varphi_{j}\right\}$ for $i, j=1, \ldots, 4$.

| $\{\}$, | $\varphi_{1}$ | $\varphi_{2}$ | $\varphi_{3}$ | $\varphi_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\varphi_{1}$ | 0 | $4 \varphi_{3}$ | $2 \varphi_{1}$ | 0 |
| $\varphi_{2}$ | $-4 \varphi_{3}$ | 0 | $-2 \varphi_{2}$ | 0 |
| $\varphi_{3}$ | $-2 \varphi_{1}$ | $2 \varphi_{2}$ | 0 | 0 |
| $\varphi_{4}$ | 0 | 0 | 0 | 0 |

Now we can obtain the Hamiltonian vector field $X_{\mathcal{S}^{\nu}}$ associated with the Hamiltonian $\mathcal{S}^{\nu}\left(\varphi_{1}, \varphi_{2}, \varphi_{3} ; j_{1}, j_{2}\right)$ and, after that, we set $j_{2}=0$ to analyze whether that system undergoes a Hamiltonian-Hopf bifurcation.

The Hessian matrix obtained from its linearization evaluated at the origin turns out to be

$$
D X_{\mathcal{S}_{0}^{\nu}}\left(\varphi^{0}\right)=\left(\begin{array}{ccc}
0 & 0 & \frac{\lambda_{\nu j_{1}}}{128 \nu^{4}\left(\nu^{2}-4\right)^{3}} \\
0 & 0 & \frac{-2 j_{1}+\left(32+5 j_{1}\right) \nu^{2}-8 \nu^{4}}{8 \nu^{2}\left(\nu^{2}-4\right)} \\
\frac{-2 j_{1}+\left(32+5 j_{1}\right) \nu^{2}-8 \nu^{4}}{4 \nu^{2}\left(\nu^{2}-4\right)} & \frac{\lambda_{\nu j_{1}}}{64 \nu^{4}\left(\nu^{2}-4\right)^{3}} & 0
\end{array}\right),
$$

where we have defined

$$
\begin{aligned}
\lambda_{\nu j_{1}}= & 128 \nu^{4}\left(\nu^{2}-4\right)^{3}+16 j_{1} \nu^{2}\left(\nu^{2}-4\right)^{2}\left(-6+7 \nu^{2}+2 \nu^{4}\right) \\
& +j_{1}^{2}\left(-144+436 \nu^{2}-300 \nu^{4}-105 \nu^{6}+59 \nu^{8}\right)
\end{aligned}
$$

The eigenvalues of $D X_{\mathcal{S}_{0}^{\nu}}\left(\varphi^{0}\right)$ vanish if and only if $j_{1}$ takes the values

$$
\begin{aligned}
& j_{11}=\frac{8 \nu^{2}\left(\nu^{2}-4\right)}{5 \nu^{2}-2}, \\
& j_{12}=-\frac{16 \nu^{2}\left(\nu^{2}-4\right)^{3 / 2}}{\sqrt{\nu^{2}-4}\left(2 \nu^{4}+7 \nu^{2}-6\right)-\sqrt{\left(\nu^{2}+2\right)\left(72-286 \nu^{2}+351 \nu^{4}-114 \nu^{6}+4 \nu^{8}\right)}}, \\
& j_{13}=-\frac{16 \nu^{2}\left(\nu^{2}-4\right)^{3 / 2}}{\sqrt{\nu^{2}-4}\left(2 \nu^{4}+7 \nu^{2}-6\right)+\sqrt{\left(\nu^{2}+2\right)\left(72-286 \nu^{2}+351 \nu^{4}-114 \nu^{6}+4 \nu^{8}\right)}} .
\end{aligned}
$$

For irrational values of $\nu>1$, the denominators of $j_{11}$ and $j_{13}$ do not vanish, whereas the denominator of $j_{12}$ is zero provided that $\nu=1.6635156185484876$. (As the infiniteprecision expressions are very involved, we use floating-point arithmetic.) Thus, for this particular value of $\nu$, the values of $j_{1}$ for which $D X_{\mathcal{S}^{1.66} \ldots}\left(\varphi^{0}\right)$ has three null eigenvalues get reduced to $j_{11}=0.9513184442193461$.

Now, if we vary $j_{1}$ and make it pass through $j_{11}, j_{12}$, or $j_{13}$, we find that the origin changes its stability from elliptic to hyperbolic point or vice versa. In fact, one of the eigenvalues of $D X_{\mathcal{S}_{0}^{\nu}}\left(\varphi^{0}\right)$ is always zero as the system is $1-\mathrm{DOF}$, and we are using a three-dimensional frame with the constraint given through $R_{j_{2}}$. Besides, the other two eigenvalues are either pure imaginary (elliptic point, also called center) or real ones with different sign (hyperbolic point, also called saddle). More concretely, depending on the value of the external parameter $\nu$, we have three cases. We have
(1) for $\nu \in(1,1.5117504938658013)$ : elliptic;
(2) for $\nu \in(1.5117504938658013,1.6635156185484876)$ : hyperbolic if $\left(j_{1}<j_{13}\right.$ or $\left.j_{1}>j_{12}\right)$ and elliptic for $j_{1} \in\left(j_{13}, j_{12}\right)$;
(3) for $\nu \in(1.6635156185484876,2)$ : elliptic for $j_{1}<j_{13}$ and hyperbolic for $j_{1}>j_{13} ;$
(4) for $\nu>2$ : elliptic for $j_{1}<j_{11}$ and hyperbolic for $j_{1}>j_{11}$.

Recall that the origin $\varphi^{0}$ is an isolated equilibrium point in all the cases since we have pushed the calculations to degree 6. (At degree 4 the origin was not an isolated critical point.) Note as well that the twice-reduced Hamiltonian is a family of Hamiltonians depending on two parameters ( $\nu$ and $j_{1}$ ). However, $\nu$ is an external parameter while $j_{2}$ is an internal or distinguished one.

Next we perform a suitable change of coordinates so that $\mathcal{S}^{\nu}$ acts as a Morse function on $V_{j_{2}}$. This is achieved through two successive changes of coordinates. We define

$$
\sigma_{1}: \boldsymbol{R}^{3} \rightarrow \boldsymbol{R}^{3}:\left(\varphi_{1}, \varphi_{2}, \varphi_{3}\right) \mapsto\left(\varsigma_{1}+\varsigma_{2}, \varsigma_{1}-\varsigma_{2}, \varsigma_{3}\right)
$$

and

$$
\sigma_{2}: \boldsymbol{R}^{3} \rightarrow \boldsymbol{R}^{3}:\left(\varsigma_{1}, \varsigma_{2}, \varsigma_{3}\right) \mapsto\left(\frac{1}{4}\left(\tau_{1}^{2}-\tau_{2}^{2}\right), \frac{1}{2} \tau_{1} \tau_{2}, \frac{1}{4} \tau_{3}\right)
$$

By doing so we transform $R_{j_{2}}(\varphi)$ into $R_{j_{2}}(\tau)=\frac{1}{16}\left(\tau_{3}^{2}-\tau_{1}^{4}-2 \tau_{1}^{2} \tau_{2}^{2}-\tau_{2}^{4}\right)-j_{2}^{2}$. Consequently, $R_{0}(\tau)=\frac{1}{16}\left(\tau_{3}^{2}-\tau_{1}^{4}-2 \tau_{1}^{2} \tau_{2}^{2}-\tau_{2}^{4}\right)-j_{2}^{2}$, and $R_{0}(\tau)=0$ defines a parabolic surface. Thus, through the changes $\sigma_{1}$ and $\sigma_{2}$ we have removed the singularity from the twice-reduced phase space $V_{j_{2}}$.

As the next step we determine the 2 -jet related to $\mathcal{S}_{j_{2}=0}^{\nu}$. It leads to the expression

$$
\begin{equation*}
\mathcal{S}_{j_{2}=0}^{2 \text {-jet }}\left(\tau_{1}, \tau_{2}\right) \tag{4.7}
\end{equation*}
$$

$$
\begin{aligned}
= & \frac{2 j_{1}-\left(32+5 j_{1}\right) \nu^{2}+8 \nu^{4}}{32 \nu^{2}\left(\nu^{2}-4\right)} \tau_{2}^{2} \\
& +\frac{128 \nu^{4}\left(\nu^{2}-4\right)^{3}+16 j_{1} \nu^{2}\left(\nu^{2}-4\right)^{2}\left(2 \nu^{4}+7 \nu^{2}-6\right)+j_{1}^{2}\left(59 \nu^{8}-105 \nu^{6}-300 \nu^{4}+436 \nu^{2}-144\right)}{512 \nu^{4}\left(\nu^{2}-4\right)^{3}} \tau_{1}^{2} .
\end{aligned}
$$

Note that the composition $\sigma_{2} \circ \sigma_{1}$ maps the origin $\varphi^{0}$ to the origin $\tau^{0}$ in the new variables.

The 2-jet plays the role of a Morse function. As a consequence, given a fixed value of $\nu>1$, the analysis is carried out by replacing $j_{1}$ by its value before the bifurcations, after the bifurcations, and in the bifurcations value itself. From the expression (4.7) it is easy to deduce that when $\nu$ and $j_{1}$ are taken so that the stability at the origin is of elliptic type, the 2 -jet takes the form

$$
\mathcal{S}_{j_{2}=0}^{2 \text {-jet }}\left(\tau_{1}, \tau_{2}\right)=a_{1} \tau_{1}^{2}+a_{2} \tau_{2}^{2}
$$

while when we select $\nu$ and $j_{1}$ such that the origin $\tau^{0}$ is of hyperbolic character, we have

$$
\mathcal{S}_{j_{2}=0}^{2 \text {-jet }}\left(\tau_{1}, \tau_{2}\right)=a_{1} \tau_{1}^{2}-a_{2} \tau_{2}^{2}
$$

where $a_{1}, a_{2}$ are nonnull constants such that they satisfy $a_{1} a_{2}>0$. Therefore, the origin will be stable in the first case and unstable in the second. Besides, in the bifurcation values, the 2-jet shows an unstable behavior of $\tau^{0}$.

The above paragraphs enable us to conclude that indeed a Hamiltonian-Hopf bifurcation takes place whenever one of these situations occurs (see also the different regions and bifurcation lines in Figure 4.2):
(1) for $\nu \in(1.5117504938658013,1.6635156185484876)$ and $j_{1}=j_{12}$,
(2) for $\nu \in(1.5117504938658013,2)$ and $j_{1}=j_{13}$,
(3) for $\nu>2$ and $j_{1}=j_{11}$.

A very detailed description of Hamiltonian-Hopf bifurcations is available in [14].
4.2.4. Monodromy. We end our example with an analysis of the occurrence of monodromy in the Liouville-integrable system $\left(\mathcal{K}, \mathcal{G}, L_{3}, \boldsymbol{R}^{6}, \omega\right)$, with $\omega=d x_{1} \wedge d X_{1}+$ $d x_{2} \wedge d X_{2}+d x_{3} \wedge d X_{3}$. Nontrivial monodromy describes the global twisting of a family of invariant two-dimensional tori parameterized by a circle of regular values of the energy-momentum map of a certain integrable system. Its presence is determined by the existence of a singular fiber of the energy-momentum map, topologically a torus with one or two pinched points. If an integrable system has monodromy, then one cannot label the tori in a unique way by values of the actions [5]. To unveil the monodromy feature of our departure Hamiltonian we start by studying the 2-DOF integrable system $\left(\mathcal{K}\left(i_{1}, i_{2}, i_{3}, i_{4} ; j_{1}\right), L_{3}, P_{j_{1}},\{\},\right)$, where $\mathcal{K}$ represents the normal form Hamiltonian expressed in the invariants associated with the first reduction and in $P_{j_{1}}$ we take $j_{1}>0$. We note that $\mathcal{K}$ and $L_{3}$ commute, which is an essential hypothesis for proving monodromy. In the case where we have a hyperbolic behavior of the origin $\varphi^{0}$, that is, whenever


Fig. 4.2. The bifurcation lines in the plane defined by the external parameter $\nu$ and the internal one $j_{1}$ are shown. In the $\nu$-axis we are taking into account only the irrational values. The origin of the coordinates in the picture is the point $\left(\nu=1.5117504938658013, j_{1}=0\right)$.
(1) $\nu \in(1.5117504938658013,1.6635156185484876)$ and $j_{1}<j_{13}$ or $j_{1}>j_{12}$,
(2) $\nu \in(1.6635156185484876,2)$ and $j_{1}>j_{13}$,
(3) $\nu>2$ and $j_{1}>j_{11}$,
we see that the system satisfies the hypotheses of the monodromy theorem for Hamiltonian systems as stated in Matveev [17] and Zung [35]; see also a similar case in [5] and the non-Hamiltonian situation in [4].

Looking at the energy momentum mapping

$$
\begin{equation*}
\mathcal{E} \mathcal{M}_{j_{1}}: P_{j_{1}} \subseteq \boldsymbol{R}^{4} \rightarrow \boldsymbol{R}^{2}:\left(i_{1}, i_{2}, i_{3}, i_{4}\right) \mapsto\left(\mathcal{K}_{j_{1}}\left(i_{1}, i_{2}, i_{3}, i_{4}\right), L_{3}\left(i_{1}, i_{2}, i_{3}, i_{4}\right)\right) \tag{4.8}
\end{equation*}
$$

fixing values for the energy, $h$, and for the third component of the angular momentum, $j_{2}$, it is straightforward to observe that the fiber $\mathcal{E} \mathcal{M}_{j_{1}}^{-1}\left(h, j_{2}\right)$ is compact and connected by simply inverting $\mathcal{E} \mathcal{M}_{j_{1}}$ and putting the invariants $i_{j}$ in terms of $j_{2}$ and $h$. So at the critical value $\left(j_{1} / 2,0\right)$ of $\mathcal{E} \mathcal{M}_{j_{1}}$ we have a once-pinched 2 -torus. Therefore, applying the monodromy theorem, if $\Gamma$ represents a closed curve around the critical value $\left(j_{1} / 2,0\right)$ we have that the 2 -torus bundle $\mathcal{E} \mathcal{M}_{j_{1}}(\Gamma)$ has a monodromy linear mapping whose matrix is

$$
\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right)
$$

This implies, following reasoning due to Rink [31], that the system defined through the system (4.3) also has monodromy. The analysis of the Hamiltonian-Hopf bifurcations in the original system could be done by reconstructing the flow near $\varphi^{0}$, using the direct change of coordinates, that is, by making use of Algorithm 5. The analysis of monodromy for the spring pendulum when $\nu=2$ can be found in the work by Dullin, Giacobbe, and Cushman [9].
5. Conclusions. We present a set of algorithms to deal with generalized normal forms for polynomial Hamiltonians. Our initial Hamiltonian $\mathcal{H}$ is a Hamiltonian vector field with $n$ DOFs that can be written as a sum of homogeneous polynomial Hamiltonians, $\mathcal{H}_{i}$, starting at degree $p+2$ (with $p \geq-1$ a fixed integer) up to a certain degree. The coefficients of the polynomials $\mathcal{H}_{i}$ are arbitrary and can be real or complex. Given a polynomial $\mathcal{G}$ of degree $s \geq 1$ our aim is to construct a polynomial Hamiltonian $\mathcal{K}$ up to a certain degree $L+p+2$ and a generating function $\mathcal{W}$ (sometimes also a polynomial of degree $L+p+2$ and generically a smooth function in some domain) such that the Poisson brackets $\left\{\mathcal{K}_{i}, \mathcal{G}\right\}$ vanish for all $i \in\{1, \ldots, L\}$.

So, if $\mathcal{H}_{0}$ commutes with $\mathcal{G}$, then $\mathcal{G}$ becomes an integral of $\mathcal{K}$, after truncation of higher-order terms.

One of our algorithms looks for a polynomial generating function when possible. If at an order $i$ there is not a solution of a certain linear system, it tries to solve a PDE corresponding to the homological equation with the aim of determining a smooth generating function $\mathcal{W}_{i}$. We have included within our approach the case of the normal form theorem, selecting $\mathcal{G}$ adequately to yield the same result.

The resolution of the homological equation is not optimal from the computational point of view as the algorithm we use requires handling, at least, two systems of linear equations. However, it can be applied to a large class of Hamilton functions in $n$ DOFs. Besides, one does not need to write the unperturbed part of the Hamiltonian, that is, $\mathcal{H}_{0}$, in normal form. Moreover, the computation of the direct and inverse changes of variables is optimized as much as possible since we use the algorithm of the inverse introduced by Henrard [16].

We apply the theory of generalized normal forms together with the algorithms developed in section 3 to deal with two applications that could not be studied with the current techniques of the standard approaches based on normal forms.
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#### Abstract

We consider pulse and front solutions to a spatially discrete FitzHugh-Nagumo equation that contains terms to represent both depolarization and hyperpolarization of the nerve axon. We demonstrate a technique for deriving candidate solutions for the McKean nonlinearity and present and apply solvability conditions necessary for existence. Our equation contains both spatially continuous and discrete diffusion terms.
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1. Introduction. By considering an electrical circuit model with a complicated nonlinear resistor, Hodgkin and Huxley (along with Katz) modeled the ionic conductances that generate the action potential of nerve fibers. To develop their model they performed voltage and space clamping experiments on the giant axon of squids, axons which were relatively easy to work with because of their size. The Hodgkin-Huxley equations are a four-variable model which may be reduced to a two-variable model (the FitzHugh-Nagumo (FH-N) ODE model) which preserves much of the dynamics of the Hodgkin-Huxley system by considering fast and slow variables and slaving the other variables. When considering a chain of electrical circuits, diffusion is added as a means of propagation in the spatial variable, thus obtaining the FH-N PDE model. Since the seminal work of Hodgkin, Huxley, and Katz, similar experiments have been performed on nerve axons of vertebrates and its been discovered that, electrically, nerve fibers behave as spatially discrete periodic structures in vertebrates. This is due to the periodically spaced active channels (nodes of Ranvier) in the myelin insulation (in the coating by Schwann cells or oligodendrocytes). Thus it is not only appropriate but correct to model motor nerves in vertebrates with equations which also have a spatially discrete periodic structure, to model with nonlinear differentialdifference equations (DDEs), in particular an FH-N DDE model.

Our contribution in this paper is to consider front and pulse solutions for a FitzHugh-Nagumo system with both continuous and discrete diffusion, thus allowing one to compare and contrast the dynamics generated by spatially continuous and spatially discrete models of action potential propagation. By employing a piecewise linear bistable nonlinearity we reduce the problem to a linear inhomogeneous equation, for which candidate solutions can be derived using transform methods. The candidate solutions are then shown to be consistent with our ansatz of a front or pulse solution, a necessary condition for existence. We focus on one-front and one-pulse solutions and prove their existence using two approaches: (1) we show that consistency of the

[^62]infinite interval solution may be reduced to showing consistency on a finite interval, and (2) we use the implicit function theorem, thus showing that consistency can be obtained with a perturbation argument. Once we have derived the exact solutions and verified their existence, we investigate the solution behavior as a function of the problem parameters.

Mathematical models of the electrical behavior of axons often come from postulating an equivalent electrical circuit model (leaky underwater cable theory) of the excitable axonal membrane. Consider a single nerve fiber (axon) coated with a lipid material called myelin with periodically spaced gaps (which are commonly call nodes). Assuming the axial currents are constant, the intracellular, $I_{i}$, and the extracellular, $I_{e}$, currents between two consecutive nodes are (by Ohm's law)

$$
L r_{i} I_{i, n}=-\left(v_{i, n+1}-v_{i, n}\right) \quad \text { and } \quad L r_{e} I_{e, n}=-\left(v_{e, n+1}-v_{e, n}\right)
$$

where $L$ is the length of the myelin sheath between the nodes, $r_{i}$ and $r_{e}$ are the intracellular and extracellular resistances per unit length of material, and $v_{i, n}$ and $v_{e, n}$ are the intracellular and extracellular voltages in the $n$th node. Using Kirchoff's laws, one obtains

$$
I_{i, n-1}-I_{i, n}=I_{e, n}-I_{e, n-1}=\mu p\left(C \frac{\partial v_{n}}{\partial t}+I_{i o n, n}\right)
$$

where the quantities in the parentheses are the capacitive current and the ionic current flowing through the $n$th node from inside to outside, $v_{n}=v_{i, n}-v_{e, n}, \mu$ is the length of each node (here they will all be assumed to be the same), $p$ is the perimeter length of the axon (assumed to be constant), $C$ is the capacitance, and $I_{i o n, n}$ is the ionic current at each node. The total transmembrane current at a node $n$ is thus given by

$$
\begin{equation*}
p\left(C \frac{\partial v_{n}}{\partial t}+I_{i o n, n}\right)=\frac{1}{\mu L\left(r_{e}+r_{i}\right)}\left(v_{n+1}-v_{n}+v_{n-1}-v_{n}\right) \tag{1.1}
\end{equation*}
$$

The change of variables $\tau=t /(C R)$ nondimensionalizes time (where $R$ has units $\Omega \mathrm{cm}^{2}$ ) and (1.1) becomes

$$
\frac{d v_{n}}{d \tau}=\rho\left(v_{n+1}-2 v_{n}+v_{n-1}\right)-R I_{i o n, n}
$$

where $\rho=R /\left(\mu L p\left(r_{i}+r_{e}\right)\right)$. We want the transmembrane ionic current at each node to possess both a sodium and a potassium component (like an actual nerve we want both a "front" and "back" to our traveling waves), thus we use the analytically simple $R I_{\text {ion, } n}=f\left(v_{n}\right)+w_{n}$, where $f\left(v_{n}\right)$ represents the sodium ion current component and $w_{n}$ represents the potassium ion current contribution, and we add the governing equation

$$
\frac{\partial w_{n}}{\partial t}=b\left(v_{n}-r w_{n}\right)
$$

for our potassium recovery variable $w_{n}$. Note that by setting $b=0$, one can assume that the behavior is dominated by the leading edge behavior and that recovery is so slow that it can be treated as constant.

Related to our work on the discrete FitzHugh-Nagumo equation is the work of Anderson and Sleeman [1] on the existence and stability of equilibrium solutions, the work of Binczak, Eilbeck, and Scott [9] on ephaptic coupling in systems related to
systems of discrete FitzHugh-Nagumo equations, the work of Tonnelier [38, 39, 40], the work of Carpio and Bonilla [8], as well as the enlightening books of Keener and Sneyd [28] and Scott [36]. Work on the discrete Nagumo equation includes the work of Bell and Cosner [4], Keener [26, 27], and Zinner [44, 45] on existence, stability, and propagation failure, and the work of Mallet-Paret [31, 32] establishing a Fredholm theory for linear mixed type delay equations. Other works on discrete Nagumo type equations include $[3,5,6,7,11,12,13,14,19,23,24]$. Notable work on the existence and stability on monotone traveling fronts for the Nagumo PDE include that of Aronson and Weinberger [2] and Fife and McLeod [21] and the original work of Nagumo, Arimoto, and Yoshizawa [34]. Existence and stability of fronts and pulses for the FitzHugh-Nagumo PDE begins from the work of FitzHugh [22] (see also [34]) and includes the work on stability of Jones [25], Maginu [30], and Yanagida [43] (see also [29]), the work on existence of Deng [10] and existence and stability results of Evans [15, 16, 17, 18], Feroe [20], Wang [41, 42], Rinzel and Keller [35], and McKean [33] for the piecewise linear nonlinearity considered here.

This paper is organized as follows. In section 2 we present the model equations to be considered, including the nonlinearity, and derive traveling wave equations. In section 3 , using transform techniques, we derive the general form for candidate front and pulse solutions. We consider one-front solutions in section 4 and show similarities with monotone one-front solutions of Nagumo type equations. In sections 5 and 6, using the form of the candidate solutions found in section 3, we derive conditions for the existence of one-pulse solutions. Two approaches are considered: one is perturbative in that it shows under certain conditions the existence of one-pulse solutions in a neighborhood of an existing one-pulse solution, while the other shows the existence of a one-pulse solution more directly, but with assumptions that are more difficult to verify. We present plots of the relationship between the driving force and the speed of wave propagation, and we present waveforms obtained numerically, in section 7 .
2. Models. The continuous FitzHugh-Nagumo equations (the FH-N PDEs) can be derived as above by considering a smooth spatial domain (or a spatial scale where the local behavior appears homogenous) and thus allowing the spatial difference terms to go zero. This gives the model

$$
\left\{\begin{align*}
v_{t} & =v_{x x}-f(v)-w, \quad x \in \mathbb{R}^{N}, t>0  \tag{2.1}\\
w_{t} & =b(v-r w)
\end{align*}\right.
$$

where $b>0$ relates the time scales of the pulse front and the recovery, the pulse's tail, and $r \geq 0$ indicates the strength of recovery.

In this paper we consider a differential-difference equation of FitzHugh-Nagumo type which contains both the diffusion term derived by considering periodically nodes, as in the introduction, and the diffusion term obtained by allowing the spatial domain to be uniform. While this may not be a valid first principle derivation, it does allow us to compare and contrast propagation of action potential in the two perspectives (allowing for different length scale assumptions). The equations of interest are

$$
\left\{\begin{array}{l}
\dot{v}(\eta, t)=\sum_{i=1}^{N} d_{i} L_{i} v(\eta, t)+\sum_{i=1}^{N} \gamma_{i} \frac{\partial^{2} v}{\partial \eta_{i}^{2}}(\eta, t)-f(v(\eta, t))-w(\eta, t)  \tag{2.2}\\
\dot{w}(\eta, t)=b[v(\eta, t)-r w(\eta, t)]
\end{array}\right.
$$

for

- $\eta \in \mathbb{R}^{N}, t \in \mathbb{R}^{+}$, and $\eta_{i}$ is the $i$ th element of $\eta$,
- "•" denotes differentiation with respect to $t$,
- $d_{i} \geq 0, \gamma_{i} \geq 0, i=1, \ldots, N, b>0$, and $r \geq 0$ are parameters,
- $L_{i} v(\eta, t)=v\left(\eta+e_{i}, t\right)-2 v(\eta, t)+v\left(\eta-e_{i}, t\right)$, where $e_{i}$ is the unit vector with 1 in the $i$ th element, and
- in general, $f$ is a function of "cubic" shape, but for our investigations, we employ the piecewise linear $f$ (as was done in $[33,35,20,41,42,19,7,12$, $13,38,39,40]$ ),

$$
f(v) \equiv v-h(v-a), \quad \text { where } \quad h(v-a) \equiv\left\{\begin{array}{cc}
0, & v<a  \tag{2.3}\\
{[0,1],} & v=a \\
1, & v>a
\end{array}\right.
$$

where $a \in(0,1)$ is a "detuning" parameter allowing for tuning the behavior based on the behavior of the sodium channels.
While we have discussed only the derivation of the one-dimensional model of propagation along a single nerve axon, the equations presented in (2.2) are threedimensional. This is simply a generalization we choose to explore and it may (or may not) be used to gain insight into three-dimensional biological domains such as cardiac tissue. We intend to study traveling waves (plane waves), and thus we now specify a direction of propagation with the direction normal $\sigma=\left\{\sigma_{1}, \ldots, \sigma_{N}\right\}^{T} \in \mathbb{R}^{N}$, with $\sum_{i=1}^{N} \sigma_{i}^{2}=1$, and apply the classic traveling wave ansatz $\phi(\eta \cdot \sigma-c t)=v(\eta, t)$ and $\psi(\eta \cdot \sigma-c t)=w(\eta, t)$ to (2.2) to obtain the system of differential-difference equations:

$$
\left\{\begin{align*}
-c \phi^{\prime}(\xi) & =\sum_{i=1}^{N} d_{i}\left[\phi\left(\xi+\sigma_{i}\right)-2 \phi(\xi)+\phi\left(\xi-\sigma_{i}\right)\right]+\gamma \phi^{\prime \prime}(\xi)-f(\phi(\xi))-\psi(\xi)  \tag{2.4}\\
-c \psi^{\prime}(\xi) & =b[\phi(\xi)-r \psi(\xi)]
\end{align*}\right.
$$

where $\gamma:=\sum_{i=1}^{N} \gamma_{i} \sigma_{i}^{2}$ and $c$ is the unknown wave speed.
3. Multiple pulse and front solutions. Although our interest in this paper is in one-pulse and one-front solutions, in this section we construct candidate solutions with any number of pulses or fronts, i.e., for $m \in \mathbb{Z}^{+}$we construct

- $m$-pulse solutions where $\phi(-\infty)=\phi(+\infty)=0$ and $\psi(-\infty)=\psi(+\infty)=0$, homoclinic connections between constant stable equilibrium solution 0 of (2.4), and
- $m$-front solutions for $r>0$ such that $\phi(-\infty)=0, \phi(+\infty)=\frac{r}{1+r}$, and $\psi(-\infty)=0, \psi(+\infty)=\frac{1}{1+r}$, heteroclinic connections between constant stable equilibrium solutions of (2.4) for $0<a<\frac{r}{1+r}$.
Before we begin construction, using linear transforms, we now take a close look at the piecewise linear nonlinearity $f$ and its effects and a close look at the characteristic equation of (2.4).
3.1. The nonlinearity. Because we intend to apply linear transforms to (2.4) we rewrite the piecewise linear nonlinearity as

$$
\begin{equation*}
f(\phi(\xi))=\phi(\xi)-h(\phi(\xi)-a)=\phi(\xi)-\sum_{k=0}^{n}(-1)^{k} h\left(\xi-\xi_{k}\right) \tag{3.1}
\end{equation*}
$$

where the $\xi_{k}$ are the unknown values of $\xi$, where $\phi=a, \phi^{\prime} \neq 0, n=2 m-1$ for pulse solutions and $n=2 m-2$ for front solutions. This implies that when finding an
$m$-pulse solution, one also needs to seek the values $\xi_{0}<\xi_{1}<\cdots<\xi_{2 m-1}$ such that $\phi\left(\xi_{k}\right)=a$ for $k=0,1, \ldots, 2 m-1$ with

- $\phi(\xi)<a$ for $\xi<\xi_{0}$, for $\xi_{k}<\xi<\xi_{k+1}$ with $k$ odd, and for $\xi>\xi_{2 m-1}$; and
- $\phi(\xi)>a$ for $\xi_{k}<\xi<\xi_{k+1}$ with $k$ even.

Similarly, for an $m$-front solution one also needs to seek $0=\xi_{0}<\xi_{1}<\cdots<\xi_{2 m-2}$ where $\phi\left(\xi_{k}\right)=a$ for $k=0,1, \ldots, 2 m-2$ with

- $\phi(\xi)<a$ for $\xi<\xi_{0}$ and for $\xi_{k}<\xi<\xi_{k+1}$ with $k$ odd; and
- $\phi(\xi)>a$ for $\xi>\xi_{2 m-2}$ and for $\xi_{k}<\xi<\xi_{k+1}$ with $k$ even.

Because the solutions we seek are translationally invariant we pin down the solution by choosing $\xi_{0}=0$.

Remark 3.1. Due to the set-valued nature of the nonlinearity (2.3) and the corresponding Heaviside functions in (3.1) we have that from (2.4)

$$
\lim _{\xi \rightarrow \xi_{k}-} c \phi^{\prime}(\xi)+\gamma \phi^{\prime \prime}(\xi) \neq \lim _{\xi \rightarrow \xi_{k}+} c \phi^{\prime}(\xi)+\gamma \phi^{\prime \prime}(\xi)
$$

and

$$
\left\{\begin{aligned}
-c \phi^{\prime}\left(\xi_{k}\right)-\gamma \phi^{\prime \prime}\left(\xi_{k}\right) & \in \sum_{i=1}^{N} d_{i}\left(\phi\left(\xi_{k}+\sigma_{i}\right)-2 \phi\left(\xi_{k}\right)+\phi\left(\xi_{k}-\sigma_{i}\right)\right)-f\left(\phi\left(\xi_{k}\right)\right)-\psi\left(\xi_{k}\right) \\
-c \psi^{\prime}\left(\xi_{k}\right) & =b\left(\phi\left(\xi_{k}\right)-r \psi\left(\xi_{k}\right)\right)
\end{aligned}\right.
$$

for $k=0,1, \ldots, n$.
3.2. The characteristic equation. We consider connecting orbits, homoclinic and heteroclinic connections, between homogeneous equilibria. A central aspect is the eigenstructure of the linearization about these equilibrium solutions. In contrast with the case of continuous diffusion in which the characteristic equation is written in terms of a polynomial, in the case of discrete diffusion the characteristic equation is a transcendental equation with an infinite number of solutions. Three aspects are especially important:
(i) that the equilibria are hyperbolic in the sense that there are not purely imaginary solutions to the characteristic equation;
(ii) that the dominant eigenvalues, those with smallest real part among those with positive real part and those with largest real part among those with negative real part, possess a gap (up to complex conjugates in the case of dominant complex eigenvalue) in their real parts with respect to other eigenvalues; and
(iii) whether the dominant eigenvalues are real or a complex conjugate pair.

To study the characteristic equation of (2.4) we begin by linearizing around a constant equilibrium solution such that $f(\phi) \neq a$ to obtain the following linear differential equation:

$$
\left\{\begin{array}{l}
-c x^{\prime}(\xi)=\sum_{i=1}^{N} d_{i}\left(x\left(\xi+\sigma_{i}\right)-2 x(\xi)+x\left(\xi-\sigma_{i}\right)\right)+\gamma x^{\prime \prime}(\xi)-x(\xi)-y(\xi) \\
-c y^{\prime}(\xi)=b(x(\xi)-r y(\xi))
\end{array}\right.
$$

On substituting $x(\xi)=\kappa_{1} \exp (\lambda \xi)$ and $y(\xi)=\kappa_{2} \exp (\lambda \xi)$ we obtain

$$
\left\{\begin{array}{l}
-c \lambda x(\xi)=\sum_{i=1}^{N} d_{i}\left(\exp \left(\lambda \sigma_{i}\right)-2+\exp \left(-\lambda \sigma_{i}\right)\right) x(\xi)+\gamma \lambda^{2} x(\xi)-x(\xi)-y(\xi)  \tag{3.2}\\
-c \lambda y(\xi)=b(x(\xi)-r y(\xi))
\end{array}\right.
$$

$$
p(z)-(1-b r)
$$



$$
-2 \sum_{i=1}^{n} d_{i}\left(\cosh \left(z \sigma_{i} / c\right)-1\right)-\gamma z^{2} / c^{2}
$$



Fig. 3.1. On the left is a plot of the function $p(z)-(1-b r)$. To find the real roots of $p(z)$ one only needs to plot the constant valued function $b r-1$. On the right is a plot of $-2 \sum_{i=1}^{n} d_{i}\left(\cosh \left(z \sigma_{i} / c\right)-\right.$ 1) $-\gamma z^{2} / c^{2}$ when $c$ is finite.

When $b r \neq c \lambda$ the second equation of (3.2) is $y(\xi)=b x(\xi) /(b r-c \lambda)$, which on substitution into the first equation of (3.2) yields the characteristic equation

$$
\begin{equation*}
\Delta(\lambda):=1-2 \sum_{i=1}^{n} d_{i}\left(\cosh \left(\lambda \sigma_{i}\right)-1\right)-\gamma \lambda^{2}+\frac{b}{(b r-c \lambda)}-c \lambda=0 \tag{3.3}
\end{equation*}
$$

Consider the change of variables $z=\lambda c$ and let $|c| \rightarrow \infty$. Then we have

$$
p(z)=0, \quad \text { where } \quad p(z) \equiv \lim _{|c| \rightarrow \infty} \Delta(z / c)=1+\frac{b}{(b r-z)}-z
$$

For the following it may be illustrative to refer to Figure 3.1. Thus $p^{\prime}(z)=b /(b r-z)^{2}-$ 1 , which equals zero when $z_{ \pm}=b r \pm \sqrt{b}$, one value on each side of the vertical asymptote $z=b r$. The function $p$ has a maximum of $p\left(z_{+}\right)=1-2 \sqrt{b}-b r$ at $z_{+}=$ $b r+\sqrt{b}$ and a minimum of $p\left(z_{-}\right)=1+2 \sqrt{b}-b r$ at $z_{-}=b r-\sqrt{b}$. Therefore, in the limit as $|c| \rightarrow \infty$, there are two positive real roots (greater than $b r$ ) to the characteristic equation $\Delta(z / c)$ if $p\left(z_{+}\right)>0$, i.e., if $r<(1-2 \sqrt{b}) / b$, and two positive real roots (less than $b r$ ) in the limit if $p\left(z_{-}\right)<0$, i.e., if $r>(1+2 \sqrt{b}) / b$. If $(1-2 \sqrt{b}) / b<r<$ $(1+2 \sqrt{b}) / b$, then the roots in the limit are complex.

For $c$ finite, the characteristic equation $\Delta(z / c)=p(z)-2 \sum_{i=1}^{n} d_{i}\left(\cosh \left(z \sigma_{i} / c\right)-\right.$ 1) $-\gamma z^{2} / c^{2}$ always has one negative real root. If the roots in the limit are complex with positive real part, then for all finite $c$ there will not be real positive roots to the characteristic equation. We are interested in cases where the characteristic equation does not admit purely imaginary or zero solutions. In this case the following lemma provides justification for our calculations.

Lemma 3.1. Let $(\phi, \psi)$ be a solution of (2.3), (2.4) for some $c \neq 0$. Then there exists $\delta_{0}>0$ such that for some $K>0$,

$$
|\phi(\xi)| \leq K e^{\delta_{0} \xi},|\psi(\xi)| \leq K e^{\delta_{0} \xi}, \text { for } \xi \leq 0
$$

Proof. The proof follows the proof of Lemma 4.1 of [7]; see also the proof of Lemma 3.1 of [13] and the proof of Lemma 2.1 of [12].
3.3. Construction of candidate solutions. We are now ready to construct candidate solutions by employing the Fourier transform

$$
\hat{\phi}_{\delta}(s)=\int_{-\infty}^{+\infty} e^{-i s \xi} \phi_{\delta}(\xi) d \xi \quad \text { with } \quad \phi_{\delta}(\xi)=e^{-\delta \xi} \phi(\xi)
$$

(and similarly for $\psi$ ) and $\delta>0$ is sufficiently small. Convergence of the integral is guaranteed by Lemma 3.1, which implies that $\phi_{\delta}(\xi) \rightarrow 0$ and $\psi_{\delta}(\xi) \rightarrow 0$ exponentially fast, both as $\xi \rightarrow-\infty$ and $\xi \rightarrow+\infty$ for $0<\delta<\delta_{0}$. Using (2.4) and (3.1) we have that $\left(\phi_{\delta}, \psi_{\delta}\right)$ satisfy

$$
\left\{\begin{align*}
(-c-2 \gamma \delta) \phi_{\delta}^{\prime}(\xi)= & \sum_{i=1}^{N} d_{i}\left[e^{\delta \sigma_{i}} \phi_{\delta}\left(\xi+\sigma_{i}\right)-2 \phi_{\delta}(\xi)+e^{-\delta \sigma_{i}} \phi_{\delta}\left(\xi-\sigma_{i}\right)\right]+\gamma \ddot{\phi}_{\delta}(\xi)  \tag{3.4}\\
& -\left(1-c \delta-\gamma \delta^{2}\right) \phi_{\delta}(\xi)+e^{-\delta \xi} \sum_{k=0}^{n}(-1)^{k} h\left(\xi-\xi_{k}\right)-\psi_{\delta}(\xi) \\
-c \psi_{\delta}^{\prime}(\xi)= & b \phi_{\delta}(\xi)-[b r-c \delta] \psi_{\delta}(\xi)
\end{align*}\right.
$$

By applying the Fourier transform to (3.4) we obtain the following matrix equation:
$M(s-i \delta)\binom{\hat{\phi}_{\delta}(\xi)}{\hat{\psi}_{\delta}(\xi)}=\frac{1}{i s+\delta}\binom{\sum_{k=0}^{n}(-1)^{k} e^{-i s \xi_{k}}}{0} \quad$ with $\quad M(s):=\left(\begin{array}{cc}R(s) & 1 \\ -b & B(s)\end{array}\right)$,
where
$R(s)=-c i s+A(s), \quad A(s)=1+\gamma s^{2}+2 \sum_{i=1}^{N} d_{i}\left(1-\cos \left(\sigma_{i} s\right)\right), \quad$ and $B(s)=-c i s+b r$.
The matrix function $M(s)$ is invertible near the real axis. To see this note that we have $\operatorname{det}(M(s))=R(s) B(s)+b$, and the imaginary part of the determinant is bounded away from zero for $s \neq 0$ near the real axis, while for $s=0$ the real part of the determinant is bounded away from zero since $b>0$ and $r \geq 0$.

Solving we obtain

$$
\hat{\phi}_{\delta}(s)=\frac{B(s-i \delta)}{(i s+\delta)[R(s-i \delta) B(s-i \delta)+b]} \sum_{k=0}^{n}(-1)^{k} e^{-i s \xi_{k}}
$$

and

$$
\hat{\psi}_{\delta}(s)=\frac{b}{(i s+\delta)[R(s-i \delta) B(s-i \delta)+b]} \sum_{k=0}^{n}(-1)^{k} e^{-i s \xi_{k}}
$$

and on applying the Fourier inversion theorem we obtain

$$
\begin{align*}
\phi(\xi) & =e^{\delta \xi} \phi_{\delta}(\xi)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} \hat{\phi}_{\delta}(s) e^{(i s+\delta) \xi} d s \\
& =\frac{1}{2 \pi i} \int_{-i \delta-\infty}^{-i \delta+\infty} \frac{B(s)}{s(R(s) B(s)+b)} \sum_{k=0}^{n}(-1)^{k} e^{i s\left(\xi-\xi_{k}\right)}  \tag{3.6}\\
& =\frac{1}{2 \pi i}\left(\int_{C_{\delta}}+\int_{S_{\delta}}\right) \frac{B(s)}{s(R(s) B(s)+b)} \sum_{k=0}^{n}(-1)^{k} e^{i s\left(\xi-\xi_{k}\right)} d s
\end{align*}
$$

and

$$
\begin{equation*}
\psi(\xi)=e^{\delta \xi} \psi_{\delta}(\xi)=\frac{1}{2 \pi i}\left(\int_{C_{\delta}}+\int_{S_{\delta}}\right) \frac{b}{s(R(s) B(s)+b)} \sum_{k=0}^{n}(-1)^{k} e^{i s\left(\xi-\xi_{k}\right)} d s \tag{3.7}
\end{equation*}
$$

where $C_{\delta}$ denotes the two half-lines $(-\infty,-\delta]$ and $[\delta, \infty)$, and $S_{\delta}$ is the half-circle $t \rightarrow \delta e^{i t}$ for $-\pi \leq t \leq 0$. Upon simplification, and taking $\delta \rightarrow 0$ we next obtain

$$
\begin{align*}
\phi(\xi)=\left(\frac{1+(-1)^{n}}{4}\right)\left(\frac{r}{1+r}\right) & +\int_{0}^{\infty} W(s) \sum_{k=0}^{n}(-1)^{k} \sin \left(s\left(\xi-\xi_{k}\right)\right) d s \\
& +\int_{0}^{\infty} X(s) \sum_{k=0}^{n}(-1)^{k} \cos \left(s\left(\xi-\xi_{k}\right)\right) d s \text { and } \\
\psi(\xi)=\left(\frac{1+(-1)^{n}}{4}\right)\left(\frac{1}{1+r}\right) & +\int_{0}^{\infty} Y(s) \sum_{k=0}^{n}(-1)^{k} \sin \left(s\left(\xi-\xi_{k}\right)\right) d s  \tag{3.8}\\
& +\int_{0}^{\infty} Z(s) \sum_{k=0}^{n}(-1)^{k} \cos \left(s\left(\xi-\xi_{k}\right)\right) d s
\end{align*}
$$

where

$$
\left.\begin{array}{rlrl}
W(s) & =\frac{1}{\pi}\left[\frac{b^{2} r+C(s) A(s)}{s D(s)}\right], & X(s) & =\frac{c}{\pi}\left[\frac{-b+C(s)}{D(s)}\right] \\
Y(s) & =\frac{b}{\pi}\left[\frac{b r A(s)+b-c^{2} s^{2}}{s D(s)}\right], & \text { and } & Z(s) \tag{3.10}
\end{array}\right)=\frac{b c}{\pi}\left[\frac{A(s)+b r}{D(s)}\right], ~ \$
$$

with $C(s):=b^{2} r^{2}+c^{2} s^{2}$ and

$$
D(s):=(R(s) B(s)+b)(R(-s) B(-s)+b)=c^{2} s^{2}(A(s)+b r)^{2}+\left(b r A(s)-c^{2} s^{2}+b\right)^{2}
$$

Remark 3.2. The construction of candidate solutions is also applicable to more general diffusive operators. For example, consider for $N=1$, the term (see also [3]) $\sum_{i=1}^{N} d_{i}\left(v\left(\eta+e_{i}, t\right)-2 v(\eta, t)+v\left(\eta-e_{i}, t\right)\right)+\sum_{i=1}^{N} \gamma_{i} \frac{\partial^{2} v}{\partial \eta_{i}^{2}}(\eta, t)$ in (2.2) replaced by

$$
d\left(-2 v(\eta, t)+\sum_{j=1}^{\infty} \alpha_{j}\{v(\eta+j, t)+v(\eta-j, t)\}\right)+\gamma \frac{\partial^{2} v}{\partial \eta_{i}^{2}}(\eta, t), \quad \sum_{j=1}^{\infty} \alpha_{j}=1
$$

The main change to the derivation is that $A(s)$ in (3.5) becomes

$$
A(s)=1+\gamma s^{2}+2 d \sum_{j=1}^{\infty} \alpha_{j}(1-\cos (j s))
$$

4. Further discussion of one-front candidate solutions. The potential solutions derived in (3.8)-(3.10) are one-front solutions when $n=0$. Notice that to satisfy the boundary conditions, the detuning parameter $a$ must be restricted so that $a \in[0, r /(1+r)]$. From (3.8)-(3.10) we have the following symmetry property:

$$
\begin{equation*}
\phi(\xi, c)=\frac{r}{1+r}-\phi(-\xi,-c) \quad \text { and } \quad \psi(\xi, c)=\frac{1}{1+r}-\psi(-\xi,-c) \tag{4.1}
\end{equation*}
$$

By (3.6) we have that $|\phi(\xi)|=O\left(e^{\delta \xi}\right)$ as $\xi \rightarrow-\infty$, so the boundary condition $\phi(-\infty)=0$ holds. By (4.1), $\phi(+\infty)=\frac{r}{1+r}$ and the boundary conditions for $\psi$ are satisfied similarly using (3.7) and (4.1).

In certain limits the existence of one-front solutions is known. For instance, if we let $b=\epsilon$ in (2.4), then in the limit as $\epsilon \rightarrow 0, \psi(\xi)=\psi_{0}$, a constant, and we can then consider the Nagumo equation with nonlinearity $\tilde{f}(\phi)=f(\phi)-\psi_{0}$ provided $1-a<\psi_{0}<a$, in which case we seek a one-front solution such that $\phi(-\infty)=\psi_{0}$ and $\phi(+\infty)=1+\psi_{0}$. In this case previous results (see, e.g., [7]) concerning one-front solutions scaled so that $\tilde{\phi}(-\infty)=0$ and $\tilde{\phi}(+\infty)=1$ are applicable by considering a fixed $\psi_{0}$ and considering the correspondence $\phi(\xi)=\tilde{\phi}(\xi)+\psi_{0}$.

Similarly, if we let $r=1 / \epsilon$ and let $\epsilon \rightarrow 0$, then $\psi_{0}=0$ and results in [7] on propagation failure, monotonicity of one-front solutions, and monotonicity of the ( $a, c$ ) relationship are directly applicable. Furthermore, we expect these behaviors to persist in a neighborhood of the limiting parameter value.
4.1. Verification of candidate one-front solution. First, we have assumed $\phi(0)=a$, so by (3.8),

$$
\begin{equation*}
a=\frac{1}{2}\left(\frac{r}{1+r}\right)+\int_{0}^{\infty} X(s) d s . \tag{4.2}
\end{equation*}
$$

The candidate solution found in (3.8)-(3.10) is consistent with our ansatz of (3.1) with $n=0$ provided $\phi(\xi)>a$ for $\xi>0$ and $\phi(\xi)<a$ for $\xi<0$, where $\phi$ is defined by (3.8) and $a$ is defined in (4.2). Since the boundary conditions are satisfied, if the roots of the corresponding characteristic equation (3.3) do not lie on the imaginary axis, then for $|\xi|$ large enough the solution $\phi$ in (3.8) is bounded away from $a$. Thus it is enough to check $\phi(\xi)>a$ for $\xi>0$ and $\phi(\xi)<a$ for $\xi<0$ over a finite interval of values $\xi$. Clearly, we expect to have one-front solutions for $b \approx 0$ and for $r$ large enough.
5. Further discussion of one-pulse candidate solutions. The derivation in section 3 relied on the assumption that there exists an $m$-pulse solution (or a front solution). This allowed us to write the nonlinear term as a linear term and a sum of Heaviside functions. In this section we give conditions under which these assumptions may be verified for one-pulse solutions.

Existence of $\xi_{1}$. Our assumption for one-pulse solutions was that $\phi(0)=a$ and $\phi\left(\xi_{1}\right)=a$ for some $\xi_{1}>0$ and $\phi(\xi)<a$ for $\xi<0$ and for $\xi>\xi_{1}$ with $\phi(\xi)>a$ for $0<\xi<\xi_{1}$. Using the form of the candidate solutions (3.8), (3.9), and (3.10), to have $\phi(0)=\phi\left(\xi_{1}\right)=a$, there must be $\xi_{1}>0$ such that $g\left(\xi_{1}\right)=0$, where

$$
\int_{0}^{\infty} X(s)(2-2 \cos (s \xi)) d s=\frac{2 c}{\pi} \int_{0}^{\infty} \frac{-b+C(s)}{D(s)}\left(1-\cos \left(s \xi_{1}\right)\right) d s \equiv \frac{2 c}{\pi} g(\xi) .
$$

The existence of such a $\xi_{1}>0$ that satisfies $g\left(\xi_{1}\right)=0$ for $c \neq 0$ is a necessary condition for the existence a one-pulse solution to (2.3) and (2.4). Let

$$
Q(s)=-b+C(s)
$$

so we can write

$$
\begin{equation*}
g\left(\xi_{1}\right)=\int_{0}^{\infty} \frac{Q(s)}{D(s)}\left(1-\cos \left(s \xi_{1}\right)\right) d s \tag{5.1}
\end{equation*}
$$



Fig. 5.1. In this example, the shaded area $K$ indicates values of $(b, r)$ which satisfy the conditions of Theorem 5.1. The dashed line is $b r^{2}=1 . N=\gamma=d_{1}=c=1$.

Remark 5.1. This same type of idea could be applied to verifying the existence of general $m$-pulse solutions. However, in that case, the existence of a zero for a system of $2 m-1$ equations in $2 m-1$ unknowns must be verified.

The idea behind the following theorem is to show that for $\xi_{1}>0 g$ is positive for $\xi_{1}$ small and $g$ is negative for $\xi_{1}$ large. It is motivated by the situation for the spatially continuous problem (2.1) with the piecewise linear nonlinearity (2.3). In the spatially continuous diffusion operator case, $D(s)$ is proportional to $s^{6}$ as $s \rightarrow \infty$ so that $g, g^{\prime}$, and $g^{\prime \prime}$ are defined by absolutely convergent integrals.

Theorem 5.1. There exists a positive zero of $g$ defined in (5.1) for wave speed $c \neq 0$ provided $b r^{2}<1$,

$$
\begin{equation*}
\int_{0}^{\infty} \frac{Q(s)}{D(s)} d s<0 \tag{5.2}
\end{equation*}
$$

and for all $\nu>0$ sufficiently small

$$
\begin{equation*}
-\int_{0}^{s^{*}} s^{2} \frac{Q(s)}{D(s)} d s<\int_{s^{*}}^{\infty} s^{2} \frac{Q(s)}{D(s)+\nu s^{6}} d s \tag{5.3}
\end{equation*}
$$

where $s^{*}=\sqrt{\frac{b\left(1-b r^{2}\right)}{c^{2}}}$.
The shaded region of Figure 5.1 illustrates values of $(b, r)$ which satisfy the conditions of this theorem, for $N=\gamma=d_{1}=c=1$. They were verified by comparison, bounding $D(s)$ with functions of the form $c_{1} s^{6}+c_{2} s^{3}+c_{3}$.

Proof. We have $D(s)>0$ for $s \geq 0$ and since $b r^{2}<1, Q\left(s^{*}\right)=0, Q(s)<0$ for $s<s^{*}$, and $Q(s)>0$ for $s>s^{*}$. We want to show that $g\left(\xi_{1}\right)>0$ for $\xi_{1}>0$ sufficiently small and $g\left(\xi_{1}\right)<0$ for $\xi_{1}>0$ sufficiently large.

To this end note that for any bounded continuous function $\kappa$ defined for $s \geq 0$, for $x>0$

$$
\int_{0}^{\infty} \kappa(s) \cos (s x) d s=\int_{0}^{\infty} \frac{1}{x} \kappa(u / x) \cos (u) d u \rightarrow 0 \quad \text { as } x \rightarrow \infty
$$

Thus, $g\left(\xi_{1}\right)<0$ for $\xi_{1}>0$ sufficiently large follows from (5.2).
Next observe that $g(0)=0$ and define

$$
h\left(\xi_{1}\right)=\int_{0}^{s^{*}} \frac{Q(s)}{D(s)}\left(1-\cos \left(s \xi_{1}\right)\right) d s+\int_{s^{*}}^{\infty} \frac{Q(s)}{D(s)+\nu s^{6}}\left(1-\cos \left(s \xi_{1}\right)\right) d s
$$

Then

$$
h^{\prime}\left(\xi_{1}\right)=\int_{0}^{s^{*}} s \frac{Q(s)}{D(s)} \sin \left(s \xi_{1}\right) d s+\int_{s^{*}}^{\infty} s \frac{Q(s)}{D(s)+\nu s^{6}} \sin \left(s \xi_{1}\right) d s
$$

and so $h^{\prime}(0)=0$. Similarly,

$$
h^{\prime \prime}\left(\xi_{1}\right)=\int_{0}^{s^{*}} s^{2} \frac{Q(s)}{D(s)} \cos \left(s \xi_{1}\right) d s+\int_{s^{*}}^{\infty} s^{2} \frac{Q(s)}{D(s)+\nu s^{6}} \cos \left(s \xi_{1}\right) d s
$$

and since for $s \geq s^{*}, Q(s) \geq 0$ and $\left(D(s)+\nu s^{6}\right)^{-1}<(D(s))^{-1}$, (5.3) implies that $g$ is increasing for $\xi_{1}=0$, so that $g\left(\xi_{1}\right)>0$ for $\xi_{1}>0$ sufficiently small. Thus, since $g$ is continuous and changes sign at least once, there exists a $\xi_{1}>0$ such that $g\left(\xi_{1}\right)=0$.

Corollary 5.1. There exists a positive zero of $g$ defined in (5.1) for wave speed $c \neq 0$ provided $b r^{2}<1$ and either
(i) for $d_{1}=\cdots=d_{N}=0$ and $\gamma>0$, (5.2) holds and (5.3) holds with $\nu=0$, or
(ii) for $d_{j} \geq 0$, with at least one $d_{j}>0, j=1, \ldots, N$, and $\gamma=0$, (5.2) holds.

Proof. When $d_{1}=\cdots=d_{N}=0$ and $\gamma>0$, then the integral on the right-hand side of (5.3) is absolutely convergent with $\nu=0$. However, for $d_{j} \geq 0$, with at least one $d_{j}>0$, and $\gamma=0$, the right-hand side of (5.3) approaches $+\infty$ as $\nu \rightarrow 0$, and so in this case (5.3) is always satisfied.
6. Existence of solutions. An important aspect of employing the McKean nonlinearity (2.3) is that (3.8)-(3.10) provide an explicit form (up to quadrature) for candidate solutions. This explicit form is useful in determining $\left\{\xi_{k}\right\}_{k}^{n}$ since for $\xi_{0}=0$ and $n \geq 1,\left\{\xi_{k}\right\}_{k}^{n}$ satisfies the system of nonlinear equations

$$
\begin{equation*}
\phi(0)-\phi\left(\xi_{k}\right)=0, \quad k=1, \ldots, n \tag{6.1}
\end{equation*}
$$

and in subsequently verifying

$$
\begin{equation*}
(-1)^{k}(\phi(0)-\phi(\xi))>0, \quad \xi \in\left(\xi_{k-1}, \xi_{k}\right), \quad k=0, \ldots, n \tag{6.2}
\end{equation*}
$$

where we have set $\xi_{-1}=-\infty$ and $\xi_{n+1}=+\infty$. A necessary condition for (6.2) is that

$$
\begin{equation*}
(-1)^{k} \lim _{\xi \rightarrow \xi_{k} \pm} \phi^{\prime}(\xi)>0 \tag{6.3}
\end{equation*}
$$

which for $c>0$ involves only a one-sided limit since

$$
\begin{equation*}
(-1)^{k} \lim _{\xi \rightarrow \xi_{k}-} \phi^{\prime}(\xi)>(-1)^{k} \lim _{\xi \rightarrow \xi_{k}+} \phi^{\prime}(\xi) \tag{6.4}
\end{equation*}
$$

One needs only to determine if the inequalities (6.2) are satisfied outside a neighborhood of $\left\{\xi_{k}\right\}_{k=1}^{n}$ if (6.3) holds.

The existence of $\left\{\xi_{k}\right\}_{k=0}^{n}$ is trivial for one-front solutions, $n=0$, since we may choose $\xi_{0}=0$ by translation invariance, while for one-pulse solutions, $n=1$, Theorem 5.1 and Corollary 5.1 provide criteria for the existence of $\xi_{1}>0$. In general for $n \geq 2$ establishing the existence of $\left\{\xi_{k}\right\}_{k}^{n}$ such that (6.1) holds is more difficult since this results in a nonlinear system of $n \geq 2$ equations in $n$ unknowns. In the case of $n \geq 2$ perturbation/continuation techniques are more promising. One-front ( $n=0$ ) and one-pulse $(n=1)$ solutions provide building blocks for more general $n \geq 2$ solutions.

We are interested in connecting orbits between hyperbolic equilibria in which there is gap between
(1) the dominant solution(s) to the characteristic equation
(2) and the rest of the solutions to the characteristic equation.

The following lemmas show that for the characteristic equation (3.3) of (2.4) with (2.3) with $N=1, d_{1}=d>0$, and $\gamma=0$

- there are no purely imaginary solutions
- and if $\sinh \left(\left(1+2 d-\sqrt{4 d^{2}+c^{2}}\right) / c\right) \neq-c /(2 d)$, then all the solutions are simple.
LEMMA 6.1. Let $\lambda_{1}, \lambda_{2}$ denote two solutions to the characteristic equation (3.3). Write $\lambda_{j}=a_{j}+i b_{j}$ for $j=1,2$ and let $c>0$ be given. If $\left(b r-c a_{1}\right)^{2}+\left(c b_{j}\right)^{2}>0$ for $j=1,2$, then $a_{1}=a_{2}$ implies $b_{1}= \pm b_{2}$.

Proof. We have that $\lambda_{j}$ is a solution of the characteristic equation provided

$$
\begin{aligned}
\left(b r-c a_{j}\right) R_{j}+c b_{j} I_{j} & =0 \\
-c b_{j} R_{j}+\left(b r-c a_{j}\right) I_{j} & =0,
\end{aligned}
$$

$$
R_{j}=1-2 d\left(\operatorname{Re}\left(\cosh \left(\lambda_{j}\right)\right)-1\right)-c a_{j},
$$

where

$$
I_{j}=-2 d\left(\operatorname{Im}\left(\cosh \left(\lambda_{j}\right)\right)\right)-c b_{j}
$$

for $j=1,2$. Thus, if $a_{1}=a_{2}$ and $\left(b r-c a_{1}\right)^{2}+\left(c b_{j}\right)^{2}>0$, then $R_{j}=0$ and $I_{j}=0$ for $j=1,2$, and so

$$
\begin{equation*}
1-2 d\left(\cos \left(b_{j}\right) \cosh \left(a_{j}\right)-1\right)-c a_{j}=0, \quad-2 d \sin \left(b_{j}\right) \sinh \left(a_{j}\right)-c b_{j}=0 \tag{6.5}
\end{equation*}
$$

for $j=1,2$. Using the first equation in (6.5), if $a_{1}=a_{2}$, then $\cos \left(b_{1}\right)=\cos \left(b_{2}\right)$, and so $\sin \left(b_{1}\right)= \pm \sin \left(b_{2}\right)$. If $\sin \left(b_{1}\right)=\sin \left(b_{2}\right)$, then the second equation in (6.5) implies that $c\left(b_{1}-b_{2}\right)=0$, and if $\sin \left(b_{1}\right)=-\sin \left(b_{2}\right)$, then the second equation in (6.5) gives $c\left(b_{1}+b_{2}\right)=0$.

Lemma 6.2. If $c>0, b>0, r \geq 0$, and $d>0$, then any root $\lambda=x+i y$ of (3.3) has $x \neq 0$.

Proof. If we write $\Delta(\lambda)=0$ as $N(\lambda)+b /(b r-c \lambda)=0$, then $r=0$ implies $\lambda \neq 0$. If $r>0$ and $\lambda=0$ is a solution, then $N(0)+1 / r=0$, so $1-2 d(\cos (0)-1)+1 / r=0$, which cannot occur for $r>0$. If $x=0$, but $y \neq 0$, then by the argument in the proof of Lemma 6.1, $\operatorname{Re}(N(\lambda))=0$ and $\operatorname{Im}(N(\lambda))=0$, so we have $1+2 d-\cos (y)=0$ and $-c y=0$, which cannot both be simultaneously satisfied.

Lemma 6.3. If for $c>0$ and $d>0$ one has $\sinh \left(\left(1+2 d-\sqrt{4 d^{2}+c^{2}}\right) / c\right) \neq$ $-c /(2 d)$, then there does not exist a double root to (3.3) for $\lambda$ not purely imaginary.

Proof. If there is a double root, $\lambda$, then $\Delta(\lambda)=0$ and $\Delta^{\prime}(\lambda)=0$. Write $\Delta(\lambda)$ as $N(\lambda)+b /(b r-c \lambda)$, so $\Delta^{\prime}(\lambda)=N^{\prime}(\lambda)+c b /(b r-c \lambda)^{2}$. Thus, $\Delta^{\prime}(\lambda)=$ $N^{\prime}(\lambda)+\frac{c}{b} N^{2}(\lambda)$, so by the argument in the proof of Lemma $6.1, \operatorname{Re}(N(\lambda))=0$ and $\operatorname{Im}(N(\lambda))=0$, and if there is a double root, then $\Delta^{\prime}(\lambda)=N^{\prime}(\lambda)=0$. Then for $\lambda=x+i y,-2 d \cos (y) \sinh (x)-c=0$ and $-2 d \sin (y) \cosh (x)=0$, we have $\sin (y)=0$, and since $\operatorname{Im}(N(\lambda))=0$, we have $-2 d \sin (y) \sinh (x)-c y=0$, so $y=0$. Thus, $-2 d \sinh (x)-c=0$, which implies $\sinh (x)=-c /(2 d)$ and $\cosh (x)=\sqrt{4 d^{2}+c^{2}} /(2 d)$. Hence, the only way for $\operatorname{Re}(N(\lambda))=0$ is if $x=\left(1+2 d-\sqrt{4 d^{2}+c^{2}}\right) / c$.
6.1. Existence of one-pulse solutions. Given existence of $\xi_{1}>0$ such that $g\left(\xi_{1}\right)=0$ for $g$ in (5.1), we now turn our attention to showing existence of one-pulse solutions. We proceed in two ways: in the first we assume the existence at a particular value of the wave speed $c$ and then show existence (under certain conditions) in a neighborhood (Theorem 6.4); in the second we verify that $\phi(\xi)<a$ only when $\xi<0$ and $\xi>\xi_{1}\left(\phi(\xi)>a\right.$ for $\left.\xi \in\left(0, \xi_{1}\right)\right)$ and then show that this condition can in certain cases be reduced to checking on finite intervals (Theorems 6.5 and 6.6).

Theorem 6.4. Suppose for fixed values of the parameters and $(a, c)=\left(a^{*}, c^{*}\right)$ with $c^{*}>0$ we have a one-pulse solution defined for $\xi_{1}>0$ such that

$$
\begin{gather*}
\text { for } \xi \in\left(0, \xi_{1}\right), \phi(\xi)-\phi(0)>0, \quad \text { for } \xi<0 \text { and } \xi>\xi_{1}, \phi(\xi)-\phi(0)<0  \tag{6.6}\\
\lim _{\xi \rightarrow 0^{ \pm}} \phi^{\prime}(\xi)>0 \text { and } \lim _{\xi \rightarrow \xi_{1}^{ \pm}} \phi^{\prime}(\xi)<0 \tag{6.7}
\end{gather*}
$$

and

$$
\begin{equation*}
0<\left|\int_{0}^{\infty} \frac{s Q(s)}{D(s)} \sin \left(s \xi_{1}\right) d s\right|<\infty \tag{6.8}
\end{equation*}
$$

Then for all $c$ in a neighborhood of $c^{*}$ there exist one-pulse solutions to (2.3), (2.4).

Proof. We argue by the implicit function theorem. We need to show that $\xi_{1}$ depends smoothly on $c$. This follows from (6.8) since by direct calculation

$$
\begin{equation*}
\xi_{1}^{\prime}(c)=-\frac{\int_{0}^{\infty} \frac{Q_{1}(s)}{D^{2}(s)}\left(1-\cos \left(s \xi_{1}\right)\right) d s}{\int_{0}^{\infty} \frac{s Q(s)}{D(s)} \sin \left(s \xi_{1}\right) d s} \tag{6.9}
\end{equation*}
$$

where $Q_{1}(s)=Q_{c}(s) D(s)-Q(s) D_{c}(s)$ and $Q_{c}$ and $D_{c}$ are the derivatives of $Q$ and $D$ with respect to $c$, respectively. Now by the implicit function theorem, (6.6) and (6.7) hold in a neighborhood of $c^{*}$ since the derived solution (3.8)-(3.10) and the one-sided derivatives at $\xi=0$ and $\xi=\xi_{1}$ depend smoothly on $\xi_{1}$ and $c$.

Inequalities (6.2), when satisfied over the entire real line, imply existence; see Theorem 6.5. Lemmas 6.1-6.3 that show the hyperbolicity of the equilibria and the gap condition are used to show that is sufficient to check these inequalities over a certain finite interval; see Theorem 6.6.

THEOREM 6.5. If $g\left(\xi_{1}\right)=0$ for $\xi_{1}>0$ and
$\int_{0}^{\infty} W(s)\left[\sin \left(s\left(\xi_{1}+\delta\right)\right)-\sin (s \delta)-\sin \left(s \xi_{1}\right)\right] d s<\left|\int_{0}^{\infty} X(s)\left[\cos \left(s\left(\xi_{1}+\delta\right)\right)-\cos (s \delta)\right] d s\right|$, if $\delta>0$,
(6.11)
$-\int_{0}^{\infty} W(s)\left[\sin \left(s\left(\xi_{1}+\delta\right)\right)-\sin (s \delta)-\sin \left(s \xi_{1}\right)\right] d s<\int_{0}^{\infty} X(s)\left[\cos \left(s\left(\xi_{1}+\delta\right)\right)-\cos (s \delta)\right] d s$,
if $-\xi_{1}<\delta<0$, then there exists a one-pulse solution to (2.3), (2.4).
Proof. We assume there exists a positive zero, $\xi_{1}$, of $g$. Then for this $\xi_{1}>0$ we have $\phi(0)=a$ and $\phi\left(\xi_{1}\right)=a$. We show that (6.10) implies that $\phi(\xi)<a$ for $\xi<0$ and $\xi>\xi_{1}$ and (6.11) implies $\phi(\xi)>a$ for $0<\xi<\xi_{1}$. Recalling that $g\left(\xi_{1}\right)=0$ implies $\int_{0}^{\infty} X(s)\left(1-\cos \left(s \xi_{1}\right)\right) d s=0$ along with the solution equalities (3.8)-(3.10), (6.10) can be rewritten as

$$
-\phi(0)<-\phi(-\delta) \quad \text { and } \quad-\phi(0)<-\phi\left(\delta+\xi_{1}\right), \quad \delta>0
$$

which implies $\phi(\xi)<a \equiv \phi(0)$ for $\xi<0$ and for $\xi>\xi_{1}$. Similarly (6.11) can be rewritten as

$$
\phi(0)<\phi\left(\delta+\xi_{1}\right), \quad-\xi_{1}<\delta<0
$$

which implies $\phi(\xi)>a \equiv \phi(0)$ for $0<\xi<\xi_{1}$.

Theorem 6.6. Suppose for some value $c>0$ and all other parameter values fixed there exists $\xi_{1}>0$ such that $g\left(\xi_{1}\right)=0$. Suppose that the characteristic equation (3.3) has no solutions on the imaginary axis and order the solutions with positive real parts by the real parts: $\operatorname{Re}\left(\lambda_{1}^{+}\right) \leq \operatorname{Re}\left(\lambda_{2}^{+}\right) \leq \operatorname{Re}\left(\lambda_{3}^{+}\right) \leq \cdots$ and similarly for the solutions with negative real parts as: $\operatorname{Re}\left(\lambda_{1}^{-}\right) \geq \operatorname{Re}\left(\lambda_{2}^{+}\right) \geq \operatorname{Re}\left(\lambda_{3}^{+}\right) \geq \cdots$. If $\lambda_{1}^{+}=\bar{\lambda}_{2}^{+}$assume $\epsilon_{0}^{+}:=\operatorname{Re}\left(\lambda_{3}^{+}\right)-\operatorname{Re}\left(\lambda_{2}^{+}\right)>0$. If $\lambda_{1}^{+} \neq \bar{\lambda}_{2}^{+}$assume $\epsilon_{0}^{+}:=\operatorname{Re}\left(\lambda_{2}^{+}\right)-\operatorname{Re}\left(\lambda_{1}^{+}\right)>0$. Similarly, assume $\epsilon_{0}^{-}>0$ for the solutions with negative real parts. Then there exist $T^{+}>0$ and $T^{-}<0$ such that (6.10) and (6.11) need only be checked on $\left(0, T^{+}\right)$and ( $0,-T^{-}$), respectively.

Proof. Consider (3.6) and observe that if $\lambda \in \mathbb{C}$ is a solution of the characteristic equation (3.3), then $-i \lambda$ is a zero of $R(s)+b / B(s)$ in (3.6). First assume that $0<\epsilon^{+}<\epsilon_{0}^{+}$and shift the contour in (3.6) from $\operatorname{Im} s=-\delta$ to $\operatorname{Im} s=-\left(\operatorname{Re}\left(\lambda_{1}^{+}\right)+\epsilon^{+}\right)$. Then there are two cases: $\lambda_{1}^{+}=\bar{\lambda}_{2}^{+}$and $\lambda_{1}^{+} \neq \bar{\lambda}_{2}^{+}$. If $\lambda_{1}^{+}=\bar{\lambda}_{2}^{+}$, then we obtain

$$
\begin{aligned}
\phi(\xi)= & -\left.\frac{B(s)\left\{e^{i s \xi}-e^{i s\left(\xi-\xi_{1}\right)}\right\}}{s\left(R^{\prime}(s) B(s)+R(s) B^{\prime}(s)\right)}\right|_{s=-i \lambda_{1}^{+}}-\left.\frac{B(s)\left\{e^{i s \xi}-e^{i s\left(\xi-\xi_{1}\right)}\right\}}{s\left(R^{\prime}(s) B(s)+R(s) B^{\prime}(s)\right)}\right|_{s=-i \lambda_{2}^{+}} \\
& +\frac{1}{2 \pi i} \int_{-i\left(\operatorname{Re}\left(\lambda_{1}^{+}\right)+\epsilon^{+}\right)-\infty}^{-i\left(\operatorname{Re}\left(\lambda_{1}^{+}\right)+\epsilon^{+}\right)+\infty} \frac{B(s)\left\{e^{i s \xi}-e^{i s\left(\xi-\xi_{1}\right)}\right\}}{s(R(s) B(s)+b)} d s \\
= & C^{+}\left\{e^{\lambda_{1}^{+} \xi}-e^{\lambda_{1}^{+}\left(\xi-\xi_{1}\right)}\right\}+O\left(e^{\left(\lambda_{1}^{+}+\epsilon^{+}\right) \xi}\right)
\end{aligned}
$$

as $\xi \rightarrow-\infty$. Observe that

$$
C^{+}=-\left.\frac{B(s)}{s\left(R^{\prime}(s) B(s)+R(s) B^{\prime}(s)\right)}\right|_{s=-i \lambda_{1}^{+}}-\left.\frac{B(s)}{s\left(R^{\prime}(s) B(s)+R(s) B^{\prime}(s)\right)}\right|_{s=-i \lambda_{2}^{+}} .
$$

If $\lambda_{1}^{+} \neq \bar{\lambda}_{2}^{+}\left(\right.$and $\lambda_{1}^{+}, \lambda_{2}^{+}$real), then we obtain

$$
\begin{aligned}
\phi(\xi)= & -\left.\frac{B(s)\left\{e^{i s \xi}-e^{i s\left(\xi-\xi_{1}\right)}\right\}}{s\left(R^{\prime}(s) B(s)+R(s) B^{\prime}(s)\right)}\right|_{s=-i \lambda_{1}^{+}} \\
& +\frac{1}{2 \pi i} \int_{-i\left(\lambda_{1}^{+}+\epsilon^{+}\right)-\infty}^{-i\left(\lambda_{1}^{+}+\epsilon^{+}\right)+\infty} \frac{B(s)\left\{e^{i s \xi}-e^{i s\left(\xi-\xi_{1}\right)}\right\}}{s(R(s) B(s)+b)} d s \\
= & C^{+}\left\{e^{\lambda_{1}^{+} \xi}-e^{\lambda_{1}^{+}\left(\xi-\xi_{1}\right)}\right\}+O\left(e^{\left(\lambda_{1}^{+}+\epsilon^{+}\right) \xi}\right)
\end{aligned}
$$

as $\xi \rightarrow-\infty$, where $C^{+}=-\left.\frac{B(s)}{s\left(R^{\prime}(s) B(s)+R(s) B^{\prime}(s)\right)}\right|_{s=-i \lambda_{1}^{+}}$. Thus, there exists $T^{-}<0$ such that $\phi(\xi)<\phi(0)=: a$ for $\xi \leq T^{-}$.

The argument for solutions to the characteristic equation (3.3) with negative real parts is treated similarly by moving the contour up.
7. Numerical results. In this section we present numerical results obtained by numerical integration of (3.8)-(3.10) and for one-pulse solutions by determining the positive zeros of (5.1). We approximate the integrals using the adaptive Gaussian quadrature code adapt of [37] after truncation to the interval $\left[0,10^{6}\right]$. To find zeros of $g$ we use the combined secant/bisection code zero of [37]. We focus on one-front, one-pulse, and two-pulse solutions, exhibit $(a, c)$ curves, and waveforms of (3.8)-(3.10) with both continuous and discrete diffusion.
7.1. $(\boldsymbol{a}, \boldsymbol{c})$ curves. In Figure 7.1 we plot $(a, c)$ curves for one-front solutions by approximating (4.2). We set $N=d_{1}=d=1$ and $\gamma=0$ and vary $b$ and $r$.


FIG. 7.1. Plot of $(a, c)$ curves (moving from left to right) for (i) $(d, \gamma, b, r)=\left(1,0,10^{-4}, 1\right)$,
(ii) $(d, \gamma, b, r)=\left(1,0,10^{-2}, 1\right)$, (iii) $(d, \gamma, b, r)=(1,0,1,1)$, (iv) $(d, \gamma, b, r)=\left(1,0,1,10^{1}\right)$,
(v) $(d, \gamma, b, r)=\left(1,0,1,10^{2}\right)$, and (vi) $(d, \gamma, b, r)=(1,0,0,0)$, the discrete Nagumo equation.


Fig. 7.2. Plot of $(a, c)$ curves (moving from left to right) for (i) $(d, \gamma, b, r)=(1,0,1,0)$, (ii) $(d, \gamma, b, r)=(0.8,0.2,1,0)$, (iii) $(d, \gamma, b, r)=(0.4,0.6,1,0)$, and (iv) $(d, \gamma, b, r)=(0,1,1,0)$.

Notice the nonuniqueness suggested for $(b, r)=\left(10^{-2}, 1\right)$ and $(b, r)=(1,1)$. The curves limit to $r /(r+1)$ as $c \rightarrow \infty$. In Figure 7.2 we plot $(a, c)$ curves for one-pulse solutions (these are actually $(a, c)$ curves obtained when there exists $\xi_{1}>0$ such that $g\left(\xi_{1}\right)=0$ ) for various values of the parameters $d, \gamma, b, r$. The plot illustrates the difference between the behavior with continuous and discrete diffusion. In the case of continuous diffusion it is known that the fast waves, i.e., those above the tip on the $(a, c)$ curve, are stable (see $[43,30,25,29]$ ), while the slow waves (those below the tip)


Fig. 7.3. Plot of ( $a, c$ ) curves (moving from left to right) for (i) $(d, \gamma, b, r)=(1,0,1,0)$, (ii) $(d, \gamma, b, r)=\left(1,0,10^{-1}, 0\right)$, (iii) $(d, \gamma, b, r)=\left(1,0,10^{-2}, 0\right)$, (iv) $(d, \gamma, b, r)=\left(1,0,10^{-3}, 0\right)$, and the limiting ( $a, c$ ) curve obtained from the discrete Nagumo equation.
are unstable. In Figure 7.3 we highlight the dependence of the $(a, c)$ relationship on the parameter $b>0$ and compare it with the limiting $(a, c)$ curve obtained from the discrete Nagumo equation, i.e., $b=0$. Notice how the range of propagation failure in the discrete Nagumo equation limits tip of the $(a, c)$ curve. The range of propagation failure limits the size of $a$ for which there are one pulse solutions. Observe the larger values of $a$ that are possible when $b$ is small and the larger values of $a$ obtained for the plot of the continuous $(a, c)$ curve with $\gamma=1$ as compared to the discrete for $d=1$. In Figure 7.4 we vary the parameter $r>0$. We set $b=1$ and then have the requirement from Theorem 5.1 that $r^{2}<1$. In the plot for $r>0$ there is an upper bound in $c$ as well as a lower bound in $c$ on the $(a, c)$ curve.
7.2. Waveforms. In Figure 7.5 we plot one-front waveforms $\phi(\xi)$ and $\psi(\xi)$ fixing $(d, c, \gamma)=(1,1,0)$ and varying $(b, r)$. In Figure 7.6 we plot one-pulse waveforms $\phi(\xi)$ and $\psi(\xi)$ fixing $(b, r)=(1,0)$, setting $(d, \gamma)=(1,0)$, and varying the wavespeed $c$. Refer to Figure 7.2 for the parameter values in the $(a, c)$ curve. The plot for $c=0.6$ does not satisfy our assumption of a one-pulse solution since it violates $\phi(\xi)<a$ for $\xi>\xi_{1}$. Note, however, that $c=0.6$ is one of the smaller values of $c$ obtained in the $(a, c)$ curve in Figure 7.2. In Figure 7.7 we plot waveforms $\phi(\xi)$ and $\psi(\xi)$ fixing $(b, r)=(1,0)$, setting $(d, \gamma)=(0,1)$, and varying the wavespeed $c$. The waveforms for the continuous operator are smooth compared to the waveforms for the discrete operator especially for small wavespeeds. The two-pulse solution in Figure 7.8 is obtained by superimposing two identical one-pulse solutions, using the superimposed one-pulse solutions as an initial guess and then applying Newton's method. The onepulse solution is obtained from $(d, \gamma, c, b, r)=(1,0,1,1,0)$ and the pulses are put at a distance (in $\xi$ ) of 40 units apart. The value of $a$ is slightly perturbed from the value of $a$ for the one-pulse as one might expect (see [41]). In Figure 7.9 we plot the dependence of the parameter $a$ on the distance between the pulses, $\xi_{2}-\xi_{1}$, and compare with the value of $a$ obtained for the one-pulse solution.


FIG. 7.4. Plot of ( $a, c$ ) curves (moving from left to right) for (i) $(d, \gamma, b, r)=(1,0,1,0)$, (ii) $(d, \gamma, b, r)=(1,0,1,1 / 16)$, (iii) $(d, \gamma, b, r)=(1,0,1,1 / 8)$, and (iv) $(d, \gamma, b, r)=(1,0,1,1 / 4)$.

Front Solutions




Fig. 7.5. Plot of one-front waveforms $\phi(\xi)$ and $\psi(\xi)$ for fixed $(d, c, \gamma)=(1,1,0)$, and (i) $(b, r)=\left(10^{-2}, 1\right)$, (ii) $(b, r)=\left(10^{-1}, 1\right)$, and (iii) $(b, r)=\left(1,10^{2}\right)$.
7.3. Mixed continuous/discrete model. As an example of a model with continuous diffusion in one direction and discrete diffusion in the other coordinate direction we consider (2.2) with $N=2, d_{1}=d, d_{2}=0$, and $\gamma_{1}=0, \gamma_{2}=\gamma$. Consider the direction of propagation $\sigma \in \mathbb{R}^{2}$ such that $\|\sigma\|_{2}=1$, and apply the traveling wave ansatz $u(\eta, t)=\phi(\eta \cdot \sigma-c t)$ and $w(\eta, t)=\psi(\eta \cdot \sigma-c t)$ to obtain (see (2.4))

$$
\left\{\begin{array}{l}
-c \phi^{\prime}(\xi)=d\left(\phi\left(\xi+\sigma_{1}\right)-2 \phi(\xi)+\phi\left(\xi-\sigma_{1}\right)\right)+\gamma \sigma_{2}^{2} \phi^{\prime \prime}(\xi)-f(\phi(\xi))-\psi(\xi)  \tag{7.1}\\
-c \psi^{\prime}(\xi)=b(\phi(\xi)-r \psi(\xi))
\end{array}\right.
$$



Discrete

Fig. 7.6. Discrete. Plot of waveforms for fixed $(b, r)=(1,0)$, and (i) $(d, \gamma, c)=(1,0,0.6)$, (ii) $(d, \gamma, c)=(1,0,1)$, (iii) $(d, \gamma, c)=(1,0,1.5)$.

## Continuous



Fig. 7.7. Continuous. Plot of waveforms for fixed $(b, r)=(1,0)$, and (i) $(d, \gamma, c)=(0,1,0.6)$, (ii) $(d, \gamma, c)=(0,1,1)$, (iii) $(d, \gamma, c)=(0,1,1.5)$.

If we rescale variables $x=\xi / \sigma_{1}$ and $\tilde{c}=c / \sigma_{1}$, then (7.1) becomes

$$
\left\{\begin{array}{l}
-\tilde{c} \phi^{\prime}(x)=d(L \phi)(x)+g \phi^{\prime \prime}(x)-f(\phi(x))-\psi(x),  \tag{7.2}\\
-\tilde{c} \psi^{\prime}(x)=b(\phi(x)-r \psi(x)),
\end{array}\right.
$$

where $g=\gamma \frac{\sigma_{2}^{2}}{\sigma_{1}^{2}}$ for $\sigma_{1} \neq 0$ and $(L \phi)(x)=\phi(x+1)-2 \phi(x)+\phi(x-1)$.
In Figure 7.10 we set $(d, \gamma, b, r)=(1,1,1,0)$ and $(d, \gamma, b, r)=(1,0,1,0)$, set $c=1$ and $c=2$, let $\sigma_{1}=\cos (\theta)$ and $\sigma_{2}=\sin (\theta)$ for $0 \leq \theta \leq 2 \pi$. The plot in Figure 7.10(i)


FIG. 7.8. Plot of two-pulse waveforms for $(d, c, \gamma, b, r)=(1,1,0,1,0)$ obtained as a perturbation of a superposition of two identical one-pulse solutions.


Fig. 7.9. Plot of computed a obtained for $(d, c, \gamma, b, r)=(1,1,0,1,0)$ as a function the distance between the two pulses, $\xi_{2}-\xi_{1}$, and compared with the horizontal line, the computed a value for the one-pulse solution.
is a polar plot of $a$ versus $\theta$ for the mixed continuous/discrete model and what we observed is that smaller values of $a$ are obtained for $\sigma_{1} \approx 1$ and compared with $\sigma_{1} \approx 0$. This may be compared with the lack of anisotropy for the continuous model in Figure 7.10(ii) and the four-fold symmetry for the discrete model in Figure 7.10(iii).
continuous/discrete
continuous $c=2$ - $^{(i)}, c=1--$.


$$
c=2 \quad\left(\begin{array}{l}
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\end{array}\right.
$$


discrete


Fig. 7.10. Polar plot of $(\theta, a(\theta))$ for $(b, r)=(1,0)$; see (7.2). In plot (i) $(d, g)=(1,1)$ with $c=2$ and $c=1$ for the mixed continuous/discrete version of the equation, in plot (ii) $(d, g)=(0,1)$ with $c=2$ and $c=1$ for the continuous version of the equation, and in plot (iii) $(d, g)=(1,0)$ with $c=2$ and $c=1$ for the discrete version of the equation.
8. Conclusion. For a particular version of the FitzHugh-Nagumo equation (one which includes both spatially discrete and spatially continuous diffusive operators) with the McKean nonlinearity describing excitability, we have demonstrated how to construct candidate traveling wave solutions and have given tools for verifying if they are indeed solutions. This equation is meant to include models of action potential propagation on several length scales, from the internodal scale to the scale where a pulse becomes a spike. We begin by discussing the infinite number of eigenvalues obtained from linearizing. Leading edge behavior is governed by real eigenvalues, pulse trailing tails by complex ones (with nonzero real parts). Since solutions approach fixed points exponentially as we approach either plus or minus infinity, we can and do use the Fourier transform to derive candidate solutions. The one-front solutions (no recovery) we find have appeared in the Nagumo equation literature and their existence verification is relatively straightforward. The existence of pulse solutions, however, is more difficult. We have related existence to the pulse's relation to the "unstable root" of the reaction term, i.e., $\phi=a$, pointwise. At any point along the solution the solution is either above, below, or crossing $a$. The series of lemmas and theorems presented supply conditions, based on the derived candidate solutions, for verifying that these conditions are true, i.e., that a one-pulse solution crosses $a$ exactly twice. Among the items that our numerical investigations of the solution behavior illustrate are

- that for single fronts more than one solution can exist;
- that for single pulses there is a range of $a$ values such that there exists at least two distinct pairs of solution pulses;
- that the speed of front solutions can be seen as a bound for the speed of pulse solutions;
- that the distance between multiple pulse shows a dependence on the parameter $a$;
- that the spatially discrete diffusion operator retards propagation when compared to the spatially continuous diffusion operator.
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# COMBUSTION STABILIZATION BY FORCED OSCILLATIONS IN A DUCT* 
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#### Abstract

The feasibility of stabilizing premixed combustion by forced oscillation is analytically demonstrated through the simulation of an active control input-output mechanism. The developed model is used for analysis of the interactions between an autonomous oscillation in a duct, a loudspeaker's input, and the unsteady heat release. We assume that the autonomous oscillations (at frequency $\omega_{0}$ ) exist in a duct containing a flame with a loudspeaker at the input. At $t=0$, the loudspeaker starts to generate oscillations at a different frequency $\omega$. To find the resulting oscillations (the output), a mathematical technique is needed that takes into account (1) the pressure and velocity fields in the duct when the loudspeaker starts; (2) the variable amplitudes of the resulting oscillations, which depend on time and location; and (3) coupling of the fresh and burnt gas flows at the flame. Such a technique differs significantly from that used by previous authors for studying single oscillation/flame interactions. The mathematical development leads to an exact solution that gives a stability criterion in the form of a system of two integro-differential equations. Analysis shows that the stability domains of the time lag depend mainly on the flame location and the fresh/burnt gases temperature ratio. Numerical results are obtained for a centrally located flame and for the temperature ratio $1500 \mathrm{~K} / 300 \mathrm{~K}$.


Key words. combustion stability, perturbation, Laplace transform, integro-differential equations

AMS subject classifications. 80A25, 93C30, 93C73, 44A10, 45J05
DOI. 10.1137/S0036139902415579

1. Introduction. Since the 1950s, when combustion instabilities caused numerous failures during the development of rocket motors, considerable effort has been spent on the investigation of this phenomenon. Since that time, a number of mathematical models have been developed to identify the mechanism of oscillations and to find ways to reduce their magnitude or suppress them. Crocco and Cheng [1] first studied this problem by using a simple $(n-\tau)$ model, where $n$ is an interaction index and $\tau$ is a time lag.

The idea behind the time $\operatorname{lag} \tau$ is that there is always an interval between the time of injection of the propellant and the time at which burning occurs. The interaction index, $n$, describes the intensity of the coupling between unsteady heat release and velocity fluctuations in the reaction zone. According to the Rayleigh criterion, this coupling process is responsible for combustion instabilities. The interaction index is usually taken as a constant of proportionality between the heat release and the velocity oscillation. The governing equations for this model are obtained from simplified forms of the conservation laws. As a version of the $(n-\tau)$ model will be used in this study, more details are given in subsection 3.3.

Crocco and Cheng also provide reviews of other early works [1, 2, 3]. Overviews of later results $[4,5,6,7]$, contemporary reviews $[8,9,10,11,12,13,14,15,16]$, surveys of advanced numerical methods [17, 18], and contemporary models of turbulent flame dynamics $[17,19]$ are also available.

[^63]The time lag model was intensively used for both developing physical understanding and correlating experimental data by Crocco and associates in the 1960s $[1,2,3,4,6]$. Due to its simplicity, this approach is still of interest [9, 11, 20, 23, 24]. In particular, as described in a recent article [20], this model can be used for detailed analysis of the basic processes responsible for instabilities in premixed combustion. However, we note that this model is restricted to linear processes.

Later, Culick [10, 22] used the Galerkin method and presented the solution of the relevant wave equation as a series of normal modes. This model describes the linear and nonlinear behavior of the oscillations, but the heat release is still considered as a linear process. Culick's model was widely used for solving some basic problems of combustion instabilities $[10,21,22,25,26,27,28,29]$, and recently it was applied to model a closed-loop active control system with feedback. Two types of controller were considered, with fixed parameters [28] and with variable ones, self-tuned to the operating conditions [29]. The limitations of this model arise from the expansion in normal modes, which is based on the assumption that the studied problems differ only by a small amount from the unperturbed case. A second limitation of this approach results from the necessary truncation of the series expansion.

The kinematic laminar combustion model [30] is constructed using fundamental mechanistic principles. Poiseuille flow in a tube with a thin flame that moves at constant velocity was considered. Analysis of the moving flame front leads to differential equations for the flame surface area and for the unsteady heat release. These results allow for the derivation of a model describing the oscillation/flame interaction in ( $n$ $\tau)$ terms. Using this model together with Culick's technique, different applications, including feedback control, have been addressed [31, 32, 33, 34, 35].

A second laminar model was developed by Merk [36]. To study combustion instabilities, he employed transfer functions and an analogy to electrical circuits. The developed theory was used to determine the stability domains for a duct with a thin flame. The stability analysis showed that the value of the time lag is very important because instability was found to occur in a certain interval of the time lag.

The basic ideas of this method have been applied in recent two papers [37, 38]. In the first one, in particular, a review of using transfer function to study premixed flames is given. In the second work, authors employed this method to predict and control instabilities in systems with inclined laminar flames. The studied system is described by a network of transfer functions that simulate acoustic elements in a combustor. To derive analytical expressions for the transfer functions, the transport G-equation is used. Conical and V-flames are considered. It is shown that in both cases, models containing one dimensionless parameter are a good approximation only for low frequencies. The limitations of such a model (considered, for example, in [30]) are discussed in [37, 38]. At higher frequencies, the flame dynamics are controlled by two independent parameters. Additional improvements could be achieved by taking into account convective effects.

Although laminar models are not applicable to devices with turbulent motion, they are important for developing a better understanding of the associated physics. They may also be applied to more complex models by fitting parameters to experimental data [39].

In contrast to Culick, Peracchio and Proscia [39] proposed a model that describes the coupling of a linear oscillation with turbulent nonlinear heat release. They adapted laminar model relations from [30]. By fitting model parameters to experimental data, an expression for the heat release was obtained. The dependence of the heat release
on the fuel/air ratio was also taken into account. The linear acoustics were described by Culick's equation, and the stability analysis was performed using the Laplace transform. On the basis on this model, the technique of identification of limit cycling systems has been developed [40].

Lang et al. [23] proposed a model to study the feedback active control. They used the $(n-\tau)$ approach and the solution of the wave equation for a duct with a thin flame. Autonomous oscillations with constant amplitudes were considered. Satisfying the boundary conditions leads to an expression for the stability criterion. Using this criterion and the transfer function, the authors analyzed stability with and without control. The results were compared with the authors' experimental data. Gulati and Mani [24] studied the effect of the equivalence ratio and the flow rate on the control performance using the same approach.

In these two works, specific cases were considered for comparison with experimental data. McManus, Poinsot, and Candel [9] applied the same model for a general analytical investigation of feedback active control in a duct. Ignoring the temperature jump across the flame, the authors analyze stability with and without control. As a result, the stability domains of frequency can be computed for the two first harmonic modes.

Two models with nonlinear heat release effects were proposed by Dowling. In the first [41], the idea of saturated heat release is used. According to that idea, a nonlinearity occurs when the linearly varying heat release becomes constant (i.e., saturates). In the second work [42], the Fliefil et al. [30] approach is extended to turbulent combustion. Unlike the authors of study [39], who fitted the laminar model parameters to the experimental data, Dowling applied the basic idea to a turbulent flame. By using the same assumption of neglecting expansion across the flame front, the relations are derived for the flame surface area and for the unsteady heat release. In both studies, the acoustics are treated as linear and are modeled by the wellknown general solution of the wave equation. The solutions for the fresh and burnt gases are conjugated at the flame. To perform this conjugation, the conservation equations, written for the flame zone, and experimental data from [43] are employed. Applications have been subsequently investigated [44, 45, 46].

The brief review presented here considered contemporary analytical methods of modeling combustion instabilities and active control simulation. This part of the extensive literature on combustion instabilities has been reviewed since these studies are closely related to the subject of the current investigation. Experimental and numerical results may be found in the reviews mentioned above.

The literature review has shown that different analytical approaches can be used to study the interaction of oscillations and unsteady heat release, including the mechanism of this phenomenon. At the same time, the analytical models of active control are based on the input-output approach, without considering the processes inside the combustor.

In this article, we develop a model for simulating the active control input-output mechanism. The model describes the interaction of an existing oscillation in the combustor with a control input and with unsteady heat release. This case of the interaction of two oscillations in the combustor, one already existing and the other incoming, with unsteady heat release, is quite different from the well-known single oscillation/heat release coupling problem.

The proposed model for studying this type of interaction is based on the solution of the wave equation which takes into account the following facts: (1) There is a flow


Fig. 1. Schematic diagram of the modeled combustor as a duct.
in the combustor when the control input enters. Therefore, the corresponding velocity and pressure fields should be used as initial conditions. (2) The result of interaction of the two different oscillations is complex, with unknown amplitude depending on time and location. (3) The resulting oscillation should be found by the conjugation of two wave equation solutions obtained separately for each part of combustor (i.e., the fresh and burnt gases). (4) While the wave equation is second order, there is only one boundary condition in each part of the combustor divided by the flame. Hence, two other conditions are needed.

For such additional conditions, we use two unknown variables defining, at the flame, the amplitudes of the velocity on the upstream side, and of the pressure on the downstream side. The corresponding mathematical technique leads to a system of two integro-differential equations that determine these unknown functions. A more detailed description of the model and mathematical technique is given in sections 3 and 4.

This system of two integro-differential equations can also be used to develop a stability criterion. Using the stability analysis, the feasibility of stabilizing the premixed combustion by forced oscillation is demonstrated in sections 5 and 6 . The ranges of the time lag providing stability are derived and are determined to depend mainly on the flame location and burnt/fresh gases temperature ratio (section 5).

In this study, a combustor in the form of a duct with simple boundary conditions is considered and the $(n-\tau)$ approach is used to compute the unsteady heat release. In this case, the exact solution is obtained. The presented model of two oscillations/heat release interaction and mathematical technique may be applied to more complex combustor forms, boundary conditions, and unsteady heat release theories.
2. Problem formulation. The flame is located at $x=l_{1}$ in a duct of length $l$ (Figure 1) with the loudspeaker at the input $(x=0)$. Assume that in such a duct, when the loudspeaker is off, autonomous oscillations at frequency $\omega_{0}$ exist. At time $t=0$, the loudspeaker starts to generate oscillations at frequency $\omega \neq \omega_{0}$.

Our goals are (1) a stability analysis of the autonomous oscillations when the loudspeaker is off; (2) computing the oscillation that results from the interaction of those existing in the duct autonomously and those from the loudspeaker; and (3) a stability analysis of the final flow and defining the combustion and forced oscillation characteristics that stabilize or suppress initially unstable oscillations.

Although this problem looks close to that of McManus, Poinsot, and Candel [9], they differ in essence. In [9] the active control is considered using the transfer function and the same simple waves with constant amplitudes as in the case without control. In this study, we simulate the mechanism of input-output control considering the interaction of two oscillations at different frequencies with unsteady heat release. The result of this interaction is a complex oscillation with variable amplitudes. We obtain this resulting oscillation by solving the wave equation with initial, boundary, and conjugation conditions.
3. Model. According to our goals, the model is intended to solve the following parts of the whole problem: (1) determining the pressure and velocity fields of the autonomous regime and a stability analysis when the loudspeaker is off; (2) determining the pressure and velocity fields in the two parts of the duct when the loudspeaker is on; (3) obtaining the resulting oscillation by conjugating the flows in the two parts of the duct at the flame; and (4) a stability analysis when the loudspeaker is on.
3.1. Basic assumptions. The proposed model is based on the same assumptions as the Lang, Poinsot, and Candel [23] model and others of this type. They are as follows $[9,23,24]:$ (1) Flow in the combustor is a one-dimensional current of inviscid, non-heat-conducting gas with constant properties. (2) The effect of the mean flow and the mean heat transfer on the acoustic waves may be neglected, as well as the effect of pressure drop and heat losses. (3) The acoustic oscillations are plane longitudinal waves. (4) The flame is a thin sheet dividing the duct into two parts with fresh and burnt gases (subscripts 1 and 2, Figure 1).
3.2. Governing equations. According to assumption 1, the flow in the combustor is governed by one-dimensional conservation equations of mass, momentum, and energy:

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\frac{\partial(\rho u)}{\partial x}=0, \quad \frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x}+\frac{1}{\rho} \frac{\partial p}{\partial x}=0, \quad \frac{\partial p}{\partial t}+u \frac{\partial p}{\partial x}+p \kappa \frac{\partial u}{\partial x}=(\kappa-1) \quad q_{V} \tag{3.1}
\end{equation*}
$$

where $\rho, p, u, x, t, q_{v}$, and $\kappa$ are density, pressure, velocity, distance from loudspeaker, time, heat generation per unit volume, and the ratio of specific heats. The parameters in (3.1) are expanded into mean $(\bar{p})$ and fluctuating ( $p^{\prime}$ ) components. Assuming that the mean parts are uniform, neglecting density fluctuations, and using $c^{2}=\kappa \bar{p} / \bar{\rho}$ for the speed of sound, one gets linearized momentum and energy equations,

$$
\begin{equation*}
\bar{\rho} \frac{\partial u^{\prime}}{\partial t}+\frac{\partial p^{\prime}}{\partial x}=0, \quad \frac{\partial p^{\prime}}{\partial t}+\rho c^{2} \frac{\partial u^{\prime}}{\partial x}=(\kappa-1) q_{V}^{\prime} \tag{3.2}
\end{equation*}
$$

Outside of the flame zone, $q_{V}^{\prime}=0$. In such a case, eliminating one of the variables from (3.2) by differentiating leads to the two wave equations

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial t^{2}}-c^{2} \frac{\partial^{2} u}{\partial x^{2}}=0, \quad \frac{\partial^{2} p}{\partial t^{2}}-c^{2} \frac{\partial^{2} p}{\partial x^{2}}=0 \tag{3.3}
\end{equation*}
$$

where the sign (') is omitted because, in conformity with assumption 2 , only fluctuating components need to be considered.

Using the mean density, $\bar{\rho}$, the length of the duct, $l$, and the speed of sound, $c$, as scales, we introduce nondimensional variables

$$
\begin{equation*}
x=\frac{x^{\circ}}{l}, \quad t=\frac{t^{\circ} c}{l}, \quad u=\frac{u^{\circ}}{c}, \quad p=\frac{p^{\circ}}{\bar{\rho} c^{2}}, \quad q_{V}=\frac{q_{V}^{\circ} l}{\bar{\rho} c^{3}}, \quad k=\frac{\omega^{\circ} l}{c} . \tag{3.4}
\end{equation*}
$$

Here $\omega$ and $k$ are frequency and wave number, and the superscript ${ }^{\circ}$ is applied to distinguish dimensional from nondimensional variables. In the following, we use nondimensional quantities, except scales, and in some cases where dimensional variables are marked with sign $\left({ }^{\circ}\right)$.

Since the duct is divided in two parts with fresh and burnt gases, there are two values of the speed of sound and corresponding wave numbers. However, if we neglect the slight temperature dependence of the specific heat ratio, we obtain the relationship $c_{2} / c_{1}=\left(T_{2}^{\circ} / T_{1}^{\circ}\right)^{1 / 2}=\zeta$, where $T_{1}^{\circ}$ and $T_{2}^{\circ}$ are the temperatures of the fresh and burnt gases. Then, setting for the burnt gases $k_{2}=k$, one gets $k_{1}=k \zeta$ for the fresh gases. Since we use the speed of sound $c_{2}$ to obtain the dimensionless wave number, the nondimensional time is also determined by this speed of sound. With $c_{1} / c_{2}=\left(T_{1}^{\circ} / T_{2}^{\circ}\right)^{1 / 2}$, the pressure scales for the fresh and burnt gases are equal $\left(c_{1}^{2} \bar{\rho}_{1}=c_{2}^{2} \bar{\rho}_{2}\right)$, because $\bar{\rho}_{1} / \bar{\rho}_{2}=T_{2}^{\circ} / T_{1}^{\circ}$.
3.3. Boundary and conjugate conditions. Two boundary and two conjugate conditions are applied. One boundary condition defines the source of the oscillations. We suppose that the autonomous oscillations in the duct are caused by flame fluctuations, while the forced oscillations are produced by the loudspeaker. Assuming that both oscillations are harmonic, we have in the autonomous and forced cases, respectively,

$$
\begin{equation*}
u_{1}\left(l_{1}, t\right)=\alpha_{0} \exp \left(-i k_{0} t\right), \quad u_{1}(0, t)=\alpha \exp (-i k t) \tag{3.5}
\end{equation*}
$$

where $l_{1}=l_{1}^{\circ} / l$ is the flame location, $\alpha$ is amplitude, and subscript 0 denotes the autonomous regime.

The second condition is as in [9, 23]: zero pressure fluctuation at the exhaust

$$
\begin{equation*}
p_{2}(1, t)=0, \tag{3.6}
\end{equation*}
$$

where the unit 1 indicates the nondimensional length of the duct.
Two conjugation conditions at the flame are adapted from [9, 23]. They are derived on the basis of the $(n-\tau)$ model and have the form

$$
\begin{array}{r}
p_{1}\left(l_{1}, t\right)=p_{2}\left(l_{1}, t\right) \\
\zeta u_{2}\left(l_{1}, t\right)-u_{1}\left(l_{1}, t\right)=n u_{1}\left(l_{1}, t-\tau\right) . \tag{3.8}
\end{array}
$$

The first expression specifies the continuity of pressure across the flame. The second one defines the velocity jump caused by the high temperature of the burnt gases.

Relation (3.8) is obtained from the energy equation in (3.1) [9, 23]. The derivation starts by letting the flame zone width be $\Delta x^{\circ}$. Then, the average value of the velocity derivative in the flame is $\left(u_{2}^{\circ}-u_{1}^{\circ}\right) / \Delta x^{\circ}$. The first two terms in the energy equation in (3.1) define the material pressure derivative. Since the pressure does not change across the flame, these two terms become zero in the flame zone. Omitting these terms, using the formula for the speed of sound $c^{2}=\kappa p^{\circ} / \bar{\rho}$, and then introducing the dimensionless variables defined in (3.4), one gets the average velocity jump in the form $\zeta u_{2}-u_{1}=(\kappa-1) q_{V} \Delta x$. Following Crooco and Cheng [1], the unsteady heat release is expressed using the interaction index, $n$, and the velocity fluctuation at the flame front, but with regard to time lag: $(\kappa-1) q_{V} \Delta x=n u_{1}\left(l_{1}, t-\tau\right)$. These last two relations yield (3.8).

When the loudspeaker is off, the four boundary conditions (3.5)-(3.8) determine the pressure and velocity amplitudes of autonomous oscillations in the duct. However,
when the loudspeaker is on (i.e., when the interaction of two oscillations with different frequencies occurs), these four conditions are insufficient.

It is known that the result of such interactions is a complex oscillation with time and location dependent velocity and pressure amplitudes. As was mentioned above, we determine this oscillation by solving the wave equation separately for each part of the duct. To have two boundary conditions in each part, we introduce, in addition to (3.5)-(3.8), two unknown functions, $U(t)$ and $P(t)$. They define the velocity and pressure amplitudes on the upstream and downstream sides of the flame, respectively (see Figure 1), such that

$$
\begin{equation*}
\left|u_{1}\left(l_{1}, t\right)\right|_{\max }=\alpha U(t), \quad\left|p_{2}\left(l_{1}, t\right)\right|_{\max }=\alpha P(t) \tag{3.9}
\end{equation*}
$$

Conjugation of the solutions obtained for the two parts of the duct at the flame leads to a system that determines the functions $U(t)$ and $P(t)$.
3.4. Initial conditions. When the loudspeaker starts, autonomous oscillations with frequency $\omega_{0}$ exist in the combustor. Hence, the pressure and velocity related to these oscillations at $t=0$ are the initial conditions for solving the wave equation. They are found using conditions (3.5)-(3.8) in the next section.
4. Mathematical development. This section contains three parts. In the first part, the autonomous oscillations that exist when the loudspeaker is off are considered. The two goals of this part are (1) to find the pressure and velocity distributions in the duct when the loudspeaker starts-these are used as the initial conditions in solving the wave equation for the resulting oscillations; and (2) stability analysis of the autonomous regime - this information is needed to answer the main question: Are there conditions under which loudspeaker oscillations stabilize or suppress initially unstable autonomous oscillations?

The second part of this section includes solutions of the wave equations for the two parts of the duct, which give the pressure and velocity fields before and after the flame, in the fresh and burnt gases. The technique of conjugating these fields at the flame is presented in the third part of this section. The conjugation gives the final oscillation, i.e., the output of the interaction between the autonomous and forced oscillations. Subsequently, in section 5 , this result is used in a stability analysis to determine if the final oscillations are stable.
4.1. Loudspeaker off. This problem is similar to that in the McManus, Poinsot, and Candel study [9], but in contrast to their solution, we take into account the temperature jump across the flame. We also assume that the flame fluctuations cause a harmonic velocity oscillation, given by (3.5), at the flame instead of imposing the condition $u_{1}(0, t)=0$ at the input.

In (3.5), $\alpha_{0}$ is an arbitrary complex amplitude. In study [9], the velocity oscillation at the flame front is also harmonic, but with a specific amplitude, which corresponds to the case of zero velocity at the inlet. At the same time, a specific velocity oscillation at the inlet corresponds to (3.5) at the flame in this study. As will be shown in subsection 4.1.1, such corresponding amplitudes at the flame in the first case and the velocity at the inlet in the second one are

$$
\begin{equation*}
\alpha_{0}=1-\exp \left(-2 i k_{0} l_{1} \zeta\right), \quad u(0, t)=\exp \left[-i k_{0}\left(l_{1} \zeta+t\right)\right]-\left(1-\alpha_{0}\right) \exp \left[i k_{0}\left(l_{1} \zeta-t\right)\right] \tag{4.1}
\end{equation*}
$$

Thus, the boundary conditions in both cases are similar. However, in the case of a closed inlet, it is natural to put zero velocity at $x=0$, as well as the simple condition (3.5) at the flame instead of condition (4.1) at the inlet in the case with arbitrary amplitude $\alpha_{0}$.
4.1.1. Pressure and velocity distributions. The oscillations in the duct are considered as waves with constant amplitudes $A_{i}$ and $B_{i}$, similar to those in [9, 23]:

$$
\begin{align*}
& A_{1} \exp \left\{i k_{0}\left[\zeta\left(x-l_{1}\right)-t\right]\right\} \pm B_{1} \exp \left\{-i k_{0}\left[\zeta\left(x-l_{1}\right)+t\right]\right\}  \tag{4.2}\\
& A_{2} \exp \left\{i k_{0}\left[\zeta\left(x-l_{1}\right)-t\right]\right\} \pm B_{2} \exp \left\{-i k_{0}\left[\zeta\left(x-l_{1}\right)+t\right]\right\}
\end{align*}
$$

Here sums define the pressure, while differences give the velocity, $k_{0}=\omega_{0}^{\circ} l / c_{2}$, and $t=t^{\circ} c_{2} / l$.

Substituting (4.2) in the boundary and conjugate conditions (3.5)-(3.8) yields

$$
\begin{gather*}
A_{1}-B_{1}=\alpha_{0}, \quad A_{2} \exp \left[i k_{0}\left(1-l_{1}\right)\right]+B_{2} \exp \left[-i k_{0}\left(1-l_{1}\right)\right]=0  \tag{4.3}\\
A_{1}+B_{1}=A_{2}+B_{2}, \quad \zeta\left(A_{2}-B_{2}\right)-\left(A_{1}-B_{1}\right)\left[1+n_{0} \exp \left(i k_{0} \tau_{0}\right)\right]=0
\end{gather*}
$$

where $1-l_{1}$ is the duct length behind the flame. The parameters $\left(\tau_{0}, n_{0}\right)$ are different from $(\tau, n)$ for the final oscillations since it is known that in general they depend on the oscillation frequency and combustion characteristics.

Because $\alpha_{0}$ is arbitrary, it follows from (4.3) that one may set $A_{1}=1$. Then the first three equations in (4.3) determine the other amplitudes $A_{i}$ and $B_{i}$. Using them together with (4.2), one obtains the desired pressure and velocity distributions:

$$
\begin{gather*}
p_{10}=\exp \left\{i k_{0}\left[\zeta\left(x-l_{1}\right)-t\right]\right\}+\left(1-\alpha_{0}\right) \exp \left\{-i k_{0}\left[\zeta\left(x-l_{1}\right)+t\right]\right\} \\
u_{10}=\exp \left\{i k_{0}\left[\zeta\left(x-l_{1}\right)-t\right]\right\}-\left(1-\alpha_{0}\right) \exp \left\{-i k_{0}\left[\zeta\left(x-l_{1}\right)+t\right]\right\} \\
p_{20}=\frac{2-\alpha_{0}}{1-\exp \left[-2 i k_{0}\left(1-l_{1}\right)\right]}\left\{\exp \left[-i k_{0}\left(x-l_{1}+t\right)\right]-\exp \left[i k_{0}\left(x+l_{1}-t-2\right)\right]\right\} \\
u_{20}=\frac{2-\alpha_{0}}{1-\exp \left[-2 i k_{0}\left(1-l_{1}\right)\right]}\left\{-\exp \left[-i k_{0}\left(x-l_{1}+t\right)\right]-\exp \left[i k_{0}\left(x+l_{1}-t-2\right)\right]\right\} \tag{4.4}
\end{gather*}
$$

The expressions in (4.1) follow from the second equation of (4.4) if one puts $u_{10}\left(l_{1}, t\right)=$ 0 (to obtain the first expression) and $x=0$ (to obtain the second one).
4.1.2. Stability analysis. The last equation in (4.3) can be used to determine $\alpha_{0}$. After substituting for the amplitudes $A_{i}$ and $B_{i}$, this equation takes the form
$(4.5) \zeta\left(2-\alpha_{0}\right)\left\{1+\exp \left[-2 i k_{0}\left(1-l_{1}\right)\right]\right\}+\alpha_{0}\left\{1-\exp \left[-2 i k_{0}\left(1-l_{1}\right)\right]\right\}\left[1+n_{0} \exp \left(i \omega_{0} \tau_{0}\right)\right]=0$.
This equation gives a generalized stability criterion for loudspeaker oscillations (3.5) with arbitrary amplitude $\alpha_{0}$. The criterion obtained in [9, 23] with determinant may also be derived from the last equation of (4.3). This criterion follows also from (4.5) if one sets $\alpha_{0}=1-\exp \left(-2 i k_{0} l_{1} \zeta\right)$, which corresponds to the case considered in [9].

Setting in (4.5) $\alpha_{0}=\alpha_{0 R}+i \alpha_{0 I}$ and $k_{0}=k_{0 R}+i k_{0 I}$ and separating the result into real and imaginary parts leads to

$$
\begin{gather*}
\alpha_{0 R}=\frac{2 \zeta\left\{h_{C}\left\{1+\exp \left[2 k_{0 I}\left(1-l_{1}\right) \cos \phi\right]\right\}+h_{S} \sin 2 \phi \exp \left[2 k_{0 I}\left(1-l_{1}\right)\right]\right\}}{h_{C}^{2}+h_{S}^{2}}, \\
\alpha_{0 I}=\frac{2 \zeta\left\{h_{S}\left\{1+\exp \left[2 k_{0 I}\left(1-l_{1}\right) \cos \phi\right]\right\}-h_{C} \sin 2 \phi \exp \left[2 k_{0 I}\left(1-l_{1}\right)\right]\right\}}{h_{C}^{2}+h_{S}^{2}},  \tag{4.6}\\
h_{C}=f_{C}^{+} \exp \left[2 k_{0 I}\left(1-l_{1}\right)\right]+f_{C}^{-}, \quad h_{S}=f_{S}^{-} \exp \left[2 k_{0 I}\left(1-l_{1}\right)\right]+f_{S}^{+} \\
f_{S}^{+}=n_{0} \sin \vartheta_{0}, \quad f_{S}^{-}=(\zeta+1) \sin 2 \phi-n \sin \left(\vartheta_{0}-2 \phi\right) \\
f_{C}^{+}=(\zeta+1) \cos 2 \phi+n \cos \left(\vartheta_{0}-2 \phi\right), \quad f_{C}^{-}=(\zeta-1)-n_{0} \cos \vartheta_{0}
\end{gather*}
$$

Here $\phi=k_{0 R}\left(1-l_{1}\right), \vartheta_{0}=2 \pi\left(\tau_{0} / T_{0}\right)$, and $T_{0}$ is the autonomous oscillations period.

The neutral curves are obtained from (4.6) by setting $\exp \left[2 k_{0 I}\left(1-l_{1}\right)\right]=1$. To specify the stability domains, derivatives of $k_{0 I}$ with respect to $\alpha_{0 R}$ and $\alpha_{0 I}$ are needed:

$$
\begin{gather*}
2\left(1-l_{1}\right) \frac{\partial k_{0 I}}{\partial \alpha_{0 R}}=\frac{\left(f_{C}^{+}+f_{C}^{-}\right)^{2}+\left(f_{S}^{+}+f_{S}^{-}\right)^{2}}{g_{C}\left(f_{C}^{+}+f_{C}^{-}\right)-g_{S}\left(f_{S}^{+}+f_{S}^{-}\right)} \\
2\left(1-l_{1}\right) \frac{\partial k_{0 I}}{\partial \alpha_{0 I}}=\frac{\left(f_{C}^{+}+f_{C}^{-}\right)^{2}+\left(f_{S}^{+}+f_{S}^{-}\right)^{2}}{g_{C}\left(f_{S}^{+}+f_{S}^{-}\right)+g_{S}\left(f_{C}^{+}+f_{C}^{-}\right)}  \tag{4.7}\\
g_{C}=2 \zeta \cos 2 \phi-\alpha_{0 R} f_{C}^{+}-\alpha_{0 I} f_{S}^{-}, \quad g_{S}=-2 \zeta \sin 2 \phi+\alpha_{0 R} f_{S}^{-}-\alpha_{0 I} f_{C}^{+} .
\end{gather*}
$$

As an example, in Figure 2 the neutral curves $\alpha_{0}=f\left(\tau_{0} / T_{0}\right)$ and the corresponding derivatives are given for the following data: $n_{0}=0.5, \phi=k_{0 R}\left(1-l_{1}\right)=0.4 \pi, \zeta^{2}=$ 5. The derivative $\partial k_{0 I} / \partial \alpha_{0 I}$ is negative throughout the curve $\alpha_{0}=f\left(\tau_{0} / T_{0}\right)$, while the other derivative, $\partial k_{0 I} / \partial \alpha_{0 R}$, is negative only in zone 3 (Figure $2(\mathrm{~b})$ ). Since on the neutral curves $k_{0 I}=0$, the sign of the derivative indicates the stability domain location. It lies above the neutral curve for negative derivatives and below the neutral curve for positive ones. Hence, in this case, the stability domains are located: outside of the curves in zones 1 and 4 , inside of the curves in zone 2 , and above both of the curves in zone 3. These regions are marked with hatching in Figure 2(a).

To determine the real and imaginary parts of $\alpha_{0}$ for a given value of $\tau_{0} / T_{0}$, one may choose from Figure 2(a) only $\alpha_{0 R}$ or $\alpha_{0 I}$. The other should be found from the equality which is derived by solving (4.6) for $\exp \left[2 k_{0 I}\left(1-l_{1}\right)\right]$ :

$$
\begin{equation*}
\exp \left[2 k_{0 I}\left(1-l_{1}\right)\right]=\frac{-2 \zeta+\alpha_{0 R} f_{C}^{-}+\alpha_{0 I} f_{S}^{+}}{2 \zeta \cos 2 \phi-\alpha_{0 R} f_{C}^{+}-\alpha_{0 I} f_{S}^{-}}=\frac{\alpha_{0 R} f_{S}^{+}-\alpha_{0 I} f_{C}^{-}}{2 \zeta \sin 2 \phi-\alpha_{0 R} f_{S}^{-}+\alpha_{0 I} f_{C}^{+}} \tag{4.8}
\end{equation*}
$$

For example, if for the unstable regime and $\tau_{0} / T_{0}=0.2$ one takes $\alpha_{0 R}=0.8$ from Figure 2(a), the equality (4.8) gives $\alpha_{0 I}=0.87$ and $\exp \left[2 k_{0 I}\left(1-l_{1}\right)\right]=1.2$.

Thus, the analysis indicates that there are both stable and unstable autonomous oscillation regimes. We will show that unstable autonomous oscillations can be stabilized by the loudspeaker's input if the time lag and forced oscillation frequency correspond to specific domains. To show this, we start by determining the velocity and pressure fields that arise as an output of the interaction between the autonomous and loudspeaker oscillations.
4.2. Loudspeaker on. In this case the pressure and velocity fields are obtained by solving the wave equations (3.3) for each portion of the duct. The method of solution of such linear homogeneous equations with initial (4.4) and boundary ((3.5), (3.6), and (3.9)) conditions is well known [47]. After converting the inhomogeneous boundary condition (3.5) or (3.9) to a homogeneous one, the desired solution is presented as a sum of two others. One is a solution of the original equation (3.3) with a given initial, but homogeneous boundary condition. The other satisfies the zero initial and boundary conditions and an inhomogeneous equation that arises instead of the inhomogeneous boundary condition. In this case, such inhomogeneous wave equations contain the unknown functions $U(t)$ or $P(t)$ from the boundary conditions (3.9). Finally, this leads to a system of two integro-differential equations that determine these functions.
4.2.1. Velocity and pressure in the front of the flame. To find the velocity in the duct portion upstream of the flame, the first wave equation in (3.3) is solved. Let the required solution have the same form as the loudspeaker oscillation (3.5), such that

(a)
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Fig. 2. Neutral curves and stability domains for autonomous oscillations in a duct. $n_{0}=$ $0.5, \phi=0.4 \pi, T_{2}^{0} / T_{1}^{0}=5$. (a) Neutral curves. (b) Derivatives of the neutral curves. ( $\left.\tau_{0} / T_{0}\right)$ : $0.188=$ the intersection of curves, 0.378 and $0.605=$ changes of sign of the derivative $\partial k_{I} / \partial \alpha_{0 R}$.

$$
\begin{equation*}
u_{1}(x, t)=\alpha F(x, t) \exp (-i k t), \tag{4.9}
\end{equation*}
$$

with the unknown function $F(x, t)$ defining the amplitude. The boundary condition for this function at the input follows from (3.5), while at the flame it is defined by (3.9):

$$
\begin{equation*}
F(0, t)=1, \quad F\left(l_{1}, t\right)=U(t) . \tag{4.10}
\end{equation*}
$$

Conditions (4.10) are transformed to homogeneous ones by the substitution

$$
\begin{equation*}
F(x, t)=\Phi(x, t)-\left(x / l_{1}\right)[1-U(t)]+1 \tag{4.11}
\end{equation*}
$$

After using (4.10) and (4.11), the wave equation (3.3) takes an inhomogeneous form with the right-hand side containing the unknown function $U(t)$ and its first two derivatives. Replacing $c_{1}$ for $c$ for fresh gases in (3.3), we present this equation in the form

$$
\begin{align*}
& \frac{\partial^{2} \Phi}{\partial t^{2}}-2 i k \frac{\partial \Phi}{\partial t}-k^{2} \Phi-\frac{1}{\zeta^{2}} \frac{\partial^{2} \Phi}{\partial x^{2}}=\frac{x}{l_{1}} Z(t)+k^{2}\left(1-\frac{x}{l_{1}}\right)  \tag{4.12}\\
& Z(t)=-\frac{\partial^{2} U}{\partial t^{2}}+2 i k \frac{\partial U}{\partial t}+k^{2} U, \quad \Phi(0, t)=\Phi\left(l_{1}, t\right)=0 \tag{4.13}
\end{align*}
$$

Since $u_{10}(x, 0)$, defined by (4.4), describes the velocity field in the combustor when the loudspeaker starts, the initial conditions are found by comparing (4.4), (4.9), and (4.11). Setting $t=0$ in these expressions, one gets $\Phi(x, 0)$ after solving the equation $u_{10}(x, 0)=u_{1}(x, 0)$. Similarly, the derivative is found after differentiating (4.4), (4.9), and (4.11):

$$
\begin{align*}
& \Phi(x, 0)= \frac{1}{\alpha}\left\{\exp \left[i k_{0} \zeta\left(x-l_{1}\right)\right]-\exp \left[-i k_{0} \zeta\left(x-l_{1}\right)\right]\right\} \\
&+\frac{\alpha_{0}}{\alpha} \exp \left[-i k_{0} \zeta\left(x-l_{1}\right)\right]+\frac{x}{l_{1}}\left(1-\frac{\alpha}{\alpha_{0}}\right)-1  \tag{4.14}\\
&\left(\frac{\partial \Phi}{\partial t}\right)_{t=0}=i\left(k-k_{0}\right)\left[\Phi(x, 0)-\frac{x}{l_{1}}+1\right] \tag{4.15}
\end{align*}
$$

As indicated, the solution of (4.12) will be represented as a sum $\Phi=\Phi^{(1)}+\Phi^{(2)}$. The solution of the homogeneous part of (4.12), $\Phi^{(1)}$, satisfying the initial conditions (4.14) and (4.15) is obtained by a separation of variables and using a Fourier series:

$$
\begin{gather*}
\Phi^{(1)}=\sum_{m=1}^{\infty} \frac{l_{1} \zeta}{2 m \pi} \sin \frac{m \pi x}{l_{1}}\left\{-E_{+1}\left[\delta_{m 1}\left(k_{0}-\gamma_{m 1}\right)-\frac{2}{m \pi}\left(k-k_{0}\right)\right]\right. \\
\\
\left.+E_{-1}\left[\delta_{m 1}\left(k_{0}+\gamma_{m 1}\right)-\frac{2}{m \pi}\left(k-k_{0}\right)\right]\right\} \\
\\
+E_{ \pm 1}=\exp \left[i\left(k \pm \gamma_{m 1}\right) t\right], \quad \gamma_{m 1}=\frac{m \pi}{l_{1} \zeta}  \tag{4.16}\\
\delta_{m 1}=\frac{2 m \pi}{\alpha\left[(m \pi)^{2}-\left(k_{0} l_{1} \zeta\right)^{2}\right]}\left\{\left[\exp \left(-i k_{0} l_{1} \zeta\right)-\exp \left(i k_{0} l_{1} \zeta\right)\right]+\alpha_{0}\left[(-1)^{m+1}+\exp \left(i k_{0} l_{1} \zeta\right)\right]\right\} \\
\\
-\frac{2}{m \pi}\left[(-1)^{m+1}\left(\alpha_{0} / \alpha\right)+1\right]
\end{gather*}
$$

To get the solution of the inhomogeneous part of (4.12), $\Phi^{(2)}$, meeting the homogeneous conditions (4.13), Duhamel's principle is used [47]. The impulse function $\Phi^{*}$
is defined as a solution of the homogeneous equation (4.12) with conditions given at $t=\eta$ :

$$
\begin{equation*}
\left.\Phi^{*}\right|_{t=\eta}=0,\left.\quad \frac{\partial \Phi^{*}}{\partial t}\right|_{t=\eta}=\frac{x}{l_{1}} Z(\eta)+k^{2}\left(1-\frac{x}{l_{1}}\right) \tag{4.17}
\end{equation*}
$$

where the derivative is equal to the right-hand side of (4.12). Then, according to Duhamel's principle, one gets the desired solution by integrating the impulse function

$$
\begin{align*}
& \Phi^{(2)}= \int_{0}^{t} \Phi^{*}\left(\frac{x}{l_{1}}, t, \eta\right) d \eta \\
&=\sum_{m=1}^{\infty} \frac{l_{1} \zeta}{(m \pi)^{2}} \sin \frac{m \pi x}{l_{1}}\left[(-1)^{m+1} i\left(E_{-1} J_{-1}+E_{+1} J_{+1}\right)+k^{2}\right.  \tag{4.18}\\
&\left.-\left(\frac{E_{-1}}{k-\gamma_{m 1}}-\frac{E_{+1}}{\left(k+\gamma_{m 1}\right)}-\frac{2 \gamma_{m 1}}{k^{2}-\gamma_{m 1}^{2}}\right)\right] \\
& J_{ \pm 1}= \int_{0}^{t} \frac{Z(\eta)}{E_{ \pm 1}(\eta)} d \eta .
\end{align*}
$$

The sum of (4.16) and (4.18) determines the required solution of (4.12):

$$
\begin{align*}
\Phi(x, t) & =\sum_{m=1}^{\infty} \frac{l_{1} \zeta}{(m \pi)^{2}} \sin \frac{m \pi x}{l_{1}} Y_{m 1} \\
Y_{m 1} & =(-1)^{m+1} i\left(E_{-1} J_{-1}-E_{+1} J_{+1}\right) \\
& +E_{-1}\left[\frac{m \pi \delta_{m 1}}{2}\left(k_{0}+\gamma_{m 1}\right)-\left(k-k_{0}\right)+\frac{k^{2}}{k-\gamma_{m 1}}\right]  \tag{4.19}\\
& -E_{+1}\left[\frac{m \pi \delta_{m 1}}{2}\left(k_{0}-\gamma_{m 1}\right)-\left(k-k_{0}\right)+\frac{k^{2}}{k+\gamma_{m 1}}\right]-\frac{2 k^{2} \gamma_{m 1}}{k^{2}-\gamma_{m 1}^{2}}
\end{align*}
$$

This expression, together with (4.9) and (4.11), specifies the velocity field $u_{1}(x, t)$ upstream of the flame. When the velocity is known, the pressure field is obtained by integrating the first equation in (3.2) from 0 to $x$ :

$$
\begin{align*}
p_{1}(x, t)=\alpha l_{1} \zeta \exp (-i k t)\{ & \sum_{m=1}^{\infty} \frac{l_{1} \zeta}{(m \pi)^{3}}\left[\cos \frac{m \pi x}{l_{1}}-1\right]\left(\frac{d Y_{m 1}}{d t}-i k Y_{m 1}\right) \\
& -\frac{1}{2}\left(\frac{x}{l_{1}}\right)^{2}\left(\frac{d U}{d t}-i k U\right)  \tag{4.20}\\
& \left.-i k \frac{x}{l_{1}}\left(\frac{x}{2 l_{1}}-1\right)\right\}+\exp (-i k t) p_{10}(0,0) .
\end{align*}
$$

It can be shown that when $t=0,(4.20)$ becomes the initial value $p_{10}(x, 0)$ defined by (4.4).
4.2.2. Pressure and velocity behind the flame. The procedure of determining the pressure behind the flame is similar to that of the velocity computed in section 4.2.1. The solution is presented in the same form as (4.9) with the unknown function $F_{p}(x, t)$ as

$$
\begin{equation*}
p_{2}(x, t)=\alpha F_{p}(x, t) \exp (-i k t) \tag{4.21}
\end{equation*}
$$

To have a homogeneous boundary condition that satisfies (3.6) and (3.9), a transformation, analogous to (4.11), is applied:

$$
\begin{equation*}
F_{p}(x, t)=\frac{1-x}{1-l_{1}} P(t)+\Phi_{p}(x, t) \tag{4.22}
\end{equation*}
$$

Then one gets an equation similar to (4.12), but with a different right-hand side:

$$
\begin{align*}
\frac{\partial^{2} \Phi_{p}}{\partial t^{2}}-2 i k \frac{\partial \Phi_{p}}{\partial t}-k^{2} \Phi_{p}-\frac{\partial^{2} \Phi_{p}}{\partial x^{2}} & =\frac{1-x}{1-l_{1}} Z_{p}(t)  \tag{4.23}\\
Z_{p}(t)=-\frac{d^{2} P}{d t}+2 i k \frac{d P}{d t}+k^{2} P, \quad \Phi_{p}\left(l_{1}, t\right) & =\Phi_{p}(1, t)=0 \tag{4.24}
\end{align*}
$$

The initial conditions are found by the same way as conditions (4.14) and (4.15). Comparing (4.21) and (4.22) with $p_{20}(x, 0)$, given by (4.4), yields $\Phi_{p}(x, 0)$. The derivative is found after differentiating (4.4), (4.21), and (4.22):

$$
\begin{gather*}
\Phi_{p}(x, 0)=\frac{2-\alpha_{0}}{\alpha}\left\{\frac { 1 } { 1 - \operatorname { e x p } [ - 2 i k _ { 0 } ( 1 - l _ { 1 } ) ] } \left\{\exp \left[-i k_{0}\left(x-l_{1}\right)\right]\right.\right.  \tag{4.25}\\
\left.\left.-\exp \left[-i k_{0}\left(2-x-l_{1}\right)\right]\right\}-\frac{1-x}{1-l_{1}}\right\} \\
\left(\frac{\partial \Phi_{p}}{\partial t}\right)_{t=0}=i\left(k-k_{0}\right) \Phi_{p}(x, 0) \tag{4.26}
\end{gather*}
$$

The solution of (4.23) satisfying the boundary condition (4.24) and the initial conditions (4.25) and (4.26) is obtained in the same way as (4.19), giving

$$
\begin{gather*}
\Phi_{p}(x, t)=\sum_{m=1}^{\infty} \frac{1-l_{1}}{(m \pi)^{2}} \sin \frac{m \pi(1-x)}{1-l_{1}} Y_{m 2} \\
Y_{m 2}=(-1)^{m+1} i\left(E_{-2} J_{-2}-E_{+2} J_{+2}\right)-\frac{m \pi \delta_{m 2}}{2}\left[E_{-2}\left(k_{0}+\gamma_{m 2}\right)-E_{+2}\left(k_{0}-\gamma_{m 2}\right)\right] \\
E_{ \pm 2}=\exp \left[i\left(k t \pm \gamma_{m 2}\right) t\right], \quad \gamma_{m 2}=\frac{m \pi}{1-l_{1}}, \quad J_{ \pm 2}=\int_{0}^{t} \frac{Z_{p}(\eta)}{E_{ \pm 2}} d \eta \\
\delta_{m 2}=(-1)^{m+1}\left\{\frac{2 m \pi\left(2-\alpha_{0}\right)}{\alpha\left\{(m \pi)^{2}-\left[k_{0}\left(1-l_{1}\right)\right]^{2}\right\}}-\frac{2\left\{1-\exp \left[-2 i k_{0}\left(1-l_{1}\right)\right]\right\}}{m \pi}\right\} \tag{4.27}
\end{gather*}
$$

Since the pressure is known, the velocity behind the flame is found by integrating the second of equations (3.2) from 1 to $x$, giving

$$
\begin{align*}
u_{2}(x, t)=\alpha\left(1-l_{1}\right) \exp (-i k t)\{ & \sum_{m=1}^{\infty} \frac{1-l_{1}}{(m \pi)^{3}}\left[1-\cos \frac{m \pi(1-x)}{1-l_{1}}\right]\left(\frac{d Y_{m 2}}{d t}-i k Y_{m 2}\right) \\
& \left.+\frac{1-x}{2\left(1-l_{1}\right)}\left(\frac{d P}{d t}-i k P\right)\right\}+\exp (-i k t) u_{2}(0,0) \tag{4.28}
\end{align*}
$$

The unknown functions $U(t)$ and $P(t)$, present in (4.20), (4.28) and in integrals $J_{ \pm 1}$ (4.19) and $J_{ \pm 2}$ (4.27), are found using the conjugation procedure described in the next subsection. Then the velocity and pressure fields may be calculated in each portion of the duct. These are determined upstream of the flame by (4.9), (4.11),
(4.19), and (4.20) and downstream by (4.21), (4.22), (4.27), and (4.28). Data related to the duct $\left(l_{1}\right)$, the autonomous $\left(\alpha_{0}, k_{0}\right)$ and loudspeaker $(\alpha, k)$ oscillations, the fresh and burnt gases temperatures $\left(T_{1}^{\circ}, T_{2}^{\circ}\right)$, and parameters $(n, \tau)$ should be known in order to perform the calculations.

In this study, we use the derived relations to estimate the characteristics of the combustion and loudspeaker oscillations that provide stabilization of initially unstable autonomous waves.
4.3. Conjugation of pressure and velocity at the flame. The conjugation conditions (3.7) and (3.8) contain the values of the pressure and velocity at the flame. To get these quantities for each part of the duct, we proceed as follows. Setting $x=l_{1}$ in (4.9), (4.11), (4.19), (4.20), (4.21), (4.22), (4.27), and (4.28), we substitute the results in (3.7) and (3.8). Then, taking into account that $F\left(l_{1}, t\right)=U(t)$ and that $F_{p}\left(l_{1}, t\right)=P(t)$, we get a system determining unknown functions $U(t)$ and $P(t)$ :

$$
\begin{aligned}
& \sum_{m=1,3, \ldots}^{\infty} \frac{2 l_{1} \zeta}{(m \pi)^{3}}\left(\frac{d Y_{m 1}}{d t}-i k Y_{m 1}\right)+\frac{1}{2}\left[\frac{d U}{d t}-i k(U+1)\right]+\frac{1}{l_{1} \zeta}\left[P-\frac{p_{10}(0,0)}{\alpha}\right]=0 \\
& \sum_{m=1,3, \ldots}^{\infty} \frac{2\left(1-l_{1}\right)}{(m \pi)^{3}}\left(\frac{d Y_{m 2}}{d t}-i k Y_{m 2}\right)+\frac{1}{2}\left(\frac{d P}{d t}-i k P\right) \\
& \quad+\frac{1}{\left(1-l_{1}\right)}\left[\frac{u_{20}(0,0)}{\alpha}-\frac{U+n U(t-\tau) \exp (i k \tau)}{\zeta}\right]=0
\end{aligned}
$$

(4.29)

After using (4.19) and (4.27) for $Y_{m 1}$ and $Y_{m 2}$, and two relations based on Euler's formula, $E_{+}+E_{-}=2 \exp (i k t) \cos \left(\gamma_{m} t\right)$ and $E_{+}-E_{-}=2 i \exp (i k t) \sin \left(\gamma_{m} t\right)$, the last system takes the form of two integro-differential equations:

$$
\left.\begin{array}{l}
2 \exp (i k t) \int_{\vartheta}^{t}\left(\frac{d^{2} U}{d t^{2}}-2 i k \frac{d U}{d t}-k^{2} U\right) \exp (-i k \eta) \sum_{m=1,3, \ldots}^{\infty} \frac{2}{(m \pi)^{2}} \cos \left[\gamma_{m 1}(t-\eta)\right] d \eta \\
\quad-\frac{1}{2}\left(\frac{d U}{d t}-i k U\right)-\frac{1}{l_{1} \zeta} P=G(t), \\
G(t)= \\
\quad-\sum_{m=1,3, \ldots}^{\infty} \frac{4}{(m \pi)^{2}}\left\{i \exp (i k t) \cos \left(\gamma_{m 1} t\right)\left[\frac{m \pi \delta_{m 1}}{2} k_{0}-\left(k-k_{0}\right)+\frac{k^{3}}{k^{2}-\gamma_{m 1}^{2}}\right]-\frac{1}{2} i k\right. \\
\left.\quad+\gamma_{m 1} \exp (i k t) \sin \left(\gamma_{m 1} t\right)\left(\frac{m \pi \delta_{m 1}}{2}+\frac{k^{2}}{k^{2}-\gamma_{m 1}^{2}}\right)-\frac{i k^{3}}{k^{2}-\gamma_{m 1}^{2}}\right\}-\frac{1}{l_{1} \zeta \alpha} p_{10}(0,0), \\
\begin{array}{l}
(4.30)
\end{array} \\
2 \exp (i k t) \int_{\vartheta}^{t}\left(\frac{d^{2} P}{d t^{2}}-2 i k \frac{d P}{d t}-k^{2} P\right) \exp (-i k \eta) \sum_{m=1,3, \ldots}^{\infty} \frac{2}{(m \pi)^{2}} \cos \left[\gamma_{m 2}(t-\eta)\right] d \eta  \tag{4.31}\\
\quad-\frac{1}{2}\left(\frac{d P}{d t}-i k P\right)+\frac{1}{\zeta\left(1-l_{1}\right)}[U+n U(t-\tau) \exp (i k \tau)]=G_{p}(t), \\
G_{p}(t)
\end{array}\right)=-\sum_{m=1,3, \ldots}^{\infty} \frac{2}{(m \pi)^{2}} \exp (i k t) m \pi \delta_{m 2}\left[i k_{0} \cos \left(\gamma_{m 2} t\right)+\gamma_{m 2} \sin \left(\gamma_{m 2} t\right)\right]+\frac{u_{20}(0,0)}{\alpha\left(1-l_{1}\right)} .
$$

Here, the unknown functions $U(t)$ and $P(t)$ are placed on the left-hand sides, while others that are considered as known form $G(t)$ and $G_{p}(t)$ on the right-hand sides.

The system (4.30), (4.31) has two forms, according to different parts of the combustion process. There is no combustion during the first period, $0 \leq t \leq \tau$, after
injection but before burning of the propellant. Hence, in this case, the interaction index is zero $(n=0)$, and the lower limit $\vartheta$ of the integrals is the time when the injection starts, $\vartheta=0$. For the second period, $t \geq \tau$, after the combustion starts, $n>0$, and the lower limit $\vartheta$ is equal to the time lag $(\vartheta=\tau)$. For our purpose, we use the second form of the system (4.30), (4.31) because our goal is to study the behavior of the final oscillation as $t \rightarrow \infty$.
5. Stability analysis. We perform a stability analysis on the system (4.30), (4.31). We need find out whether the functions $U(t)$ and $P(t)$, defining the velocity and pressure amplitudes, are bounded or grow infinitely as $t \rightarrow \infty$. The new variables
(5.1) $V=U \exp (-i k t), \quad V_{p}=P \exp (-i k t), \quad H=G \exp (-i k t), \quad H_{p}=G_{p} \exp (-i k t)$
reduce the expressions with unknown functions $U(t)$ and $P(t)$ and their two derivatives to second derivatives of $V$ and of $V_{p}$. Then the system (4.30), (4.31) simplifies to

$$
\begin{equation*}
\int_{\tau}^{t} \frac{d^{2} V}{d t^{2}} \sum_{m=1,3, \ldots}^{\infty} \frac{4}{(m \pi)^{2}} \cos \left[\gamma_{m 1}(t-\eta)\right] d \eta-\frac{1}{2} \frac{d V}{d t}-\frac{V_{p}}{l_{1} \zeta}=H(t) \tag{5.2}
\end{equation*}
$$

$$
\begin{equation*}
-\int_{\tau}^{t} \frac{d^{2} V_{p}}{d t^{2}} \sum_{m=1,3, \ldots}^{\infty} \frac{4}{(m \pi)^{2}} \cos \left[\gamma_{m 2}(t-\eta)\right] d \eta+\frac{1}{2} \frac{d V_{p}}{d t}-\frac{1}{\zeta\left(1-l_{1}\right)}[V+n V(t-\tau)]=H_{p}(t) \tag{5.3}
\end{equation*}
$$

5.1. Laplace transform. The Laplace transform of the system (5.2), (5.3) yields

$$
\begin{align*}
& {\left[s^{2} V(s)-s V(\tau)-V^{\prime}(\tau)\right] \sum_{m=1,3, \ldots}^{\infty} \frac{4}{(m \pi)^{2}} \frac{s}{s^{2}+\gamma_{m 1}^{2}}-\frac{1}{2}[s V(s)-V(\tau)]-\frac{V_{p}(s)}{l_{1} \zeta}=H(s)}  \tag{5.4}\\
& .5)-\left[s^{2} V_{p}(s)-s V_{p}(\tau)-V_{p}^{\prime}(\tau)\right] \sum_{m=1,3, \ldots}^{\infty} \frac{4}{(m \pi)^{2}} \frac{s}{s^{2}+\gamma_{m 2}^{2}}+\frac{1}{2}\left[s V_{p}(s)-V_{p}(\tau)\right]  \tag{5.5}\\
& \quad-\frac{1}{\zeta\left(1-l_{1}\right)}[V(s)+n V(s) \exp (-s \tau)]=H_{p}(s)
\end{align*}
$$

Solving (5.4) and (5.5) for $V(s)$ and $V_{p}(s)$, and writing $V(s)$ as a fraction, one obtains

$$
\begin{align*}
& \text { 5.7) } \left.\begin{array}{rl}
N(s) & =\left[\sum_{m=1,3, \ldots}^{\infty} \frac{4 s^{3}}{(m \pi)^{2}\left(s^{2}+\gamma_{m 1}^{2}\right)}-\frac{s}{2}\right]\left[-\sum_{m=1,3, \ldots}^{\infty} \frac{4 s^{3}}{(m \pi)^{2}\left(s^{2}+\gamma_{m 2}^{2}\right)}+\frac{s}{2}\right] \\
M(s)= & \left\{\left[s V(\tau)+V^{\prime}(\tau)\right] \sum_{m=1,3, \ldots}^{\zeta^{2} l_{1}\left(1-l_{1}\right)}[1+n \exp (-s \tau)],\right. \\
& \times\left[-\sum_{m=1,3, \ldots}^{\infty} \frac{4 s}{(m \pi)^{2}\left(s^{2}+\gamma_{m 1}^{2}\right)}-\frac{1}{2} V(\tau)+H(s)\right\} \\
& +\frac{1}{l_{1} \zeta}\left\{-\left[s V_{p}(\tau)+V_{p}^{\prime}(\tau)\right] \sum_{m=1,3, \ldots}^{\infty} \frac{1}{s^{2}+\gamma_{m 2}^{2}}+\frac{s}{2}\right] \\
(m \pi)^{2}\left(s^{2}+\gamma_{m 2}^{2}\right)
\end{array}+\frac{1}{2} V_{p}(\tau)+H_{p}(s)\right\} \tag{5.7}
\end{align*}
$$

$$
\begin{gather*}
V_{p}(s)=l_{1} \zeta\left\{V(s)\left[\sum_{m=1,3, \ldots}^{\infty} \frac{4 s^{3}}{(m \pi)^{2}\left(s^{2}+\gamma_{m 1}^{2}\right)}-\frac{s}{2}\right]-\left[s V(\tau)+V^{\prime}(\tau)\right]\right.  \tag{5.9}\\
\\
\left.\times \sum_{m=1,3, \ldots}^{\infty} \frac{4 s}{(m \pi)^{2}\left(s^{2}+\gamma_{m 1}^{2}\right)}+\frac{1}{2} V(\tau)-H(s)\right\}
\end{gather*}
$$

It is known [48, 49] that this system is stable if all roots of the equation $N(s)=0$ are to the left of the imaginary axis in the complex $s$ plane and if no roots on the imaginary axis are repeated. Since the last term of $N(s)$ contains the product $s \tau$, we should consider the complex variable $s \tau$ instead of $s$. Multiplying the equation $N(s)=0$ by $\tau$, setting $s \tau=\sigma+i \psi$, and dividing the resulting expression into real and imaginary parts, we obtain the following two equations:

$$
\begin{aligned}
& \left(-g X_{1 R}-h X_{1 I}+\frac{\sigma}{2}\right)\left(-g X_{2 R}-h X_{2 I}+\frac{\sigma}{2}\right) \\
& \quad+\left(-g X_{1 I}+h X_{1 R}-\frac{\psi}{2}\right)\left(g X_{2 I}-h X_{2 R}+\frac{\psi}{2}\right) \\
& \quad+\frac{\theta^{2} l_{1}}{\left(1-l_{1}\right)}[1+n \exp (-\sigma) \cos \psi]=0
\end{aligned}
$$

$$
X_{1 R}=\sum_{m=1,3, \ldots}^{\infty} \frac{4\left[\sigma^{2}-\psi^{2}+(m \pi \theta)^{2}\right]}{(m \pi)^{2}\left\{4 \sigma^{2} \psi^{2}+\left[\sigma^{2}-\psi^{2}+(m \pi \theta)^{2}\right]^{2}\right\}}
$$

$$
\begin{equation*}
g=\sigma^{3}-3 \sigma \psi^{2}, \quad X_{1 I}=\sum_{m=1,3, \ldots}^{\infty} \frac{8 \sigma \psi}{(m \pi)^{2}\left\{4 \sigma^{2} \psi^{2}+\left[\sigma^{2}-\psi^{2}+(m \pi \theta)^{2}\right]^{2}\right\}} \tag{5.10}
\end{equation*}
$$

$$
\left(-g X_{1 R}-h X_{1 I}+\frac{\sigma}{2}\right)\left(g X_{2 I}-h X_{2 R}+\frac{\psi}{2}\right)
$$

$$
-\left(-g X_{1 I}+h X_{1 R}-\frac{\psi}{2}\right)\left(-g X_{2 R}-h X_{2 I}+\frac{\sigma}{2}\right)
$$

$$
-\frac{\theta^{2} l_{1}}{\left(1-l_{1}\right)} n \exp (-\sigma) \sin \psi=0
$$

$X_{2 R}=\sum_{m=1,3, \ldots}^{\infty} \frac{4\left\{\sigma^{2}-\psi^{2}+\left[m \pi l_{1} \theta \zeta /\left(1-l_{1}\right)\right]^{2}\right\}}{(m \pi)^{2}\left\{4 \sigma^{2} \psi^{2}+\left\{\sigma^{2}-\psi^{2}+\left[m \pi l_{1} \theta \zeta /\left(1-l_{1}\right)\right]^{2}\right\}^{2}\right\}}$,
$h=3 \sigma^{2} \psi-\psi^{3}, \quad X_{2 I}=\sum_{m=1,3, \ldots}^{\infty} \frac{8 \sigma \psi}{(m \pi)^{2}\left\{4 \sigma^{2} \psi^{2}+\left\{\sigma^{2}-\psi^{2}+\left[m \pi l_{1} \theta \zeta /\left(1-l_{1}\right)\right]^{2}\right\}^{2}\right\}}$,

$$
\begin{equation*}
\theta=\frac{c_{1} \tau^{\circ}}{l_{1}^{\circ}} \tag{5.11}
\end{equation*}
$$

The characteristic system (5.10), (5.11) includes two unknowns, $\sigma$ and $\psi$, and four nondimensional parameters. They define the flame location, $l_{1}$; the temperature ratio, $\zeta^{2}=T_{2}^{\circ} / T_{1}^{\circ}$; the interaction index, $n$; and the dimensionless time lag, $\theta$. For each preset imaginary part, $\pm \psi$, of the complex root, the characteristic system (5.10), (5.11) allows for calculation of the real part, $\sigma$, of this root and one of four parameters if three others are known. This makes it possible to investigate the effect of these four parameters on stability. In this study, we investigate the effect of the nondimensional time lag, $\theta$.
5.2. Stability domains (numerical results). The system (5.10), (5.11) does not have any purely real or imaginary roots. It follows from the fact that in the only meaningful case, $n>0$, the first equation has no roots when $\psi=0$, and the second one has no roots when $\sigma=0$. Hence, the system (5.10), (5.11) may have only complex roots. In such a case, to determine the stability domains, one should estimate the range of parameters that corresponds to complex roots with only negative real parts.

The numerical results were obtained for the case of a centrally located flame, $l_{1}=1 / 2$, and a temperature ratio $\zeta^{2}=1500 \mathrm{~K} / 300 \mathrm{~K}$. Since $l_{1}$ and $\zeta$ are given, the real part of the complex root, $\sigma$, and the dimensionless time lag, $\theta$, depend on the interaction index, $n$, and the imaginary part, $\pm \psi$. However, (5.10) and (5.11) cannot be solved for either $\sigma$ or $\theta$. Therefore, we solve each equation for the interaction index $n$ and then compute it by both equations. Since $l_{1}$ and $\zeta$ are given, each equation determines $n$ as a function of the dimensionless time lag $\theta$ and of the complex root of the system $\sigma \pm i \psi$. Thus, in such a situation, the goal is to find, for each preset magnitude of $\pm \psi$, such values of $\theta$ and $\sigma$ that provide identical results of n given by (5.10) and (5.11). Estimates were found by trial and error and then refined by iterations. Mathcad 8 Professional was utilized. The results obtained for $(\psi / \pi)= \pm(10 / 18,14 / 18,17 / 18)$ are given in Figure 3.

From the analysis of system (5.10), (5.11) and numerical results, we see the following.
(1) In the case of no combustion, when $n=0$, the dimensionless time lag $\theta=0$. Starting from this point, the dimensionless time lag increases as $n$ grows until $n=$ $\sim(6-10)$. After that point, it changes slowly, approaching an asymptote (Figure $3(\mathrm{a}))$. The asymptotic property of the function $\theta(n)$ is a result of the condition $T_{2}^{\circ} / T_{1}^{\circ}=$ constant that we used in the calculation. The data corresponding to the condition $\theta=$ constant and variable $\zeta$ (Figure 4), shows that the temperature of the burnt gases increases as the interaction index grows.
(2) As the time lag increases, the corresponding absolute value $|\sigma|$ increases as well (Figure 3(b)). After reaching a maximum over the range of $n=\sim(3-4),|\sigma|$ rapidly decreases, approaching zero as $n \rightarrow \infty$. In this case, the product of the first two expressions in (5.10) vanishes because $\sigma=g=X_{I}=0$. Then (5.10) takes the form

$$
\begin{align*}
& \left\{\sum_{m=1,3, \ldots}^{\infty} \frac{4 \psi^{3}}{(m \pi)^{2}\left[\psi^{2}-(m \pi \theta)^{2}\right]}-\frac{\psi}{2}\right\} \\
& \quad \times\left\{\sum_{m=1,3, \ldots}^{\infty} \frac{4 \psi^{3}}{(m \pi)^{2}-\left\{\psi^{2}-\left[m \pi l_{1} \theta \zeta /\left(1-l_{1}\right)\right]^{2}\right\}}-\frac{\psi}{2}\right\}  \tag{5.13}\\
& \quad-\frac{\theta^{2} l_{1}}{\left(1-l_{1}\right)}=\theta^{2} n \cos \psi
\end{align*}
$$

Since the right-hand side of this equation goes to infinity as $n \rightarrow \infty$, this equation is satisfied when the first sum in the left-hand side also approaches infinity. The first value of $(\theta / \psi)$ when this occurs is $0.106103292 \ldots$. This value also satisfies (5.11) because this equation contains the same sum. Thus, the asymptotic value of the dimensionless time lag is

$$
\begin{equation*}
\theta_{a}=0.106103292 \ldots \psi \tag{5.14}
\end{equation*}
$$

(3) The calculation shows that in the domain of dimensionless time lag $0<\theta<$ 0.36 for all $n>0$, the real parts, $\sigma$, of the complex roots are negative. Although


Fig. 3. Nondimensional time lag (a) and real part of the complex roots of the characteristic system (5.10), (5.11) (b) for resulting oscillations for the case of centrally located flame $\left(l_{1}=1 / 2\right)$ and temperature ratio $T_{2}^{0} / T_{1}^{0}=5$.


Fig. 4. Temperature ratio and real part of the complex roots of the characteristic system (5.10), (5.11) for resulting oscillations for the case of centrally located flame $l_{1}=1 / 2, \theta=0.2$, and $\psi=(12 / 18) \pi$.
these roots correspond to stability conditions, it is not sufficient to say that the final oscillation is stable. Other roots in the obtained domains may not satisfy the stability conditions. Since we know that the system (5.10), (5.11) does not have purely real or imaginary roots, we need to show that this system does not have complex roots with positive real parts, $\sigma$, in these domains. To do it, we use two forms of (5.11).
(a) According to Figure 3(a), for small $n$, the stability dimensionless time lag, $\theta$, is also small. For this case, we use the first nonzero term of the Taylor's series of (5.11),

$$
\begin{equation*}
\frac{2 \sigma \psi}{4 \sigma^{2} \psi^{2}+\left(\sigma^{2}+\psi^{2}\right)^{2}}+n \exp (-\sigma) \sin \psi=0 \tag{5.15}
\end{equation*}
$$

It is clear that in the case of $\sigma>0$ and $\psi>0$ this equation does not have roots. Hence, there are no complex roots with positive real parts for small $n$ and $\theta$.
(b) For not small $n$, the function $\theta(n)$ has an asymptotic character. Here, the stability dimensionless time lag changes slowly so that the ratio $\theta / \psi$ remains almost constant, varying from 0.08 to 0.12 . Note that, according to (5.14), this ratio is strongly constant as $n \rightarrow \infty$.

In view of this fact, we transform the two first terms in (5.11) to variables

$$
\begin{equation*}
\mu=\frac{\sigma}{\psi}, \quad \nu=\frac{\theta}{\psi} . \tag{5.16}
\end{equation*}
$$

After some algebra, $\sigma \psi$ appears as a factor, and (5.11) may be presented in the form

$$
\begin{align*}
\sigma f(\mu, \nu)= & \frac{\theta^{2} l_{1} n \exp (-\sigma) \sin \psi}{\left(1-l_{1}\right) \psi},  \tag{5.17}\\
f(\mu, \nu)= & \left(-g^{*} X_{1 R}^{*}-h^{*} X_{1 I}^{*}+\frac{1}{2}\right)\left(g^{*} X_{2 I}^{*}-h^{*} X_{2 R}^{*}+\frac{1}{2}\right) \\
& -\left(-g^{*} X_{1 I}^{*}+h^{*} X_{1 R}^{*}-\frac{1}{2}\right)\left(-g^{*} X_{2 R}^{*}-h^{*} X_{2 I}^{*}+\frac{1}{2}\right) .
\end{align*}
$$

Here, $*$ denotes the terms in (5.11) transformed to the variables defined in (5.16). Since $(\sin \psi) / \psi$ is positive, the right-hand side of (5.17) is always positive. Since the left-hand side of this equation is a product $\sigma f(\mu, \nu)$, the sign of $\sigma$ coincides with that of function $f(\mu, \nu)$. Computations show that in the domain indicated above, $\nu=$ $0.08-0.12$, this function is negative for all positive $\mu$. Then there are also no complex roots with positive real parts.
(4) Thus, the system (5.10), (5.11) has only complex roots with negative real parts. Hence, the corresponding values of the dimensionless time lag, $0<\theta<0.36$, given in Figure 3(a), determine the stability domain. Each of these $\theta$ defines, according to (5.12), a dimensional time $\operatorname{lag} \tau^{\circ}=\theta\left(l_{1}^{\circ} / c_{1}\right)$ that theoretically provides the linear stability of the final oscillation in a duct with centrally located flame and temperature ratio $1500 \mathrm{~K} / 300 \mathrm{~K}$. This is true regardless of the stability of autonomous oscillations because no restrictions about this were used in the stability analysis. For other flame locations and temperature ratios, the time lag stability domains may be found by the same technique.
(5) In general, the nondimensional time lag depends on the flame location, the ratio of the burnt/fresh gas temperatures, and the interaction index. However, numerical results show that, except for relatively small $n$, the time lag depends only slightly on the interaction index (Figure 3(a)). Then the stability domains of the nondimensional time lag depend mainly on the flame location and the burnt/fresh gases temperature ratio if $n$ is not small.
(6) Knowing $\theta$, possible frequencies of forced oscillation may be estimated. Taking into account that the time lag usual is a fraction of the period of oscillation, one obtains

$$
\begin{equation*}
0<\frac{\tau}{T}<1, \quad 0<\omega^{\circ}<\frac{2 \pi c_{1}}{l_{1}^{\circ} \theta}\left(\frac{\tau}{T}\right) . \tag{5.18}
\end{equation*}
$$

The performed above analysis shows that the dimensionless time lag from the stability domain $0<\theta<0.36$ (Figure 3(a)) and forced oscillation at frequency from the range (5.18) theoretically provide the linear stability of the final oscillation in a duct with centrally located flame and temperature ratio $1500 \mathrm{~K} / 300 \mathrm{~K}$ no matter that initial oscillations is not stable. For other flame locations and temperature ratios, analogous stability analysis may be made by the same technique.
6. Asymptotic correlation as $t \rightarrow \infty$ for pressure and velocity behind flame. Since the problem is linear, to answer a question of stability means to find out whether the parameters of the final oscillation are bounded or become infinite as $t \rightarrow \infty$. To do this, we calculate the pressure and velocity behind the flame as $t \rightarrow \infty$. The pressure behind the flame is obtained from (4.21), while the velocity is easier to calculate by (3.8) and (4.9) than using (4.28). Considering relations (3.9) and (5.1), we have $F_{p}\left(l_{1}, t\right)=P(t)=V_{p}(t) \exp (i k t), F\left(l_{1}, t\right)=U(t)=V(t) \exp (i k t)$,
and $F\left(l_{1}, t-\tau\right)=U(t-\tau)=V(t-\tau) \exp [i k(t-\tau)]$. Substituting these results into (4.21) and (3.8), one gets, after using (4.8),

$$
\begin{array}{r}
\lim _{t \rightarrow \infty} p_{2}\left(l_{1}, t\right)=\alpha \lim _{t \rightarrow \infty} V_{p}(t) \\
\lim _{t \rightarrow \infty} u_{2}\left(l_{1}, t\right)=\frac{\alpha}{\zeta} \lim _{t \rightarrow \infty}[V(t)+V(t-\tau) \exp (i k \tau)] \tag{6.2}
\end{array}
$$

Thus, to find the parameters behind the flame as $t \rightarrow \infty$, one needs the limits of the functions $V(t)$ and $V_{p}(t)$. These may be determined by the inverse Laplace transform of expression (5.6) and (5.9). A second way is possible, in particular, when all roots of the denominator in (5.6) are to the left of the imaginary axis, which is simpler because it gives the result without using the inverse transform.

Since it was shown above that these conditions are satisfied, we first find the values of $V(t)$ and $V_{p}(t)$ as $t \rightarrow \infty$ by computing limits of $s V(s)$ and $s V_{p}(s)$ as $s \rightarrow 0$ [49]. The denominator in (5.6) does not become zero as $s \rightarrow 0$ because we have seen that $s=0$ is not a root of the equation $N(s)=0$. At the same time, it is clear that $s M(s)$, according to (5.8), approaches zero as $s \rightarrow 0$. Therefore, we have from (5.8)

$$
\begin{aligned}
\lim _{t \rightarrow \infty} V(t) & =\lim _{s \rightarrow 0} s M(s) \\
& =\lim _{s \rightarrow 0}\left\{\left\{\left[s V(\tau)+V^{\prime}(\tau)\right] \sum_{m=1,3, \ldots}^{\infty} \frac{4 s^{2}}{(m \pi)^{2}\left(s^{2}+\gamma_{m 1}^{2}\right)}-\frac{s}{2} V(\tau)+s H(s)\right\}\right. \\
& \times\left[\frac{s}{2}-\sum_{m=1,3, \ldots}^{\infty} \frac{4 s^{3}}{\left(m \pi^{2}\right)\left(s^{2}+\gamma_{m 1}^{2}\right)}\right] \\
& \left.-\frac{1}{l_{1} \zeta}\left\{\left[s V_{p}(\tau)+V_{p}^{\prime}(\tau)\right] \sum_{m=1,3, \ldots}^{\infty} \frac{4 s^{2}}{\left(m \pi^{2}\right)\left(s^{2}+\gamma_{m 2}^{2}\right)}-\frac{s}{2} V_{p}(\tau)-s H_{p}(s)\right\}\right\} \\
& =0
\end{aligned}
$$

(6.3)

It follows from (5.9) that the other limit of interest also equals zero:

$$
\begin{aligned}
\lim _{t \rightarrow \infty} V_{p}(t)= & \lim _{s \rightarrow 0} s V_{p}(s) \\
= & \lim _{s \rightarrow 0} l_{1} \zeta\left\{s V(s)\left[\sum_{m=1,3, \ldots}^{\infty} \frac{4 s^{3}}{(m \pi)^{2}\left(s^{2}+\gamma_{m 1}^{2}\right)}-\frac{s}{2}\right]-\left[s V(\tau)+V^{\prime}(\tau)\right]\right. \\
& \left.\times \sum_{m=1,3, \ldots} \frac{4 s^{2}}{(m \pi)^{2}\left(s^{2}+\gamma_{m 2}^{2}\right)}+\frac{s}{2} V(\tau)-s H(s)\right\}
\end{aligned}
$$

$$
=0
$$

In evaluating these limits, two others, $\lim [s H(s)]=0$ and $\lim \left[s H_{p}(s)\right]=0$, as $s \rightarrow 0$, are taken into account. They follow from (4.30), (4.31), and (5.1).

There are two types of oscillations in the $t$ domain, which correspond to the zero limit in the $s$ domain. They are: a suppressed oscillation and a steady-state one with zero mean value amplitude [49]. To clarify which oscillation is realized, we take the inverse Laplace transform of (5.6). This is a tiresome procedure because decomposition of the function $V(s)$ leads to sum of about 30 fractions of the types

$$
\begin{equation*}
\frac{1}{s^{2}+\gamma^{2}}, \quad \frac{s}{s^{2}+\gamma^{2}}, \quad \frac{1}{s+i k}, \quad \frac{1}{s^{2}+2 \mu s+\mu^{2}+v^{2}}, \quad \frac{s}{s^{2}+2 \mu s+\mu^{2}+v^{2}} . \tag{6.5}
\end{equation*}
$$

The inverse transformation of these fractions yields the following expressions:

$$
\begin{equation*}
\frac{\sin \gamma t}{\gamma}, \quad \cos \gamma t, \quad \exp (-i k t), \quad \frac{\exp (-\mu t) \sin \nu t}{\nu} \exp (-\mu t)\left(\cos \nu t-\frac{\mu}{\nu} \sin \nu t\right) \tag{6.6}
\end{equation*}
$$

Since the two last functions become zero as $t \rightarrow \infty$, the result contains the three others:

$$
\begin{align*}
\lim _{t \rightarrow \infty} V(t)= & \sum_{m=1,3, \ldots j=1,3, \ldots}^{\infty} \sum_{1 m j}^{\infty} \cos \gamma_{m 1} t+D_{1 m j} \sin \gamma_{m 1} t+C_{2 m j} \cos \gamma_{m 2} t  \tag{6.7}\\
& +D_{2 m j} \sin \gamma_{m 2} t+C_{3 m j} \exp (-i k t)
\end{align*}
$$

The coefficients $C_{m j}$ and $D_{m j}$ depend on several others (from 4 to 9 ), which arise by decomposition of (5.6) into the fractions given in (6.5). These others depend on $\gamma_{m 1}=m \pi / l_{1} \zeta, \gamma_{m 2}=m \pi /\left(1-l_{1}\right), \mu=\sigma / \tau, v=\psi / \tau$, and $k$. Since the coefficients $C_{m j}$ and $D_{m j}$ in the double-sums (6.7) are proportional to $1 / m^{2}$, or to $1 / j^{2}$, or to their product, these sums converge. Hence, the function $V(t)$ is bounded as $t \rightarrow \infty$. An analogous expression for $V_{p}(t)$ is found by applying (5.9).

It is clear from (6.7) that the limit of the function $V(t)$ as well as the limit of the function $V_{p}(t)$ (as it is analogous) describe steady-state oscillatory motion with finite amplitudes and zero mean value for a period. Expressions (6.1) and (6.2) differ from functions $V(t)$ and $V_{p}(t)$ only by factors $\alpha$ and $(\alpha / \zeta)$, respectively. Hence, the pressure and velocity behind the flame also perform steady-state oscillations with finite amplitudes and zero mean values as $t \rightarrow \infty$. Since the stability analysis was performed without any restriction on the initial oscillation stability (see subsection 5.2 ), this result is true no matter if the initial oscillation is stable or unstable.

Thus, the asymptotic analysis proves that the pressure and velocity behind the flame that form by interaction of initial and forced oscillations are bounded as $t \rightarrow \infty$. This issue confirms the stability analysis result: at the specific dimensionless time lags from the stability domains (Figure 3(a)), the forced oscillations at corresponding frequencies from the range (5.18) stabilize unstable initial autonomous oscillations in a duct. Hence, the active control by forced oscillation theoretically provides linear stability of combustion in the duct with initially unstable autonomous oscillations.
7. Conclusion. (1) A model and mathematical technique have been developed to simulate the input-output mechanism in an active control system. In this case, an existing oscillation in the combustor interacts with a control input and with a flame. Such a model and mathematical technique significantly differ from well-known ones for single oscillation/flame interactions.
(2) The model has been used to demonstrate the feasibility of stabilizing premixed combustion by forced oscillation. It is assumed that the oscillations at frequency $\omega$ generated by the loudspeaker are imposed on autonomous oscillations at frequency $\omega_{0}$ in a duct.
(3) The problem of the interaction of two oscillations has been solved by conjugating wave equation solutions obtained separately for each portion of the duct. The whole solution takes into account (a) the initial conditions, i.e., the velocity and pressure fields existing in the combustor when the control input enters; (b) two boundary conditions in the duct; (c) conditions to conjugate the flows of fresh and burnt gases at the flame; (d) the fact that in each part of the duct only one boundary condition is known, and, hence, two others are needed. Because of that, two unknown functions are introduced which define the pressure and velocity amplitudes at the flame. The
stability analysis is reduced to a system of two integro-differential equations determining these functions.
(4) A stability analysis has been performed using the system of characteristic equations (5.10), (5.11). Two general results are derived: (a) The characteristic system does not have any purely real or imaginary roots, and (b) the nondimensional time lag (5.12) depends on the flame location, burnt/fresh gases temperature ratio, and interaction index.
(5) Numerical results and stability domains for the dimensionless time lag have been obtained for a centrally located flame and a burnt/fresh gases temperature ratio $1500 \mathrm{~K} / 300 \mathrm{~K}$. It has been proved that the characteristic system (5.10), (5.11) has only complex roots with negative real parts in the stability domains of the nondimensional time lag $0<\theta<0.36$. Knowing the time lag and the limits of the ratio $\tau / \mathrm{T}$, the corresponding range (5.18) of possible frequencies of forced oscillation has been estimated.
(6) It has been shown that behind the flame in the duct, the resulting pressure and velocity perform steady-state oscillations with finite amplitudes and zero mean values as $t \rightarrow \infty$. Thus, the forced oscillations at specific dimensionless time lags from the stability domains and corresponding frequencies stabilize unstable autonomous oscillations in the duct.
(7) The developed mathematical technique may be applied for different combustion models, configurations, boundary and initial conditions. In the case of the considered problem formulation for combustion in a duct, an exact solution has been obtained.
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#### Abstract

In this paper, we discuss the inverse problem of identifying the connectivity and the conductivity of the links between adjacent pair of nodes in a network, in terms of an inputoutput map. To do this we deal with the weighted Laplacian $\Delta_{\omega}$ and an $\omega$-harmonic function on the graph, with its physical interpretation as a diffusion equation on the graph, which models an electric network. After deriving the basic properties of $\omega$-harmonic functions, we prove the solvability of (direct) problems such as the Dirichlet and Neumann BVPs. Our main result is the global uniqueness of the inverse conductivity problem for a network under a suitable monotonicity condition.
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Introduction. A network represents a way of interconnecting any pair of users or nodes by means of some meaningful links. Thus, it is quite natural that its structure can be represented, at least in a simplified form, by a connected graph whose vertices represent nodes and whose edges represent their links.

The problem of discovering the detailed inner structure of the network from a collection of boundary measurements can be seen as a type of inverse problem, analogous to those arising in tomography. For example, problems of interest include checking connectivity, tracking data traffic, performance of software or hardware, security, reliability, and so on. In particular, when we have some problems on a part of the network or when we are in need of finding such a part having problems, it is almost impossible to investigate the whole network, since the network may be too vast and its structure or connectivity too complicated. For this reason, the study of the inverse problem to recover the whole network with partial data is becoming increasingly important for practical applications.

From the graph theoretical point of view, problems involving graph identification have been among the most important and famous open problems in graph theory $[\mathrm{BH}]$. Most of the work on this subject has concentrated on spectral graph theory, on the realization of graphs with given distances, and on the reconstruction of graphs from vertex deleted subgraphs (see [B2], [B3], [Ch], [CY], [CGGS], [CO], [CL], [CvDGT], $[\mathrm{CvDS}]$, and $[\mathrm{HY}])$. Thus far, spectral theory has been one of the most significant tools used in studying graphs, and it has led to noteworthy progress in the study of these questions. But, as is well known, graphs are not in general completely characterized by their spectra (see [CvDGT, p. 66]).

[^64]In this paper another method of studying the graph identification problem will be introduced - a discrete version of the inverse conductivity problem.

The original aim of the inverse conductivity problem was to identify the conductivity coefficient in continuous media from boundary measurements, such as Dirichlet data, Neumann data, or their appropriate combinations.

The discrete or finite nature of graphs makes working on graphs basically easier than investigating these problems in the continuous case. On the other hand, their discrete nature also gives rise to several disadvantages. For example, solutions of the Laplace equation (introduced in section 2) do not have the local uniqueness property, nor is their uniqueness guaranteed by the Cauchy data, contrary to the continuous case, where they are the most important mathematical tools used to study the inverse conductivity problem and related problems.

The purpose of this paper is to give a discrete analogue of the inverse conductivity problem as studied in a number of publications, such as $[\mathrm{A}],[\mathrm{Ca}],[\mathrm{I}],[\mathrm{IP}],[\mathrm{KS}]$, and [SU]. To do this we introduce an elliptic operator on the graph, the $\omega$-Laplacian $\Delta_{\omega}$, and interpret it as a diffusion equation on the graph modeled by the electric network. Since little has been studied so far about partial differential equations on graphs, we will establish several useful properties of $\Delta_{\omega}$, which are essential to solve the inverse problem.

The inverse problem we study is to identify the connectivity of the nodes and the conductivity of the edges between each adjacent pair of nodes. The following global uniqueness result for the inverse conductivity problem in a network is the main result of this paper. We prove it in section 4.

THEOREM. Let $\omega_{1}$ and $\omega_{2}$ be weights with $\omega_{1} \leq \omega_{2}$ on $\bar{S} \times \bar{S}$ and $f_{1}, f_{2}: \bar{S} \rightarrow \mathbb{R}$ be functions satisfying, for $j=1,2$,

$$
\left\{\begin{array}{l}
\Delta_{\omega_{j}} f_{j}(x)=0, x \in S \\
\frac{\partial f}{\partial_{\omega_{j}} n}(z)=\psi(z), z \in \partial S \\
\int_{S} f_{j} d_{\omega_{j}}=K
\end{array}\right.
$$

for a given function $\psi: \partial S \rightarrow \mathbb{R}$ with $\int_{\partial S} \psi=0$ and a given constant $K>0$.
If we assume that
(i) $\omega_{1}(z, y)=\omega_{2}(z, y)$ on $\partial S \times \partial \stackrel{\circ}{\partial} S$,
(ii) $\left.f_{1}\right|_{\partial S}=\left.f_{2}\right|_{\partial S}$,
then we have

$$
f_{1}=f_{2} \text { on } \quad \bar{S}
$$

and

$$
\omega_{1}=\omega_{2} \quad \text { on } \quad \bar{S} \times \bar{S}
$$

The second conclusion $\omega_{1}=\omega_{2}$ above is exactly what we want to have. In fact, it shows not only whether or not each pair of nodes is connected by a link but also how nice the link is.

Both the monotonicity condition $\omega_{1} \leq \omega_{2}$ and the normalization condition $\int_{S} f_{j} d_{\omega_{j}}$ $=K$ will be shown to be necessary by means of counterexamples. In fact, even in the continuous case, some form of monotonicity has also been considered (see [I], [Ca], and $[\mathrm{A}])$.

To paraphrase the previous discussion in terms of communications networks, there are two clear ways such a network can be disrupted. One occurs when some nodes
fail or "cease to exist," in which case the structure of the network as a graph has changed. The other occurs when traffic among some nodes becomes so large that for practical purposes the network is also disrupted; this corresponds to the problem we consider here. The traffic may become extremely slow, but the structure of the underlying graph has not changed. This closely resembles the problem we consider here. Besides, there are also indications that there are possible applications to faulttesting in VLSI design and random walks with weighted transition probabilities. See also [ClMM], [AJB1], and [AJB2].

We organized this paper as follows: First, we discuss calculus on graphs in section 1 , and in section 2 we introduce $\omega$-harmonic functions on graphs and some good properties of them, which are useful later and for further study. In fact, those properties are interesting by themselves in the authors' opinion.

In section 3, we discuss the direct problems such as the Dirichlet BVP (DBVP) and Neumann BVP (NBVP) and give a physical interpretation of $\Delta_{\omega}$. Additional useful properties of $\omega$-harmonic functions will be introduced.

Finally, in section 4, we prove the global uniqueness result for the inverse problem under the monotonicity condition. For its proof, we introduce a discrete version of the Dirichlet principle, which is an essential tool for the proof of the main theorem.

After the authors completed this paper, Professor Gunter Uhlmann informed the authors that Professor Morrow with his collaborators had published a series of papers (see [CM1], [CM2], [MMC], [IM] and [MIC]) on the inverse problem for networks. But their results were concentrated on the networks of special types such as circular networks or integer lattices. Moreover, their approaches do not seem to work for the networks of general type considered in this paper.

1. Calculus on weighted graphs. We shall begin with some definitions of graph theoretic notions frequently used throughout this paper.

By a graph $G=G(V, E)$ we mean a finite set $V$ of vertices with a set $E$ of two-element subsets of $V$ (whose elements are called edges). The set of vertices and edges of a graph $G$ are sometimes denoted by $V(G)$ and $E(G)$, or simply $V$ and $E$, respectively. As conventionally used, we denote by either $x \in V$ or $x \in G$ the fact that $x$ is a vertex in G.

A graph $G$ is said to be simple if it has neither multiple edges nor loops, and $G$ is said to be connected if for every pair of vertices $x$ and $y$ there exists a sequence (termed a path) of vertices $x=x_{0}, x_{1}, x_{2}, \ldots, x_{n-1}, x_{n}=y$ such that $x_{j-1}$ and $x_{j}$ are connected by an edge (termed adjacent) for $j=1,2, \ldots, n$.

A graph $S=S\left(V^{\prime}, E^{\prime}\right)$ is said to be a subgraph of $G(V, E)$ if $V^{\prime} \subset V$ and $E^{\prime} \subset E$. Then, we call $G$ a host graph of S. If $E^{\prime}$ consists of all the edges from $E$ which connect the vertices of $V^{\prime}$ in its host graph $G$, then $S$ is called an induced subgraph. It is noted that an induced subgraph of a connected host graph may not be connected.

A weighted (undirected) graph is a graph $G(V, E)$ associated with a weight function $\omega: V \times V \rightarrow[0, \infty)$ satisfying
(i) $\omega(x, x)=0, \quad x \in V$,
(ii) $\omega(x, y)=\omega(y, x) \quad$ if $x \sim y$,
(iii) $\omega(x, y)=0$ if and only if $\{x, y\} \notin E$.

Here, $x \sim y$ means that two vertices $x$ and $y$ are connected (adjacent) by an edge in $E$. In this case, $\{x, y\}$ denotes the edge connecting the vertices $x$ and $y$.

In particular, a weight function $\omega$ satisfying

$$
\omega(x, y)=1 \quad \text { if } x \sim y
$$

is called the standard weight on $G$. The physical meaning of the weight function will be discussed later in section 3 .

The degree $d_{\omega} x$ of a vertex $x$ in a weighted graph $G(V, E)$ with a weight $\omega$ is defined to be

$$
d_{\omega} x:=\sum_{y \in V} \omega(x, y)
$$

Throughout this paper, all the subgraphs in our concern are assumed to be induced, simple, and connected subgraphs of a weighted graph. A function on a graph is understood to be a function defined just on the set of vertices.

The integration of a function $f: G \rightarrow \mathbb{R}$ on a graph $G=G(V, E)$ is defined by

$$
\int_{G} f d_{\omega} \quad\left(\text { or simply } \int_{G} f\right):=\sum_{x \in V} f(x) d_{\omega} x
$$

We shall now define the directional derivative of a function $f: G \rightarrow \mathbb{R}$. For each $x$ and $y \in V$ we define

$$
D_{\omega, y} f(x):=[f(y)-f(x)] \sqrt{\frac{\omega(x, y)}{d_{\omega} x}}
$$

The gradient $\nabla_{\omega}$ of function $f$ is defined to be a vector

$$
\nabla_{\omega} f(x):=\left(D_{\omega, y} f(x)\right)_{y \in V}
$$

which is indexed by the vertices $y \in V$. Then it is easy to see that

$$
\begin{aligned}
\int_{G}\left|\nabla_{\omega} f(x)\right|^{2} & =\sum_{x \in V}\left|\nabla_{\omega} f(x)\right|^{2} d_{\omega} x \\
& =\sum_{x \in V} \sum_{y \in V}|f(y)-f(x)|^{2} \omega(x, y) \\
& =2 \sum_{\{x, y\} \in E}|f(y)-f(x)|^{2} \omega(x, y)
\end{aligned}
$$

This integral is called the energy of $f$ on $G$.
For a subgraph $S$ of a graph $G=G(V, E)$, the (vertex) boundary $\partial S$ of $S$ is the set of all vertices $z \in V$ not in $S$ but adjacent to some vertex in $S$, i.e.,

$$
\partial S:=\{z \in V-S \mid z \sim y \text { for some } y \in S\}
$$

and the inner boundary $\stackrel{\circ}{\partial} S$ is defined by

$$
\stackrel{\circ}{\partial} S:=\{y \in S \mid y \sim z \text { for some } z \in \partial S\}
$$

Also, by $\bar{S}$ we denote a graph whose vertices and edges are in $S$ and vertices in $\partial S$. We note here that by definition the boundary $\partial S$ does not contain edges.

The (outward) normal derivative $\frac{\partial f}{\partial_{\omega} n}(z)$ at $z \in \partial S$ is defined to be

$$
\frac{\partial f}{\partial_{\omega} n}(z):=\sum_{y \in S}[f(z)-f(y)] \cdot \frac{\omega(z, y)}{d_{\omega}^{\prime} z}
$$

where $d_{\omega}^{\prime} z=\sum_{y \in S} \omega(z, y)$.

The $\omega$-Laplacian $\Delta_{\omega}$ of a function $f: G \rightarrow \mathbb{R}$ on a graph $G$ is defined by

$$
\begin{equation*}
\Delta_{\omega} f(x):=\sum_{y \in V}[f(y)-f(x)] \cdot \frac{\omega(x, y)}{d_{\omega} x}, \quad x \in V \tag{1.1}
\end{equation*}
$$

For notation, notions, and conventions we refer the reader to [Ch] and [CvDS].
Remark 1.1.
(i) The discrete Laplacian on graphs can be found in several places, such as [Ch], $[\mathrm{CvDS}]$, and [B1]. But the $\omega$-Laplacian defined above is not exactly the same as the one considered in those references. In fact, the definition used here will give us an advantage of a more consistent treatment in section 2.
(ii) The first derivatives and gradient in a discrete sense have not been introduced precisely so far in the literature, as far as the authors know. But the first derivative $D_{\omega, y}$ defined above may still be unsatisfactory in the sense that Leibniz's rule does not hold. In spite of this defect, it will be seen later that it has the appropriate physical meaning and works very well with respect to calculus on graphs.
In what follows, a function $f$ defined on $\bar{S}$ may be understood as a function on its host graph $G$ such that $f=0$ on $G \backslash \bar{S}$ if necessary.

THEOREM 1.2. Let $S$ be a subgraph of a host graph $G$. Then for any pair of functions $f: \bar{S} \rightarrow \mathbb{R}$ and $h: \bar{S} \rightarrow \mathbb{R}$ we have

$$
\begin{equation*}
2 \int_{\bar{S}} h\left(-\Delta_{\omega} f\right)=\int_{\bar{S}} \nabla_{\omega} h \cdot \nabla_{\omega} f . \tag{1.2}
\end{equation*}
$$

Proof. A direct use of the definitions mentioned above gives

$$
\begin{aligned}
2 \int_{\bar{S}} h\left(-\Delta_{\omega} f\right) & =2 \sum_{x \in \bar{S}} h(x)\left[-\Delta_{\omega} f(x)\right] d_{\omega} x \\
& =-2 \sum_{x \in \bar{S}} h(x)\left\{\sum_{y \in V(G)}[f(y)-f(x)] \omega(x, y)\right\} \\
& =2 \sum_{x \in \bar{S}} \sum_{y \in \bar{S}} h(x)[f(x)-f(y)] \omega(x, y) \\
& =\sum_{x \in \bar{S}} \sum_{y \in \bar{S}} h(x)[f(x)-f(y)] \omega(x, y)+\sum_{x \in \bar{S}} \sum_{y \in \bar{S}} h(y)[f(y)-f(x)] \omega(x, y) \\
& =\sum_{x \in \bar{S}} \sum_{y \in \bar{S}}\{[f(y)-f(x)] \sqrt{\omega(x, y)}\} \cdot\{[h(y)-h(x)] \sqrt{\omega(x, y)}\} \\
& =\sum_{x \in \bar{S}}\left\{\nabla_{\omega} f(x) \cdot \nabla_{\omega} h(x)\right\} d_{\omega} x \\
& =\int_{\bar{S}} \nabla_{\omega} f \cdot \nabla_{\omega} h .
\end{aligned}
$$

The above theorem yields many useful formulas such as the graph version of the Green theorem.

Corollary 1.3. Under the same hypotheses as above we have the following identities:
(i)

$$
2 \int_{\bar{S}} f\left(-\Delta_{\omega} f\right)=\int_{\bar{S}}\left|\nabla_{\omega} f\right|^{2}
$$

(ii)

$$
\int_{\bar{S}} h \Delta_{\omega} f=\int_{\bar{S}} f \Delta_{\omega} h
$$

(iii) (Green's formula)

$$
\int_{S}\left(f \Delta_{\omega} h-h \Delta_{\omega} f\right)=\int_{\partial S}\left(f \frac{\partial h}{\partial_{\omega} n}-h \frac{\partial f}{\partial_{\omega} n}\right)
$$

Proof. (i) is trivial and (ii) can be easily obtained by the symmetry in (1.2). We prove (iii). In view of (ii) we have

$$
\begin{aligned}
0 & =\int_{\bar{S}}\left[f \Delta_{\omega} h-h \Delta_{\omega} f\right] \\
& =\int_{S}\left[f \Delta_{\omega} h-h \Delta_{\omega} f\right]+\int_{\partial S}\left[f \Delta_{\omega} h-h \Delta_{\omega} f\right]
\end{aligned}
$$

Then, since $S$ is the induced subgraph, it follows that $\omega(z, y)=0$ for all $z$ and $y \in \partial S$ and

$$
\begin{aligned}
\int_{S}\left[f \Delta_{\omega} h-h \Delta_{\omega} f\right] & =\int_{\partial S}\left[h \Delta_{\omega} f-f \Delta_{\omega} h\right] \\
& =\sum_{z \in \partial S}\left[h(z) \Delta_{\omega} f(z)-f(z) \Delta_{\omega} h(z)\right] d_{\omega} z \\
& \left.=\sum_{z \in \partial S} \sum_{y \in S}\{h(z)[f(y)-f(z)] \omega(z, y)-f(z)][h(y)-h(z)] \omega(z, y)\right\} \\
& =\sum_{z \in \partial S}\left[h(z)\left\{-\frac{\partial f}{\partial_{\omega} n}\right\}+f(z) \frac{\partial h}{\partial_{\omega} n}(z)\right] d_{\omega} z \\
& =\int_{\partial S}\left[f \frac{\partial h}{\partial_{\omega} n}-h \frac{\partial f}{\partial_{\omega} n}\right] .
\end{aligned}
$$

In the continuous case, the following are well-known formulas:

$$
\begin{aligned}
& \Delta(f g)=f \Delta g+2 \nabla f \cdot \nabla g+g \Delta f \\
& \int_{\Omega} \nabla f \cdot \nabla g+\int_{\Omega} f \Delta g=\int_{\partial \Omega} f \frac{\partial g}{\partial n}
\end{aligned}
$$

Here we introduce a discrete analogue of these formulas.
ThEOREM 1.4. Under the same hypotheses as in Theorem 1.2, the following identities hold:
(i)

$$
\Delta_{\omega}(f h)=f \Delta_{\omega} h+\nabla_{\omega} f \cdot \nabla_{\omega} h+h \Delta_{\omega} f
$$

(ii)

$$
\int_{S} \nabla_{\omega} f \cdot \nabla_{\omega} h+\int_{S}\left[f \Delta_{\omega} h+h \Delta_{\omega} f\right]=\int_{\partial S} \frac{\partial(f h)}{\partial_{\omega} n}
$$

Proof. (i) can be obtained by an elementary manipulation. Using now (i) and Theorem 1.2, (iii) with $h \equiv 1$ we obtain (ii).
2. $\boldsymbol{\omega}$-harmonic functions. In this section we will discuss the functional properties of functions which satisfy the equation

$$
\begin{equation*}
\Delta_{\omega} f(x):=\sum_{y \in \bar{S}}[f(y)-f(x)] \frac{\omega(x, y)}{d_{\omega} x}=0 \tag{2.1}
\end{equation*}
$$

For a subgraph $S$ with boundary $\partial S \neq \phi$ of a host graph $G$ with a weight $\omega$ we say that a function $f: \bar{S} \rightarrow \mathbb{R}$ is $\omega$-harmonic on $S$ if it satisfies (2.1) for all $x \in S$, i.e.,

$$
f(x)=\frac{1}{d_{\omega} x} \sum_{y \in \bar{S}} f(y) \omega(x, y), \quad x \in S
$$

This implies that the value of $f$ at $x$ is given by a weighted average of the values of $f$ at its neighboring vertices. From this point of view, we can clearly expect the following result to be true.

THEOREM 2.1 (minimum and maximum principle). Let $S$ be a subgraph of a host graph $G$ with a weight $\omega$ and $f: \bar{S} \rightarrow \mathbb{R}$ be a function.
(i) If $\Delta_{\omega} f(x) \geq 0, x \in S$, and $f$ has a maximum at a vertex in $S$, then $f$ is constant.
(ii) If $\Delta_{\omega} f(x) \leq 0, x \in S$, and $f$ has a minimum at a vertex in $S$, then $f$ is constant.
(iii) If $\Delta_{\omega} f(x)=0, x \in S$, and $f$ has either a minimum or maximum in $S$, then $f$ is constant.
(iv) If $\Delta_{\omega} f(x)=0, x \in S$, and $f$ is constant on the boundary $\partial S$, then $f$ is constant.
Proof. (ii) can be done in a similar way as in (i). (iii) and (iv) are easily obtained from (i) and (ii).

We prove (i). Assume that $f$ has a maximum at a vertex $x_{0} \in S$. Then

$$
\begin{equation*}
f\left(x_{0}\right) \geq f(y), \quad y \in \bar{S} \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
f\left(x_{0}\right) \leq \sum_{y \in \bar{S}} f(y) \frac{\omega\left(x_{0}, y\right)}{d_{\omega} x_{0}} \tag{2.3}
\end{equation*}
$$

Suppose that there exists $y_{0} \in \bar{S}$ such that $x_{0} \sim y_{0}$ and $f\left(x_{0}\right) \neq f\left(y_{0}\right)$, i.e., $f\left(x_{0}\right)>$ $f\left(y_{0}\right)$ in view of (2.2). Then it follows from (2.3) that

$$
\begin{aligned}
f\left(x_{0}\right) & \leq \sum_{\substack{y \in \bar{S} \\
y \neq y_{0}}} \frac{f(y) \omega\left(x_{0}, y\right)}{d_{\omega} x_{0}}+\frac{f\left(y_{0}\right) \omega\left(x_{0}, y_{0}\right)}{d_{\omega} x_{0}} \\
& <\sum_{\substack{y \in \bar{S} \\
y \neq y_{0}}} \frac{f\left(x_{0}\right) \omega\left(x_{0}, y\right)}{d_{\omega} x_{0}}+\frac{f\left(x_{0}\right) \omega\left(x_{0}, y_{0}\right)}{d_{\omega} x_{0}} \\
& =f\left(x_{0}\right)
\end{aligned}
$$

which implies that $f\left(x_{0}\right)=f(y)$ for all $y \in \bar{S}$ such that $y \sim x_{0}$. Now, for any $x \in \bar{S}$, there exists a path

$$
x_{0} \sim x_{1} \sim x_{2} \sim \cdots \sim x_{n-1} \sim x_{n}=x
$$

since $S$ is connected. By applying the same argument as above inductively we see that $f\left(x_{0}\right)=f(x)$.

The following is an easy consequence of the above theorem.
Corollary 2.2. Under the same hypotheses as in Theorem 2.1, the following statements are true:
(i) If $\Delta_{\omega} f \geq 0$ on $S$ and $\left.f\right|_{\partial S} \leq 0(<0)$, then $f \leq 0(<0)$ on $S$.
(ii) If $\Delta_{\omega} f \leq 0$ on $S$ and $\left.f\right|_{\partial S} \geq 0(>0)$, then $f \geq 0(>0)$ on $S$.

Corollary 2.3. (1) If two functions $f$ and $g$ on $\bar{S}$ satisfy

$$
\Delta_{\omega} f=0 \text { and } \Delta_{\omega} g \geq 0
$$

on $S$, then $\left.g\right|_{\partial S} \leq\left. f\right|_{\partial S}$ implies $g \leq f$ on $S$.
(2) If a function $f: \bar{S} \rightarrow \mathbb{R}$ satisfies

$$
\Delta_{\omega} f(x)=0, \quad x \in S
$$

and $|f|$ has a maximum in $S$, then $f$ is constant.
In the continuous case, it is well known that a local maximum principle holds for a harmonic function in an open subset $\Omega \subset \mathbb{R}^{n}$. But it is not hard to see that the local maximum principle is no longer true in general in our case. Moreover, the local uniqueness principle does not hold in general. As a matter of fact, it is rather natural to expect that such discrepancies are caused by the discrete nature of graphs.

A nonempty subset $\Gamma$ of vertices of a subgraph $\bar{S}$ is said to be a surface in $\bar{S}$ if $\Gamma=\partial T$ for a subgraph $T$ whose vertices belong to $S$. In this case, we denote by $\stackrel{\circ}{\Gamma}$ the inner boundary $\stackrel{\circ}{\partial} T$. For each vertex $z \in \Gamma$ and $x \in \stackrel{\circ}{\Gamma}$ we define

$$
d_{\omega}^{\prime} z:=\sum_{y \in \stackrel{\circ}{\Gamma}} \omega(y, z) \quad \text { (inward degree) }
$$

and

$$
d_{\omega}^{\prime \prime} x:=\sum_{z \in \Gamma} \omega(x, z) \quad \text { (outward degree). }
$$

In addition, for a function $f$ on $\bar{S}$ we write

$$
\int_{\Gamma} f(z) d_{\omega}^{\prime} z=\sum_{z \in \Gamma} f(z) d_{\omega}^{\prime} z \quad \text { (inward integral) }
$$

and

$$
\int_{\stackrel{\circ}{\Gamma}} f(x) d_{\omega}^{\prime \prime} x=\sum_{x \in \stackrel{\circ}{\Gamma}} f(x) d_{\omega}^{\prime \prime} x \quad \text { (outward integral). }
$$

We use these notions to obtain the following interesting properties of $\omega$-harmonic functions.

THEOREM 2.4. Let $S$ be a subgraph of a host graph with weight $\omega$ and let $f: \bar{S} \rightarrow$ $\mathbb{R}$. Then $f$ is $\omega$-harmonic on $S$, i.e., for all $x \in S$,

$$
\begin{equation*}
\Delta_{\omega} f(x)=0 \tag{2.4}
\end{equation*}
$$

if and only if for every surface $\Gamma$ in $\bar{S}$

$$
\begin{equation*}
\int_{\Gamma} f(z) d_{\omega}^{\prime} z=\int_{\stackrel{\circ}{\Gamma}} f(y) d_{\omega}^{\prime \prime} y \tag{2.5}
\end{equation*}
$$

Proof. Let $x \in S$ and $\Gamma_{x}=\{y \in \bar{S} \mid x \sim y\}$. Then $\Gamma_{x}$ is a surface in $\bar{S}$ and $\stackrel{\circ}{\Gamma}_{x}=\{x\}$. Since $d_{\omega} x=d_{\omega}^{\prime \prime} x$ on $\stackrel{\circ}{\Gamma}_{x}$ and $d_{\omega}^{\prime} z=\omega(x, z),(2.5)$ implies

$$
f(x) d_{\omega} x=\sum_{z \in \Gamma_{x}} f(z) \omega(x, z)
$$

which implies (2.4) immediately
Assume now that (2.4) holds and let $\Gamma$ be a surface in $\bar{S}$ such that $\Gamma=\partial T$ for a subgraph $T \subset S$. We use Green's formula (Corollary 1.3, (iii)) to obtain

$$
\begin{align*}
0 & =\int_{T} \Delta_{\omega} f \\
& =\int_{\Gamma} \frac{\partial f}{\partial_{\omega} n} \\
& =\sum_{z \in \Gamma} \frac{\partial f}{\partial_{\omega} n}(z) d_{\omega}^{\prime} z \\
& =\sum_{z \in \Gamma} \sum_{y \in \Gamma}[f(z)-f(y)] \omega(z, y) \tag{2.6}
\end{align*}
$$

Then it follows that

$$
\sum_{z \in \Gamma} \sum_{y \in \stackrel{\circ}{\Gamma}} f(z) \omega(z, y)=\sum_{z \in \Gamma} \sum_{y \in \Gamma} f(y) \omega(z, y)
$$

or, equivalently,

$$
\sum_{z \in \Gamma} f(z)\left[\sum_{y \in \stackrel{\circ}{\Gamma}} \omega(z, y)\right]=\sum_{y \in \stackrel{\circ}{\Gamma}} f(y)\left[\sum_{z \in \Gamma} \omega(z, y)\right],
$$

which yields (2.5).
In view of (2.6) we obtain the edge version of Theorem 2.4, the so-called dual theorem, as follows.

Corollary 2.5. Under the same conditions as in Theorem 2.4, the formula (2.5) is equivalent to

$$
\sum_{\{z, y\} \in E(\Gamma, \stackrel{\circ}{\Gamma})}[f(z)-f(y)] \omega(z, y)=0
$$

where $E(\Gamma, \stackrel{\circ}{\Gamma})$ denotes the set of all edges joining a vertex in $\Gamma$ and a vertex in $\stackrel{\circ}{\Gamma}$.
For two vertices $x$ and $y$ in a connected graph, the distance $d(x, y)$ between $x$ and $y$ is the number of edges in a shortest path joining $x$ and $y$.

For a vertex $x_{0}$ in a subgraph $S$ we write

$$
\Gamma_{j}\left(x_{0}\right):=\left\{y \in \bar{S} \mid \quad d\left(x_{0}, y\right)=j\right\}, \quad j=0,1,2, \ldots
$$

which is called a neighborhood of $x_{0}$ with radius $j$.

Then the following is a variant of Theorem 2.4.
Corollary 2.6. Let $S$ and $f$ be the same as in Theorem 2.4. Then $f$ is $\omega$ harmonic on $S$ if and only if for every $x_{0} \in S$

$$
\begin{equation*}
\int_{\Gamma_{j}\left(x_{0}\right)} f(x) d_{\omega}^{\prime \prime} x=\int_{\Gamma_{j+1}\left(x_{0}\right)} f(x) d_{\omega}^{\prime} x \tag{2.7}
\end{equation*}
$$

for each $j$ with $\Gamma_{j}\left(x_{0}\right) \subset S$.
Proof. Letting $j=0$ in (2.7), we have the sufficiency. To prove the necessity, consider an induced subgraph $T$ whose vertices are exactly those of $\bigcup_{k=0}^{j} \Gamma_{k}\left(x_{0}\right)$. Then it is easy to see that

$$
\partial T=\Gamma_{j+1}\left(x_{0}\right) \text { and } \stackrel{\circ}{\partial} T \subset \Gamma_{j}\left(x_{0}\right)
$$

But a vertex $x$ in $\Gamma_{j}\left(x_{0}\right)$, which does not belong to $\stackrel{\circ}{\partial} T$, does not make any contribution to the outer integral $\int_{\Gamma_{j}\left(x_{0}\right)} f(x) d_{\omega}^{\prime \prime} x$, since $d_{\omega}^{\prime \prime} x=0$. Hence, condition (2.5) in Theorem 2.4 shows the condition is necessary. $\quad$ ]

The following is the dual version of the above corollary.
Corollary 2.7. Under the same conditions as in Corollary 2.6 the formula (2.7) is equivalent to

$$
\sum_{\{x, y\} \in E\left(\Gamma_{j}\left(x_{0}\right), \Gamma_{j+1}\left(x_{0}\right)\right)}[f(x)-f(y)] \omega(x, y)=0
$$

where $E\left(\Gamma_{j}\left(x_{0}\right), \Gamma_{j+1}\left(x_{0}\right)\right)$ denotes the set of all edges joining a vertex in $\Gamma_{j}\left(x_{0}\right)$ and a vertex in $\Gamma_{j+1}\left(x_{0}\right)$.
3. The Dirichlet and Neumann BVPs: Direct problems. In this section, we discuss the direct problems such as the Dirichlet BVP (DBVP) and Neumann BVP (NBVP) (cf. [Ch], [CY], [CO], [BCE1], and [BCE2]).

We start this section with a physical interpretation of the $\omega$-Laplace and $\omega$-Poisson equations. Consider a host graph $G$ with a weight $\omega$ and an (induced) subgraph $S$. For a surface $\Gamma$ in $\bar{S}$ with $\Gamma=\partial T$ for some $T \subset S$ and $z \in \Gamma$, the flux of energy passing through $z$ to its adjacent nodes in $T$ is given by

$$
\begin{equation*}
-\sum_{y \sim z}[f(z)-f(y)] \cdot \frac{\omega(z, y)}{d^{\prime} z} \tag{3.1}
\end{equation*}
$$

where $d^{\prime} z=\sum_{y \sim z, y \in T} \omega(z, y)$ and $f$ is a potential function in a diffusion field on a network (for example, an electrostatic field, a thermal field, or an elastic membrane). Here, the weight $\omega(z, y)$ plays the role of the conductivity of the diffusion along the edge $\{z, y\}$. In fact, (3.1) is exactly $-\frac{\partial f}{\partial_{\omega} n}(z)$ on $\Gamma$ by definition (see section 1 ), and thus, by Green's formula we have

$$
\int_{T}\left(-\Delta_{\omega} f\right)=\int_{\Gamma}\left(-\frac{\partial f}{\partial_{\omega} n}\right)
$$

which is the flow across $\Gamma$.

On the other hand, assume that $T$ gains (or loses) an amount of energy $\int_{T} g$, where $g$ is the energy density. Then we have

$$
\int_{T}\left(-\Delta_{\omega} f\right)=\int_{T} g .
$$

Therefore, since $T$ is arbitrary, by taking $T$ to be any single vertex $x \in S$ we obtain the vertex equation

$$
\begin{equation*}
-\Delta_{\omega} f(x)=g(x), \quad x \in S . \tag{3.2}
\end{equation*}
$$

Thus, it is reasonable to say that the conductivity equation on a graph can be represented as in (3.2), where $\omega(x, y)$ corresponds to the edge conductivity on the edge $x, y$.

Following the work of Fan Chung and her collaborators [Ch], [CY], and [CO], we will discuss first (3.2) on a graph $G=G(V, E)$ with a weight $\omega$ and no boundary. We consider the matrix

$$
\Delta_{\omega}(x, y)=\left\{\begin{array}{cl}
-1 & \text { if } x=y \\
\frac{\omega(x, y)}{d_{\omega} x} & \text { if } x \sim y \\
0 & \text { otherwise }
\end{array}\right.
$$

We can consider the function $f$ as a $N$-dimensional vector, where $N=|V|$ denotes the number of vertices of the graph $G$. Thus, (3.2) can be understood as a matrix linear equation. Let $D$ denote the diagonal matrix with the $(x, x)$ th entry having the value $d_{\omega} x$ for each $x$ and $\mathcal{L}_{\omega}=D^{1 / 2} \Delta_{\omega} D^{-1 / 2}$. Then $\left(-\mathcal{L}_{\omega}\right)$ is a nonnegative definite symmetric matrix so that it has the eigenvalues

$$
\lambda_{0}<\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{N-1}
$$

and corresponding eigenfunctions

$$
\begin{equation*}
\Phi_{0}, \Phi_{1}, \Phi_{2}, \ldots, \Phi_{N-1} \tag{3.3}
\end{equation*}
$$

which are orthonormal in the sense that for each pair of distinct $i$ and $j$

$$
\sum_{x \in V} \Phi_{i}(x) \cdot \Phi_{j}(x)=0,
$$

while, for all j ,

$$
\sum_{x \in V}\left|\Phi_{j}(x)\right|^{2}=1 .
$$

It is easy to show that (see [Ch]) $\lambda_{0}=0, \lambda_{1}>0$ and $\Phi_{0}(x)=\frac{\sqrt{\omega_{\omega} x}}{\sqrt{\text { vol }(G)}}, x \in V$, and $\operatorname{vol}(G):=\sum_{x \in V} d_{\omega} x$.

In what follows, we occasionally use the notation $\langle,\rangle_{X}$, defined by $\langle f, g\rangle_{X}=$ $\sum_{x \in X} f(x) g(x)$ for simplicity. Now we have the following solvability result for the Poisson equation.

Theorem 3.1. Let $G=G(V, E)$ be a graph with a weight $\omega$ and $f: G \rightarrow \mathbb{R}$ be a function. Then the equation

$$
\begin{equation*}
\Delta_{\omega} f(x)=g(x), \quad x \in V \tag{3.4}
\end{equation*}
$$

has a solution if and only if $\int_{G} g=0$. In this case, the solution is given by

$$
\begin{equation*}
f(x)=a_{0}+\left\langle\Gamma_{\omega}(x, \cdot), g\right\rangle_{V}, \quad x \in V \tag{3.5}
\end{equation*}
$$

where $a_{0}$ is an arbitrary constant and

$$
\begin{equation*}
\Gamma_{\omega}(x, y)=\sum_{j=1}^{N-1}\left(-\frac{1}{\lambda_{j}}\right) \Phi_{j}(x) \Phi_{j}(y) \sqrt{\frac{d_{\omega} y}{d_{\omega} x}}, \quad x, y \in V \tag{3.6}
\end{equation*}
$$

Proof. Assume that $\int_{G} g=0$. Then

$$
\begin{aligned}
\left\langle D^{1 / 2} g, \Phi_{0}\right\rangle & =\sum \sqrt{d_{\omega} x} g(x) \cdot \frac{\sqrt{d_{\omega} x}}{\sqrt{\operatorname{vol} G}} \\
& =\frac{1}{\sqrt{\operatorname{vol} G}} \int_{G} g \\
& =0
\end{aligned}
$$

where $D$ is the diagonal matrix whose $x$ th diagonal entry is $d_{\omega} x$.
Consider the orthogonal expansion

$$
\left(D^{1 / 2} f\right)(x)=\sum_{j=0}^{N-1} a_{j} \Phi_{j}(x), \quad x \in V
$$

where $a_{j}=\left\langle D^{1 / 2} f, \Phi_{j}\right\rangle, j=0,1,2, \ldots, N-1$. Then since $\mathcal{L}_{\omega} D^{1 / 2}=D^{1 / 2} \Delta_{\omega}$ and

$$
\begin{aligned}
-\lambda_{j} a_{j} & =\left\langle D^{1 / 2} f, \mathcal{L}_{\omega} \Phi_{j}\right\rangle \\
& =\left\langle\mathcal{L}_{\omega} D^{1 / 2} f, \Phi_{j}\right\rangle \\
& =\left\langle D^{1 / 2} g, \Phi_{j}\right\rangle
\end{aligned}
$$

we have

$$
a_{j}=\left(-\frac{1}{\lambda_{j}}\right)\left\langle D^{1 / 2} g, \Phi_{j}\right\rangle, \quad j=1,2, \ldots, N-1
$$

and $a_{0}$ is an arbitrary constant. Hence

$$
\sqrt{d_{\omega} x} f(x)=a_{0} \frac{\sqrt{d_{\omega} x}}{\sqrt{\operatorname{vol} G}}+\sum_{j=1}^{N-1}\left(-\frac{1}{\lambda_{j}}\right)\left[\sum_{y \in V} g(y) \Phi_{j}(y) \sqrt{d_{\omega} y}\right] \Phi_{j}(x)
$$

This is equivalent to

$$
f(x)=\frac{a_{0}}{\sqrt{\operatorname{vol} G}}+\sum_{j=1}^{N-1}\left(-\frac{1}{\lambda_{j}}\right) \sum_{y \in V} g(y) \Phi_{j}(y) \frac{\sqrt{d_{\omega} y}}{\sqrt{d_{\omega} x}} \Phi_{j}(x),
$$

which gives (3.5) with a different constant $a_{0}$. Conversely, a simple computation shows that

$$
\Delta_{\omega} \cdot \Gamma_{\omega} g(x)=g(x)+\frac{1}{\operatorname{vol} G} \int_{G} g, \quad x \in V
$$

which implies that every function of the form (3.5) gives a solution to the equation (3.4).

The proof of the converse is easy.
The matrix $\Gamma_{\omega}$ in (3.6) is called the Green function of $\Delta_{\omega}$. The following corollary is a Liouville-type theorem for $\omega$-harmonic functions.

Corollary 3.2. Under the same conditions as in Theorem 3.1, every solution $f$ of

$$
\Delta_{\omega} f(x)=0, \quad x \in V
$$

is constant.
The following corollary describes all functions which are $\omega$-harmonic except possibly on a given (singularity) set $T$.

Corollary 3.3. Under the same conditions as in Theorem 3.1, let $T \subset V$. Then every solution to

$$
\Delta_{\omega} f(x)=0, \quad x \in V \backslash T,
$$

can be represented as

$$
\begin{equation*}
f(x)=a_{0}+\sum_{y \in T} \Gamma_{\omega}(x, y) \alpha(y), \quad x \in V \tag{3.7}
\end{equation*}
$$

where $a_{0}$ is an arbitrary constant and

$$
\alpha(y)=\Delta_{\omega} f(y), \quad y \in T
$$

In particular, if $T=\left\{x_{0}\right\}, x_{0} \in V$, then (3.7) can be written as

$$
f(x)=a_{0}+\alpha_{0} \Gamma_{\omega}\left(x, x_{0}\right), \quad x \in V
$$

where $\alpha_{0}=\Delta_{\omega} f\left(x_{0}\right)$.
Let us now turn to BVPs and their eigenvalues. For a subgraph $S$ of a host graph $G$ with a weight $\omega$, the Dirichlet eigenvalues of $-\mathcal{L}_{\omega}=-D^{1 / 2} \Delta_{\omega} D^{-1 / 2}$ are defined to be the eigenvalues

$$
\nu_{1} \leq \nu_{2} \leq \cdots \leq \nu_{n}
$$

of the matrix $-\mathcal{L}_{\omega, S}$, where $\mathcal{L}_{\omega, S}$ is a submatrix of $\mathcal{L}_{\omega}$ with rows and columns restricted to those indexed by vertices in $S$ and $n=|S|$. Let $\phi_{1}, \phi_{2}, \ldots, \phi_{n}$ be the linearly independent functions on $\bar{S}$ such that for each $j=1,2, \ldots, n$,

$$
\mathcal{L}_{\omega, S} \phi_{j}(x)=\left(-\nu_{j}\right) \phi_{j}(x), \quad x \in S, \quad \text { and }\left.\quad \phi_{j}\right|_{\partial S}=0
$$

In fact, $\phi_{1}, \phi_{2}, \ldots, \phi_{n}$ are the eigenfunctions corresponding to $\nu_{1} \leq \nu_{2} \leq \cdots \leq \nu_{n}$ and can be assumed to be orthonormal in the same sense as above, namely, that for each pair of distinct $i$ and $j$

$$
\sum_{x \in S} \phi_{i}(x) \cdot \phi_{j}(x)=0
$$

while, for all $j$,

$$
\sum_{x \in S}\left|\phi_{j}(x)\right|^{2}=1
$$

As usual, the first eigenvalue $\nu_{1}>0$. (See, for instance, [Ch].)

One can follow now the standard procedure to define Green functions $\gamma_{\omega, S}$ as follows:

$$
\begin{equation*}
\gamma_{\omega, S}(x, y)=\sum_{j=1}^{|S|}\left(-\frac{1}{\nu_{j}}\right) \phi_{j}(x) \phi_{j}(y) \frac{\sqrt{d_{\omega} y}}{\sqrt{d_{\omega} x}}, \quad x, y \in S \tag{3.8}
\end{equation*}
$$

Letting $D_{S}$ stand for the diagonal matrix whose $x$ th entry is $d_{\omega} x$ for each $x \in S$ and setting $\Delta_{\omega, S}=D_{S}^{-1 / 2} \mathcal{L}_{\omega, S} D_{S}^{1 / 2}$, one can easily verify that

$$
\begin{equation*}
\gamma_{\omega, S} \Delta_{\omega, S}=\Delta_{\omega, S} \gamma_{\omega, S}=I \tag{3.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta_{\omega, S}(x, y)=\sum_{j=1}^{|S|}\left(-\nu_{j}\right) \phi_{j}(x) \phi_{j}(y) \frac{\sqrt{d_{\omega} y}}{\sqrt{d_{\omega} x}}, \quad x, y \in S \tag{3.10}
\end{equation*}
$$

where $I$ denotes the $|S|$-dimensional identity matrix.
The DBVP was solved by Chung in [CY], when the graph has the standard weight. (For the interested reader, despite some minor errata, the proof given there is correct.) We prove now the solvability of the DBVP for graphs with arbitrary weights using a different method.

THEOREM 3.4. Let $S$ be a subgraph of a host graph with a weight $\omega$ and $\sigma: \partial S \rightarrow$ $\mathbb{R}$ be a given function. Then the unique solution $f$ to the Dirichlet boundary value problem ( $D B V P$ )

$$
\left\{\begin{array}{l}
\Delta_{\omega} f(x)=0, \quad x \in S \\
\left.f\right|_{\partial S}=\sigma
\end{array}\right.
$$

can be represented as

$$
\begin{equation*}
f(x)=-\left\langle\gamma_{\omega}(x, \cdot), B_{\sigma}\right\rangle_{y \in S}, \quad x \in S \tag{3.11}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{\sigma}(y)=\sum_{z \in \partial S} \frac{\sigma(z) \omega(y, z)}{d_{\omega} y}, \quad y \in S \tag{3.12}
\end{equation*}
$$

Proof. Let $f$ be a solution of the DBVP. Then

$$
\begin{align*}
0= & \sum_{y \in S} \gamma_{\omega, S}(x, y) \Delta_{\omega} f(y)  \tag{3.13}\\
= & \sum_{j=1}^{|S|}\left(-\frac{1}{\nu_{j}}\right) \frac{\phi_{j}(x)}{\sqrt{d_{\omega} x}}\left[\sum_{y \in S} \phi_{j}(y) \sqrt{d_{\omega} y} \Delta_{\omega} f(y)\right] \\
= & \sum_{j=1}^{|S|}\left(-\frac{1}{\nu_{j}}\right) \frac{\phi_{j}(x)}{\sqrt{d_{\omega} x}}\left[\int_{S}\left(D_{S}^{-1 / 2} \phi_{j}\right) \cdot \Delta_{\omega} f\right] \\
= & \sum_{j=1}^{|S|}\left(-\frac{1}{\nu_{j}}\right) \frac{\phi_{j}(x)}{\sqrt{d_{\omega} x}}\left[\int_{S} f \cdot \Delta_{\omega}\left(D_{S}^{-1 / 2} \phi_{j}\right)\right. \\
& \left.+\int_{\partial S}\left\{\left(D_{S}^{-1 / 2} \phi_{j}\right) \cdot \frac{\partial f}{\partial_{\omega} n}-f \cdot \frac{\partial}{\partial_{\omega} n}\left(D_{S}^{-1 / 2} \phi_{j}\right)\right\}\right]
\end{align*}
$$

Here, we have used Green's formula from Corollary 1.3. On the other hand, one can show that

$$
\Delta_{\omega}\left(D_{S}^{-1 / 2} \phi_{j}\right)(x)=\left(-\nu_{j}\right)\left(D_{S}^{-1 / 2} \phi_{j}\right)(x), \quad x \in S
$$

since $\phi_{j}=0$ on $\partial S$. From this identity and orthonormality of $\phi_{j}$ we can conclude that

$$
\begin{aligned}
& \sum_{j=1}^{|S|}\left(-\frac{1}{\nu_{j}}\right) \frac{\phi_{j}(x)}{\sqrt{d_{\omega} x}}\left[\int_{S} f \cdot \Delta_{\omega}\left(D_{S}^{-1 / 2} \phi_{j}\right)\right] \\
= & \sum_{j=1}^{|S|} \frac{\phi_{j}(x)}{\sqrt{d_{\omega} x}} \cdot\left[\sum_{y \in S} f(y) \cdot \frac{\phi_{j}(y)}{\sqrt{d_{\omega} y}} \cdot d_{\omega} y\right] \\
= & \sum_{y \in S} f(y)\left[\sum_{j=1}^{|S|} \phi_{j}(x) \phi_{j}(y) \sqrt{\frac{d_{\omega} y}{d_{\omega} x}}\right] \\
= & f(x)
\end{aligned}
$$

Hence, from the equality (3.13) and the fact that $\phi_{j}=0$ on $\partial S$, we have

$$
\begin{aligned}
f(x) & =\sum_{j=1}^{|S|}\left(-\frac{1}{\nu_{j}}\right) \frac{\phi_{j}(x)}{\sqrt{d_{\omega} x}} \int_{\partial S}\left[f \cdot \frac{\partial}{\partial_{\omega} n}\left(D_{S}^{-1 / 2} \phi_{j}\right)\right] \\
& =\sum_{j=1}^{|S|}\left(-\frac{1}{\nu_{j}}\right) \frac{\phi_{j}(x)}{\sqrt{d_{\omega} x}}\left[\sum_{z \in \partial S} f(z) \cdot \frac{\partial}{\partial_{\omega} n}\left(D_{S}^{-1 / 2} \phi_{j}\right)(z) \cdot d z\right] \\
& =\sum_{j=1}^{|S|}\left(-\frac{1}{\nu_{j}}\right) \frac{\phi_{j}(x)}{\sqrt{d_{\omega} x}} \sum_{z \in \partial S} \sigma(z) d z\left[\sum_{y \in S}\left\{\frac{\phi_{j}(z)}{\sqrt{d_{\omega} z}}-\frac{\phi_{j}(y)}{\sqrt{d_{\omega} y}}\right\} \frac{\omega(z, y)}{d_{\omega} z}\right] \\
& =-\sum_{j=1}^{|S|}\left(-\frac{1}{\nu_{j}}\right) \frac{\phi_{j}(x)}{\sqrt{d_{\omega} x}} \sum_{y \in S} \phi_{j}(y) \sqrt{d_{\omega} y}\left(\sum_{z \in \partial S} \frac{\sigma(z) \omega(z, y)}{d_{\omega} y}\right) \\
& =-\sum_{y \in S} \gamma_{\omega, S}(x, y) B_{\sigma}(y) \\
& =-\left\langle\gamma_{\omega, S}(x, \cdot), B_{\sigma}\right\rangle_{S}
\end{aligned}
$$

for each $x \in S$. Moreover, a simple calculation shows that every function of the form (3.11) gives a solution.

The desired uniqueness result now follows easily from Theorem 2.1.
Remark 3.5.
(i) The identity (3.11) can be rewritten as

$$
f(x)=\sum_{j=1}^{|S|} \frac{1}{\nu_{j}} \sum_{y \in S}\left[\sum_{z \in \partial S} \frac{\sigma(z) \omega(y, z)}{d_{\omega} y}\right] \phi_{j}(y) \phi_{j}(x) \sqrt{\frac{d_{\omega} y}{d_{\omega} x}}, \quad x \in S
$$

In fact, $B_{\sigma}$ is a function on $S$ depending only on the value of $\sigma$ on $\partial S$ and $B_{\sigma}(y)=0$ for $y \in S \backslash \stackrel{\circ}{\partial} S$. On the other hand, two different boundary conditions $\sigma_{1}$ and $\sigma_{2}$ may give rise to the same solution whenever $B_{\sigma_{1}}=B_{\sigma_{2}}$.
(ii) (3.11) can be understood as a matrix multiplication by

$$
\begin{equation*}
f=-\gamma_{\omega, S} \cdot B_{\sigma} \text { on } S \tag{3.14}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\Delta_{\omega, S} f=-B_{\sigma} \text { on } S \tag{3.15}
\end{equation*}
$$

in view of (3.8). The relation (3.15) enables us to identify uniquely the boundary values from an $\omega$-harmonic function $f$ with $\Delta_{\omega} f=0$ on $S$.
Now we characterize the $\omega$-harmonic functions with a set of singularities in a subgraph with nonempty boundary.

THEOREM 3.6. Let $S$ be a subgraph of a graph with weight $\omega$ and $T \subset S$. Then every $f: \bar{S} \rightarrow \mathbb{C}$ satisfying

$$
\Delta_{\omega} f(x)=0, \quad x \in S \backslash T
$$

can be uniquely represented as

$$
\begin{equation*}
f(x)=h(x)+\sum_{y \in T} \gamma_{\omega, S}(x, y) \beta(y), \quad x \in \bar{S} \tag{3.16}
\end{equation*}
$$

where $h$ is an $\omega$-harmonic function on $S$ satisfying $\left.h\right|_{\partial S}=\left.f\right|_{\partial S}$ and $\beta(y)=\Delta_{\omega} f(y)$, $y \in T$.

Proof. The uniqueness is easy, by Theorem 2.1. Now let $\beta(y):=\Delta_{\omega} f(y), y \in T$. Then we have

$$
\Delta_{\omega} f(x)=\left\{\begin{aligned}
0, & x \in S \backslash T \\
\beta(x), & x \in T
\end{aligned}\right.
$$

Define, for $x \in \bar{S}$,

$$
f_{1}(x):=\sum_{y \in T} \gamma_{\omega, S}(x, y) \beta(y)
$$

and

$$
h(x):=f(x)-f_{1}(x)
$$

Then $\left.h\right|_{\partial S}=\left.f\right|_{\partial S}$ and, for each $x \in S$,

$$
\begin{aligned}
\Delta_{\omega} h(x) & =\Delta_{\omega} f(x)-\Delta_{\omega}\left[\sum_{y \in T} \sum_{j=1}^{|S|}\left(-\frac{1}{\nu_{j}} \frac{\phi_{j}(x)}{\sqrt{d_{\omega} x}} \cdot \phi_{j}(y) \sqrt{d_{\omega} y}\right) \beta(y)\right] \\
& =\Delta_{\omega} f(x)-\sum_{y \in T} \sum_{j=1}^{|S|} \frac{\phi_{j}(x)}{\sqrt{d_{\omega} x}} \cdot\left[\phi_{j}(y) \sqrt{d_{\omega} y} \beta(y)\right] \\
& =\Delta_{\omega} f(x)-\sum_{y \in T} \delta(x, y) \beta(y) \\
& =0
\end{aligned}
$$

which completes the proof.

Remark 3.7.
(i) In particular, if $T=\left\{x_{0}\right\}, x_{0} \in S$, then (3.16) can be written simply as

$$
f(x)=h(x)+\gamma_{\omega, S}\left(x, x_{0}\right) \beta\left(x_{0}\right),
$$

where $\beta\left(x_{0}\right)=\Delta_{\omega} f\left(x_{0}\right)$.
(ii) In fact, in view of (3.16) and Theorem 3.4, the solution to the nonhomogeneous DBVP

$$
\left\{\begin{aligned}
\Delta_{\omega} f(x) & =g(x), \quad x \in S, \\
\left.f\right|_{\partial S} & =\sigma
\end{aligned}\right.
$$

can be represented by

$$
f(x)=-\left\langle\gamma_{\omega, S}(x, \cdot), B_{\sigma}\right\rangle_{S}+\left\langle\gamma_{\omega, S}(x, \cdot), g\right\rangle_{S}
$$

Now we will discuss the Neumann boundary value problem (NBVP). The solvability of the NBVP and its proof have not been seen yet in any literature, at least to the best of the authors' knowledge.

First, we recall Green's formula

$$
\int_{S} \Delta_{\omega} f=\int_{\partial S} \frac{\partial f}{\partial_{\omega} n} .
$$

Hence, if there exists a solution to

$$
\begin{cases}\Delta_{\omega} f=g & \text { on } S \\ \frac{\partial f}{\partial_{\omega} n}=\psi & \text { on } \partial S\end{cases}
$$

then by Green's formula it is necessary that $\int_{S} g=\int_{\partial S} \psi$.
Theorem 3.8. Let $S$ be a subgraph of a host graph $G$ with a weight $\omega$ and let $f: \bar{S} \rightarrow \mathbb{R}, g: S \rightarrow \mathbb{R}$, and $\psi: \partial S \rightarrow \mathbb{R}$ be functions with $\int_{\partial S} \psi=\int_{S} g$. Then the solution to the NBVP

$$
\left\{\begin{array}{l}
\Delta_{\omega} f(x)=g(x), \quad x \in S \\
\frac{\partial f}{\partial_{\omega} n}(z)=\psi(z), \quad z \in \partial S
\end{array}\right.
$$

is given by

$$
f(x)=a_{0}+\left\langle\Gamma_{\omega}(x, \cdot), g\right\rangle_{S}-\left\langle\Gamma_{\omega}(x, \cdot), \psi\right\rangle_{\partial S}
$$

where $\Gamma_{\omega}$ is the Green function of $\Delta_{\omega}$ on the graph $\bar{S}$ as a new host graph of $S$ and $a_{0}$ is an arbitrary constant.

Proof. We rewrite the NBVP as

$$
\begin{cases}\sum_{y \in \bar{S}}[f(y)-f(x)] \frac{\omega(x, y)}{d_{\omega} x}=g(x), & x \in S  \tag{3.17}\\ \sum_{y \in S}[f(y)-f(z)] \frac{\omega(y, z)}{d_{\omega}^{\prime} z}=-\psi(z), & z \in \partial S\end{cases}
$$

To solve the system (3.17), consider $\bar{S}$ as a new host graph with the weight $\omega$ and with no boundary. Then $S$ is still a subgraph of $\bar{S}$. (In fact, we should note here that if we regard $\bar{S}$ as a subgraph of $G$, then its boundary $\partial \bar{S}$ may not be empty.) Then, for each $z \in \partial S$, the inner degree $d_{\omega}^{\prime} z$ is equal to $d_{\omega} z$ in this new graph $\bar{S}$, since
the induced subgraph has no edges between the vertices on $\partial S$. Hence (3.17) can be written as

$$
\begin{cases}\sum_{y \in V_{0}}[f(y)-f(x)] \frac{\omega(x, y)}{d_{\omega} x}=g(x), & x \in S  \tag{3.18}\\ \sum_{y \in V_{0}}[f(y)-f(z)] \frac{\omega(y, z)}{d_{\omega}^{\prime} z}=-\psi(z), & z \in \partial S\end{cases}
$$

where $V_{0}$ is the set of vertices in $\bar{S}$. Hence (3.18) is equivalent to

$$
\begin{equation*}
\sum_{y \in V_{0}}[f(y)-f(x)] \frac{\omega(x, y)}{d_{\omega} x}=\Psi(x), \quad x \in \bar{S} \tag{3.19}
\end{equation*}
$$

where

$$
\Psi(x)=\left\{\begin{aligned}
g(x), & x \in S \\
-\psi(x), & x \in \partial S
\end{aligned}\right.
$$

Therefore, the NBVP is equivalent to

$$
\Delta_{\omega} f(x)=\Psi(x), \quad x \in \bar{S}
$$

Thus, it follows from Theorem 3.1 that

$$
\begin{aligned}
f(x) & =a_{0}+\left\langle\Gamma_{\omega}(x, \cdot), \Psi\right\rangle \\
& =a_{0}+\sum_{y \in V_{0}} \Gamma_{\omega}(x, y) \Psi(y) \\
& =a_{0}+\sum_{y \in S} \Gamma_{\omega}(x, y) g(y)-\sum_{z \in \partial S} \Gamma_{\omega}(x, z) \psi(z) \\
& =a_{0}+\left\langle\Gamma_{\omega}(x, \cdot), g\right\rangle_{S}-\left\langle\Gamma_{\omega}(x, \cdot), \psi\right\rangle_{\partial S}
\end{aligned}
$$

where $a_{0}$ is an arbitrary constant. This completes the proof.
Remark 3.9. The solution to the NBVP is uniquely determined by the Neumann data $\psi$ on $\partial S$ up to an additive constant. Thus, we get a unique solution if we prescribe the value of $f$ at some vertex in $S$ or, for example, if we seek the solution $f$ with $\int_{S} f=$ (a given constant).
4. Inverse problems. In the previous section, we have seen that for a function $\psi: \partial S \rightarrow \mathbb{R}$ with $\int_{\partial S} \psi=0$ the NBVP

$$
(N B V P)\left\{\begin{array}{l}
\Delta_{\omega} f(x)=0, \quad x \in S \\
\frac{\partial f}{\partial_{\omega} n}(z)=\psi(z), \quad z \in \partial S
\end{array}\right.
$$

has a unique solution up to an additive constant. Therefore, the Dirichlet data $\left.f\right|_{\partial S}$ is well defined up to an additive constant.

In this section, we will discuss the inverse conductivity problem on the network (graph) $S$ with nonempty boundary, which consists in recovering the conductivity (connectivity or weight) $\omega$ of the graph by using the so-called input-output map, for example, by using the Dirichlet data induced by the Neumann data (Neumann-toDirichlet map), with one boundary measurement.

In order to deal with this inverse problem, we need at least to know or be given the boundary data such as $f(z), \frac{\partial f}{\partial_{\omega} n}(z)$ for $z \in \partial S$ and $\omega$ near the boundary. So it
is natural to assume that $\left.f\right|_{\partial S},\left.\frac{\partial f}{\partial_{\omega} n}\right|_{\partial S}$, and $\left.\omega\right|_{\partial S \times{ }_{\partial} S}$ are known (given or measured). But even though we are given all these data on the boundary, we are not guaranteed, in general, to be able to identify the conductivity $\omega$ uniquely. To illustrate this we consider a graph $S$ whose vertices are $\{1,2,3\}$ and $\partial S=\{0,4\}$ as follows:

with the weight

$$
\omega(0,1)=1, \omega(0, k)=0 \quad(k=2,3,4)
$$

and

$$
\omega(3,4)=1, \omega(k, 4)=0 \quad(k=0,1,2)
$$

Let $f: \bar{S} \rightarrow \mathbb{R}$ be a function satisfying $\Delta_{\omega} f(k)=0, k=1,2,3$. Assume that

$$
f(0)=0, f(1)=1, f(3)=3, f(4)=4, f(2)=(\text { unknown })
$$

Thus, since $\stackrel{\circ}{\partial} S=\{1,3\}$, the boundary data $\left.f\right|_{\partial S},\left.\frac{\partial f}{\partial_{\omega} n}\right|_{\partial S}$ and $\left.\omega\right|_{\partial S \times \dot{\circ} S}$ are known.
In fact,

$$
\begin{aligned}
\frac{\partial f}{\partial_{\omega} n}(0) & =f(0)-f(1)
\end{aligned}=-1, ~ \begin{aligned}
\frac{\partial f}{\partial_{\omega} n}(4) & =f(4)-f(3)
\end{aligned}
$$

The problem is to determine

$$
\omega(1,2)=x, \quad \omega(2,3)=y, \quad \omega(1,3)=z, \quad \text { and } \quad f(2)
$$

From $\Delta_{\omega} f(k)=0, k=1,2,3$, we have

$$
\begin{aligned}
& f(1)=\frac{f(0)+x f(2)+z f(3)}{1+x+z}=1, \\
& f(2)=\frac{x f(1)+y f(3)}{x+y} \\
& f(3)=\frac{z f(1)+y f(2)+f(4)}{z+y+1}=3 .
\end{aligned}
$$

This system is equivalent to

$$
\left\{\begin{array}{l}
x(y-1)+y(x-1)+2 z(x+y)=0  \tag{4.1}\\
f(2)=\frac{x+3 y}{x+y}
\end{array}\right.
$$

This system has infinitely many solutions. For instance, assume $z=0$; that is, the two vertices 1 and 3 are not adjacent. Then (4.1) is reduced to

$$
\left\{\begin{array}{l}
\frac{1}{x}+\frac{1}{y}=2  \tag{4.2}\\
f(2)=\frac{x+3 y}{x+y}
\end{array}\right.
$$

For example, $(x, y, z)=(1,1,0)$ or $(2,2 / 3,0)$ satisfy the first equation. In fact, it is easy to see that there are infinitely many pairs $(x, y)$ of nonnegative numbers satisfying the first equation in (4.2) so that $f(2)$ is undetermined as a result.

In view of the above example, in order to determine the weight $\omega$ uniquely we need some more information other than $\left.f\right|_{\partial S},\left.\frac{\partial f}{\partial_{\omega} n}\right|_{\partial S}$, and $\left.\omega\right|_{\partial S \times \partial{ }_{\partial}}$. To motivate the main theorem we impose in this example the additional constraints that

$$
\begin{equation*}
x \geq 1, y \geq 1, \text { and } z \geq 0 \tag{4.3}
\end{equation*}
$$

in (4.1). Then (4.1) yields a unique triple of solution $x=1, y=1, z=0$, and $f(2)=2$.

As a matter of fact, even the inverse conductivity problem of the diffusion equation

$$
P[a ; u]:=\left\{\begin{array}{l}
\operatorname{div}[a(x) \nabla u(x)]=0, \quad x \in \Omega  \tag{4.4}\\
\left.u\right|_{\partial \Omega}=\sigma
\end{array}\right.
$$

in a bounded open subset $\Omega \subset \mathbb{R}^{n}$ has been studied under some additional constraints besides Dirichlet and Neumann data (see [A], [BF], [Ca], [I], [IP], and [SU]). In particular, in $[\mathrm{A}]$ and $[\mathrm{I}]$ it is shown that there is a global uniqueness result under the condition that
(i) $a_{1}=a_{2}$ near $\partial \Omega$, and $a_{1} \leq a_{2}$ in $\Omega$,
(ii) $\frac{\partial u_{1}}{\partial n}=\frac{\partial u_{2}}{\partial n}$ on $\partial \Omega$,
(iii) $\int_{\Omega} u_{1}=\int_{\Omega} u_{2}=0$,
where $P\left[a_{j} ; u_{j}\right]=0, j=1,2$ in (4.4).
Now we are in a position to state the first main theorem of this paper.
THEOREM 4.1. Let $\omega_{1}$ and $\omega_{2}$ be weights with $\omega_{1} \leq \omega_{2}$ on $\bar{S} \times \bar{S}$ and $f_{1}, f_{2}$ : $\bar{S} \rightarrow \mathbb{R}$ be functions satisfying that

$$
\left\{\begin{array}{l}
\Delta_{\omega_{j}} f_{j}(x)=0, \quad x \in S \\
\frac{\partial f}{\partial_{\omega_{j}} n}(z)=\psi(z), \quad z \in \partial S
\end{array}\right.
$$

for a given function $\psi: \partial S \rightarrow \mathbb{R}$ with $\int_{\partial S} \psi=0$ and $j=1,2$.
If we assume that
(i) $\omega_{1}(z, y)=\omega_{2}(z, y)$ on $\partial S \times \stackrel{\circ}{\partial S}$,
(ii) $\left.f_{1}\right|_{\partial S}=\left.f_{2}\right|_{\partial S}$,
then we have
(i) $f_{1}=f_{2}$ on $\bar{S}$,
(ii) $\omega_{1}(x, y)=\omega_{2}(x, y)$ whenever $f_{1}(x) \neq f_{1}(y)$, or $f_{2}(x) \neq f_{2}(y)$.

To prove this result we adapt the method of energy functionals, extensively used for theory of nonlinear partial differential equations. For functions $\sigma: \partial S \rightarrow \mathbb{R}$ and $g: \bar{S} \rightarrow \mathbb{R}$ we define a functional by

$$
\begin{equation*}
I_{\omega}[h]:=\int_{\bar{S}}\left[\frac{1}{4}\left|\nabla_{\omega} h\right|^{2}-h g\right] \tag{4.5}
\end{equation*}
$$

for every function $h$ in the set

$$
\begin{equation*}
A:=\left\{h: \bar{S} \rightarrow \mathbb{R}|\quad h|_{\partial S}=\sigma\right\} \tag{4.6}
\end{equation*}
$$

which is called the admissible set. In the continuous case, the well-known Dirichlet principle states that the energy minimizer in the admissible set is a solution of the DBVP. We derive here the discrete version of Dirichlet's principle as follows.

THEOREM 4.2 (Dirichlet's principle). Assume that $f: \bar{S} \rightarrow \mathbb{R}$ is a solution to

$$
\left\{\begin{array}{l}
-\Delta_{\omega} f=g \quad \text { on } S  \tag{4.7}\\
\left.f\right|_{\partial S}=\sigma
\end{array}\right.
$$

Then

$$
\begin{equation*}
I_{\omega}[f]=\min _{h \in A} I_{\omega}[h] \tag{4.8}
\end{equation*}
$$

Conversely, if $f \in A$ satisfies (4.8), then $f$ is the solution of (4.7), and the only one.
Proof. Let $h$ be a function in $A$. Then, making use of (1.2) in Theorem 1.2, we have

$$
\begin{aligned}
0 & =\int_{\bar{S}}\left(-\Delta_{\omega} f-g\right)(f-h) \\
& =\int_{\bar{S}}\left[\left(-\Delta_{\omega} f\right)(f-h)-g(f-h)\right] \\
& =\int_{\bar{S}}\left[\frac{1}{2} \nabla_{\omega} f \cdot \nabla_{\omega}(f-h)-g(f-h)\right] \\
& =\frac{1}{2} \int_{\bar{S}}\left|\nabla_{\omega} f\right|^{2}-\frac{1}{2} \int_{\bar{S}} \nabla_{\omega} f \cdot \nabla_{\omega} h-\int_{\bar{S}} g(f-h)
\end{aligned}
$$

Hence

$$
\begin{aligned}
\int_{\bar{S}}\left[\frac{1}{2}\left|\nabla_{\omega} f\right|^{2}-g f\right] & =\int_{\bar{S}}\left[\frac{1}{2} \nabla_{\omega} f \cdot \nabla_{\omega} h-g h\right] \\
& =\frac{1}{2} \sum_{x \in \bar{S}} \sum_{y \in \bar{S}}|[f(y)-f(x)] \cdot[h(y)-h(x)]| \cdot \omega(x, y)-\int_{\bar{S}} g h \\
& \leq \frac{1}{2} \sum_{x \in \bar{S}} \sum_{y \in \bar{S}} \frac{[f(y)-f(x)]^{2}+[h(y)-h(x)]^{2}}{2} \cdot \omega(x, y)-\int_{\bar{S}} g h \\
& =\frac{1}{4} \int_{\bar{S}}\left|\nabla_{\omega} f\right|^{2}+\frac{1}{4} \int_{\bar{S}}\left|\nabla_{\omega} h\right|^{2}-\int_{\bar{S}} g h
\end{aligned}
$$

where we used the triangular inequality

$$
|a b| \leq \frac{a^{2}+b^{2}}{2}, \quad a, b \in \mathbb{R}
$$

Thus, it follows that

$$
\int_{\bar{S}}\left[\frac{1}{4}\left|\nabla_{\omega} f\right|^{2}-g f\right] \leq \int_{\bar{S}}\left[\frac{1}{4}\left|\nabla_{\omega} h\right|^{2}-g h\right]
$$

which implies

$$
I_{\omega}[f] \leq I_{\omega}[h], \quad h \in A
$$

Since $f \in A$, we have

$$
\min _{h \in A} I_{\omega}[h]=I_{\omega}[f] .
$$

Now we prove the converse. Let $T$ be a subset of vertices in $S$ and

$$
\chi_{T}(x)= \begin{cases}1, & x \in T \\ 0 & \text { otherwise } .\end{cases}
$$

Then $f+\tau \chi_{T} \in A$ for each real number $\tau$, since $\chi_{T}=0$ on $\partial S$. Define

$$
i(\tau):=I_{\omega}\left[f+\tau \chi_{T}\right], \quad \tau \in \mathbb{R}
$$

Then

$$
\begin{aligned}
i(\tau) & =\int_{\bar{S}}\left[\frac{1}{4}\left|\nabla_{\omega} f+\tau \nabla_{\omega} \chi_{T}\right|^{2}-\left(f+\tau \chi_{T}\right) g\right] \\
& =\frac{1}{4} \int_{\bar{S}}\left|\nabla_{\omega} f\right|^{2}+2 \tau \nabla_{\omega} f \cdot \nabla_{\omega} \chi_{T}+\tau^{2}\left|\nabla_{\omega} \chi_{T}\right|^{2}-\int_{\bar{S}}\left(f+\tau \chi_{T}\right) g
\end{aligned}
$$

Note that the scalar function $i(\tau)$ has a minimum at $\tau=0$ and thus $\frac{d i}{d \tau}(0)=0$. That is,

$$
\begin{aligned}
0 & =\frac{1}{2} \int_{\bar{S}} \nabla_{\omega} f \cdot \nabla_{\omega} \chi_{T}-\int_{\bar{S}} \chi_{T} \cdot g \\
& =\int_{\bar{S}}\left[\chi_{T}\left(-\Delta_{\omega} f-g\right)\right] \\
& =\sum_{x \in T}\left[-\Delta_{\omega} f(x)-g(x)\right] d_{\omega} x .
\end{aligned}
$$

In particular, taking $T=\{x\}, x \in S$, we obtain

$$
-\Delta_{\omega} f(x)-g(x)=0
$$

which is the required result. The uniqueness follows from Theorem 3.4.
Now we are ready to prove Theorem 4.1.
Proof of Theorem 4.1.
(i) Let $\sigma: \partial S \rightarrow \mathbb{R}$ be the function defined by

$$
\sigma(z)=f_{1}(z)=f_{2}(z), \quad z \in \partial S,
$$

using the hypothesis (ii). Define

$$
I_{\omega_{1}}[h]:=\frac{1}{4} \int_{\bar{S}}\left|\nabla_{\omega_{1}} h\right|^{2} d_{\omega_{1}}
$$

for every $h$ in the admissible set

$$
A=\left\{h: \bar{S} \rightarrow \mathbb{R}|\quad h|_{\partial S}=\sigma\right\} .
$$

Then, by virtue of Theorem 1.2 we have

$$
\begin{aligned}
I_{\omega_{1}}[h] & =\frac{1}{2} \int_{\bar{S}} h\left(-\Delta_{\omega_{1}} h\right) d_{\omega_{1}} \\
& =\frac{1}{2} \int_{S} h\left(-\Delta_{\omega_{1}} h\right) d_{\omega_{1}}+\frac{1}{2} \int_{\partial S} h\left(-\Delta_{\omega_{1}} h\right) d_{\omega_{1}}
\end{aligned}
$$

Moreover, by the coincidence of the Dirichlet and Neumann data we can see that the boundary $\partial S$ and the inner boundary $\stackrel{\circ}{\partial} S$ are well defined independently of the values of the weights $\omega_{1}, \omega_{2}$ and, moreover, for $z \in \partial S$,

$$
\begin{align*}
& d_{\omega_{1}} z=\sum_{y \in \grave{\partial} S} \omega_{1}(z, y)=\sum_{y \in \grave{\partial} S} \omega_{2}(z, y)=d_{\omega_{2}} z  \tag{4.9}\\
& \Delta_{\omega_{1}} f_{1}(z)=\sum_{y \in \grave{\partial} S}\left[f_{1}(y)-f_{1}(z)\right] \frac{\omega_{1}(z, y)}{d_{\omega_{1}} z}  \tag{4.10}\\
& =\sum_{y \in \grave{\partial} S}\left[f_{2}(y)-f_{2}(z)\right] \frac{\omega_{2}(z, y)}{d_{\omega_{2}} z} \\
& =\Delta_{\omega_{2}} f_{2}(z)
\end{align*}
$$

Then, it follows from the condition $\omega_{1} \leq \omega_{2}$ that

$$
\begin{aligned}
I_{\omega_{1}}\left[f_{1}\right] & =\frac{1}{2} \int_{\partial S} f_{1}\left(-\Delta_{\omega_{1}} f_{1}\right) d_{\omega_{1}} \\
& =\frac{1}{2} \int_{\partial S} f_{2}\left(-\Delta_{\omega_{2}} f_{2}\right) d_{\omega_{1}} \\
& =\frac{1}{2} \int_{S} f_{2}\left(-\Delta_{\omega_{2}} f_{2}\right) d_{\omega_{2}}+\frac{1}{2} \int_{\partial S} f_{2}\left(-\Delta_{\omega_{2}} f_{2}\right) d_{\omega_{2}} \\
& =\frac{1}{2} \int_{\bar{S}} f_{2}\left(-\Delta_{\omega_{2}} f_{2}\right) d_{\omega_{2}} \\
& =\frac{1}{4} \int_{\bar{S}}\left|\nabla_{\omega_{2}} f_{2}\right|^{2} d_{\omega_{2}} \\
& =\frac{1}{4} \sum_{x \in \bar{S}} \sum_{y \in \bar{S}}\left[f_{2}(x)-f_{2}(y)\right]^{2} \omega_{2}(x, y) \\
& \geq \frac{1}{4} \sum_{x \in \bar{S}} \sum_{y \in \bar{S}}\left[f_{2}(x)-f_{2}(y)\right]^{2} \omega_{1}(x, y) \\
& =\frac{1}{4} \int_{\bar{S}}\left|\nabla_{\omega_{1}} f_{2}\right|^{2} d_{\omega_{1}} \\
& =I_{\omega_{1}}\left[f_{2}\right]
\end{aligned}
$$

Using Dirichlet's principle (Theorem 4.2), one sees that $f_{1}=f_{2}$ on $\bar{S}$.
(ii) In the proof of (i) we actually have proved that $I_{\omega_{1}}\left[f_{1}\right]=I_{\omega_{1}}\left[f_{2}\right]$. In other words, taking $f:=f_{1}=f_{2}$ on $\bar{S}$,

$$
\sum_{x \in \bar{S}} \sum_{y \in \bar{S}}[f(x)-f(y)]^{2} \omega_{2}(x, y)=\sum_{x \in \bar{S}} \sum_{y \in \bar{S}}[f(x)-f(y)]^{2} \omega_{1}(x, y)
$$

or, equivalently,

$$
\sum_{x \in \bar{S}} \sum_{y \in \bar{S}}[f(x)-f(y)]^{2} \cdot\left[\omega_{2}(x, y)-\omega_{1}(x, y)\right]=0
$$

Therefore, we have

$$
[f(x)-f(y)]^{2} \cdot\left[\omega_{2}(x, y)-\omega_{1}(x, y)\right]=0
$$

for all $x \in \bar{S}$ and $y \in \bar{S}$. This gives (ii).
Remark 4.3. In Theorem 4.1 above, if $f:=f_{1}=f_{2}$ is injective on $S$, then we are able to get $\omega_{1}=\omega_{2}$ on $\bar{S} \times \bar{S}$. For example, if $S$ is the path $P_{n}$ on $n$ vertices with arbitrary weight $\omega$, then it is not hard to see that every nonconstant $\omega$-harmonic function $f$ on $P_{n}$ is strictly monotonic and hence all the weights are identified. But, in general, most graphs, even with the standard weight do not admit an injective solution to the DBVP or NBVP. Therefore, it will be quite interesting to figure out a pair of graphs and weights which admits an injective solution to the DBVP or NBVP.

To develop an idea to improve Theorem 4.1 we consider a graph $S=\{1,2,3,4,5$, $6\}$ with $\partial S=\{0,7\}$ as follows:


Suppose that $\omega_{1}$ is the standard weight and $\omega_{2}$ is the weight given by $\omega_{1}=\omega_{2}$ except only $\omega_{2}(3,4)=k, k \geq 1$. Then $\omega_{1} \leq \omega_{2}$ throughout the graph $\bar{S}$ and $\omega_{1}=\omega_{2}$ except on the edge $\{3,4\}$. Now define a function $f: \bar{S} \rightarrow \mathbb{R}$ as

$$
\begin{gathered}
f(0)=a, f(1)=a-\alpha, f(2)=a-2 \alpha, f(3)=f(4)=\frac{2 a-5 \alpha}{2} \\
f(5)=a-3 \alpha, f(6)=a-4 \alpha, f(7)=a-5 \alpha
\end{gathered}
$$

where $a$ and $\alpha$ are arbitrary real numbers. Then it is easy to verify that $f$ satisfies both the equations

$$
\Delta_{\omega_{1}} f(x)=0=\Delta_{\omega_{2}} f(x), \quad x \in S
$$

Here, we note that $f$ is uniquely determined by the Dirichlet data $f(0)=a, f(7)=a$ $-5 \alpha$ and the Neumann data

$$
\frac{\partial f}{\partial_{\omega} n}(0)=f(0)-f(1)=\alpha, \quad \frac{\partial f}{\partial_{\omega} n}(7)=f(7)-f(6)=-\alpha
$$

and each value $f(x)$ is determined regardless of the weight $\omega_{2}(3,4)=k$. This implies that we cannot identify the weight $\omega_{2}(3,4)=k$ even with all possible boundary data. To derive a key idea to overcome this difficulty, we take $a>0$ and $\alpha$ so that $f(0)>0$ and $f(7)>0$. By a direct calculation (or using Corollary 2.2) we see that

$$
f(m)>0, m=0,1,2, \ldots, 7
$$

Suppose that $f$ satisfies the relation

$$
\begin{equation*}
\int_{S} f d_{\omega_{1}}=\int_{S} f d_{\omega_{2}} \tag{4.11}
\end{equation*}
$$

Then, since

$$
\int_{S} f d_{\omega_{1}}=2 f(1)+3 f(2)+3 f(3)+3 f(4)+3 f(5)+2 f(6)
$$

and

$$
\int_{S} f d_{\omega_{2}}=2 f(1)+3 f(2)+(2+k) f(3)+(2+k) f(4)+3 f(5)+2 f(6)
$$

it follows that

$$
k[f(3)+f(4)]=f(3)+f(4)
$$

which gives $k=1$. Therefore, in order to identify the weight over all edges we need to impose an additional condition such as (4.11).

Now we return to the general situation. We know that for a function $\psi: \partial S \rightarrow \mathbb{R}$ with $\int_{\partial S} \psi=0$ and $j=1,2$, the equation

$$
\left\{\begin{array}{l}
\Delta_{\omega_{j}} h_{j}(x)=0, x \in S  \tag{4.12}\\
\frac{\partial h}{\partial_{\omega_{j}} n}(z)=\psi(z), z \in \partial S \\
\int_{S} h_{j} d_{\omega_{j}}=0
\end{array}\right.
$$

has a unique pair of solutions $\left(h_{1}, h_{2}\right)$. Let

$$
\begin{equation*}
m_{j}=\min _{z \in \partial S} h_{j}(z), \quad j=1,2 \tag{4.13}
\end{equation*}
$$

and

$$
\begin{equation*}
m_{0}=\max _{j=1,2}\left|m_{j}\right| \cdot \operatorname{vol}\left(S, \omega_{j}\right) \tag{4.14}
\end{equation*}
$$

where $\operatorname{vol}\left(S, \omega_{j}\right)=\sum_{x \in S} d_{\omega_{j}} x$.
Motivated by the above example, we refine Theorem 4.1 as follows.
THEOREM 4.4. Let $\omega_{1}$ and $\omega_{2}$ be weights with $\omega_{1} \leq \omega_{2}$ on $\bar{S} \times \bar{S}$ and $f_{1}, f_{2}$ : $\bar{S} \rightarrow \mathbb{R}$ be functions satisfying that for each $j=1,2$,

$$
\left\{\begin{array}{l}
\Delta_{\omega_{j}} f_{j}(x)=0, x \in S  \tag{4.15}\\
\frac{\partial f}{\partial_{\omega_{j}} n}(z)=\psi(z), z \in \partial S \\
\int_{S} f_{j} d_{\omega_{j}}=K
\end{array}\right.
$$

for a given function $\psi: \partial S \rightarrow \mathbb{R}$ with $\int_{\partial S} \psi=0$ and a given constant $K$ with $K>m_{0}$.
(Here, $m_{0}$ is the constant in (4.14).)
If we assume that
(i) $\omega_{1}(z, y)=\omega_{2}(z, y)$ on $\partial S \times \stackrel{\circ}{\partial}^{\circ}$,
(ii) $\left.f_{1}\right|_{\partial S}=\left.f_{2}\right|_{\partial S}$,
then we have

$$
f_{1} \equiv f_{2}
$$

and

$$
\omega_{1}(x, y)=\omega_{2}(x, y)
$$

for all $x$ and $y$ in $\bar{S}$.

Proof. We have already shown in Theorem 4.1 that $f_{1} \equiv f_{2}$. Now, for each $j=1,2$, we choose a constant $C_{j}$ so that $C_{j} \cdot \operatorname{vol}\left(S, \omega_{j}\right)=K$. Then, it follows that $C_{j}>\left|m_{j}\right|$ and hence $h_{j}(x)+C_{j}>0, x \in S$, by the maximum principle (or Corollary 2.2). Moreover, the function $\tilde{h}(x):=h_{j}(x)+C_{j}$ satisfies (4.15). By the uniqueness of the solution we have

$$
f_{j}(x)=\tilde{h}(x)=h_{j}(x)+C_{j}>0, x \in S
$$

Let $f:=f_{1}=f_{2}$ on $\bar{S}$. Then it follows from the condition $\int_{S} f_{1} d_{\omega_{1}}=K=$ $\int_{S} f_{2} d_{\omega_{2}}$ that

$$
\sum_{x \in S} f(x) d_{\omega_{1}}(x)=\sum_{x \in S} f(x) d_{\omega_{2}}(x)
$$

or, equivalently,

$$
\sum_{x \in S} f(x)\left[d_{\omega_{2}}(x)-d_{\omega_{1}}(x)\right]=0
$$

Since $f(x)>0$ and $d_{\omega_{1}}(x) \geq d_{\omega_{1}}(x)$ for all $x \in S$, we have

$$
\begin{aligned}
0 & =d_{\omega_{2}}(x)-d_{\omega_{1}}(x) \\
& =\sum_{y \in \bar{S}}\left[\omega_{2}(x, y)-\omega_{2}(x, y)\right] .
\end{aligned}
$$

Since $\omega_{1}(x, y) \leq \omega_{2}(x, y)$, we obtain

$$
\omega_{1}(x, y)=\omega_{2}(x, y)
$$

for all $x$ and $y$ in $\bar{S}$, as required.
Remark 4.5. In the above proof, the condition $K>m_{0}$ was used only to guarantee that $f_{j}(x)>0, x \in S$. Hence, if we replace this condition by $\left.f\right|_{\partial S}>0, j=1,2$, in Theorem 4.4, we arrive at the same conclusion. Practically the positive solutions are easily available by adjusting the boundary values.

As seen in the study of the inverse conductivity problem in the continuous case (see, for instance, $[\mathrm{A}],[\mathrm{Ca}],[\mathrm{I}],[\mathrm{IP}],[\mathrm{SU}]$ ), it would be worthwhile to prove the uniqueness under a condition weaker than the monotonicity condition $\omega_{1} \leq \omega_{2}$ imposed above. Moreover, it would also be interesting to consider a stability theorem for the same conductivity equation.
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#### Abstract

A theoretical and computational framework for computing intrinsic distance functions and geodesics on submanifolds of $\mathbb{R}^{d}$ given by point clouds is introduced and developed in this paper. The basic idea is that, as shown here, intrinsic distance functions and geodesics on general co-dimension submanifolds of $\mathbb{R}^{d}$ can be accurately approximated by extrinsic Euclidean ones computed inside a thin offset band surrounding the manifold. This permits the use of computationally optimal algorithms for computing distance functions in Cartesian grids. We use these algorithms, modified to deal with spaces with boundaries, and obtain a computationally optimal approach also for the case of intrinsic distance functions on submanifolds of $\mathbb{R}^{d}$. For point clouds, the offset band is constructed without the need to explicitly find the underlying manifold, thereby computing intrinsic distance functions and geodesics on point clouds while skipping the manifold reconstruction step. The case of point clouds representing noisy samples of a submanifold of Euclidean space is studied as well. All the underlying theoretical results are presented along with experimental examples for diverse applications and comparisons to graph-based distance algorithms.
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1. Introduction. One of the most popular sources of point clouds are threedimensional (3D) shape acquisition devices, such as laser range scanners, with applications in geoscience, art (e.g., archival study), medicine (e.g., prosthetics), manufacturing (from cars to clothes), and security (e.g., recognition), among other disciplines. These scanners generally provide raw data in the form of (noisy) unorganized point clouds representing surface samples, and often produce very large numbers of points (tens of millions, for example, for the David model used in this paper). With the increasing popularity and very broad applications of this source of data, it is natural and important to work directly with such representations, without having to go through the intermediate step of fitting a surface to each (a step that can add computational complexity and introduce errors). See, for example, [11, 18, 20, 29, 33, 45, 46, 56, 58] for a few recent works with this type of data. Note that point clouds can also be used as primitives for visualization (e.g., [12, 33, 59]), as well as for editing [72].

Another important field where point clouds are found is in the representation of high-dimensional manifolds by samples (see, for example, [36, 44, 67]). This type of high-dimensional and general codimensional data appears in almost all disciplines, from computational biology to image analysis and financial data. Due to the extremely high number of dimensions in this case, it is impossible to perform manifold reconstruction, and the work needs to be done directly on the raw data, meaning the

[^65]point cloud. Also in this area, large amounts of data are becoming available, from neuroscience experiments with neural recording of millions of points to large image and protein databases.

Note that in general a point cloud representation is codimension free, in contrast with other popular representations such as triangular meshes. Some operations, such as the union of point clouds acquired from multiple views, are much easier when performed directly on the representations than when performed on the triangular meshes obtained from them. This paper addresses one of the most fundamental operations in the study and processing of submanifolds of Euclidean space, the computation of intrinsic distance functions and geodesics. We show that these computations can be made by working directly with the point cloud, without the need for reconstructing the underlying manifold. Even if possible (for example, at low dimensions), the meshing operation is avoided, saving computations and improving accuracy. The distance computation itself is performed in computationally optimal time. We present the corresponding theoretical results, experimental examples, and basic comparisons to mesh-based distance algorithms. ${ }^{1}$ The results are valid for general dimensions and codimensions, and for (underlying) manifolds with or without boundary. These results include the analysis of noisy point clouds obtained from sampling the manifold. We provide bounds on the accuracy of the computations that depend on the sampling rate and pattern as well as on the noise, thereby addressing real manifold sampling scenarios.

A number of key building blocks are part of the framework introduced here. The first one is based on the fact that distance functions intrinsic to a given submanifold of $\mathbb{R}^{d}$ can be accurately approximated by Euclidean distance functions computed in a thin offset band that surrounds this manifold. This concept was first introduced in [49], where convergence results were given for hypersurfaces (codimension one submanifolds of $\mathbb{R}^{d}$ ) without boundary. This result is reviewed in section 2. In this paper, we first extend these results to general codimensions and deal with manifolds with or without boundary in section 3. Interestingly, we also show that the approximation is true not only for the intrinsic distance function but also for the intrinsic minimizing geodesic.

The approximation of intrinsic distance functions (and geodesics) by extrinsic Euclidean ones permits us to compute them using computationally optimal algorithms in Cartesian grids (as long as the discretization operation is permitted, memorywise; ${ }^{2}$ see sections 7.1 and 8). These algorithms are based on the fact that the distance function satisfies a Hamilton-Jacobi partial differential equation (see section 2), for which consistent and fast algorithms have been developed in Cartesian grids [35, 62, $63,69] .{ }^{3}$ (See [40] for extensions to triangular meshes, and [68] for other HamiltonJacobi equations.) That is, due to these results, we can use computationally optimal algorithms in Cartesian grids (with boundaries) also to compute distance functions, and from them geodesics, ${ }^{4}$ intrinsic to a given manifold, and in a computationally

[^66]optimal fashion. Note that, in contrast with the popular Dijkstra algorithm, these numerical techniques are consistent; they converge to the true distance when the grid is refined. Dijkstra's algorithm suffers from digitization bias due to metrication error when implemented on a grid (if no new graph edges are added to account for the new diagonals in each successive level of refinement of the grid); see [52, 53].

Once these basic results are available, we can then move on and deal with point clouds. The basic idea here is to construct the offset band directly from the point cloud, without the intermediate step of manifold reconstruction. ${ }^{5}$ This is addressed in section 4 and section 5 for noise-free points and manifold samples, and in section 6 for points considered to be noisy samples of the manifold. In these cases, we explicitly compute the probability that the constructed offset band contains the underlying manifold. As we expect, this probability is a function of the number of point samples, the noise level, the size of the offset, and the basic geometric characteristics of the underlying manifold. This then covers the most realistic scenario, where the manifold is randomly sampled and the samples contain noise, thereby providing bounds that relate the error to the quality of the data. In the experimental section, section 7 , we present a number of important applications. These applications are given to show the importance of this novel computational framework, and are by no means exhaustive. The data used in these examples were obtained from real acquisition devices, following laser scanning and photometric stereo. Concluding remarks are presented in section 8, where we also report the directions our research is taking.

To conclude this introduction, we should note that, to the best of our knowledge, the only additional work explicitly addressing the computation of distance functions and geodesics for point clouds is the one reported in [9, 67]. ${ }^{6}$ The comparison of performance in the presence of noise for our framework and the one proposed in $[9,67]$ is deferred to Appendix A. ${ }^{7}$
2. Preliminary results and notation. In this section we briefly review the main results in [49], where the idea of approximating intrinsic distances and geodesics by extrinsic ones was first introduced.
2.1. Notation. First, we introduce some basic notation that will be used throughout the article. For a compact and connected set $\Omega \in \mathbb{R}^{d}, d_{\Omega}(\cdot, \cdot)$ denotes the intrinsic distance between any two points of $\Omega$, measured by paths constrained to be in $\Omega$. We will also assume the convention that if $A \subset \mathbb{R}^{d}$ is compact, and $x, y$ are not both in $A$, then $d_{A}(x, y)=D$ for some constant $D \gg \max _{x, y \in A} d_{A}(x, y)$. Given a $k$-dimensional submanifold $\mathcal{N}$ of $\mathbb{R}^{d}, \Omega_{\mathcal{M}}^{h}$ denotes the set $\left\{x \in \mathbb{R}^{d}: d(\mathcal{M}, x) \leq h\right\}$ (here the distance $d(\cdot, \cdot)$ is the Euclidean one). This is basically an $h$-offset of $\mathcal{M}$. To state that the sequence of functions $\left\{f_{n}(\cdot)\right\}_{n \in \mathbb{N}}$ uniformly converges to $f(\cdot)$ as $n \uparrow \infty$, we frequently write $f_{n} \stackrel{n}{\rightrightarrows} f$. For a given event $\mathcal{E}, \mathbb{P}(\mathcal{E})$ stands for its probability of occurring. For a random variable (R.V. from now on) $X$, its mean value is denoted by $\mathbb{E}(X)$. By

[^67]$X \sim \mathbf{U}[A]$ we mean that the R.V. $X$ is uniformly distributed in the set $A$. For a function $f: \Omega \rightarrow \mathbb{R}$ and a subset $A$ of $\Omega,\left.f\right|_{A}: A \rightarrow \mathbb{R}$ denotes the restriction of $f$ to $A$. For a smooth function $f: \Omega \rightarrow \mathbb{R}, D f, D^{2} f$, and $D^{3} f$ stand for the first, second (Hessian matrix), and third differential, respectively, of $f$. Given a point $x$ on the complete manifold $\mathcal{S}, B_{\mathcal{S}}(x, r)$ will denote the (intrinsic) open ball of radius $r>0$ centered at $x$, and $B(y, r)$ will denote the Euclidean ball centered at $y$ of radius $r$. Finally, $\log x$ will denote the natural logarithm of $x \in \mathbb{R}^{+}$.
2.2. Prelude. In [49], we presented a new approach for the computation of weighted intrinsic distance functions on hyper-surfaces. We proved convergence theorems and addressed the fast, computationally optimal, computation of such approximations; see comments after Theorem 1 below. The key starting idea is that distance functions satisfy the (intrinsic) Eikonal equation, a particular case of the general class of Hamilton-Jacobi partial differential equations. Given $p \in \mathcal{S}$ (a hypersurface in $\mathbb{R}^{d}$ ), we want to compute $d_{\mathcal{S}}(p, \cdot): \mathcal{S} \rightarrow \mathbb{R}^{+} \cup\{0\}$, the intrinsic distance function from every point on $\mathcal{S}$ to $p$. It is well known that the distance function $d_{\mathcal{S}}(p, \cdot)$ satisfies, in the viscosity sense (see [47]), the equation
\[

\left\{$$
\begin{array}{l}
\left\|\nabla_{\mathcal{S}} d_{\mathcal{S}}(p, x)\right\|=1 \quad \forall x \in \mathcal{S} \\
d_{\mathcal{S}}(p, p)=0
\end{array}
$$\right.
\]

where $\nabla_{\mathcal{S}}$ is the intrinsic differentiation (gradient). Instead of solving this intrinsic Eikonal equation on $\mathcal{S}$, we solve the corresponding extrinsic one in the offset band $\Omega_{\mathcal{S}}^{h}$ :

$$
\left\{\begin{array}{l}
\left\|\nabla_{x} d_{\Omega_{s}^{h}}(p, x)\right\|=1 \quad \forall x \in \Omega_{s}^{h} \\
d_{\Omega_{s}^{h}}(p, p)=0
\end{array}\right.
$$

where $d_{\Omega_{s}^{h}}(p, \cdot)$ is the Euclidean distance and therefore now the differentiation is the usual one.

Theorem 1 (see [49]). Let $p$ and $q$ be any two points on the smooth (orientable, without boundary) hypersurface $\mathcal{S}$; then $\left|d_{\mathcal{S}}(p, q)-d_{\Omega_{\S}^{h}}(p, q)\right| \leq C_{\mathcal{S}} \sqrt{h}$ for small enough $h,{ }^{8}$ where $C_{\mathcal{S}}$ is a constant depending on the geometry of $\mathcal{S}$.

This simplification of the intrinsic problem into an extrinsic one permits the use of the computationally optimal algorithms mentioned in the introduction. This makes computing intrinsic distances, and from them geodesics, as simple and computationally efficient as computing them in Euclidean spaces. Moreover, as detailed in [49], the approximation of the intrinsic distance $d_{\delta}$ by the extrinsic Euclidean one $d_{\Omega_{s}^{h}}$ is never less accurate than the numerical error of these algorithms.

In [49], the result above was limited to hypersurfaces of $\mathbb{R}^{d}$ (codimension one submanifolds of $\mathbb{R}^{d}$ ) without boundary, and the theory was applied to implicit surfaces, where computing the offset band is straightforward. It is the purpose of the present work to extend Theorem 1 to deal with (1) submanifolds of $\mathbb{R}^{d}$ of any codimension and possibly with boundary, ${ }^{9}$ (2) convergence of geodesic curves in addition to distance functions, (3) submanifolds of $\mathbb{R}^{d}$ represented as point clouds and (4) random sampling of submanifolds of $\mathbb{R}^{d}$ in the presence of noise. We should note that Theorem 1 holds even when the metric is not the one inherited from $\mathbb{R}^{d}$, obtaining weighted distance

[^68]functions; see [49]. Although we will not present these new results in such generality, this is a simple extension that will be reported elsewhere.
3. Submanifolds of $\mathbb{R}^{d}$ with boundary. We first extend Theorem 1 to more general manifolds, and we deal not only with distance functions but also with geodesics. The first extension is important for the learning of high-dimensional manifolds from samples and for scanned open volumes. The extension to geodesics is important for path planning on surfaces and for finding special curves such as crests and valleys; see $[8,49]$.

First we need to recall some results that will be key ingredients in our proofs below. All our results rest upon a certain degree of smoothness of geodesics in manifolds with boundary. We use "shortest path" and "minimizing geodesic" interchangeably.

Theorem 2 (see [1]). Let $\mathcal{M}$ be a $C^{3}$ Riemannian manifold with $C^{1}$ boundary $\partial \mathcal{M}$. Then any shortest path of $\partial \mathcal{M}$ is $C^{1}$.

We will eventually need more regularity on the geodesics than simply $C^{1}$. This is achieved by requiring more regularity of the boundary.

Theorem 3 ([48]). Let $\mathcal{U}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a $C^{3}$ function such that for some $h \in \mathbb{R}$
(i) the interior of $\left\{x \in \mathbb{R}^{d} \mid \mathcal{U}(x)=h\right\}$ is nonempty and there we have $\operatorname{DU}(x) \neq$ 0.
(ii) the "obstacle" $\left\{x \in \mathbb{R}^{d} \mid \mathcal{U}(x) \geq h\right\}$ is compact.

Let $p$ and $q$ be any two points in the same connected component of $\left\{x \in \mathbb{R}^{d} \mid \mathcal{U}(x) \leq h\right\}$; then the shortest (constrained) path joining both points is $C^{1}$ and has Lipschitz first derivative.

We now present the usual definition of length, as follows.
Definition 1. Let $\alpha:[a, b] \rightarrow \mathbb{R}^{d}$ be a curve, then we define its length $\mathbf{L}(\alpha)$ as

$$
\mathbf{L}(\alpha) \triangleq \sup _{a=t_{0}<\cdots<t_{N}=b} \sum_{k=0}^{N-1}\left\|\alpha\left(t_{k+1}\right)-\alpha\left(t_{k}\right)\right\|
$$

Remark 1. Note that if $\alpha$ is Lipschitz with constant $\mathcal{L}_{\alpha}$, then $\mathbf{L}(\alpha)=\int_{a}^{b}\|\dot{\alpha}(t)\| d t$ and $\mathbf{L}(\alpha) \leq \mathcal{L}_{\alpha}(b-a)$.

Proposition 1. Let $\mathcal{S}$ be a smooth compact submanifold of $\mathbb{R}^{d}$ with boundary $\partial \mathcal{S}$. Let $x, y$ be any two points in $\mathcal{S}$. Then $d_{\Omega_{S}^{h}}(x, y)$ converges pointwise as $h \downarrow 0$.

Proof. Since $\Omega_{\mathcal{S}}^{h} \subseteq \Omega_{\mathcal{S}}^{h^{\prime}}$ if $h^{\prime} \geq h$, we have that $d_{\Omega_{\S}^{h}}(x, y) \geq d_{\Omega_{\S}^{h^{\prime}}}(x, y)$ Also, for any $h>0, d_{\Omega_{S}^{h}}(x, y) \leq d_{\mathcal{S}}(x, y) \leq \operatorname{diam}(\mathcal{S})<+\infty$. Hence, the sequence $\left\{d_{\Omega_{S}^{h}}(x, y)\right\}_{h>0}$ (for fixed $x$ and $y$ over $\mathcal{S}$ ) is bounded and nondecreasing, and therefore it converges to the supremum of its range.

THEOREM 4. Let $\mathcal{S}$ be a compact $C^{2}$ submanifold of $\mathbb{R}^{d}$ with (possibly empty) smooth boundary $\partial \mathcal{S}$. Let $x, y$ be any two points in $\mathcal{S}$. Then we have

1. uniform convergence of the distances:

$$
\left.d_{\Omega_{S}^{h}}\right|_{S \times S}(\cdot, \cdot) \stackrel{h \downarrow 0}{\rightrightarrows} d_{\mathcal{S}}(\cdot, \cdot) ;
$$

2. convergence of the geodesics: Let $x$ and $y$ be joined by a unique minimizing geodesic $\gamma_{\mathcal{S}}:[0,1] \rightarrow \mathcal{S}$ over $\mathcal{S}$, and let $\gamma_{h}:[0,1] \rightarrow \Omega_{\mathcal{S}}^{h}$ be a $\Omega_{\mathcal{S}}^{h}$-minimizing geodesic; then

$$
\gamma_{h} \stackrel{h \downarrow 0}{\rightrightarrows} \gamma_{S}
$$

Proof. Given our hypothesis on $\mathcal{S}$, and according to [26], there exists $H>0$ such that $\partial \Omega_{8}^{h}$ is $C^{1,1}$ for all $0<h \leq H$. Then Theorem 2 guarantees that for $0<h \leq H$, $\gamma_{h}:[0,1] \rightarrow \Omega_{s}^{H}$, the $\Omega_{8}^{h}$ length-minimizing geodesic joining $x$ and $y$ is of class $C^{1}$. Since $d_{\Omega_{\Omega}^{h}}(x, y) \leq d_{\delta}(x, y) \leq \operatorname{diam}(\mathcal{\delta})<+\infty$ for any $h \in(0, H]$, we see that we can admit our $\Omega_{马}^{h}$-geodesics to have Lipschitz constant $\mathcal{L} \leq \operatorname{diam}(\mathcal{S})$. Obviously, the set $\Omega_{S}^{H}$ is bounded, and then the family $\left\{\gamma_{h}\right\}_{0<h \leq H}$ is bounded and equicontinuous. Hence, by the Ascoli-Arzelá theorem, there exist a subsequence $\left\{\gamma_{h_{k}}\right\}_{k \in \mathbb{N}}$ and a curve $\gamma_{0} \in C^{0}([0,1], \mathcal{S})$ such that $\max _{t \in[0,1]}\left\|\gamma_{h_{k}}(t)-\gamma_{0}(t)\right\| \xrightarrow{h_{k} \downarrow 0} 0$.

Moreover, by writing $\left|\gamma_{0}(t)-\gamma_{0}\left(t^{\prime}\right)\right| \leq\left|\gamma_{h_{k}}(t)-\gamma_{0}(t)\right|+\left|\gamma_{h_{k}}\left(t^{\prime}\right)-\gamma_{0}\left(t^{\prime}\right)\right|+\mathcal{L}\left|t-t^{\prime}\right|$ and using the (pointwise) convergence of $\gamma_{h_{k}}$ towards $\gamma_{0}$, we find that $\mathcal{L}$ is also a Lipschitz constant for $\gamma_{0}$. Then we have $\gamma_{0} \in C^{0,1}([0,1], \mathcal{S})$.

Now, since $\gamma_{0}$ lies on $\mathcal{S}$ but may not be a shortest path, we have that its (finite) length is greater than or equal to $d_{\delta}(x, y)$. We also have the trivial inequality $d_{\mathrm{S}}(x, y) \geq d_{\Omega_{\mathrm{S}}^{h}}(x, y)$. Putting this all together, we obtain

$$
\mathbf{L}\left(\gamma_{h}\right)=d_{\Omega_{\S}^{h}}(x, y) \leq d_{\delta}(x, y) \leq \mathbf{L}\left(\gamma_{0}\right) .
$$

Therefore

$$
\underset{h \downarrow 0}{\lim \sup } \mathbf{L}\left(\gamma_{h}\right)=\underset{h \downarrow 0}{\limsup } d_{\Omega_{\S}^{h}}(x, y) \leq d_{\delta}(x, y) \leq \mathbf{L}\left(\gamma_{0}\right) .
$$

Note that $\mathbf{L}\left(\gamma_{0}\right)=\mathbf{L}\left(\lim _{h_{k} \downarrow 0} \gamma_{h_{k}}\right) \leq \lim \inf _{h_{k} \downarrow 0} \mathbf{L}\left(\gamma_{h_{k}}\right)$. This is the semicontinuity of length, an immediate consequence of its definition; see [41].

Since $\lim \inf _{h_{k} \downarrow 0}(\cdot) \leq \lim \sup _{h_{k} \downarrow 0}(\cdot) \leq \lim \sup _{h \downarrow 0}(\cdot)$, we see that $\lim \sup _{h \downarrow 0} d_{\Omega_{8}^{h}}(x, y)$ $=\lim \sup _{h \downarrow 0} \mathbf{L}\left(\gamma_{h}\right)$ equals $d_{\mathcal{S}}(x, y)$ for all $x$ and $y$ in $\mathcal{S}$. From Proposition 1, we find that in fact $\lim _{h \downarrow 0} d_{\Omega_{8}^{h}}(x, y)$ exists and equals $d_{S}(x, y)$. Then, we have that the function $\left.d_{\Omega_{\delta}^{h}}\right|_{\delta \times \delta}(\cdot, \cdot)$ satisfies the following:
(i) $\left.d_{\Omega_{s}^{h}}\right|_{\delta \times \mathcal{S}}: \mathcal{S} \times \mathcal{S} \rightarrow \mathbb{R} \cup\{0\}$ is continuous for each $H>h>0$;
(ii) for each $(x, y) \in \mathcal{S} \times \mathcal{S},\left\{\left.d_{\Omega_{\mathrm{S}}^{h}}\right|_{S \times \mathcal{S}}(x, y)\right\}_{h}$ is nondecreasing;
(iii) $\left.d_{\Omega_{\Omega}^{h}}\right|_{\delta \times \delta}(\cdot, \cdot)$ converges pointwise towards $d_{\delta}(\cdot, \cdot)$, which is continuous.

Then by Dini's uniform convergence theorem (see [6]) we can conclude that the convergence is uniform.

We can also see that $\gamma_{0}$ must be a minimizing geodesic of $\delta$ since from the above chain of equalities $\mathbf{L}\left(\gamma_{0}\right)=d_{\delta}(x, y)$. Then, if there was only one such curve joining $x$ with $y$, we would have uniform convergence (along any subsequence!) of $\gamma_{h}$ towards $\gamma_{0}{ }^{10}$

Remark 2. In Theorem 4, the convergence (of distances) is uniform, but we will have forfeited rate of convergence estimates unless we impose additional conditions on $\partial \mathcal{S}$, as we do in Corollary 3. Note that the new setting is wider than the one considered in Theorem 1 since the codimension of the underlying manifold is not necessarily 1. This is very important for applications such as dimensionality reduction, where the dimension of the underlying manifold is unknown beforehand.

Corollary 1. Let $\mathcal{S}$ and $\partial \mathcal{S}$ satisfy the hypotheses of Theorem 4. Let $\left\{\Sigma_{i}\right\}_{i \in \mathbb{N}}$ be a family of compact of sets in $\mathbb{R}^{d}$ such that $\mathcal{S} \subseteq \Sigma_{i}$ for all $i \in \mathbb{N}$ and $d_{\mathcal{H}}\left(\Sigma_{i}, \mathcal{S}\right) \xrightarrow{i \uparrow+\infty} 0$.

[^69]Then,

$$
\left.d_{\Sigma_{i}}(\cdot, \cdot)\right|_{\delta \times \delta} \stackrel{i \uparrow+\infty}{\rightrightarrows} d_{\delta}(\cdot, \cdot),
$$

where $d_{\mathcal{H}}$ stands for the Hausdorff distance between sets.
We now present a uniform rate of convergence result for the distance in the band in the case $\partial S=\emptyset$, and from this we deduce Corollary 3 below, which deals with the case $\partial \mathcal{S} \neq \emptyset$. This result generalizes the one presented in [49] because it allows for any codimension.

Theorem 5. Under the hypotheses of Theorem 4, with $\partial \mathcal{S}=\emptyset$, we have that for small enough $h>0$,

$$
\begin{equation*}
\max _{(x, y) \in \mathcal{S} \times \mathcal{S}}\left|d_{\Omega_{\mathbb{S}}^{h}}\right|_{\mathcal{S} \times \mathcal{S}}(x, y)-d_{\mathcal{S}}(x, y) \mid \leq C_{\mathcal{S}} \sqrt{h} \tag{1}
\end{equation*}
$$

where the constant $C_{\mathcal{S}}$ does not depend on $h$. Also, we have the "relative" rate of convergence bound

$$
\begin{equation*}
1 \leq \sup _{\substack{x, y \in \mathcal{S} \\ x \neq y}} \frac{d_{\mathrm{S}}(x, y)}{d_{\Omega_{S}^{h}}(x, y)} \leq 1+C_{S} \sqrt{h} \tag{2}
\end{equation*}
$$

Proof. This is a remake of our proof of the main theorem in [49]; therefore we skip some technical details which can be found there. Throughout the proof we will sometimes write $d_{h}$ instead of $d_{\Omega_{s}^{h}}$ for the sake of notational simplicity. We will denote by $k(\leq n-1)$ the dimension of $\mathcal{S}$.

Let $\gamma_{0}$ be the arc length parametrized $\mathcal{S}$-shortest path joining the points $x, y \in \mathcal{S}$; clearly, we have trace $\left(\gamma_{0}\right) \subset \mathcal{S}$. Let $\gamma_{h}$ be the $\Omega_{S}^{h}$ arc length parametrized shortest path joining $x$ and $y$, which, as we know from Theorem 4, uniformly converges toward $\gamma_{0}$. For a number $H$ as in the proof of Theorem 4, we have $\gamma_{h} \in C^{1,1}\left(\left[0, d_{h}\right], \mathcal{S}\right)$, and also $\eta: \Omega_{S}^{H} \rightarrow \mathbb{R}$ defined by $\eta(x) \triangleq \frac{1}{2} d^{2}(x, \mathcal{S})$ is smooth; see Appendix B. We define the projection operator $\Pi_{\mathcal{S}}: \Omega_{\mathcal{S}}^{H} \rightarrow \mathcal{S}$ by $\Pi_{\mathcal{S}}(x)=x-D \eta(x)$. We refer the reader to Appendix B for properties of $\Pi_{\mathcal{S}}$ and $\eta$ which we use below.

Now, $d_{\Omega_{\mathcal{S}}^{h}}(x, y)=\mathbf{L}\left(\gamma_{h}\right) \leq d_{\mathcal{S}}(x, y) \leq \mathbf{L}\left(\Pi_{\mathcal{S}}\left(\gamma_{h}\right)\right)$; then

$$
\begin{aligned}
d_{S}(x, y)-d_{\Omega_{S}^{h}}(x, y) & \leq\left|\mathbf{L}\left(\Pi_{\mathcal{S}}\left(\gamma_{h}\right)\right)-\mathbf{L}\left(\gamma_{h}\right)\right| \\
& \leq \int_{0}^{d_{h}} \| \frac{\dot{\Pi_{S}\left(\gamma_{h}(t)\right)-\gamma_{h}(t)} \| d t}{} \\
& =\int_{0}^{d_{h}}\left\|\frac{.}{D \eta\left(\gamma_{h}(t)\right)}\right\| d t \\
& \leq \sqrt{d_{h} \int_{0}^{d_{h}} \dot{V}(t) \cdot \dot{V}(t) d t} \quad \text { (by Cauchy-Schwarz inequality) } \\
& \leq \sqrt{d_{h} \int_{0}^{d_{h}} V(t) \cdot \ddot{V}(t) d t} \quad \text { (integrating by parts; see below), }
\end{aligned}
$$

where $V(t) \triangleq D \eta\left(\gamma_{h}(t)\right)$ and $V(0)=V(1)=0$; see Appendix B.
Also $\dot{V}(t)=D^{2} \eta\left(\gamma_{h}(t)\right) \dot{\gamma}(t)$, and since $\dot{\gamma_{h}}$ is Lipschitz and $\eta$ is smooth, $\ddot{V}(t)$ exists almost everywhere and $\ddot{V}(t)=D^{3} \eta\left(\gamma_{h}(t)\right)\left[\dot{\gamma}_{h}(t), \dot{\gamma}_{h}(t)\right]+D^{2} \eta\left(\gamma_{h}(t)\right) \ddot{\gamma}(t)$ at points of
existence. Then since $D^{3} \eta D \eta=D^{2} \eta\left(I-D^{2} \eta\right)$ and $D^{2} \eta D \eta=D \eta$ (see Appendix B),

$$
\begin{aligned}
V \cdot \ddot{V} & =D^{3} \eta\left(\gamma_{h}\right)\left[D \eta\left(\gamma_{h}\right), \dot{\gamma_{h}}, \dot{\gamma_{h}}\right]+D^{2} \eta\left[\ddot{\gamma_{h}}, D \eta\left(\gamma_{h}\right)\right] \\
& =\left(D^{2} \eta\left(\gamma_{h}\right)\left(I-D^{2} \eta\left(\gamma_{h}\right)\right)\right)\left[\dot{\gamma_{h}}, \dot{\gamma_{h}}\right]+\ddot{\gamma_{h}} \cdot D \eta\left(\gamma_{h}\right) .
\end{aligned}
$$

The matrix $\Lambda(t) \triangleq D^{2} \eta\left(\gamma_{h}(t)\right)\left(I-D^{2} \eta\left(\gamma_{h}(t)\right)\right)$ filters out normal components and has eigenvalues associated with the tangential bundle given by

$$
\lambda_{i}(t)=\frac{d(t) \lambda_{i}(0)}{\left(1+d(t) \lambda_{i}(0)\right)^{2}} \quad \text { for } 1 \leq i \leq k
$$

where we let $d(t)=d\left(\gamma_{h}(t), \mathcal{S}\right)$. Note that $\max _{1 \leq i \leq k}\left|\lambda_{i}(t)\right|$ can be bounded by $d(t)$ times a certain finite constant $K^{\prime}$ independent of $h$.

On the other hand, we can bound $\left|\ddot{\gamma}_{h}(t)\right|$ almost anywhere by a finite constant, say $K$, which takes into account the maximal curvature of all the boundaries $\partial \Omega_{\mathcal{S}}^{h}$, $0<h<H$, but does not depend on $h$.

Putting all this together, we find (recall that $\|D \eta(x)\|=\sqrt{2 \eta(x)}=d(x, \mathcal{S})$; see Appendix B)

$$
\begin{aligned}
\left(d_{\mathcal{S}}(x, y)-d_{\Omega_{\S}^{h}}(x, y)\right)^{2} & \leq d_{h} \int_{0}^{d_{h}} \Lambda(t)\left[\dot{\gamma}_{h}, \dot{\gamma}_{h}\right] d t \\
& +d_{h} \int_{0}^{d_{h}}\left\|\ddot{\gamma}_{h}\right\|\left\|D \eta\left(\gamma_{h}\right)\right\| d t \\
& \leq K^{\prime} \max _{t \in\left[0, d_{h}\right]} d(t) d_{h}^{2}+K \max _{t \in\left[0, d_{h}\right]} d(t) d_{h}^{2}
\end{aligned}
$$

Now, remembering that $d_{h}$ stands for $d_{\Omega_{S}^{h}}(x, y)$, that trace $\left(\gamma_{h}\right) \subset \Omega_{S}^{h}$, and defining $C=K+K^{\prime}$, we arrive with only a little simple additional work, at the relations (1) or (2).

Remark 3. Note that, as the simple case of a circle in the plane shows, the rate of convergence is at most $C \cdot h$.

We immediately obtain the following corollary, which will be useful ahead.
Corollary 2. Let $p \in \mathcal{S}$ and $r \leq H$; then $B(p, r) \cap \mathcal{S} \subseteq B_{\mathcal{S}}\left(p, r\left(1+C_{\mathcal{S}} \sqrt{r}\right)\right)$.
Proof. Let $q \in B(p, r) \cap \mathcal{S}$; then by $(2), d_{\mathcal{S}}(p, q) \leq d_{\Omega_{s}^{r}}(p, q)\left(1+C_{\mathcal{S}} \sqrt{r}\right)$. However, $q \in B(p, r) \subset \Omega_{s}^{r}$, and thus $d_{\Omega_{s}^{h}}(p, q)=\|p-q\| \leq r$, which completes the proof.

Definition 2. (see [21]) We say that the compact manifold $\mathcal{S}$ with boundary $\partial \mathcal{S}$ is strongly convex if for every pair of points $x$ and $y$ in $\mathcal{S}$ there exists a unique minimizing geodesic joining them whose interior is contained in the interior of $\mathcal{S}$.

Using basically the same procedure as in Theorem 5 with the convexity hypotheses above, we can prove the following corollary, whose (sketched) proof is presented in Appendix C.

Corollary 3. Under the hypotheses of Theorem 2, and assuming $\mathcal{S}$ to be strongly convex, we have for small enough $h>0$ the same conclusions of Theorem 5 (rate of convergence).

Remark 4. Note that in case $\partial \mathcal{S} \neq \emptyset$ is not strongly convex, then obviously the same statement of Corollary 3 remains valid for any strongly convex subset of $\mathcal{S}$.

To conclude, in this section we extended the results in [49] to geodesics and distance functions in general codimension manifolds with or without (smooth) boundary, thereby covering all possible manifolds in common shape, graphics, visualization, and
learning applications. ${ }^{11}$ We are now ready to extend this to manifolds represented as point clouds.
4. Distance functions on point clouds. We are now interested in making computations on manifolds represented as point clouds, i.e., sampled manifolds. In the case of this paper we will restrict ourselves to the computation of intrinsic distances. ${ }^{12}$ Let $\mathcal{P}_{n} \triangleq\left\{p_{1}, \ldots, p_{n}\right\}$ be a set of $n$ different points sampled from the compact submanifold $\mathcal{S}$ and define ${ }^{13}$

$$
\Omega_{\mathcal{P}_{n}}^{h} \triangleq \bigcup_{i=1}^{n} B\left(p_{i}, h\right)
$$

Let $h$ and $\mathcal{P}_{n}$ be such that $\mathcal{S} \subseteq \Omega_{\mathcal{P}_{n}}^{h}$. We then have $(\mathcal{S} \subseteq) \Omega_{\mathcal{P}_{n}}^{h} \subseteq \Omega_{\mathcal{S}}^{h}$. We now want to consider $d_{\Omega_{\mathcal{F}}^{h}}(p, q)$ for any pair of points $p, q \in \mathcal{S}$ and prove some kind of proximity to the real distance $d_{\mathcal{S}}(p, q)$. The argument carries over easily since

$$
d_{\Omega_{\mathrm{S}}^{h}}(p, q) \leq d_{\Omega_{\mathcal{P}_{n}}^{h}}(p, q) \leq d_{\mathcal{S}}(p, q)
$$

and hence

$$
\begin{equation*}
0 \leq d_{S}(p, q)-d_{\Omega_{\mathcal{P}_{n}}^{h}}(p, q) \leq d_{\delta}(p, q)-d_{\Omega_{\S}^{h}}(p, q) \tag{3}
\end{equation*}
$$

and the rightmost quantity can be bounded by $C_{\mathcal{S}} h^{1 / 2}$ (see section 3) in the case that $\partial S$ is either convex or void. In general, without hypotheses on $\partial S$ other than some degree of smoothness, we can also work out uniform convergence since by virtue of Theorem 4 the upper bound in (3) uniformly converges to 0 . The key condition is $\mathcal{S} \subset \Omega_{\mathcal{P}_{n}^{h}}$, something that can obviously be coped with using the compactness of $\mathcal{S} .{ }^{14}$ We can then state the following claim.

THEOREM 6 (uniform convergence for point clouds). Let $\mathcal{S}$ be a compact smooth submanifold of $\mathbb{R}^{d}$ possibly with boundary $\partial \mathrm{S}$. Then the following hold:

1. General case: Given $\varepsilon>0$, there exists $h_{\varepsilon}>0$ such that for all $0<h \leq h_{\varepsilon}$ one can find finite $n(h)$ and a set of points $\mathcal{P}_{n(h)}(h)=\left\{p_{1}(h), \ldots, p_{n(h)}(h)\right\}$ sampled from $\mathcal{S}$ such that

$$
\max _{p, q \in S}\left(d_{\mathrm{S}}(p, q)-d_{\Omega_{\mathcal{P}_{n(h)}}}(p, q)\right) \leq \varepsilon
$$

2. $\partial \mathcal{S}$ is either void or convex: For every sufficiently small $h>0$ one can find finite $n(h)$ and a set of points $\mathcal{P}_{n(h)}(h)=\left\{p_{1}(h), \ldots, p_{n(h)}(h)\right\}$ sampled from $\mathcal{S}$ such that

$$
\max _{p, q \in \mathcal{S}}\left(d_{\mathcal{S}}(p, q)-d_{\Omega_{\mathcal{P}_{n(h)}^{h}}(h)}(p, q)\right) \leq C_{\mathcal{S}} \sqrt{h}
$$

[^70]In practice, one must worry about both the number of points and the radii of the balls. Obviously, there is a tradeoff between both quantities. If we want to use few points, in order to cover $\mathcal{S}$ with the balls we have to increase the value of the radius. Clearly, there exists a value $H$ such that for values of $h$ smaller than $H$ we do not change the topology; see $[3,4,5]$. This implies that the number of points must be larger than a certain lower bound. This result can be generalized to ellipsoids which can be locally adapted to the geometry of the point cloud [15], or from minimal spanning trees. Note that we are interested in the smallest possible offset of the point cloud that covers $\mathcal{S}$. Further comments on this are presented below and are also the subject of current efforts to be reported elsewhere.

The practical significance of the previous Theorem is clear. Part 1 says that in general, given a desired precision for the computation of the distance, we have a maximum nonzero value for the radius of all the balls, below which we can always find a finite number of points sampled from the manifold for which the " $\Omega$-set" formed by those points achieves the desired accuracy; ${ }^{15}$ that is, we can choose the radius at our convenience within a certain range which depends on this level of accuracy. Part 2 says more, since it actually links $\varepsilon$ to $h_{\varepsilon}$. It basically says that the radius of the balls must be of the order of the square of the desired error.
5. Extension to random sampling of manifolds. In practice, we really do not have too much control over the way in which points are sampled by the acquisition device (e.g., scanner) or given by the learned sampled data. Therefore it is more realistic to make a probabilistic model of the situation and then try to conveniently estimate the probability of achieving a prescribed level of accuracy as a function of the number of points and the radii of the balls. It will be interesting to see how geometric quantities of $\mathcal{S}$ enter in those bounds we will establish. However, since the bounds are based in local volume computations and all manifolds are locally Euclidean, those curvature dependent quantities will be asymptotically negligible.

We now present a simple model for the current setting, while results for other models can be developed from the derivations below. Here we assume that the points in $\mathcal{P}_{n}$ are independently and identically sampled on the submanifold $\mathcal{S}$ with the uniform probability law; ${ }^{16}$ we will write this as $p_{i} \sim \mathbf{U}[\mathcal{S}]$. For simplicity of exposition, we will restrict ourselves to the case when $\mathcal{S}$ has no boundary. ${ }^{17}$ Also, we deal only with uniform independently and identically distributed (i.i.d.) sampling; results for other sampling models, including those adapted to the manifold geometry, can be easily obtained following the developments below and will be reported elsewhere.

We have to define the way in which we are going to measure accuracy. A possibility for such a measure is (for each $\varepsilon>0$ )

$$
\begin{equation*}
\mathbb{P}\left(\max _{p, q \in \mathcal{S}}\left(d_{\mathcal{S}}(p, q)-d_{\Omega_{\mathcal{P}_{n}}^{h}}(p, q)\right)>\varepsilon\right) \tag{4}
\end{equation*}
$$

There is a potential problem with this way of testing accuracy, since we are assuming that when we use the approximate distance, we will be evaluating it on $\mathcal{S}$. This might seem a bit awkward since we don't exactly know all the surface but just

[^71]some points on it. Moreover, a more natural and real-problem-motivated approach would be to measure the discrepancy over $\mathcal{P}_{n}$ itself (see section 7 ahead), over part of this set, or over another trial set of points $Q_{m}$.

However, since for any set of points $Q_{m} \subset \mathcal{S}$ we have that the following inclusion of events,

$$
\left\{\max _{p, q \in Q_{m}}\left(d_{S}(p, q)-d_{\Omega_{\mathcal{P}_{n}}^{h}}(p, q)\right)>\varepsilon\right\} \subseteq\left\{\max _{p, q \in \mathcal{S}}\left(d_{S}(p, q)-d_{\Omega_{\mathcal{P}_{n}}^{h}}(p, q)\right)>\varepsilon\right\},
$$

holds, bounding (4) suffices for dealing with any of the possibilities mentioned above. Note that we are somehow considering $d_{\Omega_{\boldsymbol{P}_{n}}^{h}}$ defined for all pairs of points in $\mathcal{S} \times \mathcal{S}$, even if it might happen that $\mathcal{S} \cap \Omega_{\mathcal{P}_{n}}^{h} \neq \mathcal{S}$. In any case we extend $d_{\Omega_{\mathcal{P}_{n}}^{h}}$ to all $\Omega_{\mathcal{S}}^{h} \times \Omega_{\mathcal{S}}$ by a large constant, say $k \operatorname{diam}(\mathcal{S}), k \gg 1$.

Let us spell out a few definitions so as to avoid an overload of notation:

$$
\begin{gather*}
\mathcal{E}_{\varepsilon} \triangleq\left\{\max _{p, q \in \mathcal{S}}\left(d_{S}(p, q)-d_{\Omega_{\mathcal{P}_{n}}^{h}}(p, q)\right)>\varepsilon\right\}  \tag{5}\\
\mathcal{J}_{h, n} \triangleq\left\{\mathcal{S} \subseteq \Omega_{\mathcal{P}_{n}}^{h}\right\}
\end{gather*}
$$

Now, since $\mathcal{E}_{\varepsilon}=\left(\mathcal{E}_{\varepsilon} \cap \mathcal{J}_{h, n}\right) \cup\left(\mathcal{E}_{\varepsilon} \cap \mathcal{J}_{h, n}^{c}\right)$, using the union bound and then Bayes rule, we have

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{E}_{\varepsilon}\right) & \leq \mathbb{P}\left(\mathcal{E}_{\varepsilon} \cap \mathcal{J}_{h, n}\right)+\mathbb{P}\left(\mathcal{E}_{\varepsilon} \cap \mathcal{J}_{h, n}^{c}\right) \\
& =\mathbb{P}\left(\mathcal{E}_{\varepsilon} \mid \mathcal{J}_{h, n}\right) \mathbb{P}\left(\mathcal{J}_{h, n}\right)+\mathbb{P}\left(\mathcal{E}_{\varepsilon} \mid \mathcal{J}_{h, n}^{c}\right) \mathbb{P}\left(\mathcal{J}_{h, n}^{c}\right)
\end{aligned}
$$

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{E}_{\varepsilon}\right) \leq \mathbb{P}\left(\mathcal{E}_{\varepsilon} \mid \mathcal{J}_{h, n}\right)+\mathbb{P}\left(\mathcal{J}_{h, n}^{c}\right) \tag{7}
\end{equation*}
$$

It is clear now that we must find a convenient lower bound for the second term in the previous expression, the probability of covering all $\mathcal{S}$ with the union of balls. (The first term will be dealt with using the convergence theorems presented in previous sections.) For this we need a few lemmas.

Lemma 1. Let $K$ be an upper bound for the sectional curvatures of $\mathcal{S}(\operatorname{diam}(\mathcal{S})=$ k) and $x \in \mathcal{S}$ be a fixed point. Then, under the hypotheses on $\mathcal{P}_{n}$ described above, there exist a constant $\omega_{k}>0$ and a function $\theta_{\mathcal{S}}(\cdot)$ with $\lim _{h \downarrow 0} \frac{\theta_{\mathrm{S}}(h)}{h^{k+1}}=0$ such that for small enough $h>0$

$$
\begin{equation*}
\mathbb{P}\left(\left\{x \notin \Omega_{\mathcal{P}_{n}}^{h} \cap \mathcal{S}\right\}\right) \leq\left(1-\frac{\omega_{k} h^{k}+\theta_{\mathcal{S}}(h)}{\mu(\mathcal{S})}\right)^{n} \tag{8}
\end{equation*}
$$

Moreover, one can further expand the right-hand side of (8) as

$$
\left(1-\frac{\omega_{k} h^{k}\left(1-K c_{k} h^{2}\right)+\phi_{\mathcal{S}}(h)}{\mu(\mathcal{S})}\right)^{n}
$$

for some $c_{k}$ depending only on the dimension $k$ of $\mathcal{S}$ and a function $\phi_{\mathcal{S}}$ such that $\frac{\phi_{s}(h)}{h^{k+2}} \rightarrow 0$ as $h \downarrow 0$.

Proof.

$$
\begin{align*}
\mathbb{P}\left(\left\{x \notin \Omega_{\mathcal{P}_{n}}^{h} \cap \delta\right\}\right) & =\mathbb{P}\left(\left\{\bigcap_{i=1}^{n}\left\{x \notin B\left(p_{i}, h\right) \cap \delta\right\}\right\}\right)  \tag{9}\\
& =\mathbb{P}\left(\left\{\bigcap_{i=1}^{n}\left\{p_{i} \notin B(x, h) \cap \mathcal{\delta}\right\}\right\}\right)  \tag{10}\\
& =\prod_{i=1}^{n} \mathbb{P}\left(\left\{p_{i} \notin B(x, h) \cap \delta\right\}\right)  \tag{11}\\
& =\prod_{i=1}^{n}\left(1-\mathbb{P}\left(\left\{p_{i} \in B(x, h) \cap \delta\right\}\right)\right) . \tag{12}
\end{align*}
$$

Since $B_{\mathcal{S}}(x, h) \subseteq B(x, h) \cap S,{ }^{18}$ then $\mu(\mathcal{S} \cap B(x, h)) \geq \mu\left(B_{\mathcal{S}}(x, h)\right)$. On the other hand, note that

$$
\begin{aligned}
\mathbb{P}\left(\left\{p_{i} \in B(x, h) \cap \mathcal{S}\right\}\right) & =\frac{\mu(\mathcal{S} \cap B(x, h))}{\mu(\mathcal{S})} \\
& \geq \frac{\mu\left(B_{\mathcal{S}}(x, h)\right)}{\mu(\mathcal{S})} .
\end{aligned}
$$

Finally, as shown in Appendix D, one can lower bound $\mu\left(B_{\mathcal{S}}(x, h)\right)$ using information on the curvatures of $\mathcal{S}$, by means of the Bishop-Günther volume comparison theorem. More precisely, we can write

$$
\mu\left(B_{\mathcal{S}}(x, h)\right) \geq \min _{\zeta \in \mathcal{S}} \mu\left(B_{\mathcal{S}}(\zeta, h)\right) \geq \omega_{k} h^{k}+\theta_{\mathcal{S}}(h),
$$

where $\frac{\theta_{s}(h)}{h^{q}} \rightarrow 0$ when $h \rightarrow 0$ for $q \leq k+1$. Therefore, from (9) we obtain

$$
\mathbb{P}\left(\left\{x \notin \Omega_{\mathcal{P}_{n}}^{h} \cap \delta\right\}\right) \leq\left(1-\frac{\omega_{k} h^{k}+\theta_{\delta}(h)}{\mu(\delta)}\right)^{n} .
$$

The last assertion follows from Proposition 3.
Remark 5. Note that we cannot, however, from (8), conclude that $\mathbb{P}\left(\mathcal{S} \nsubseteq \Omega_{\mathcal{P}_{n}}^{h}\right) \leq$ $\left(1-\frac{\omega_{k} h^{k}+\theta_{\mathcal{S}}(h)}{\mu(\delta)}\right)^{n}$. In order to upper bound $\mathbb{P}\left(\mathcal{S} \nsubseteq \Omega_{\mathcal{P}_{n}}^{h}\right)$ we will first estimate $\mathbb{P}\left(B_{\mathcal{S}}(x, \delta) \nsubseteq \Omega_{\mathcal{P}_{n}}^{h}\right)$ for any $x \in \mathcal{S}$ and small $\delta>0$. Then we will use the compactness of $\mathcal{S}$ by covering it with a finite $\delta$-net consisting of $\mathcal{N}(\mathcal{S}, \delta)$ points, and conclude by using the union bound. Yet another intermediate step will therefore be to estimate the covering number $\mathcal{N}(S, \delta)$.

Lemma 2. Under the hypotheses of the previous lemma, let $\delta \in(0, h)$; then

$$
\begin{equation*}
\mathbb{P}\left(B_{\delta}(x, \delta) \nsubseteq \Omega_{\mathfrak{P}_{n}}^{h}\right) \leq\left(1-\frac{\omega_{k}(h-\delta)^{k}+\theta_{\mathcal{S}}(h-\delta)}{\mu(\mathcal{S})}\right)^{n} \tag{13}
\end{equation*}
$$

Proof. We find $\alpha$ and $\beta$ such that $\left\{B B_{\mathcal{S}}(q, \delta) \subseteq \Omega_{\mathcal{P}_{n}}^{h}\right\} \supseteq\left\{q \in \Omega_{\mathcal{P}_{n}}^{\alpha h+\beta \delta}\right\}$. Note first that for any $x \in B_{\mathcal{S}}(q, \delta),|x-q| \leq d_{\delta}(x, q) \leq \delta$. Assume that the event $\left\{q \in \Omega_{\mathcal{P}_{n}}^{\alpha h+\beta \delta}\right\}$

[^72]holds. Then for some $p_{r} \in \mathcal{P}_{n}, q \in B\left(p_{r}, \alpha h+\beta \delta\right)$; that is, $\left|q-p_{r}\right| \leq \alpha h+\beta \delta$. Now, note that
$$
\left|x-p_{r}\right| \leq|x-q|+\left|q-p_{r}\right| \leq \alpha h+(\beta+1) \delta
$$

If we force the rightmost number to be $h$, we find that we must have $(1+\beta) \delta=(1-\alpha) h$, and then $\alpha h+\beta \delta=h-\delta$. Then we have found $B_{\mathcal{S}}(q, \delta) \subseteq B\left(p_{r}, h-\delta\right) \subset \Omega_{\mathcal{P}_{n}}^{h}$. Hence (using (8)), $\mathbb{P}\left(B_{\mathcal{S}}(q, \delta) \subseteq \Omega_{\mathcal{P}_{n}}^{h}\right) \geq \mathbb{P}\left(q \in \Omega_{\mathcal{P}_{n}}^{h-\delta} \geq 1-\left(1-\frac{\omega_{k}(h-\delta)^{k}+\theta_{\mathcal{S}}(h-\delta)}{\mu(\mathcal{S})}\right)^{n}\right.$.

We also need the next lemma, whose proof is deferred to Appendix C.
Lemma 3 (bounding the covering number). Under the hypotheses of Lemma 2 and further assuming $\mathcal{S}$ to be compact, we have that for any small enough $\delta>0$ there exists a $\delta$-covering of $\mathcal{S}$ with cardinality

$$
\begin{equation*}
\mathcal{N}(\mathcal{S}, \delta) \leq \frac{\mu(\mathcal{S})}{\omega_{k}(\delta / 2)^{k}+\theta_{\mathcal{S}}(\delta / 2)} \tag{14}
\end{equation*}
$$

Proposition 2. Let the set of hypotheses sustaining all of the previous lemmas hold. Let also $([0,1) \ni) x_{h} \triangleq \frac{\omega_{k}(h / 2)^{k}+\theta_{\mathcal{S}}(h / 2)}{\mu(\mathcal{S})}$, where $\omega_{k}$ and $\theta_{\mathcal{S}}$ are given as in the proof of Lemma 1. Then

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{S} \nsubseteq \Omega_{\mathcal{P}_{n}}^{h}\right) \leq \frac{e^{-n x_{h}}}{x_{h}} \tag{15}
\end{equation*}
$$

Proof. Consider a finite $\frac{h}{2}$-net covering $\mathcal{S}$ given by Lemma 3, that is, $\mathcal{S}=$ $\bigcup_{i=1}^{\mathcal{N}\left(\mathcal{S}, \frac{h}{2}\right)} B_{\mathcal{S}}\left(q_{i}, \frac{h}{2}\right)$; then

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{S} \nsubseteq \Omega_{\mathcal{P}_{n}}^{h}\right) & =\mathbb{P}\left(\bigcup_{x \in \mathcal{S}}\left\{x \notin \Omega_{\mathcal{P}_{n}}^{h}\right\}\right) \\
& =\mathbb{P}\left(\bigcup_{i=1}^{\mathcal{N}\left(\mathcal{S}, \frac{h}{2}\right)} \bigcup_{x \in B_{\mathcal{S}}\left(q_{i}, \frac{h}{2}\right)}\left\{x \notin \Omega_{\mathcal{P}_{n}}^{h}\right\}\right) \\
& \leq \mathcal{N}\left(\mathcal{S}, \frac{h}{2}\right) \max _{1 \leq i \leq \mathcal{N}\left(\delta, \frac{h}{2}\right)} \mathbb{P}\left(\bigcup_{x \in B_{\mathcal{S}}\left(q_{i}, \frac{h}{2}\right)}\left\{x \notin \Omega_{\mathcal{P}_{n}}^{h}\right\}\right) \\
& =\mathcal{N}\left(\mathcal{S}, \frac{h}{2}\right) \max _{1 \leq i \leq \mathcal{N}\left(\delta, \frac{h}{2}\right)} \mathbb{P}\left(B_{\mathcal{S}}\left(q_{i}, \frac{h}{2}\right) \nsubseteq \Omega_{\mathcal{P}_{n}}^{h}\right) \\
& =\mathcal{N}\left(\mathcal{S}, \frac{h}{2}\right)\left(1-\min _{1 \leq i \leq \mathcal{N}\left(\mathcal{S}, \frac{h}{2}\right)} \mathbb{P}\left(B_{\mathcal{S}}\left(q_{i}, \frac{h}{2}\right) \subseteq \Omega_{\mathcal{P}_{n}}^{h}\right)\right)
\end{aligned}
$$

Using the lemmas above, we obtain

$$
\mathbb{P}\left(\mathcal{S} \nsubseteq \Omega_{\mathcal{P}_{n}}^{h}\right) \leq \frac{\left(1-x_{h}\right)^{n}}{x_{h}}
$$

and we conclude by using the inequality $1-x \leq e^{-x}$, valid for $x \geq 0$.
It is both interesting and useful to find a relation between $n$ (the number of points in the cloud), $h$ (the radii of the balls), and $k$ (the dimension of the manifold) which guarantees $\lim _{n \uparrow+\infty, h \downarrow 0} \mathbb{P}\left(\mathcal{S} \nsubseteq \Omega_{\mathcal{P}_{n}}^{h}\right)=0$. For this purpose we will use Proposition 2 .

Note that $h>0$ will be small, and also, if we are attempting to approximate $d_{s}, h$ should tend to $0 .{ }^{19}$

Remark 6. Note that for $\left\{a_{m}\right\}_{m \in \mathbb{N}}, a_{m} \downarrow 0, \frac{e^{-m a_{m}}}{a_{m}}$ goes to zero as $m \uparrow \infty$ if $a_{m}$ is asymptotically greater than or equal to $\frac{\log m}{m}$. Then, in order to have the right-hand side of (15) tend to zero, we should have $x_{h} \gtrsim \frac{\log n}{n}$, and the condition relating $h, k$, and $n$ should then be ${ }^{20}$

$$
\begin{equation*}
h^{k} \gtrsim\left(\mu(\mathcal{S}) \frac{2^{k}}{\omega_{k}}\right) \frac{\log n}{n} \tag{16}
\end{equation*}
$$

Also, under this condition we can estimate the rate at which $\frac{e^{-n x_{h}}}{x_{h}}$ approaches zero as $n \uparrow \infty$. For example, with $x_{h} \simeq \frac{\log n}{n}, \frac{e^{-n x_{h}}}{x_{h}} \simeq \frac{1}{\log n}$ as $n \uparrow \infty$. Note that, of course, we can speed up the convergence towards zero by choosing slower variations of $x_{h_{n}}$ with $n$; for instance, with $x_{h_{n}} \simeq \frac{\log n^{\gamma}}{n}, \gamma \geq 1$, we have $\frac{e^{-n x_{h}}}{x_{h}} \simeq \frac{1}{\gamma(\log n) n^{\gamma-1}}$ as $n \uparrow \infty$. Bounds for $\mathbb{P}\left(\mathcal{S} \nsubseteq \Omega_{\mathcal{P}_{n}}^{h}\right)$ similar to ours can be found in [27]. It can be seen that our bounds are better than the ones reported in [27] for a certain range of $k$, the dimension of $\mathcal{S}$. We should point out that with our bounds we can obtain rates of convergence comparable to the optimal ones. Let us elaborate on this: In the case of the unit circle $S^{1}$ it is known (see [66]) that

$$
\begin{equation*}
p_{1}(n, h) \triangleq 2 n e^{-n \frac{h}{\pi}} \simeq \mathbb{P}\left(S^{1} \nsubseteq \Omega_{\mathcal{P}_{n}}^{h}\right) \tag{17}
\end{equation*}
$$

for $n$ large and $\frac{h}{\pi} \ll 1$, whereas our bound is $p_{2}(n, h) \triangleq \frac{e^{-n} h / 2 \pi}{h / 2 \pi} \gtrsim \mathbb{P}\left(S^{1} \nsubseteq \Omega_{\mathcal{P}_{n}}^{h}\right)$. Choose for $p_{1}, h_{n}^{(1)}=\gamma_{1} \pi \frac{\log n}{n}$ and for $p_{2}, h_{n}^{(2)}=\gamma_{2} \pi \frac{\log n}{n}$. Plugging these expressions into the formulas for $p_{1}$ and $p_{2}$, we find $p_{1}=2 n^{1-\gamma_{1}}$ and $p_{2}=\frac{2}{\gamma_{2}(\log n)} n^{1-\frac{\gamma_{2}}{2}}$. Hence, by letting $(2>) \gamma_{2}=2 \gamma_{1}$ (which is equivalent to $\frac{h_{n}^{(2)}}{h_{n}^{(1)}}=2$ ), we obtain $p_{2} \lesssim p_{1}$. The optimal bound (17) for the case of $S^{1}$ is derived using direct knowledge of the distribution of the minimal number of random arcs (of a certain fixed size) needed to cover $S^{1}$ completely. This distribution is unknown for all nontrivial cases [66, 34]. In the case of the sphere $S^{2}$, also in [66], a bound of the type $\mathbb{P}\left(S^{2} \nsubseteq \Omega_{\mathcal{P}_{n}}^{h} \leq C N^{2} e^{-D N h^{2}}\right)$ is reported (for certain constants $C$ and $D$ ); however, the proof seems to use properties of symmetry of the sphere in a fundamental way. Other interesting bounds which could be used in this situation are those in [38].

We should finally point out that the problem of covering a certain domain (usually $S^{1}$ ) with balls centered at random points sampled from this domain has been studied by many authors $[66,27,28,37,65,39,34]$ and even by Shannon in [64].

We have the following interesting corollary, whose proof can be found in Appendix C.

Corollary 4. Let $\mathcal{S}$ be a smooth compact submanifold of $\mathbb{R}^{d}$ without boundary. We have that if (16) holds, then for any $\varepsilon>0$

$$
\lim _{h, n} \mathbb{P}\left(d_{\mathcal{H}}\left(\mathcal{S}, \Omega_{\mathcal{P}_{n}}^{h}\right)>\varepsilon\right)=0
$$

where $d_{\mathcal{H}}$ is the Hausdorff distance between sets.

[^73]We are now ready to state and prove the following convergence theorem.
Theorem 7. Let $\mathcal{S}$ be a $k$-dimensional smooth compact submanifold of $\mathbb{R}^{d}$. Let $\mathcal{P}_{n}=\left\{p_{1}, \ldots, p_{n}\right\} \subseteq \mathcal{S}$ be such that $p_{i} \sim \mathbf{U}[\mathcal{S}]$ for $1 \leq i \leq n$. Then if $h=h_{n}$ is such that $h_{n} \downarrow 0$ and (16) holds as $n \uparrow \infty$, we have that for any $\varepsilon>0$,

$$
\mathbb{P}\left(\max _{p, q \in S}\left(d_{\delta}(p, q)-d_{\Omega_{\boldsymbol{P}_{n}}}(p, q)\right)>\varepsilon\right) \xrightarrow{n \uparrow \infty} 0 .
$$

Proof. We base our proof on (7). We first note that $\mathbb{P}\left(\mathcal{E}_{\varepsilon} \mid \mathcal{J}_{h, n}\right)=0$ for $n$ large enough because, from considerations at the beginning of section $4, \max _{p, q \in \delta}\left(d_{\delta}(p, q)-\right.$ $\left.d_{\Omega_{\mathcal{P}_{n}}^{h_{n}}}(p, q)\right) \leq C_{\mathcal{S}} \sqrt{h_{n}}$ whenever $\mathcal{S} \subseteq \Omega_{\mathcal{P}_{n}^{h_{n}}}$ holds. Let $N=N(\varepsilon) \in \mathbb{N}$ be such that $h_{n}<\left(\frac{\varepsilon}{C_{s}}\right)^{2}$ for all $n \geq N(\varepsilon)$. Then, for $n \geq N(\varepsilon), \mathbb{P}\left(\mathcal{E}_{\varepsilon}\right)=\mathbb{P}\left(J_{h, n}^{c} \leq \frac{e^{-n x_{h_{n}}}}{x_{h_{n}}}\right)$, and since by assumption (16) holds, the right-hand side goes to 0 as $n \uparrow \infty$.

Remark 7.

1. As can be gathered from the preceding proof, for fixed $\varepsilon>0$ and large $n \in \mathbb{N}$,

$$
\mathbb{P}\left(\max _{p, q \in S}\left(d_{\delta}(p, q)-d_{\Omega_{\mathcal{P}_{n}}}(p, q)\right)>\varepsilon\right)
$$

can be upper bounded by $\frac{e^{-n x_{h_{n}}}}{x_{h_{n}}}$. For example, setting $x_{h_{n}}=\gamma \frac{\log n}{n}$ for $\gamma \geq 1$ yields (given $n$ big enough)

$$
\mathbb{P}\left(\max _{p, q \in \mathcal{S}}\left(d_{s}(p, q)-d_{\Omega_{\boldsymbol{P}_{n}}}(p, q)\right)>\varepsilon\right) \leq \frac{1}{\gamma n^{\gamma-1} \log n} .
$$

2. Then we see that by requiring $\sum_{n \geq 1} \frac{e^{-n x_{h_{n}}}}{x_{h_{n}}}<\infty$ and using the BorelCantelli lemma, we obtain almost sure convergence, namely,

$$
\mathbb{P}\left(\lim _{n \uparrow \infty} \max _{p, q \in S}\left(d_{S}(p, q)-d_{\Omega_{\rho_{n}}^{h}}(p, q)\right)=0\right)=1
$$

This can be guaranteed (for example) by setting $x_{h_{n}}=\gamma \frac{\log n}{n}$ for $\gamma>2$.
This concludes our study of distance functions on (noiseless) point clouds (sampled manifolds). We now turn to the even more realistic scenario where the points are considered to be noisy samples.
6. Noisy sampling of manifolds. We assume that we have some uncertainty on the actual position of the surface, and we model this as if each point in the set of sampled points is modified by a (not yet random) perturbation of magnitude smaller than $\Delta$. More explicitly, each $p_{i}$ is given as $p_{i}=p+\zeta \times \vec{v}$ for some $\vec{v} \in S^{d-1}$, some $p$ in $\mathcal{S}$, and $\Delta \geq \zeta \geq 0$. Then we can guarantee that the point $p$ from which $p_{i}$ comes can be found inside $B\left(p_{i}, \Delta\right) \cap \mathcal{S}$. We are again interested in comparing $d_{\Omega_{\mathcal{P}_{n}}}: \Omega_{\mathcal{P}_{n}}^{h} \rightarrow \mathbb{R}^{+} \cup\{0\}$ with $d_{S}: S \rightarrow \mathbb{R}^{+} \cup\{0\}$, but now these functions have different domains; therefore we must be careful in defining a meaningful way of relating them. If we consider

$$
\mathcal{F}_{\delta}^{\Delta} \triangleq\left\{f \mid f: \Omega_{\delta}^{\Delta} \rightarrow \mathcal{S}, f(p) \in B(p, \Delta) \cap \delta\right\},
$$

we can compare, for some $f \in \mathcal{F}_{\mathcal{S}}^{\Delta}$ and $1 \leq i, j \leq n, d_{\Omega_{\oiint_{n}}}\left(p_{i}, p_{j}\right)$ with $d_{\delta}\left(f\left(p_{i}\right), f\left(p_{j}\right)\right)$. Note that as the perturbation's magnitude goes to zero, $\mathcal{F}_{\stackrel{\Delta}{\Delta}} \ni f(p) \xrightarrow{\Delta \downarrow 0} p$, for $p \in \Omega_{\Delta}^{\Delta}$. The next step is to write $\max _{1 \leq i, j \leq n}\left\|d_{\Omega_{\mathcal{P}_{n}}}\left(p_{i}, p_{j}\right)-d_{\delta}\left(f\left(p_{i}\right), f\left(p_{j}\right)\right)\right\|$, the biggest
error we have for our set of points. And finally, the next logical step is to look at the worst possible choice for $f$ :

$$
\begin{equation*}
\mathcal{L}_{\mathcal{S}}\left(\mathcal{P}_{n} ; \Delta, h\right) \triangleq \sup _{f \in \mathcal{F} \Delta} \max _{1 \leq i, j \leq n}\left|d_{\mathcal{S}}\left(f\left(p_{i}\right), f\left(p_{j}\right)\right)-d_{\Omega_{\mathcal{P}_{n}}^{h}}\left(p_{i}, p_{j}\right)\right| . \tag{18}
\end{equation*}
$$

We start by presenting deterministic bounds for the expression in (18), and only later will we be more (randomly) greedy and, in the spirit of Theorem 7, prove for $\varepsilon>0$ a result of the form $\left(\mathcal{L}_{\mathcal{S}}\left(\mathcal{P}_{n} ; \Delta, h\right)\right.$ will be a R.V. $)$

$$
\mathbb{P}\left(\mathcal{L}_{S}\left(\mathcal{P}_{n} ; \Delta, h\right)>\varepsilon\right) \xrightarrow{n \uparrow \infty} 0 .
$$

6.1. Deterministic setting. The idea is to prove that for some convenient function $\widehat{f} \in \mathcal{F}_{\mathcal{S}}^{\Delta}$ we can write

$$
\mathcal{L}_{\mathcal{S}}\left(\mathcal{P}_{n} ; \Delta, h\right) \leq \max _{1 \leq i, j \leq n}\left|d_{\mathcal{S}}\left(\widehat{f}\left(p_{i}\right), \widehat{f}\left(p_{j}\right)\right)-d_{\Omega_{\mathcal{P}_{n}}}\left(p_{i}, p_{j}\right)\right|+\lambda(h, \Delta),
$$

where $0 \leq \lambda(x, y) \xrightarrow{x, y \downarrow 0} 0$. The natural candidate for $\widehat{f}$ is the orthogonal projection onto $\mathcal{S}, \Pi_{\mathcal{S}}: \Omega_{\mathcal{S}}^{H} \rightarrow \mathcal{S}$, whose properties are discussed in Appendix B. Then we see that we can reduce everything to bounding $\max _{p, q \in \mathcal{S}}\left\|d_{\mathcal{S}}(p, q)-d_{\Omega_{\mathcal{P}_{n}}^{h}}(p, q)\right\|$. This is simple since if $\mathcal{P}_{n} \subset \Omega_{\mathcal{S}}^{\Delta}$, then $\Omega_{\mathcal{P}_{n}}^{h} \subset \Omega_{\S}^{h+\Delta}$, and $d_{\S} \geq d_{\left.\Omega_{\mathcal{P}_{n}}\right|_{\S}} \geq d_{\left.\Omega_{\S}^{h+\Delta}\right|_{\S}}$, and finally from Theorem $5,\left\|d_{\mathcal{S}}-d_{\Omega_{\mathcal{P}_{n}}^{h}}\right\|_{L^{\infty}(\mathcal{S})} \leq C_{\mathcal{S}} \sqrt{h+\Delta}$.

Let $\mathcal{S} \subset \Omega_{\mathcal{P}_{n}}^{h}, f \in \mathcal{F}_{\mathcal{S}}^{\Delta}$, and $1 \leq i, j \leq n$. Then, after using the triangle inequality a number of times, we can write the bound

$$
\begin{aligned}
\left|d_{\mathcal{S}}\left(f\left(p_{i}\right), f\left(p_{j}\right)\right)-d_{\Omega_{\mathcal{P}_{n}}^{h}}\left(p_{i}, p_{j}\right)\right| \leq & 2 \sup _{f \in \mathcal{F} \Delta} \max _{p \in \mathcal{P}_{n}} d_{\mathcal{S}}\left(f(p), \Pi_{\mathcal{S}}(p)\right) \\
& +\max _{p, q \in \mathcal{S}}\left|d_{\mathcal{S}}(p, q)-d_{\Omega_{\mathcal{P}_{n}}^{h}}(p, q)\right| \\
& +\max _{p, q \in \mathcal{P}_{n}}\left|d_{\Omega_{\mathcal{P}_{n}}^{h}}(p, q)-d_{\Omega_{\mathcal{P}_{n}}^{h}}\left(\Pi_{\mathcal{S}}(p), \Pi_{\mathcal{S}}(q)\right)\right| .
\end{aligned}
$$

The last term can be bounded by $2 \Delta$, the one in the middle has already been discussed, and hence we are left with the first one. Using Corollary 2, we find that since $f(p) \in B\left(\Pi_{\mathcal{S}}(p), 2 \Delta\right) \cap \mathcal{S}$, then in fact $f(p) \in B_{\mathcal{S}}\left(\Pi_{\mathcal{S}}(p), 2 \Delta\left(1+C_{\mathcal{S}} \sqrt{\Delta}\right)\right)$ and $d_{\mathcal{S}}\left(f(p), \Pi_{\mathcal{S}}(p)\right) \leq 2 \Delta\left(1+C_{\mathcal{S}} \sqrt{2} \sqrt{\Delta}\right)$. Summing up, under the condition $\mathcal{S} \subset \Omega_{\mathcal{P}_{n}}^{h}$, we obtain the desired result,

$$
\begin{equation*}
\mathcal{L}_{\mathcal{S}}\left(\mathcal{P}_{n} ; \Delta, h\right) \leq C_{\mathcal{S}} \sqrt{h+\Delta}+2 \Delta\left(2+\sqrt{2} C_{\mathcal{S}} \sqrt{\Delta}\right) \tag{19}
\end{equation*}
$$

6.2. Random setting. Assume that $\left\{p_{1}, \ldots, p_{n}\right\}$ is a set of i.i.d. random points such that each $p_{i} \sim \mathbf{U}\left[\Omega_{\delta}^{\Delta}\right]$. At this time, we want to estimate the probability of having $\mathcal{S} \subseteq \Omega_{\mathcal{P}_{n}}^{h}$. It is easy to see that as a first "reality compliant" condition one should have that the noise level not be too big with respect to $h$. We will impose $h \geq \Delta$ for simplicity's sake, as can be understood from the convergence theorem below. Since the techniques are similar to those used in the noise-free case, we will present its proof in Appendix C.

ThEOREM 8. Let $\mathcal{S}$ be a $k$-dimensional smooth compact submanifold of $\mathbb{R}^{d}$. Let $\mathcal{P}_{n}=\left\{p_{1}, \ldots, p_{n}\right\}$ be such that $p_{i} \sim \mathbf{U}\left[\Omega_{\delta}^{\Delta}\right]$ for $1 \leq i \leq n$. Then if $h=h_{n}, \Delta=\Delta_{n}$


Fig. 1. Intrinsic distance function for a point cloud. A point is selected in the head of the David, and the intrinsic distance is computed following the framework introduced here. The point cloud is colored according to the intrinsic distance to the selected point, going from bright red (far) to dark blue (close). The offset band, given by the union of balls, is shown next to the distance figure. Bottom: Same as before, with a geodesic curve between two selected points.
are such that $\Delta_{n} \leq h_{n}$ and $h_{n} \downarrow 0$ and $\Delta_{n}^{k} \gtrsim \frac{\log n}{n}$ as $n \uparrow \infty$, we have that for any $\varepsilon>0$,

$$
\mathbb{P}\left(\mathcal{L}_{\mathcal{S}}\left(\mathcal{P}_{n} ; \Delta, h\right)>\varepsilon\right) \xrightarrow{n \uparrow \infty} 0
$$

We have now concluded the analysis of the most general case for noisy sampling of manifolds. Note that, although the results in this and in previous sections were presented for Euclidean balls, they can easily be extended to more general covering shapes (check Corollary 1 above), e.g., following [15, 36], or using minimal spanning trees, or from the local directions of the data [56]. In addition, the recently developed approach reported in [57] can be used for defining the offset band in an adaptive fashion. This will improve the bounds reported here. Similarly, the results can be extended to other sampling or noise models following the same techniques developed here.
7. Implementation details and examples. We now present examples of distance matrices and geodesics for point clouds (Figure 1), use these computations to find intrinsic Voronoi diagrams (Figure 2; see also [42, 43, 71]); and compare the results with those obtained with mesh-based techniques (Figure 3). ${ }^{21}$ We also present examples in high dimensions and use, following and extending [24], our results to compare manifolds given by point clouds. All these exercises are to exemplify the importance of computing distance functions and geodesics on point clouds, and are by no means exhaustive. The 3D data sets used come from real point cloud data and have been obtained either from range scanners (David model) or via photometric stereo techniques (man and woman).
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Fig. 2. Voronoi diagram for point clouds. Four points (left) and two points (right) are selected on the cloud, and the point cloud is divided (colored) according to the geodesic distance to these four points. Note that this is a surface Voronoi, based on geodesics computed with our proposed framework, not a Euclidean one.

The theoretical results presented in the previous sections show that the intrinsic distance and geodesics can be approximated by the Euclidean ones computed in the band defined (for example) by the union of balls centered at the points of the cloud. The problem is then simplified to first computing this band (no need for mesh computation, of course), and then using well-known computationally optimal techniques to compute the distances and geodesics inside this band, exactly as done in [49] for implicit surfaces (where the interested reader can also find explicit computational timings and accuracy comparisons with mesh-based approaches). The band itself can be computed in several ways, and for the examples below we have used constant radii. Locally adaptive radii can be used, based, for example, on diameters obtained from minimal spanning trees or on the recent work reported in [57]. Automatic and local estimation of $h$ defining $\Omega_{\mathcal{P}_{n}}^{h}$, which will improve the bounds reported here, was not pursued in this paper and is the subject of current implementation efforts.

The software implementation of the algorithm is based on using the fast Euclidean distance computation algorithms, usually referred to as fast marching algorithms [35, $62,63,69]$, twice. We omit the description of this algorithm since it is well known. The starting point is defining a grid over which all the computations are performed. This amounts to choosing $\Delta_{x_{i}}$, the grid spacing in each direction $i=1, \ldots, d$, which will determine the accuracy of the numerical implementation (the offset band includes fewer than 10 grid points). ${ }^{22}$ In the first round we compute the band $\Omega_{\mathcal{P}_{n}}^{h}=\{x \in$ $\left.\mathbb{R}^{d}: d\left(\mathcal{P}_{n}, x\right) \leq h\right\}$ by specifying a value of zero for the function $\Psi(x)=d\left(\mathcal{P}_{n}, x\right)$ on the points $x \in \mathcal{P}_{n}$. Since in general these points will not be on the grid, we use a simple multilinear interpolation procedure to specify the values on neighboring grid points. The second use of the fast distance algorithm is also simply reduced to using $\Psi$ to define $\Omega_{\mathcal{P}_{n}}^{h}$ by using the simple modification reported in [49]. The computation of geodesics was done using a simple Runge-Kutta gradient descent procedure, much in the way described in [49], with some obvious modifications.
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Fig. 3. Examples of geodesic computations. This data is used to study the algorithm robustness to noise, see Appendix A.

All the code and 3D visualization was developed in C++ using both Flujos (which is written using Blitz++; see [7]) and VTK (see [70]). For matrix manipulation and visualization of other results we used MATLAB. We are currently working on a more advanced implementation of the proposed framework that permits us to work with high-dimensional data without having the memory allocation problems that result from blind and straightforward allocation of resources to empty and nonused grids.
7.1. High-dimensional data. In this section we present a simple example for high-dimensional data. We embed a circle of radius 15 in $\mathbb{R}^{5}$, and use a grid of size $34 \times 4 \times 4 \times 4 \times 34$ (with uniform spacing $\Delta x=1$ ) such that each of the sample points is of the form $p_{i}=15\left(\cos \left(\frac{2 \pi i}{N}\right), 0,0,0, \sin \left(\frac{2 \pi i}{N}\right)\right)+(17,2,2,2,17)$, for $1 \leq i \leq N$. We then use our approach to compute the (approximate) distance function $d_{h}$ in a band in $\mathbb{R}^{5}$, and then the error $e_{i j}=\left|d_{S}\left(p_{i}, p_{j}\right)-d_{h}\left(p_{i}, p_{j}\right)\right|$ for $i, j \in\{1, \ldots, N\}$. In our experiments we used $h=2.5>\Delta x \sqrt{5} .{ }^{23}$ We randomly sampled 500 points from the $N=1000$ points used to construct the union of balls to build the $500 \times 500$ error matrix $\left(\left(e_{i j}\right)\right)$. We found $\max _{i j}\left\{e_{i j}\right\}=2.0275$, that is, a $4.3 \% L_{\infty}$-error. In Figure 4 we show the histogram of all the $\left(500^{2}\right)$ entries of $\left(\left(e_{i j}\right)\right)$. We should also note that when following the dimensionality reduction approach in [67], with the geodesic distance computation proposed here, the correct dimensionality of the circle was obtained.
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FIG. 4. Histogram for the error in the case of a circle embedded in $\mathbb{R}^{5}$.

In high dimensions, when the grid is too large, our current numerical implementation becomes unusable. The problem stems from the fact that we require too much memory space, most of which is not really used, since the computations are conducted only in a band around $\mathcal{P} \subset \mathbb{R}^{d}$. To be more precise, the memory requirements of our current direct implementation, which uses a $d$-dimensional array to make the computations, are $\simeq\left(\max _{i} l_{i}\right)^{d}$, whereas we really need a storage capacity of order $\mu_{k}(\mathcal{S}) h^{d-k}$, where $l_{i}$ is the size of $\mathcal{P}$ 's bounding box along the $i$ th direction, $1 \leq i \leq d$, and $\mu_{k}(\mathcal{S})$ is the measure of the $k$-dimensional manifold $\mathcal{S}$ (embedded in $\mathbb{R}^{d}$ ). This memory problem is to be addressed by a computation that is not based on discretizing the whole band. (Note, of course, that the theoretical foundations presented in this paper are independent of the particular implementation.) We are currently working on addressing this specific issue.
7.2. Object recognition. The goal of this application is to use our framework to compare manifolds given by point clouds. The comparison is done in an intrinsic way, that is, isometrically (bending) invariant. This application is motivated by [24], where they use geodesic distances (computed using a graph-based approach) to compare 3D triangulated surfaces. In contrast with [24], we compare point clouds using our framework (which is not only based in the original raw data, but also, as shown in Appendix A, more robust to noise than mesh approaches such as those of [24] and is valid in any dimensions), and use a different procedure/similarity metric between the manifolds. The authors in [24] basically project into low-dimensional manifolds and use eigenvalues and eigenvectors of a centralized matrix related to the distance matrices (matrices which in each entry $(i, j)$ have the value of the intrinsic distance between (projected) points $p_{i}$ and $p_{j}$ of the cloud), which are clearly not sufficient to distinguish nonisometric objects. (Nonisometric objects can have distance matrices with the same eigenvalues.) A different study, based on direct comparisons of distance matrices, is used here and detailed in Appendix E.

Table 1
Information about the models used in our recognition experiments.

| Dataset | Number of points in the cloud $(n)$ | Grid size used |
| :---: | :---: | :---: |
| Bunny | 15862 | $80 \times 80 \times 70$ |
| MAN2 | 26186 | $120 \times 90 \times 200$ |
| MAN3 | 26186 | $120 \times 90 \times 165$ |
| MAN5 | 26186 | $120 \times 85 \times 160$ |
| WOMAN2 | 29624 | $120 \times 105 \times 175$ |
| WOMAN3 | 29624 | $120 \times 100 \times 180$ |

Our task then is to compare two manifolds in an intrinsic way; i.e., we want to check whether they are isometric or not. We want to check this condition by using point clouds representing each one of the manifolds. Let $S_{1}$ and $S_{2}$ be two submanifolds of $\mathbb{R}^{d}$ and sample on each of them the two point clouds $\mathcal{P}_{n}^{(1)} \subset \mathcal{S}_{1}$ and $\mathcal{P}_{n}^{(2)} \subset \mathcal{S}_{2}$. Then, following our theory, we compute the corresponding distances in the offset bands for these two sets of points, $d_{\Omega_{\mathcal{P}_{n}^{h_{1}}}}$ and $d_{\Omega_{P^{(1)}}^{h_{2}}}$, and for point subsets $\left\{q_{1}^{(1)}, \ldots, q_{m}^{(1)}\right\}=Q_{m}^{(1)} \subseteq \mathcal{P}_{n}^{(1)},\left\{q_{1}^{(2)}, \ldots, q_{m}^{(2)}\right\}=Q_{m}^{(2)} \subseteq \mathcal{P}_{n}^{(2)}$ we compute the corresponding $m \times m$ pairwise distance matrices (as defined above)

$$
D_{1}=\left(\left(d_{\Omega_{P_{n}^{(1)}}^{h_{1}}}\left(q_{i}^{(1)}, q_{j}^{(1)}\right)\right)\right) \quad \text { and } \quad D_{2}=\left(\left(d_{\Omega_{P_{n}^{(2)}}^{h_{2}(2)}}\left(q_{i}^{(2)}, q_{j}^{(2)}\right)\right)\right) .
$$

Let $\mathcal{P}_{m}$ be the set of $m \times m$ permutation matrices and $\|\cdot\|$ a unitary transformation invariant norm ${ }^{24}$ (fix the Frobenius norm: $\|A\|=\sqrt{\sum_{i} \sum_{j} a_{i j}^{2}}$ ). Then we define the J-distance between (distance) matrices $D_{1}$ and $D_{2}$ as

$$
d_{\mathcal{J}}\left(D_{1}, D_{2}\right) \triangleq \min _{P \in \mathcal{P} \mathcal{M}_{m}}\left\|D_{1}-P D_{2} P^{T}\right\| .
$$

Clearly, if $d_{\mathcal{J}}\left(D_{1}, D_{2}\right)=0$, then we have an isometry between the discrete metric sets $\left(Q_{n}^{(1)}, d_{\Omega_{\rho_{n}^{1}}^{h_{1}}}\right)$ and $\left(Q_{n}^{(2)}, d_{\Omega_{\rho_{n}^{(2)}}^{h_{2}}}\right)$. This should allow us to establish a rough isometry (see [14, section 4.4]) between $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ with interesting constants.

The exact details on how this metric is approximated and how the subsets of points 2 are selected is presented in Appendix E. For the experiments regarding recognition of shapes we used the datasets listed in Table 1.

In Figure 5 we present the histogram of the error $e(100) / 100$ for 20 different $100 \times 100$ distance matrices corresponding to the full Bunny model, with the 100 points chosen as in the "packing procedure" described in Appendix E, where the exact definition of $e(\cdot)$ is also given (see (28)). We computed the mean of $e(100) / 100$ over the $19 \times 18 \times \cdots \times 1=190$ comparison experiments to be 0.4774 with standard deviation 0.0189 . This can be interpreted as indicating that when one considers a large enough set of points, the information contained in the packing set is representative of the metric information of the manifold, independently of the particular choice of the packing set. This claim needs some further theoretical justification, which could come if a result of the following fashion were proved: ${ }^{25}$
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Fig. 5. Histogram showing the errors for different selections of point clouds on the bunny model.

Let $\mathcal{S}$ be a smooth compact $k$-dimensional submanifold of $\mathbb{R}^{k}$ such that its Ricci curvature is bounded below by $\kappa(n-1)$ with $\kappa \leq 0$. Let $Q_{m}^{(r)} \subset \mathcal{S}, r=1,2$, be such that $d_{\mathcal{S}}\left(q_{i}^{(r)}, q_{j}^{(r)}\right) \geq \varepsilon$ and $B_{\mathcal{S}}\left(Q_{m}^{(r)}, R\right)$ covers $\mathcal{S}$ for some $R>\varepsilon>0$. Then, with $D_{1}$ and $D_{2}$ defined as before,

$$
d_{\mathcal{J}}\left(D_{1}, D_{2}\right) \leq 2 m C_{\mathfrak{S}} \sqrt{h}+C(R, \varepsilon, m)
$$

where the exact form of $C(R, \varepsilon, m)$ is to be determined, leading to an optimal choice of $m$ (the size of the subset).
Using the same procedure, described in Appendix E, to choose the sets $Q_{m}^{(i)}$, we computed the errors (according to $e\left(D_{1}, D_{2}\right)$ ) for five artificial human models; three of them are bendings of a man and two are bendings of a woman; see Figures 6 and 7. Details on these models are also given in Table 1. The results of this cross-comparison are presented in Table 2 below.

TABLE 2
Cross-comparisons for the human models using the error measure e(300)/300 normalized by the maximum of the errors.

| MODEL | Man2 | Man3 | Man5 | Woman2 | Woman3 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Man2 | $*$ | 0.0514 | 0.0570 | 0.4690 | 0.4853 |
| Man3 | $*$ | $*$ | 0.0206 | 0.4701 | 0.4859 |
| Man5 | $*$ | $*$ | $*$ | 0.4702 | 0.4862 |
| Woman2 | $*$ | $*$ | $*$ | $*$ | 0.2639 |
| Woman3 | $*$ | $*$ | $*$ | $*$ | $*$ |

These examples show how our geodesic distance computation technique, when complemented with the matrix metric in Appendix E, can be used to compare manifolds given by point clouds, in a bending-invariant fashion and without explicit manifold reconstruction. More exhaustive experimentation and additional theoretical justification will be reported elsewhere.


Fig. 6. MAN models. From top to bottom (two views of each model): MAN2, MAN3, and MAN5.


Fig. 7. WOMAN models. From left to right (two views of each model): WOMAN2 and WOMAN3.

Before concluding, we should comment that, as frequently done in the literature, we could normalize the geodesic distances if scale invariance were also required. Moreover, we could also consider in the distance matrix only nonzero entries for local neighborhoods. In addition, the use of techniques for computing eigenvalues and eigenvectors such as those in the work of Coifman and colleagues [17], on highdimensional geometric multiscale analysis should be explored.
8. Concluding remarks. In this paper, we have extended our previous work [49] to deal with (smooth) submanifolds of $\mathbb{R}^{d}$ (of any codimension) and possibly with boundary, and using these extensions, we have also shown how to compute intrinsic distance functions on a generic manifold defined by a point cloud, without the intermediate step of manifold reconstruction. The basic idea is to use well-developed computational algorithms for computing Euclidean distances in an offset band sur-
rounding the manifold, to approximate the intrinsic distance. The underlying theoretical results were complemented by experimental illustrations.

As mentioned in the introduction, an alternative technique for computing geodesic distances was introduced in $[9,67]$ (see also [31]). In contrast with our work, the effects of noise were not addressed in $[9,31]$. Moreover, as one can see from considerations in Appendix A, our framework seems to be more robust to noise. We should note that the memory requirements of the current way of implementing our framework are large, and this needs to be addressed for very high dimensions (the framework is, of course, still valid). In particular, we are interested in direct ways of computing distances inside regions defined by union of balls, without the need to use the Hamilton-Jacobi approach. Several classical computer science implementation tricks can be applied to avoid this memory allocation problem, and this is part of our current implementation efforts.

We are currently working on the use of this framework to create multiresolution representations of point clouds (in collaboration with C. Moenning and N. Dyn; see [55] and also [11, 18, 20, 58]), to further perform object recognition for larger libraries, and to compute basic geometric characteristics of the underlying manifold-all this, of course, without reconstructing the manifold. (See [54] for recent results on normal computations for 2D and 3D noisy point clouds.) Some results in these directions are reported in [50, 55]. Further applications of our framework for high-dimensional data are also currently being addressed, beyond the preliminary (toy) results reported in section 7. Of particular interest in this direction is the combination of this work with the one developed by Coifman and colleagues and the recent one in [31].

Appendix A. Comparison with mesh-based strategies for distance calculation in the presence of noise. We now make some very basic comparisons between our approach to geodesic distance computations and those based on graph approximations to the manifold, such as the one in Isomap [67, 31]. ${ }^{26}$ (Comparisons of the band framework with the one reported in [40] for 3D triangulated surfaces are reported in [49].) The goal is to show that such graph-based techniques are more sensitive to noise in the point cloud sample (and the error can even increase to infinity with the increase in the number of points). This is expected, since the geodesic in such techniques goes through the noisy samples, while in our approach, they just go through the union of balls. We make our argument only for the $1 D$ case, while the high-dimensional cases can be similarly studied.
A.1. 1D theoretical case. Let us consider a rectilinear segment of length $L$ and $n+1$ equispaced points $p_{1}, \ldots, p_{n+1}$ in that segment. Consider the noisy points $q_{i}=p_{i}+\zeta_{i} \vec{n}$, where $\vec{n}$ is the normal to the segment and $\zeta_{i} 1 \leq i \leq n$ are independent R.V. uniformly distributed in $[-\Delta, \Delta]$. Let $l=L / n$ denote the distance between adjacent $p_{i}$ 's. Let $d_{g}^{\Delta}$ denote the length of the polygonal path $\overline{q_{1} q_{2} \ldots q_{n+1}}$ and $d_{0}=L$. Then obviously $d_{g}^{\Delta} \geq d_{0}$ for any realization of the R.V.'s $\zeta_{i}$. Let $d_{i}=\left\|p_{i}-p_{i+1}\right\|$; then by Pythagoras theorem $d_{i}=\sqrt{l^{2}+z_{i}^{2}}$, where $z_{i}=\zeta_{i}-\zeta_{i+1}$ are R.V.'s with triangular density in $[-2 \Delta, 2 \Delta]$.

Next we compute $\mathbb{E}\left(d_{i}\right)=\frac{1}{2 \Delta} \int_{-2 \Delta}^{2 \Delta} \sqrt{l^{2}+z^{2}}\left(1-\frac{|z|}{2 \Delta}\right) d z$. The result is

$$
\mathbb{E}\left(d_{i}\right)=\sqrt{l^{2}+4 \Delta^{2}}+\frac{l^{2}}{2 \Delta} \log \left(\frac{2 \Delta+\sqrt{l^{2}+4 \Delta^{2}}}{l}\right)-\frac{1}{6 \Delta^{2}}\left(\left(l^{2}+4 \Delta^{2}\right)^{3 / 2}-l^{3}\right) .
$$
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Results of simulations with the Swiss Roll dataset.

| Noise power $\left(n_{k}^{2}\right)$ | $\max _{i j}\left\|D_{i j}^{g, n_{k}}-D_{i j}^{g, 0}\right\|$ | $k$ | $\max _{i j}\left\|D_{i j}^{h, n_{k}}-D_{i j}^{h, 0}\right\|$ | $h$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.0001 | 2.5222 | 7 | 0.5266 | 1.8 |
| 0.01 | 4.6409 | 7 | 0.9430 | 1.8 |
| 0.04 | 5.1737 | 7 | 1.2489 | 1.8 |
| 0.09 | 5.3292 | 7 | 1.4682 | 1.8 |
| 0.16 | 5.4651 | 7 | 1.7965 | 1.8 |

Now assuming $\frac{\Delta}{l} \ll 1$, we find that up to first order $\mathbb{E}\left(d_{i}\right) \simeq l+\Delta$ and

$$
\mathbb{E}\left(d_{g}^{\Delta}-d_{0}\right) \simeq n \Delta
$$

From this we also get ${ }^{27}$

$$
p_{g} \triangleq \mathbb{P}\left(d_{g}^{\Delta}-d_{0}>\varepsilon\right) \lesssim \frac{n \Delta}{\varepsilon}
$$

On the other hand, for our approximation $d_{h}^{\Delta}$, if the segment is contained in the union of the balls centered at the sampling points, $d_{h}^{\Delta}=d_{0}$. The probability of covering the segment by the band can be made arbitrarily close to 1 by increasing $n$. More precisely, one can prove that if $p$ stands for the value of the probability of not covering the segment, then $p \leq k \frac{L}{\Delta}\left(1-k^{\prime} \frac{\Delta}{L}\right)^{n}$, for some positive constants $k$ and $k^{\prime}$. Then we can write

$$
p_{h} \triangleq \mathbb{P}\left(d_{h}^{\Delta}-d_{0}>\varepsilon\right) \leq \frac{k^{\prime \prime}}{\varepsilon} \frac{L}{\Delta}\left(1-k^{\prime} \frac{\Delta}{L}\right)^{n+1}
$$

The comparison is now easy. We see that in order to have $p_{g}$ vanish as $n \uparrow \infty, \Delta$ must go to zero faster than $\frac{1}{n}$. However, we know that by requiring $\Delta \simeq \frac{\log n}{n} \gtrsim \frac{1}{n}$ we have $p_{h} \downarrow 0$ as $n \uparrow \infty$. This means that the graph approximation of the distance is more sensitive to noise than ours. ${ }^{28}$ This gives some evidence about why our approach is more robust than popular mesh-based ones. Next we present results of some simulations carried out in order to further verify our claim.
A.2. Simulations. In Table 3 we present results of simulations carried out for the SwissRoll dataset [67]; see Figure 3. We used 10, 000 points to define the manifold. We then generated 10,000 noise vectors, each component being uniform with power one and zero mean. Then we generated noisy datasets from the noiseless SwissRoll dataset by adding the noise vector times a constant $n_{k}$ to each vector of the noiseless initial dataset. We then chose 1000 corresponding points in each dataset and computed the intrinsic pairwise distance approximation, obtaining the matrices $\left\{\left(D_{i j}^{g, n_{k}}\right)\right\}$ and $\left\{\left(D_{i j}^{h, n_{k}}\right)\right\}$ for the graph-based and our approach, respectively, where $k=1,2, \ldots, 5, i, j \in[1,1000]$, and $n_{k}$ denotes the noise level. We then computed the values of $\max _{i j}\left|D_{i j}^{g, n_{k}}-D_{i j}^{g, 0}\right|$ and $\max _{i j}\left|D_{i j}^{h, n_{k}}-D_{i j}^{h, 0}\right|$ for each $k$, where $D_{i j}^{g, 0}$ and $D_{i j}^{h, 0}$ stand for noiseless intrinsic distance approximations. In Table 3, $h$ indicates the radii and $k$ the size of the neighborhood for Isomap. The graph approximation shows

[^79]less robustness to noise than our method, as was argued above. This is also true for the sensitivity, ${ }^{29}$ where our approach outperforms the graph-based one by at least one order of magnitude. Note that the sensitivity for our approach can be formally studied from Theorem 3.

Appendix B. Properties of Euclidean distance functions. The references for this section are [2, pp. 12-16], and [26].

Theorem 9 (see [2]). Let $\Gamma \subset \mathbb{R}^{d}$ be a compact, smooth manifold without boundary. Then $\eta(x) \triangleq \frac{1}{2} d^{2}(\Gamma, x)$ is smooth in a tubular neighborhood $U$ of $\Gamma$. Also, in $U$ it satisfies $\|D \eta\|^{2}=2 \eta$.

Corollary 5. The projection operator $\Pi: U \rightarrow \Gamma$, for a given $x \in U$, can be written as $\Pi(x)=x-D \eta(x)$. Moreover, this operator is smooth.

Remark 8. Differentiation of the relation $\langle D \eta, D \eta\rangle=2 \eta$ gives us $D^{2} \eta D \eta=D \eta$. Differentiating once more, we also find $D^{3} \eta D \eta=D^{2} \eta$.

Theorem 10 (see [2]). Let $\Gamma$ and $U$ be as in Theorem 9, and let $y \in U$ and $x=y-D \eta(x) \in \Gamma, k=\operatorname{dim}(\Gamma)$. Then, denoting by $\lambda_{1}, \ldots, \lambda_{n}$ the eigenvalues of $D^{2} \eta(y)$,

$$
\lambda_{i}(y)= \begin{cases}\frac{d(\Gamma, y) \kappa_{i}(x)}{1+d(\Gamma, y) \kappa_{i}(x)} & \text { if } 1 \leq i \leq k \\ 1 & \text { if } k<i \leq n\end{cases}
$$

where $\kappa_{i}(x)$ are the principal curvatures of $\Gamma$ at $x$ along $D d(\Gamma, y) \in N_{x} \Gamma$, where $N_{x} \Gamma$ is the normal space to $\Gamma$ at $x$.

## Appendix C. Deferred proofs.

Proof of Corollary 3. We present only a sketch of the proof. Let $\mathcal{M}$ be an extension of $\mathcal{S}$ such that $\mathcal{S}$ is still strongly convex in $\mathcal{M}$, and let $0<\delta \triangleq \min _{x \in \mathcal{S}} \min _{z \in \mathcal{M}}\|x-z\|$. Then, $\overline{B(x, \alpha)} \cap \overline{B(z, \beta)}=\emptyset$ for all $x \in \mathcal{S}, z \in \partial \mathcal{M}$, and $\alpha, \beta<\frac{\delta}{3}$. Hence, $\Omega_{S}^{\alpha} \cap \Omega_{\partial \mathcal{M}}^{\beta}=\emptyset$ for $\alpha, \beta \leq \frac{\delta}{3}$.

For any $x, y \in \mathcal{S}$ consider $\gamma_{h}$ the $\Omega_{\mathcal{M}}^{h}$-minimizing geodesic, $\mathbf{L}\left(\gamma_{h}\right)=d_{\Omega_{\mathcal{M}}^{h}}(x, y)$.
By the convexity of $\mathcal{S}$ there exists a unique $\mathcal{M}$-minimizing geodesic $\gamma_{0} \subset \mathcal{S}$ joining $x, y$, and then, by Theorem $4, \gamma_{h}$ uniformly converges to $\gamma_{0}$. In particular, for any $\epsilon>0$ there exists $h_{\epsilon}>0$ such that $\gamma_{h} \subset \Omega_{\gamma_{0}}^{\epsilon}$ for all $h<h_{\epsilon}$. Choose $\epsilon \leq \frac{\delta}{3}$; then $\gamma_{h} \subset \Omega_{\gamma_{0}}^{\epsilon} \subset \Omega_{\mathcal{S}}^{\epsilon}$. Furthermore, if $h \leq \frac{\delta}{3}$, then $\Omega_{\gamma_{0}}^{\epsilon} \cap \Omega_{\mathcal{M}}^{h}=\emptyset$, and therefore $\gamma_{h}$ does not touch $\partial \Omega_{\mathcal{M}}^{h} \cap \partial \Omega_{\partial \mathcal{M}}^{h}$. Thus, $\gamma_{h}$ is $C^{1,1}$ for $h \leq \frac{\delta}{3}$. Note that with this choice of $h$ we have $\Omega_{\mathcal{S}}^{h} \cap \mathcal{M} \subset \operatorname{int}(\mathcal{M})$, and therefore we also have a smooth orthogonal projection operator $\Pi: \Omega_{\mathcal{S}}^{h} \rightarrow \mathcal{M}$.

Proceeding as in the first steps of the proof of Theorem 5, we have $\mathbf{L}\left(\gamma_{h}\right)=$ $d_{\Omega_{\mathcal{M}}^{h}}(x, y) \leq d_{\mathcal{M}}(x, y) \leq \mathbf{L}\left(\Pi\left(\gamma_{h}\right)\right)$, since $\Pi\left(\gamma_{h}\right) \subset \mathcal{M}$ but may not be a minimizing path. Then, using the convexity of $\mathcal{S}$ in $\mathcal{M}, d_{\mathcal{M}}(x, y)=d_{\mathcal{S}}(x, y)$, and therefore $0 \leq$ $d_{\delta}(x, y)-d_{\Omega_{\mathfrak{N}}^{h}}(x, y) \leq\left|\mathbf{L}\left(\Pi \gamma_{h}\right)-\mathbf{L}\left(\gamma_{h}\right)\right|$, which can be bounded by a constant times $\sqrt{h}$ just mimicking the proof of Theorem 5 . We conclude by noting that $\Omega_{\mathcal{S}}^{h} \subset \Omega_{\mathcal{N}}^{h}$, and hence $d_{\delta}(x, y)-d_{\Omega_{\Omega}^{h}}(x, y) \geq d_{\delta}(x, y)-d_{\Omega_{\S}^{h}}(x, y)$.

Proof of Lemma 3. We now estimate the covering number $\mathcal{N}(\mathcal{S}, \delta)$. The idea is constructive, very simple, and of course standard. We consider the following procedure (adopted from [9]): Let $q_{1}$ be any point in $\mathcal{S}$, and choose $q_{2} \in \mathcal{S} \backslash B_{\mathcal{S}}\left(q_{1}, \delta\right)$. Then choose $q_{3} \in \mathcal{S} \backslash\left\{B_{\mathcal{S}}\left(q_{1}, \delta\right) \cup B_{\mathcal{S}}\left(q_{2}, \delta\right)\right\}$. Iterate this procedure until it is no longer possible

[^80]to choose any point $q \in \mathcal{S} \backslash\left\{\cup_{k=1}^{\mathcal{N}(\mathcal{S}, \delta)} B_{\mathcal{S}}\left(q_{k}, \delta\right)\right\}$; in such a case $\mathcal{S}=\cup_{k=1}^{\mathcal{N}(\mathcal{S}, \delta)} B_{\mathcal{S}}\left(q_{k}, \delta\right)$. Note that $B_{\mathcal{S}}\left(q_{k}, \frac{\delta}{2}\right) \cap B_{\mathcal{S}}\left(q_{l}, \frac{\delta}{2}\right)=\emptyset$ if $k \neq l$, and therefore we can bound $\mathcal{N}(\mathcal{S}, \delta) \leq$ $\frac{\mu(\mathcal{S})}{\min _{x \in S} \mu\left(B_{\delta}(x, \delta / 2)\right)}$. Therefore, using the Bishop-Günther inequalities in the same manner as in Lemma 1, we find (14).

Proof of Corollary 4. Note first that the random variable $d_{\mathcal{H}}\left(\mathcal{S}, \Omega_{\mathcal{P}_{n}}^{h}\right)$ is bounded by $\max \{\operatorname{diam}(\mathcal{S})+h, h\}$. By definition of the Haussdorf distance, $d_{\mathcal{H}}\left(\mathcal{S}, \Omega_{\mathcal{P}_{n}}^{h}\right)=$ $\max \left(\sup _{x \in \mathcal{S}} d\left(x, \Omega_{\mathcal{P}}^{h}\right), \sup _{y \in \Omega_{\mathcal{P}_{n}}^{h}} d(y, \mathcal{S})\right)$. Then, $\sup _{x \in \mathcal{S}} d\left(x, \Omega_{\mathcal{P}_{n}}^{h}\right) \leq \operatorname{diam}(\mathcal{S})+h$ by the triangle inequality, and $\sup _{y \in \Omega_{\mathcal{T}}^{h}} d(y, \mathcal{S}) \leq h$, trivially.

Now, we can write $\mathbb{E}\left(d_{\mathcal{H}}\left(\mathcal{S}, \Omega_{\mathcal{P}_{n}}^{h}\right)\right)=\mathbb{E}\left(\mathbb{E}\left(d_{\mathcal{H}}\left(\mathcal{S}, \Omega_{\mathcal{P}}^{h}\right) \| \nVdash\left[\mathcal{S \subseteq \Omega _ { \mathcal { P } } ^ { h } ]}{ }^{\prime}\right)\right.\right.$, but the inner expected value can be bounded by $h$ when $\nVdash_{\left[\mathcal{S} \subseteq \Omega_{\mathcal{P}_{n}}^{h}\right]}=1$, and by max $\{\operatorname{diam}(\mathcal{S})+h, h\}$ when $\Vdash_{\left[s \subseteq \Omega_{\mathcal{P}}^{h}\right]}=0$. Using Chebyshev's inequality, we find

$$
\begin{aligned}
\mathbb{P}\left(d_{\mathcal{H}}\left(\mathcal{S}, \Omega_{\mathcal{P}_{n}}^{h}\right)>\delta\right) & \leq \frac{h}{\delta} \mathbb{P}\left(\left\{\mathcal{S} \subseteq \Omega_{\mathcal{P}}^{h}\right\}\right)+\frac{\max \{\operatorname{diam}(\mathcal{S})+h, h\}}{\delta}\left(1-\mathbb{P}\left(\left\{\mathcal{S} \subseteq \Omega_{\mathcal{P}}^{h}\right\}\right)\right) \\
& \leq \frac{h}{\delta}+\frac{\operatorname{diam}(S)+h}{\delta}\left(1-\mathbb{P}\left(\left\{\mathcal{S} \subseteq \Omega_{\mathcal{P}}^{h}\right\}\right)\right)
\end{aligned}
$$

a quantity that goes to zero for any fixed $\delta>0$ as $h \downarrow 0$ and $n \uparrow \infty$, provided that (16) holds.

Proof of Theorem 8. Since the proof is almost identical to that of Theorem 7, many steps will be skipped. Note that since $\mathcal{S}$ is compact, there exists an upper bound $K$ for all its sectional curvatures. This will allow us to use the volume comparison theorems as before.

We can start from the adequate version of (7). We must bound both $\mathbb{P}\left(\left\{\mathcal{S} \subseteq \Omega_{\mathcal{P}_{n}}^{h}\right\}^{c}\right)$ and $\mathbb{P}\left(\mathcal{L}_{\mathcal{S}}\left(\mathcal{P}_{n} ; \Delta, h\right)>\varepsilon \mid\left\{\mathcal{S} \subseteq \Omega_{\mathcal{P}_{n}}^{h}\right\}\right)$. The second term can be bounded in an identical way as its $\Delta=0$ counterpart was, obtaining

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{L}_{\mathcal{S}}\left(\mathcal{P}_{n} ; \Delta, h\right)>\varepsilon \mid\left\{\mathcal{S} \subseteq \Omega_{\mathcal{P}_{n}}^{h}\right\}\right) \leq \frac{C_{\mathcal{S}} \sqrt{h+\Delta}+2 \Delta\left(2+\sqrt{2} C_{\mathcal{S}} \sqrt{\Delta}\right)}{\varepsilon} \tag{20}
\end{equation*}
$$

which vanishes as $n \uparrow \infty$.
Now we upper bound $\mathbb{P}\left(\left\{S \subseteq \Omega_{\mathcal{P}_{n}}^{h}\right\}^{c}\right)$. Everything carries over in the same fashion as in the proof of Lemma 1, except that now we must take into consideration that the $p_{i}$ 's are not necessarily on $\mathcal{S}$ but inside $\Omega_{\mathcal{S}}^{\Delta}$. Following the described steps, we obtain

$$
\begin{equation*}
\mathbb{P}\left(\left\{x \notin \Omega_{\mathcal{P}_{n}}^{h} \cap \mathcal{S}\right\}\right) \leq\left(1-\frac{\mu\left(B(x, h) \cap \Omega_{\S}^{\Delta}\right)}{\mu\left(\Omega_{\delta}^{\Delta}\right)}\right)^{n} \tag{21}
\end{equation*}
$$

Notice that, since we are working with $h \geq \Delta$, we have $B(x, \Delta) \subset B(x, h) \cap \Omega_{\S}^{\Delta}$ (see Figure 8), and we can rewrite the bound in (21) as

$$
\begin{align*}
\mathbb{P}\left(\left\{x \notin \Omega_{\mathcal{P}_{n}}^{h} \cap \mathcal{S}\right\}\right) & \leq\left(1-\frac{\mu(B(x, \Delta))}{\mu\left(\Omega_{\delta}^{\Delta}\right)}\right)^{n}  \tag{22}\\
& =\left(1-\frac{\mu(B(\cdot, \Delta))}{\mu\left(\Omega_{\S}^{\Delta}\right)}\right)^{n} \tag{23}
\end{align*}
$$

We can bound this quantity using formulas akin to Weyl's tube theorem. More precisely, as explained in Appendix D, we can write

$$
\mu\left(\Omega_{S}^{\Delta}\right)=\mu(\mathcal{S}) v(d-k, \Delta)+\varphi_{\mathcal{S}}(\Delta)
$$



FIG. 8. $B(x, \Delta) \subset B(x, h) \cap \Omega_{S}^{\Delta}$.
where $\frac{\varphi_{s}(\Delta)}{\Delta^{d-k+1}} \rightarrow 0$ as $\Delta \rightarrow 0$ and $v(D, R)$ is the volume of the ball of radius $R$ in $D$-dimensional Euclidean space.

Now, for $x \in \mathcal{S}$ we must find a bound for $\mathbb{P}\left(B_{\mathcal{S}}(x, \delta) \nsubseteq \Omega_{\mathcal{P}_{n}}^{h}\right)$, but as in the proof of Lemma 2, $\mathbb{P}\left(B_{\mathcal{S}}(x, \delta) \nsubseteq \Omega_{\mathcal{P}_{n}}^{h}\right) \leq \mathbb{P}\left(x \notin \Omega_{\mathcal{P}_{n}}^{h-\delta} \cap \mathcal{S}\right)$, which can be bounded by (22). Also the bound (14) for the covering number still works in this case, and thus we can write $\mathbb{P}\left(\mathcal{S} \nsubseteq \Omega_{\mathcal{P}_{n}}^{h} \cap \mathcal{S}\right) \leq \frac{\left(1-y_{\Delta}\right)^{n}}{x_{h}}$, where $y_{\Delta} \triangleq \frac{\mu(B(\cdot, \Delta))}{\mu\left(\Omega_{\mathcal{S}}\right)}$. Also since $h \geq \Delta, x_{h} \geq x_{\Delta}$, then

$$
\mathbb{P}\left(\mathcal{S} \nsubseteq \Omega_{\mathcal{P}_{n}}^{h}\right) \leq \frac{\left(1-y_{\Delta}\right)^{n}}{x_{\Delta}}
$$

But with $\Delta$ small enough, $y_{\Delta} \simeq \alpha \Delta^{k}$ and $x_{\Delta} \simeq \beta \Delta^{k}$, and then Lemma 4 and the hypotheses guarantee that $\mathbb{P}\left(\left\{\mathcal{S} \subset \Omega_{\mathcal{P}_{n}}^{h}\right\}^{c}\right) \rightarrow 0$ as $n \uparrow \infty$.

Appendix D. Basic differential geometry facts. In this section we collect some facts that were used throughout the article, following [32].
D.1. Measure of a $\boldsymbol{d}$-dimensional ball. Recall the definition of the $\Gamma$ function:

$$
\Gamma(\alpha)=\int_{0}^{+\infty} e^{-t} t^{\alpha-1} d t
$$

ThEOREM 11. The volume of d-dimensional ball of radius $r$ is given by

$$
v(d, r) \triangleq \mu(B(\cdot, r))=\omega_{d} r^{d}
$$

where $\omega_{d}=\frac{2 \pi^{d / 2}}{d \Gamma(d / 2)}$.

## D.2. Bishop-Günther inequalities for the measure of a geodesic ball.

THEOREM 12. Let $\mathcal{S}$ be a complete $k$-dimensional Riemannian manifold, assume $r$ to be smaller than the distance between $m \in \mathcal{S}$ and $C u t(m, \mathcal{S})$ (cut locus of the points $m$ in S). Let $K^{\mathcal{S}}$ be the sectional curvatures of $\mathcal{S}$ and $\gamma$ a constant. Then if $\widehat{V}_{\gamma}(r) \triangleq \frac{2 \pi^{k / 2}}{\Gamma(k / 2)} \int_{0}^{r}\left(\frac{\sin (t \sqrt{\gamma})}{\sqrt{\gamma}}\right)^{k-1} d t$, then

$$
\begin{align*}
& K^{\mathcal{S}} \geq \gamma \text { implies } \mu\left(B_{\mathcal{S}}(m, r)\right) \leq \widehat{V}_{\gamma}(r)  \tag{24}\\
& K^{\mathcal{S}} \leq \gamma \text { implies } \mu\left(B_{\mathcal{S}}(m, r)\right) \geq \widehat{V}_{\gamma}(r) \tag{25}
\end{align*}
$$

Proposition 3. We have the following Taylor expansion for $\widehat{V}_{\gamma}(r)$, the volume of a geodesic ball in a space of constant sectional curvature $\gamma$ :

$$
\widehat{V}_{\gamma}(r)=\omega_{k} r^{k}\left(1-r^{2} \frac{\gamma}{6} \frac{k(k-1)}{k+2}\right)+\phi(r)
$$

where $\frac{\phi(r)}{r^{k+2}} \longrightarrow 0$ as $r \downarrow 0$.

## D.3. Weyl's tube theorem.

Theorem 13. Let $S$ be a $k$-dimensional manifold topologically embedded in $\mathbb{R}^{d}$. Assume that $\mathcal{S}$ is compact closure, and that every point in the tube $T(\mathcal{S}, r)=\{x \in$ $\mathbb{R}^{d}$ such that, $\left.d(\mathcal{S}, x) \leq r\right\}$ has a unique shortest geodesic connecting it with $\mathcal{S}$; then the volume $\mu(T(\mathcal{S}, r))$ of the tube is given by

$$
\begin{equation*}
\mu(T(\mathcal{S}, r))=r \frac{\sqrt{\pi}}{\Gamma(3 / 2)} \sum_{i=0}^{\left[\frac{d-1}{2}\right]} \frac{k_{2 i}(\mathcal{S}) r^{2 i}}{I(i)} \tag{26}
\end{equation*}
$$

where $I(i)=1 \cdot 3 \cdot 5 \cdots \cdots(2 i+1)$ and the numbers $k_{2 i}$ depend on the curvature structure of $S$. For our purposes we need know only that $k_{0}=\mu(\mathcal{S})$.

Corollary 6. The volume of the tube $T(\mathcal{S}, r)$ can be expanded as

$$
\mu(T(\mathcal{S}, r))=\mu(\mathcal{S}) v(d-k ; r)+\phi_{\mathcal{S}}(r),
$$

where $\frac{\phi_{\mathrm{s}}(r)}{r^{d-k}} \xrightarrow{r\lrcorner 0} 0$
Appendix E. Details on object recognition. The ideal objective is to actually compute the J-distance between $D_{1}$ and $D_{2}$ as described in section 7.2 ; however, this is a very hard problem since there are $m!m \times m$ permutation matrices. The choice of $m$ is subject to compromise: on one hand, we want it to be big enough so as to capture the metric structure of $\mathcal{S}_{i}$ with the information given by $\left(Q_{n}^{(i)}, d_{\Omega_{\rho_{n}^{(i)}}^{h_{i}}}\right)$; on the other hand, we want to be able to actually make the computations involved without too much processing cost. Therefore we should attempt to circumvent this $m$ ! search space by exploiting some other information we might have.

One possibility for bypassing this difficulty is to try to upper bound the J-distance by some difference between eigenvalues of the matrices. However, it turns out that one can easily find two distance matrices which have positive J-distance (they are not cogredient) but have the same spectra. Then an upper bound should take into account also another term that measures our inability to really differentiate distance functions by looking only at their eigenvalues. Of course this information must then be contained in the eigenvectors. ${ }^{30}$

A way of dealing with this particular issue is working with the spectral factorization of each of the matrices. Let $D_{1}=Q D Q^{T}$ and $D_{2}=\widehat{Q} \widehat{D} \widehat{Q}^{T}$, where $Q$ and $\widehat{Q}$ are unitary matrices and $D$ and $\widehat{D}$ are diagonal matrices whose entries are the eigenvalues of $D_{1}$ and $D_{2}$, respectively. Note that we are not saying anything about the order in which those eigenvalues are presented; for convenience, let

[^81]$D_{11}=\left|D_{11}\right|>\left|D_{22}\right|>\cdots>\left|D_{m m}\right|$ and $\widehat{D}_{11}=\left|\widehat{D}_{11}\right|>\left|\widehat{D}_{22}\right|>\cdots>\left|\widehat{D}_{m m}\right| .^{31}$ Then with little effort we can write
\[

$$
\begin{equation*}
\min _{P \in \mathcal{P} \mathcal{M}_{m}}\left\|D_{1}-P D_{2} P^{T}\right\| \leq\|(Q-P \widehat{Q}) D\|+\|(Q-P \widehat{Q}) \widehat{D}\|+\|D-\widehat{D}\| . \tag{27}
\end{equation*}
$$

\]

Note that if $W$ is any matrix and $T$ is diagonal, then $\|W T\|^{2}=\sum_{k}\left\|W_{(:, k)} t_{k k}\right\|^{2}=$ $\sum_{k}\left\|W_{(:, k)}\right\|^{2} t_{k k}^{2}$ where $W_{(:, k)}$ is the $k$ th column vector of $W$. Using this observation, we note that the first two terms in (27) can be bounded as follows (let $Q=\left(q_{1}|\ldots| q_{m}\right)$, and $\left.\widehat{Q}=\left(\widehat{q}_{1}|\ldots| \widehat{q}_{m}\right)\right)$ :

$$
\|(Q-P \widehat{Q}) D\|+\|(Q-P \widehat{Q}) \widehat{D}\|=\sqrt{\sum_{k} D_{k k}^{2}\left\|q_{k}-P \widehat{q}_{k}\right\|^{2}}+\sqrt{\sum_{k} \widehat{D}_{k k}^{2}\left\|q_{k}-P \widehat{q}_{k}\right\|^{2}} .
$$

Now, using the trivial inequality $\frac{\sqrt{a}+\sqrt{b}}{2} \leq \sqrt{\frac{a+b}{2}}$ for all $a, b \geq 0$, we finally arrive at the expression

$$
\begin{equation*}
\min _{P \in \mathcal{P} \mathcal{M}_{m}}\left\|D_{1}-P D_{2} P^{T}\right\| \leq \sqrt{\sum_{k=1}^{m}\left(D_{k k}-\widehat{D}_{k k}\right)^{2}}+\sqrt{2} \sqrt{\sum_{k=1}^{m}\left(D_{k k}^{2}+\widehat{D}_{k k}^{2}\right)\left\|q_{k}-P \widehat{q}_{k}\right\|^{2}} \tag{28}
\end{equation*}
$$

This inequality holds for any $P \in \mathcal{P \mathcal { M }}_{m}$. It is important to note that in case $D_{1}$ and $D_{2}$ are cogredient, all their eigenvectors will also be related through that same permutation; therefore this inequality is sharp. ${ }^{32}$

Note that in the second term of (28), the values of $\left\|q_{i}-P \widehat{q}_{i}\right\|$ are weighted by $\left(D_{i i}^{2}+\widehat{D}_{i i}^{2}\right)$, so one can think that since $\left\|q_{i}-P \widehat{q}_{i}\right\| \leq 2$, the most important terms of the sum will be those for which $\left(D_{i i}^{2}+\widehat{D}_{i i}^{2}\right)$ is large. This is not a rigorous consideration, but gives some guidelines on how to compute an approximate bound when the sizes of the distance matrices are prohibitively large.

In some situations, the choice of the subsampled set size $m$ that guarantees a good metric approximation in the sense discussed above might be too large, making the computation of the full bound (28) onerous. But still a measure of similarity must be provided which does not require the computation of all of the eigenvalues and eigenvectors of each distance matrix. Therefore, in order to estimate $d_{\mathcal{J}}\left(D_{1}, D_{2}\right)$, we use the following idea: Instead of computing all the eigenvalues and eigenvectors of the matrices $D_{1}$ and $D_{2}$, compute the $N \ll m$ more important ones, where important means, in the light of the expression for the bound, those with the largest moduli, at least for the part of the bound involving eigenvectors. Then, for a (computationally) reasonable $N$ we define the approximate error bound (still letting $P$ be any convenient choice of a permutation matrix)

$$
\begin{equation*}
e(N) \triangleq \sqrt{\sum_{k=1}^{N}\left(D_{k k}-\widehat{D}_{k k}\right)^{2}}+\sqrt{2} \sqrt{\sum_{k=1}^{N}\left(D_{k k}^{2}+\widehat{D}_{k k}^{2}\right)\left\|q_{k}-P \widehat{q}_{k}\right\|^{2}} . \tag{29}
\end{equation*}
$$

[^82]Now, we fix the permutation $P$ as follows: Let $S$ be the permutation matrix such that $S q_{1}$ is a column vector whose components are sorted from largest to smallest. Do the same with $\widehat{q}_{1}$ to obtain $\widehat{S}$; then compare $S q_{1}$ with $\widehat{S} \widehat{q}_{1}$, which amounts to comparing $q_{1}$ with $S^{T} \widehat{S}$; hence we let $P=S^{T} \widehat{S}$. We could again use a more sophisticated way of choosing $P$, but this one suffices for demonstration purposes and, of course, achieves equality in (28) when both matrices are cogredient.

Another possibility is to directly compare the distance matrices according to the expression $\left\|D_{1}-P D_{2} P^{T}\right\|$, using a certain sensible choice for $P$. We first put both matrices in a "canonical" order. Let $\left(i_{1}, j_{1}\right)$ be one position on the matrix $D_{1}$ with the maximum value. We then order the rest of the points in the set according to their distances to either $q_{i_{1}}^{(1)}$ or $q_{i_{2}}^{(1)}$ from smallest to largest. ${ }^{33}$ This induces an ordering for the matrix $D_{1}$, letting $P_{1}$ be the underlying permutation matrix. We do the same with $D_{2}$ and obtain $P_{2}$. Finally we let

$$
e_{G}\left(D_{1}, D_{2}\right) \triangleq\left\|D_{1}-P_{1}^{T} P_{2} D_{2} P_{2}^{T} P_{1}\right\|
$$

and note that obviously $d_{\mathcal{J}}\left(D_{1}, D_{2}\right) \leq e_{G}\left(D_{1}, D_{2}\right)$ and that the inequality is sharp.
E.1. Choice of the point cloud subset $\boldsymbol{Q}^{(i)}$. In general, the number of points in the cloud is too big. This means that the actual computation of the distance matrices, if done using all the points in the cloud, and subsequent eigenvalue and eigenvector computations (if needed) become onerous. Therefore we need a procedure which allows us to select a small cardinality subset $Q_{m}$ of $\mathcal{P}_{n}$ for which we will actually compute the approximate distance matrix, but still using $\mathcal{P}_{n}$ to define the offset $\Omega_{\mathcal{P}_{n}}^{h}$ inside which the computations are performed. This subset $\mathcal{C}_{r} \subset \mathcal{P}_{n}$ must be "representative" of the geometry of the underlying manifold. One way of selecting those points is by not allowing them to cluster inside any region of the manifold. This can be accomplished in practice by using the "packing idea" in [24]: Given $m<n$, choose the first point $c_{1} \in \mathcal{C}_{m}$ randomly, then proceed by always choosing a point as far as possible from the set of points that have already been chosen. End the process when $m$ points have been chosen. This is the procedure used in the experiments.
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#### Abstract

In this paper a theoretical framework for the study of residual stresses in growing tissues is presented using the theory of mixtures. Such a formulation must necessarily be a solidmultiphase model, comprising at least one phase with solid characteristics, owing to the fundamental role played by the incompatibility of strains in generating residual stresses. Since biological growth involves mass exchange between cellular and extracellular phases, field equations are presented for individual phases and for the mixture as a whole which incorporate this phenomenon. Appropriate constitutive equations are then deduced from first principles, appealing to the second law of thermodynamics.

The analysis shows that the distinguishing feature of multiphase models involving mass exchange is the necessity to propose an additional constitutive postulate between the variables in the massbalance equation in order to close the model. In particular, the defining characteristic of a solidmultiphase model which describes biological growth is a constitutive postulate which relates the process of interphase mass exchange (cell proliferation/cell death) with the expansion or contraction of the solid phase. Thus, the framework presented here represents a new class of mathematical models which extends the concepts of poroelasticity to accommodate continuous volumetric growth. A set of modelling equations is then proposed for the simplest case of a solid-multiphase model, being a biphasic mixture of a linear-elastic solid and an inviscid fluid.
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1. Introduction. The evolution and spatial distribution of tissue stresses is of fundamental importance in a number of physiological phenomena. The experimentally observed phenomenon of vascular collapse in tumors, for example, which has been attributed to the elevated tissue stresses resulting from confined proliferation of tumor cells $[5,9]$, represents a significant barrier to the delivery of blood-borne therapeutic drugs. Such stresses are residual in nature, arising in the tissue when it is free of external loads, and result from the incompatibility of growth strains [21, 38, 40].

Fung [20] further notes the existence of residual stresses in living organs and highlights the importance of such stresses to physiological functions, asserting that "in a living organism, the function of its organs depends on the levels of their internal stress and strain."

Hence continuum models of growing tissues would provide a theoretical framework for a wide range of studies in biology, ranging from tumor biology and anticancer therapies [23, 38] to studies in embryology [7, 34], developmental biology, and plant physiology [18], in addition to providing tools for prediction and analysis for a wide range of projects in the rapidly growing field of tissue engineering [31].

Nevertheless, the underlying phenomenological determinants of residual stresses, as well as their purpose and implications in both normal tissue development and

[^84]various pathological conditions, are poorly understood since there is a paucity of mathematical models to elucidate these phenomena.

Gatenby [22] explains that "recent research in tumour biology, particularly that using new techniques from molecular biology, has produced information at an explosive pace. Yet a conceptual framework within which all these new (and old) data can be fitted is lacking." Gatenby and Maini [23] add that "clinical oncologists and tumour biologists possess virtually no comprehensive theoretical model to serve as a framework for understanding, organizing and applying these data," noting the necessity to "(develop) mechanistic models that provide real insights into critical parameters that control system dynamics." Murray [32] concurs, arguing that "the goal is to develop models which capture the essence of various interactions allowing their outcome to be more fully understood."

Indeed, while experimental approaches may attest to the existence of residual stresses and provide information about their distribution in tissues, the underlying mechanisms governing their genesis cannot be fully elucidated in the absence of mathematical modeling owing to the fundamental role played by the incompatibility of growth strains in their formation [40]. Mathematical analysis provides the key to identifying incompatible growth and represents a tool for investigating the roles of a variety of phenomenological aspects of growing tissues-distribution of nutrients, growth-related density changes, stress modulated cell-proliferation and apoptosis, geometric effects-in promoting incompatibilities and the associated residual stresses.

An important consideration in the mathematical modelling of tissue growth is the choice between single-phase mechanics and mixture theory [2]. The former, which appeals to an analogy with thermal expansion, incorporates a source term in the balance of mass, with the phase or phases responsible for the mass source remaining implicit to the model. While Skalak [39] claims that volumetric growth is analogous to thermal expansion-an analogy which forms the basis of the tissue growth models by Shannon and Rubinsky [38], Jones et al. [26], and Araujo and McElwain [4]-it does not consider all the processes which determine the stresses induced during biological tissue growth. Indeed, Araujo and McElwain [4] note that the single-constituent framework does not take into account the net fluid movement associated with the growth process and the Darcy-like drag terms in the equilibrium of forces-a consideration which may be significant when the elastic (residual) stresses are small.

Multiphase models, on the other hand, which are based on mixture theory, clarify the nature of any mass sources, and consider the role of interstitial fluid in the growth process. While several fluid multiphase models of growing tissues have been proposed recently $[15,16,28]$, it is essential to recognize that these models provide no basis for examining the genesis of residual stresses in tissues, which requires a consideration of the tissue's solid characteristics.

Hence, a theoretical framework which enables the growth process and the associated development of tissue stresses to be modeled naturally, without recourse to an analogy with thermal expansion, is lacking.

This paper is the first in a series of papers which elaborate a mixture theory for the genesis of residual stresses in growing soft tissues, based on field equations which incorporate interphase mass exchange. This paper presents a general formulation for deducing thermodynamically appropriate constitutive equations relevant to the study of biological growth. In section 2, the field equations are presented, being adapted from the classical field theories developed by Truesdell and Toupin [42] and the theory of mixtures developed by Bowen [12] and manipulated into the forms most useful to further exploration of the problem at hand. In sections 3 and 4 , these classical
theories are used as a guide to developing a particular form of the second axiom of thermodynamics from which the relevant constitutive equations may be deduced most readily, neglecting the influence of possible density changes associated with a change of phase. Constitutive assumptions for a general mixture of $n$ phases are then outlined in section 5 , following the pioneering work on constitutive modeling by Coleman and Noll [17], Ehlers [19], and Bowen [12].

In sections 6 through 8 , a simple two-phase mixture of an elastic solid and an inviscid fluid is considered in detail. Since this solid-biphasic mixture must be able to exhibit continuous volumetric expansion to model the process of biological growth and an associated evolution of residual stresses, this paper stands alone in the mathematical literature pertaining to solid tumor growth, enucleating the very essence of the closure problem relevant to continuous growth of a tissue with solid characteristics. The solutions to these biphasic equations will be presented in the next paper in the series.
1.1. Differentiation conventions and index of symbols. The following conventions will be adopted throughout this paper.

If $\hat{\alpha_{i}}$ and $\boldsymbol{\alpha}_{i}$ are scalar and vector/tensor properties of the $i$ th constituent, respectively, then $\boldsymbol{\nabla} \hat{\alpha_{i}}$ and $\boldsymbol{\nabla} . \boldsymbol{\alpha}_{i}$ denote the gradient and the divergence, respectively, with respect to spatial coordinates. (Note that in many references and texts in continuum mechanics these symbols are used to denote partial differentiation with respect to the reference configuration.) The symbols $\mathbf{G r a d} \hat{\alpha_{i}}$ and $\operatorname{Div} \boldsymbol{\alpha}_{i}$ will denote the gradient and divergence, respectively, with respect to the reference configuration.

In addition, the symbol $\frac{D^{i}}{D t}$ denotes the material derivative following the motion defined by $\mathbf{v}_{i}$, the velocity of the $i$ th constituent. The symbol $\frac{D}{D t}$, on the other hand, represents the material derivative following the motion defined by $\mathbf{v}_{m}$, the velocity of the mixture as a whole.

Table 1.1 gives a summary of the nomenclature adopted in this paper, along with the equation in which each symbol first appears. Each quantity is given a more complete description when it is first introduced in the text.
2. Constituent field equations. The balances of mass, linear momentum, angular momentum, and energy for the $i$ th constituent of an $n$-phase mixture are summarized below. The equations incorporate a mass exchange term, so that the mass of the $i$ th constituent may increase (or decrease) at the expense of other constituents. All constituents are equipresent at each spatial point.
2.1. Balance of mass. The balance of mass for the $i$ th constituent, or phase, of an $n$-phase mixture is given by

$$
\begin{equation*}
\frac{D^{i}\left(\phi_{i} \rho_{i}\right)}{D t}+\left(\phi_{i} \rho_{i}\right) \nabla \cdot \mathbf{v}_{i}=\Gamma_{i} \tag{2.1}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\frac{\partial\left(\phi_{i} \rho_{i}\right)}{\partial t}+\nabla \cdot\left(\phi_{i} \rho_{i} \mathbf{v}_{i}\right)=\Gamma_{i} \tag{2.2}
\end{equation*}
$$

where $\phi_{i}$ and $\rho_{i}$ are the volume fraction and density, respectively, of the $i$ th phase and $\Gamma_{i}$ is the mass supplied to the $i$ th phase per unit time per unit mixture volume. Truesdell and Toupin's [42] rule for differentiating a determinant gives the identity

$$
\frac{D^{i}}{D t}\left(\operatorname{det} \mathbf{F}_{i}\right)=\left(\operatorname{det} \mathbf{F}_{i}\right) \boldsymbol{\nabla} \cdot \mathbf{v}_{i}
$$

TABLE 1.1
Symbols.

| Symbol | Description | Equation of <br> first occurrence |
| :---: | :--- | :---: |
| $\phi$ | Volume fraction | $(2.1)$ |
| $\rho$ | True density | $(2.1)$ |
| $\Gamma$ | Mass supply | $(2.1)$ |
| $\mathbf{F}$ | Deformation Gradient | $(2.3)$ |
| $\mathbf{v}$ | Velocity | $(2.1)$ |
| $\boldsymbol{\sigma}$ | Partial Cauchy stress tensor | $(2.7)$ |
| $\boldsymbol{\sigma}_{I}$ | Inner mixture stress tensor | $(2.16)$ |
| $\mathbf{g}$ | Acceleration due to gravity | $(2.7)$ |
| $\boldsymbol{\pi}$ | Phase interaction force | $(2.11)$ |
| $\mathbf{w}$ | Diffusion velocity | $(2.13)$ |
| $\mathbf{m}$ | Angular momentum supply | $(2.18)$ |
| $\mathbf{L}$ | Velocity gradient | $(2.18)$ |
| $u$ | Internal energy | $(2.18)$ |
| $\mathbf{q}$ | Heat flux | $(2.18)$ |
| $r$ | Heat production rate | $(2.18)$ |
| $\varepsilon$ | Phase interaction energy supply | $(3.1)$ |
| $\eta$ | Entropy | $(3.1)$ |
| $\boldsymbol{\theta}$ | Absolute temperature | $(3.4)$ |
| $\psi$ | Helmholtz free energy | $(3.5)$ |
| $\mathbf{K}$ | Chemical potential tensor | $(4.4)$ |
| $\zeta$ | Lagrangian multiplier | $(8.2)$ |
| $\mathbf{X}$ | Reference coordinates | $(8.9)$ |
| $\mathbf{x}$ | Spatial coordinates | $(8.22)$ |
| $\mu, \lambda$ | Lamé constants |  |

which enables (2.1) to be expressed by

$$
\begin{equation*}
\frac{D^{i}}{D t}\left(\phi_{i} \rho_{i} \operatorname{det} \mathbf{F}_{i}\right)=\Gamma_{i} \operatorname{det} \mathbf{F}_{i} \tag{2.3}
\end{equation*}
$$

where $\mathbf{F}_{i}$ is the deformation gradient of the $i$ th phase with respect to the reference configuration. The volume fractions, $\phi_{i}$, are subject to the constraint

$$
\begin{equation*}
\sum_{i=1}^{n} \phi_{i}=1 \tag{2.4}
\end{equation*}
$$

which implies that the mixture is saturated.
The balance of mass for the mixture is expressed by

$$
\begin{equation*}
\frac{D \rho_{m}}{D t}+\rho_{m} \boldsymbol{\nabla} \cdot \mathbf{v}_{m}=0 \tag{2.5}
\end{equation*}
$$

where $\rho_{m}$ and $\mathbf{v}_{m}$ are the density and velocity, respectively, of the mixture as a whole. A comparison of (2.5) with the summation of (2.2) over all $n$ phases allows the mixture density, $\rho_{m}$, to be defined by

$$
\rho_{m}=\sum_{i=1}^{n} \phi_{i} \rho_{i}
$$

and the mixture velocity, $\mathbf{v}_{m}$, to be defined by

$$
\mathbf{v}_{m}=\frac{1}{\rho_{m}} \sum_{i=1}^{n}\left(\phi_{i} \rho_{i} \mathbf{v}_{i}\right)
$$

while yielding the following expression for the conservation of mass:

$$
\begin{equation*}
\sum_{i=1}^{n} \Gamma_{i}=0 \tag{2.6}
\end{equation*}
$$

2.2. Balance of linear momentum. The balance of linear momentum for the $i$ th phase of an $n$-phase mixture is given by

$$
\begin{equation*}
\phi_{i} \rho_{i} \frac{D^{i} \mathbf{v}_{i}}{D t}=\nabla \cdot \boldsymbol{\sigma}_{i}+\phi_{i} \rho_{i} \mathbf{g}+\boldsymbol{\pi}_{i} \tag{2.7}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\phi_{i} \rho_{i} \mathbf{v}_{i}\right)+\boldsymbol{\nabla} \cdot\left(\phi_{i} \rho_{i} \mathbf{v}_{i} \otimes \mathbf{v}_{i}\right)=\boldsymbol{\nabla} \cdot \boldsymbol{\sigma}_{i}+\phi_{i} \rho_{i} \mathbf{g}+\boldsymbol{\pi}_{i}+\Gamma_{i} \mathbf{v}_{i} \tag{2.8}
\end{equation*}
$$

where $\boldsymbol{\sigma}_{i}$ is the partial Cauchy stress tensor for the $i$ th phase, $\mathbf{g}$ is the acceleration due to gravity, and $\boldsymbol{\pi}_{i}$ is the locally produced force per unit volume on the $i$ th phase due to its interactions with the other phases. The symbol $\otimes$ denotes the dyadic vector product.

The balance of linear momentum for the mixture is expressed by

$$
\begin{equation*}
\rho_{m} \frac{D \mathbf{v}_{m}}{D t}=\boldsymbol{\nabla} \cdot \boldsymbol{\sigma}_{m}+\rho_{m} \mathbf{g} \tag{2.9}
\end{equation*}
$$

where $\sigma_{m}$ is the Cauchy stress tensor of the mixture as a whole. A comparison of (2.9) with the summation of (2.8) enables the mixture stress tensor to be defined by

$$
\begin{equation*}
\boldsymbol{\sigma}_{m}=\sum_{i}\left(\boldsymbol{\sigma}_{i}-\phi_{i} \rho_{i} \mathbf{w}_{i} \otimes \mathbf{w}_{i}\right) \tag{2.10}
\end{equation*}
$$

where $\mathbf{w}_{i}$ denotes the diffusion velocity defined by

$$
\begin{equation*}
\mathbf{w}_{i}=\mathbf{v}_{i}-\mathbf{v}_{m} \tag{2.11}
\end{equation*}
$$

and gives rise to the following expression for the conservation of linear momentum:

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\boldsymbol{\pi}_{i}+\Gamma_{i} \mathbf{v}_{i}\right)=0 \tag{2.12}
\end{equation*}
$$

2.3. Balance of angular momentum. The balance of angular momentum for the $i$ th phase of an $n$-phase mixture is given by
$\frac{\partial}{\partial t}\left(\phi_{i} \rho_{i} \mathbf{x} \times \mathbf{v}_{i}\right)+\boldsymbol{\nabla} \cdot\left(\phi_{i} \rho_{i}\left(\mathbf{x} \times \mathbf{v}_{i}\right) \otimes \mathbf{v}_{i}\right)=\boldsymbol{\nabla} \cdot\left(\mathbf{x} \times \boldsymbol{\sigma}_{i}\right)+\mathbf{x} \times\left(\phi_{i} \rho_{i} \mathbf{g}+\boldsymbol{\pi}_{i}+\Gamma_{i} \mathbf{v}_{i}\right)+\mathbf{m}_{i}$,
where $\mathbf{m}_{i}$ is a vector representing the supply of angular momentum to the $i$ th phase.
The symbol $\times$ denotes a cross product, in which the quantity

$$
\left(\mathbf{x} \times \boldsymbol{\sigma}_{i}\right) \mathbf{e}=\mathbf{x} \times\left(\boldsymbol{\sigma}_{i} \mathbf{e}\right)
$$

for all vectors e (see Bowen [12]). Appealing to the balance of linear momentum produces

$$
\begin{equation*}
\mathbf{M}_{i}=\boldsymbol{\sigma}_{i}-\boldsymbol{\sigma}_{i}^{T} \tag{2.14}
\end{equation*}
$$

from (2.13), where $\mathbf{M}_{i}$ is a skew-symmetric tensor arising from the angular momentum supply vector, $\mathbf{m}_{i}$. Since the sum of the momentum supplies over all phases must vanish, then

$$
\begin{equation*}
\sum_{i=1}^{n} \mathbf{M}_{i}=\mathbf{0} \tag{2.15}
\end{equation*}
$$

Thus, the summation of (2.14) over all phases implies that the inner part of the mixture stress tensor, which is defined by Truesdell and Toupin [42] as

$$
\begin{equation*}
\boldsymbol{\sigma}_{I}=\sum_{i=1}^{n} \boldsymbol{\sigma}_{i} \tag{2.16}
\end{equation*}
$$

is symmetric. Noting that the quantity

$$
\sum_{i=1}^{n} \phi_{i} \rho_{i} \mathbf{w}_{i} \otimes \mathbf{w}_{i}
$$

must also be symmetric implies that the mixture stress tensor is symmetric. Note, however, that the partial Cauchy stress tensors are symmetric if and only if $\mathbf{m}_{i}=\mathbf{0}$ (and hence $\mathbf{M}_{i}=\mathbf{0}$ ), that is, for nonpolar materials. In this particular study, it is assumed that the components of the growing tissue do behave as nonpolar materials, so that $\mathbf{m}_{i}=\mathbf{0}$ and that

$$
\begin{equation*}
\boldsymbol{\sigma}_{i}=\boldsymbol{\sigma}_{i}^{T} \tag{2.17}
\end{equation*}
$$

A more general theory would have to be developed to consider tissues comprising micropolar fluids.
2.4. Balance of energy. The energy balance for the $i$ th phase of an $n$-phase mixture is given by

$$
\begin{equation*}
\phi_{i} \rho_{i} \frac{D^{i} u_{i}}{D t}=\operatorname{tr}\left(\mathbf{L}_{i} \boldsymbol{\sigma}_{i}\right)-\boldsymbol{\nabla} \cdot \mathbf{q}_{i}+\phi_{i} \rho_{i} r_{i}+\varepsilon_{i} \tag{2.18}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\phi_{i} \rho_{i} u_{i}\right)+\nabla \cdot\left(\phi_{i} \rho_{i} u_{i} \mathbf{v}_{i}\right)=\operatorname{tr}\left(\mathbf{L}_{i} \boldsymbol{\sigma}_{i}\right)-\boldsymbol{\nabla} \cdot \mathbf{q}_{i}+\phi_{i} \rho_{i} r_{i}+\varepsilon_{i}+\Gamma_{i} u_{i} \tag{2.19}
\end{equation*}
$$

where $\mathbf{q}_{i}$ is a measure of the rate of heat flow across a unit area from the $i$ th constituent, $r_{i}$ is the rate of heat production per unit mass within the $i$ th constituent, $\varepsilon_{i}$ is the energy supply per unit mass per unit time to the $i$ th constituent due to energy exchange between the constituents, $u_{i}$ is the internal energy per unit mass of the $i$ th constituent, and $\mathbf{L}_{i}$ is the velocity gradient of the $i$ th constituent with respect to spatial coordinates.

Truesdell and Toupin [42] argue that for the overall conservation of energy in the mixture, "the energy supplied by an excess internal energy rate, plus the energy supplied by the work of the excess inertial forces against diffusion, plus the energy supplied by the creation of mass, must add up to zero for the mixture." This implies the following expression for the conservation of energy:

$$
\sum_{i=1}^{n}\left[\varepsilon_{i}+\Gamma_{i}\left(u_{i}+\frac{1}{2} \mathbf{w}_{i} \cdot \mathbf{w}_{i}\right)+\mathbf{w}_{i} \cdot \pi_{i}\right]=0
$$

or, equivalently, by appealing to (2.12),

$$
\begin{equation*}
\sum_{i=1}^{n}\left[\varepsilon_{i}+\Gamma_{i}\left(u_{i}+\frac{1}{2} \mathbf{v}_{i} \cdot \mathbf{v}_{i}\right)+\mathbf{v}_{i} \cdot \pi_{i}\right]=0 \tag{2.20}
\end{equation*}
$$

3. The second law of thermodynamics. The second law of thermodynamics, which may be expressed in the form of the Clausius-Duhem inequality, places limitations on the admissible paths of thermodynamic processes, thereby placing restrictions on constitutive equations. The Clausius-Duhem inequality states that the rate of entropy increase is greater than or equal to the entropy input rate.

Following Rajagopal and Tao [37], it is assumed that the second law of thermodynamics holds for the mixture as a whole. In addition, a single, spatially uniform temperature is assumed for all phases since growth involves exchanges of mass among the phases and because the growth process itself is slow in comparison with the time it would take for any possible temperature gradients to equilibrate. Indeed, it is unlikely that stresses arising from a gradient of thermal expansion would be significant in biological tissues. Therefore if $\eta_{i}$ denotes the entropy per unit mass of the $i$ th constituent and $\theta$ denotes the absolute temperature of the mixture, then the inequality may be expressed by

$$
\begin{equation*}
\sum_{i}\left[\frac{D^{i}}{D t}\left(\phi_{i} \rho_{i} \eta_{i}\right)+\phi_{i} \rho_{i} \eta_{i} \nabla \cdot \mathbf{v}_{i}+\nabla \cdot\left(\frac{\mathbf{q}_{i}}{\theta}\right)-\frac{\phi_{i} \rho_{i} r_{i}}{\theta}\right] \geq 0 \tag{3.1}
\end{equation*}
$$

The entropy inequality for the mixture is given by

$$
\begin{equation*}
\rho_{m} \frac{D \eta_{m}}{D t}+\sum_{i} \nabla \cdot\left(\frac{\mathbf{h}_{i}}{\theta}\right)-\sum_{i}\left(\frac{\phi_{i} \rho_{i} r_{i}}{\theta}\right) \geq 0 \tag{3.2}
\end{equation*}
$$

where $\mathbf{h}_{i}$ is an influx vector for the $i$ th constituent-as yet unrelated to $\mathbf{q}_{i}$ - and $\eta_{m}$ is the entropy density for the mixture defined by

$$
\eta_{m}=\frac{1}{\rho_{m}} \sum_{i} \phi_{i} \rho_{i} \eta_{i}
$$

Hence, reconciling (3.1) and (3.2) requires the constitutive postulate,

$$
\begin{equation*}
\mathbf{h}_{i}=\mathbf{q}_{i}+\phi_{i} \rho_{i} \theta \eta_{i} \mathbf{w}_{i} \tag{3.3}
\end{equation*}
$$

The second axiom of thermodynamics, as expressed by (3.1), may now be manipulated further to obtain a form from which constitutive equations may be deduced readily. To this end, the internal energies, $u_{i}$, will be eliminated in favor of the Helmholtz free energy densities, $\psi_{i}$, where

$$
\begin{equation*}
\psi_{i}=u_{i}-\theta \eta_{i} \tag{3.4}
\end{equation*}
$$

Employing the Helmholtz free energy is particularly expedient when deducing constitutive equations since it is the portion of the internal energy available for doing mechanical work at constant temperature [30]. Further, the process of deducing constitutive equations is facilitated by the introduction of the chemical potential for each phase, which, for general mixtures, is given by the linear transformation

$$
\mathbf{K}_{i}=\psi_{i} \mathbf{I}-\frac{\boldsymbol{\sigma}_{i}}{\phi_{i} \rho_{i}}
$$

The change of variables brought about by this transformation is common in the established literature relating to thermodynamic theories of constitutive equations. (See Bowen [11, 12] and Bowen and Wiese [14] for further details on the use of the chemical potential tensor in the study of general mixtures.)

Now, incorporating the balance of mass (2.1) and the energy equation (2.18) and introducing the variables $\psi_{i}$ and $\mathbf{K}_{i}$ enable the second law of thermodynamics to be expressed by the dissipation inequality

$$
\begin{equation*}
-t r \sum_{i=1}^{n} \phi_{i} \rho_{i} \mathbf{K}_{i} \cdot \mathbf{L}_{i}-\rho_{m} \eta_{m} \frac{D \theta}{D t}-\sum_{i=1}^{n} \frac{D^{i} \Psi_{i}}{D t}-\sum_{i=1}^{n} \mathbf{v}_{i} \cdot\left(\boldsymbol{\pi}_{i}+\frac{\Gamma_{i}}{2} \mathbf{v}_{i}\right) \geq 0 \tag{3.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\Psi_{i}=\phi_{i} \rho_{i} \psi_{i} \tag{3.6}
\end{equation*}
$$

represents the Helmholtz free energy of the $i$ th constituent per unit mixture volume. A full derivation of this inequality is given in the appendix.
4. The assumption of incompressibility. In the present paper it will be assumed that each of the $n$ phases is intrinsically incompressible, thereby placing an added constraint on their motion and giving rise to an indeterminacy in the second law of thermodynamics. The assumption of incompressibility is a common one in mathematical models of biological tissues on account of the high water content of the cells and interstitial fluid and the very low compressibility of other extracellular constituents, such as the large macromolecules comprising the extracellular matrix [1].

The balance of mass for the $i$ th phase may now be expressed by

$$
\frac{\partial \phi_{i}}{\partial t}+\nabla \cdot\left(\phi_{i} \mathbf{v}_{i}\right)=\frac{\Gamma_{i}}{\rho_{i}}
$$

the summation of which over the $n$ phases gives

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\boldsymbol{\nabla} \phi_{i} \cdot \mathbf{v}_{i}+\phi_{i} \boldsymbol{\nabla} \cdot \mathbf{v}_{i}\right)=\sum_{i=1}^{n} \frac{\Gamma_{i}}{\rho_{i}} \triangleq \hat{\gamma} \tag{4.1}
\end{equation*}
$$

employing the saturation constraint (2.4). At this point, the principle of material frame-indifference (or objectivity) is considered, which requires that the response of the material and its individual constituents (and hence its constitutive equations, to be developed later from the present analysis) be independent of the observer [6]. Since relative velocities are objective, while individual velocities are not, (4.1) may be expressed in terms of relative velocities by noting that

$$
\sum_{i=1}^{n} \mathbf{v}_{i} . \boldsymbol{\nabla} \phi_{i}=\sum_{i=1}^{n}\left(\mathbf{v}_{i}-\mathbf{v}_{1}\right) . \nabla \phi_{i}
$$

where one phase is nominated as the reference phase with the subscript 1. Assuming that the densities of all phases are equal (so that $\rho_{i}=\rho_{m}=\rho$ and $\hat{\gamma}=0$ ) enables (4.1) to reduce to

$$
\begin{equation*}
\sum_{i=1}^{n}\left[\left(\mathbf{v}_{i}-\mathbf{v}_{1}\right) \cdot \boldsymbol{\nabla} \phi_{i}+\phi_{i} t r \mathbf{L}_{i}\right]=0 . \tag{4.2}
\end{equation*}
$$

From a mathematical standpoint, this assumption of equal phase densities allows the model to isolate the growth-induced stresses arising from spatially nonuniform (incompatible) growth, without the potentially confounding effects of additional stresses associated with density changes. In addition, the assumption of equal densities simplifies the ensuing analysis considerably. Further, the argument may be justified from a phenomenological point of view by noting that in a growing tissue, the growth process itself arises from exchanges of mass among individual tissue constituents. In particular, cells grow and proliferate by taking in interstitial fluid-water and proteins (and other molecules contained in the interstitial fluid) -and relinquish these substances on cell death. Thus, while different phases may exhibit fundamentally different mechanical behavior, they are composed of similar substances.

Now, recognizing that

$$
\mathbf{L}_{i}=\grave{\mathbf{F}}_{i} \mathbf{F}_{i}^{-1}
$$

by the chain rule, where

$$
\grave{\mathbf{F}}_{i}=\frac{D^{i} \mathbf{F}_{i}}{D t}
$$

and that

$$
\begin{equation*}
\sum_{i=1}^{n} \mathbf{v}_{i} \cdot\left(\boldsymbol{\pi}_{i}+\frac{\Gamma_{i}}{2} \mathbf{v}_{i}\right)=\sum_{i=1}^{n}\left[\boldsymbol{\pi}_{i}+\frac{1}{2} \Gamma_{i}\left(\mathbf{v}_{i}-\mathbf{v}_{1}\right)\right] \cdot\left(\mathbf{v}_{i}-\mathbf{v}_{1}\right) \tag{4.3}
\end{equation*}
$$

now enables the second axiom of thermodynamics to be expressed in the form

$$
\begin{align*}
& -\operatorname{tr} \sum_{i=1}^{n} \mathbf{F}_{i}^{-1}\left(\phi_{i} \rho \mathbf{K}_{i}-\phi_{i} \zeta \mathbf{I}\right) \grave{\mathbf{F}}_{i}-\rho \eta_{m} \frac{D \theta}{D t}-\sum_{i=1}^{n} \frac{D^{i} \Psi_{i}}{D t} \\
& -\sum_{i=1}^{n}\left[\boldsymbol{\pi}_{i}+\frac{1}{2} \Gamma_{i}\left(\mathbf{v}_{i}-\mathbf{v}_{1}\right)-\zeta \boldsymbol{\nabla} \phi_{i}\right] \cdot\left(\mathbf{v}_{i}-\mathbf{v}_{1}\right) \geq 0 \tag{4.4}
\end{align*}
$$

where $\zeta$ is a Lagrangian multiplier.
5. Constitutive assumptions for a general $\boldsymbol{n}$-phase mixture. As expressed by Coleman and Noll in [17], "a material is defined by a constitutive assumption, which is a restriction on the processes that are admissible in a body consisting of the material."

In discussing the various principles governing constitutive equations, Passman and Nunziato [33] describe the principle of equipresence as "too general," claiming that it is "difficult to accept as a universal axiom appropriate to all mixture theories." (According to this principle, "all dependent variables depend on all independent variables, unless the entropy inequality requires otherwise" [25, 41].) They proceed to explain that "in multiphase mixtures (where) the individual constituents are clearly separated physically, ...it is plausible to think of the mixture as being ideal, or phase separated. For such mixtures the Principle of Equipresence can reasonably be replaced by the Principle of Phase Separation." By this principle, the material-specific dependent variables of a given phase (such as the stress and the Helmholtz free energy density) depend only on the independent variables of that phase. The interaction variables (such as the momentum transfer term, $\boldsymbol{\pi}_{i}$ ) depend on all the independent variables. (See Passman and Nunziato [33] for a more detailed discussion of these principles.)

Much of the classical work in this field has relied on the former, more general principle. Thus, in predicating the current study on these classical, well-established approaches, this paper appeals to this general principle in deducing thermodynamically appropriate constitutive equations in spite of the fact that the individual phases of biological tissues are clearly separated and distinct. Nevertheless, the simpler principle of phase separation is used to advantage in subsequent analysis, allowing the constitutive equations to be manipulated into useable forms.

Furthermore, Ehlers [19] emphasises the fact that "the general constitutive framework must be based on the assumption of second-grade materials ..., thus making use of the most natural framework in constitutive modelling for multiphase media, additionally avoiding so-called 'simple' results." Thus, following Bowen [12], Bowen and Weise [14], and Ehlers [19], and noting from (4.2) that the constitutive assumptions for $\mathbf{K}_{i}$ and $\boldsymbol{\pi}_{i}$ must reflect an indeterminacy consistent with the entropy inequality, the following general constitutive postulate is proposed:

$$
\begin{gather*}
\left(\Psi_{i}, \eta_{i},\left(\boldsymbol{\pi}_{i}+\frac{1}{2} \Gamma_{i}\left(\mathbf{v}_{i}-\mathbf{v}_{1}\right)-\zeta \boldsymbol{\nabla} \phi_{i}\right),\left(\phi_{i} \rho \mathbf{K}_{i}-\phi_{i} \zeta \mathbf{I}\right), \mathbf{q}\right) \\
=f\left(\theta, \mathbf{F}_{j}, \grave{\mathbf{F}}_{j}, \mathbf{G}_{j}, \phi_{j}, \mathbf{n}_{j},\left(\mathbf{v}_{j}-\mathbf{v}_{1}\right)\right), \tag{5.1}
\end{gather*}
$$

where $f$ is a smooth function, with the following quantities being defined for clarity:

$$
\mathbf{G}_{j}=\mathbf{G r a d F}_{j}
$$

and

$$
\mathbf{n}_{j}=\boldsymbol{\nabla} \phi_{j} .
$$

As discussed by Bowen in [10] and [12], (5.1) describes a mixture which allows for the combined effects of elasticity, heat conduction, diffusion, viscosity, buoyancy, immiscibility, and variable volume fractions. As noted by Bowen in [13], "an immiscible mixture is one where locally one can distinguish between mixture volumes and constituent volumes (and therefore) a model of an immiscible mixture would necessarily allow the volume fractions to effect the mixture response." Having established a general framework, then, it remains for a particular constitutive postulate to be chosen to carry the analysis through to completion, to arrive at a full set of modeling equations.
6. A biphasic mechanical model of tissue growth. In this section, the general constitutive assumption (5.1) is applied to a two-phase model comprising an elastic solid (indicated by the subscript s) and an inviscid fluid (indicated by the subscript f), being the simplest case of a solid-multiphase model. In this case, the constitutive equations reduce to
$\left(\Psi_{i}, \eta_{i},\left(\boldsymbol{\pi}_{f}+\frac{1}{2} \Gamma_{f}\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)-\zeta \boldsymbol{\nabla} \phi_{f}\right),\left(\phi_{i} \rho \mathbf{K}_{i}-\phi_{i} \zeta \mathbf{I}\right), \mathbf{q}\right)=f\left(\theta, \mathbf{F}_{s}, \mathbf{G}_{s},\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)\right)$
with $i=f, s$. Since the effect of viscosity is not being considered in this simplified model, the derivatives of the deformation gradients do not appear among the independent variables in (6.1). The volume fractions and their gradients are also omitted from the set of independent variables since the specific Helmholtz free energy, $\psi_{i}$, is to
be considered independent of volume fraction, with the volume-averaged Helmholtz free energy, $\Psi_{i}$, being related to volume fraction via (3.6). Note that in a two-phase model, only one of the mass exchange terms, $\Gamma_{i}$, or volume fraction terms, $\phi_{i}$, need be considered since the constraints (2.4) and (2.6) give the corresponding terms for the other phase. Further, since one of the phases is a solid and the other a fluid, the volume fractions $\phi_{s}$ and $\phi_{f}=1-\phi_{s}$ will henceforth be referred to as the solidity and the porosity, respectively.

Using (6.1) the total derivative of the Helmholtz free energy for the solid is given by

$$
\begin{aligned}
\frac{D^{s} \Psi_{s}}{D t} & =\left(\frac{\partial \Psi_{s}}{\partial \theta}\right)\left(\frac{D \theta}{D t}\right)+\operatorname{tr}\left(\frac{\partial \Psi_{s}}{\partial \mathbf{F}_{s}}\right)^{T} \grave{\mathbf{F}}_{s}+C\left(\frac{\partial \Psi_{s}}{\partial \mathbf{G}_{s}}\right) \otimes \grave{\mathbf{G}}_{s} \\
& +\left(\frac{\partial \Psi_{s}}{\partial\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)}\right) \cdot\left[\frac{D^{f}\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)}{D t}+\grave{\mathbf{F}}_{f} \mathbf{F}_{f}^{-1}\left(\mathbf{v}_{s}-\mathbf{v}_{f}\right)-\grave{\mathbf{F}}_{s} \mathbf{F}_{s}^{-1}\left(\mathbf{v}_{s}-\mathbf{v}_{f}\right)\right]
\end{aligned}
$$

while the total derivative of the Helmholtz free energy for the fluid is given by

$$
\begin{aligned}
\frac{D^{f} \Psi_{f}}{D t} & =\left(\frac{\partial \Psi_{f}}{\partial \theta}\right)\left(\frac{D \theta}{D t}\right)+\operatorname{tr}\left(\frac{\partial \Psi_{f}}{\partial \mathbf{F}_{s}}\right)^{T}\left[\grave{\mathbf{F}}_{s}+\mathbf{G}_{s} \mathbf{F}_{s}^{-1}\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)\right] \\
& +C\left(\frac{\partial \Psi_{f}}{\partial \mathbf{G}_{s}}\right) \otimes\left[\grave{\mathbf{G}}_{s}+\left(\mathbf{G r a d G}_{s}\right) \mathbf{F}_{s}^{-1}\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)\right] \\
& +\left(\frac{\partial \Psi_{f}}{\partial\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)}\right) \cdot\left[\frac{D^{f}\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)}{D t}\right]
\end{aligned}
$$

Therefore the entropy inequality becomes

$$
\begin{aligned}
& -\operatorname{tr} \sum_{i=f, s} \mathbf{F}_{i}^{-1}\left(\phi_{i} \rho \mathbf{K}_{i}-\phi_{i} \zeta \mathbf{I}\right) \grave{\mathbf{F}}_{i}-\rho \eta_{m} \frac{d \theta}{d t} \\
& -\left(\boldsymbol{\pi}_{f}+\frac{1}{2} \Gamma_{f}\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)-\zeta \nabla \phi_{f}\right) \cdot\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)-\left(\frac{\partial \Psi_{I}}{\partial \theta}\right) \frac{D \theta}{D t} \\
& -\operatorname{tr} \mathbf{F}_{s}^{-1}\left(\mathbf{F}_{s}\left(\frac{\partial \Psi_{I}}{\partial \mathbf{F}_{s}}\right)^{T}-\left(\mathbf{v}_{s}-\mathbf{v}_{f}\right) \otimes\left(\frac{\partial \Psi_{s}}{\partial\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)}\right)\right) \grave{\mathbf{F}}_{s} \\
& -\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right) \cdot\left(\mathbf{F}_{s}^{-1 T}\left(\frac{\partial \Psi_{f}}{\partial \mathbf{F}_{s}}\left[\mathbf{G}_{s}\right]\right)\right) \\
& -C\left(\frac{\partial \Psi_{I}}{\partial \mathbf{G}_{s}}\right) \otimes \grave{\mathbf{G}}_{s}-\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right) \cdot\left(\mathbf{F}_{s}^{-1 T}\left(\frac{\partial \Psi_{f}}{\partial \mathbf{G}_{s}}\left[\mathbf{G r a d G}_{s}\right]\right)\right) \\
& -\left(\frac{\partial \Psi_{I}}{\partial\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)}\right) \cdot\left[\frac{D^{f}\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)}{D t}\right] \\
& -\operatorname{tr} \mathbf{F}_{f}^{-1}\left(\left(\mathbf{v}_{s}-\mathbf{v}_{f}\right) \otimes\left(\frac{\partial \Psi_{s}}{\partial\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)}\right)\right) \grave{\mathbf{F}}_{f} \geq 0,
\end{aligned}
$$

where

$$
\Psi_{I}=\sum_{i=f, s} \Psi_{i}=\sum_{i=f, s} \phi_{i} \rho_{i} \psi_{i}
$$

denotes the inner part of the mixture Helmholtz free energy. Here, the notation $\mathbf{X}[\mathbf{Y}]$, where $\mathbf{X}$ is a tensor of rank $p$ and $\mathbf{Y}$ is a tensor of rank $p+1$, denotes a vector defined
in component form by

$$
\mathbf{X}[\mathbf{Y}]=X_{k_{1} k_{2} \ldots k_{p}} Y^{k_{1} k_{2} \ldots k_{p} q} \mathbf{e}_{q}
$$

where $\mathbf{e}_{q}$ are basis vectors. (See, for example, (1.10) in Bowen and Weise [14] or (1.1.58) in Bowen [12].) Now rearranging the inequality produces

$$
\begin{aligned}
& -\operatorname{tr} \mathbf{F}_{s}^{-1}\left(\phi \rho_{s} \mathbf{K}_{s}-\phi_{s} \zeta \mathbf{I}+\mathbf{F}_{s}\left(\frac{\partial \Psi_{I}}{\partial \mathbf{F}_{s}}\right)^{T}-\left(\mathbf{v}_{s}-\mathbf{v}_{f}\right) \otimes\left(\frac{\partial \Psi_{s}}{\partial\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)}\right)\right) \grave{\mathbf{F}}_{s} \\
& -\operatorname{tr} \mathbf{F}_{f}^{-1}\left(\phi_{f} \rho \mathbf{K}_{f}-\phi_{f} \zeta \mathbf{I}+\left(\mathbf{v}_{s}-\mathbf{v}_{f}\right) \otimes\left(\frac{\partial \Psi_{s}}{\partial\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)}\right)\right) \grave{\mathbf{F}}_{f} \\
& -\left(\rho \eta_{m}+\frac{\partial \Psi_{I}}{\partial \theta}\right) \frac{D \theta}{D t}-\left(\frac{\partial \Psi_{I}}{\partial \mathbf{g}}\right) \cdot \frac{D \mathbf{g}}{D t}-C\left(\frac{\partial \Psi_{I}}{\partial \mathbf{G}_{s}}\right) \otimes \grave{\mathbf{G}}_{s} \\
& -\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right) \cdot\left(\mathbf{F}_{s}^{-1 T}\left(\frac{\partial \Psi_{f}}{\partial \mathbf{G}_{s}}\left[\mathbf{G r a d G}_{s}\right]\right)\right)-\left(\frac{\partial \Psi_{I}}{\partial\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)}\right) \cdot\left[\frac{D^{f}\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)}{D t}\right] \\
& -\left[\boldsymbol{\pi}_{f}+\frac{1}{2} \Gamma_{f}\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)-\zeta \boldsymbol{\nabla} \phi_{f}+\mathbf{F}_{s}^{-1 T}\left(\frac{\partial \Psi_{f}}{\partial \mathbf{F}_{s}}\left[\mathbf{G}_{s}\right]\right)\right] \cdot\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right) \geq 0
\end{aligned}
$$

Following Coleman and Noll's argument [17],

$$
\theta, \mathbf{F}_{s}, \mathbf{G}_{s} \text { and }\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)
$$

are held fixed while varying the quantities

$$
\frac{D \theta}{D t}, \grave{\mathbf{F}}_{s}, \grave{\mathbf{G}}_{s}, \mathbf{G r a d G}_{s} \text { and } \frac{D^{f}\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)}{D t}
$$

This yields the following necessary and sufficient conditions:

$$
\begin{gather*}
\phi_{s} \rho \mathbf{K}_{s}-\phi_{s} \zeta \mathbf{I}+\mathbf{F}_{s}\left(\frac{\partial \Psi_{I}}{\partial \mathbf{F}_{s}}\right)^{T}-\left(\mathbf{v}_{s}-\mathbf{v}_{f}\right) \otimes\left(\frac{\partial \Psi_{s}}{\partial\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)}\right)=\mathbf{0}  \tag{6.2}\\
\phi_{f} \rho \mathbf{K}_{f}-\phi_{f} \zeta \mathbf{I}+\left(\mathbf{v}_{s}-\mathbf{v}_{f}\right) \otimes\left(\frac{\partial \Psi_{s}}{\partial\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)}\right)=\mathbf{0}  \tag{6.3}\\
\rho \eta_{m}=-\frac{\partial \Psi_{I}}{\partial \theta} \\
\frac{\partial \Psi_{I}}{\partial \mathbf{G}_{s}}=\mathbf{0} \\
\sum_{i=f, s}\left(\mathbf{v}_{i}-\mathbf{v}_{s}\right) \cdot\left(\mathbf{F}_{s}^{-1 T}\left(\frac{\partial \Psi_{f}}{\partial \mathbf{G}_{s}}\left[\mathbf{G r a d G}_{s}\right]\right)\right)=\mathbf{0} \\
\frac{\partial \Psi_{I}}{\partial\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)}=\mathbf{0}
\end{gather*}
$$

and

$$
\begin{equation*}
-\mathbf{f} .\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right) \geq 0 \tag{6.4}
\end{equation*}
$$

where

$$
\mathbf{f}=\boldsymbol{\pi}_{f}+\frac{1}{2} \Gamma_{f}\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)-\zeta \boldsymbol{\nabla} \phi_{f}+\mathbf{F}_{s}^{-1 T}\left(\frac{\partial \Psi_{f}}{\partial \mathbf{F}_{s}}\left[\mathbf{G}_{s}\right]\right) .
$$

7. Development of linearized constitutive equations. In this section, the constitutive equations (6.2), (6.3), and (6.4) deduced in the previous section will be linearized about the thermodynamic equilibrium using the method discussed by Bowen [12], in order to express the equations in useable forms.

Let $\hat{\xi}$ denote the complete set of independent variables

$$
\hat{\xi}=\left(\mathbf{F}_{s}, \mathbf{G}_{s},\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)\right)
$$

noting that there is no longer any dependence on temperature or temperature gradients. Let $\hat{\xi}^{0 E}$ denote the subset of these variables,

$$
\hat{\xi}^{0 E}=\left(\mathbf{F}_{s}, \mathbf{G}_{s}, \mathbf{0}\right)
$$

Let $\hat{\xi}^{0 R}$ denote the reference state about which the constitutive equations for $\mathbf{f}$ and $\sigma_{s}$ will be linearized,

$$
\hat{\xi}^{0 R}=(\mathbf{I}, \mathbf{0}, \mathbf{0}) .
$$

At the state $\hat{\xi}^{0 E}$, where $\mathbf{v}_{s}=\mathbf{v}_{f}$, the quantity

$$
-\mathbf{f} \cdot\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right) \geq 0
$$

is a minimum, such that $\hat{\xi}^{0 E}$ defines the thermodynamic equilibrium. Now in the vicinity of the thermodynamic equilibrium,

$$
\begin{gathered}
\phi_{s} \rho \mathbf{K}_{s}=\phi_{s} \zeta \mathbf{I}-\mathbf{F}_{s}\left(\frac{\partial \Psi_{I}}{\partial \mathbf{F}_{s}}\right)^{T} \\
\phi_{f} \rho \mathbf{K}_{f}=\phi_{f} \zeta \mathbf{I}
\end{gathered}
$$

and

$$
\mathbf{f}=-\kappa\left(\mathbf{v}_{s}-\mathbf{v}_{f}\right)
$$

where $\kappa$ is a constant, sometimes referred to as the diffusive drag coefficient. Therefore,

$$
\begin{gather*}
\boldsymbol{\sigma}_{s}=\phi_{s} \rho \psi_{s} \mathbf{I}-\phi_{s} \zeta \mathbf{I}+\mathbf{F}_{s}\left(\frac{\partial \Psi_{I}}{\partial \mathbf{F}_{s}}\right)^{T},  \tag{7.1}\\
\boldsymbol{\sigma}_{f}=\phi_{f} \rho \psi_{f} \mathbf{I}-\phi_{f} \zeta \mathbf{I} \tag{7.2}
\end{gather*}
$$

and

$$
\begin{equation*}
\boldsymbol{\pi}_{f}=-\kappa\left(\mathbf{v}_{s}-\mathbf{v}_{f}\right)-\frac{1}{2} \Gamma_{f}\left(\mathbf{v}_{s}-\mathbf{v}_{f}\right)+\zeta \boldsymbol{\nabla} \phi_{f}-\mathbf{F}_{s}^{-1 T}\left(\frac{\partial \Psi_{f}}{\partial \mathbf{F}_{s}}\left[\mathbf{G}_{s}\right]\right) \tag{7.3}
\end{equation*}
$$

Now, appealing to the principle of phase separation,

$$
\begin{aligned}
\boldsymbol{\sigma}_{s} & =\left(\phi_{s} \rho \psi_{s}-\phi_{s} \zeta\right) \mathbf{I}+\rho \mathbf{F}_{s}\left(\frac{\partial\left(\phi_{s} \psi_{s}+\phi_{f} \psi_{f}\right)}{\partial \mathbf{F}_{s}}\right)^{T} \\
& =-\phi_{s}\left(\zeta-\rho \psi_{s}\right) \mathbf{I}+\rho \mathbf{F}_{s}\left(\frac{\partial \phi_{s}}{\partial \mathbf{F}_{s}} \psi_{s}+\phi_{s} \frac{\partial \psi_{s}}{\partial \mathbf{F}_{s}}-\frac{\partial \phi_{s}}{\partial \mathbf{F}_{s}} \psi_{f}\right)^{T}
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\boldsymbol{\sigma}_{s}=-\phi_{s}\left(\zeta-\rho \psi_{s}\right) \mathbf{I}+\phi_{s} \rho \mathbf{F}_{s}\left(\frac{\partial \psi_{s}}{\partial \mathbf{F}_{s}}\right)^{T}+\rho\left(\psi_{s}-\psi_{f}\right) \mathbf{F}_{s}\left(\frac{\partial \phi_{s}}{\partial \mathbf{F}_{s}}\right)^{T} \tag{7.4}
\end{equation*}
$$

Similarly, for the momentum transfer terms, the principle of phase separation gives

$$
\begin{equation*}
\boldsymbol{\pi}_{f}=-\kappa\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)-\frac{1}{2} \Gamma_{f}\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)+\zeta \boldsymbol{\nabla} \phi_{f}+\mathbf{F}_{s}^{-1 T}\left(\rho \psi_{f}\left(\frac{\partial \phi_{s}}{\partial \mathbf{F}_{s}}\right)\left[\mathbf{G}_{s}\right]\right) \tag{7.5}
\end{equation*}
$$

8. Modeling biological growth: Mass exchanges, solid deformation, and
fluid flow. To reduce (7.4) to a usable form, an expression for $\frac{\partial \phi_{s}}{\partial \mathbf{F}_{s}}$ must be deduced from the balance of mass for the solid phase, which is given by

$$
\begin{equation*}
\frac{D^{s}}{D t}\left(\rho \phi_{s} \operatorname{det} \mathbf{F}_{s}\right)=\Gamma_{s} \operatorname{det} \mathbf{F}_{s} \tag{8.1}
\end{equation*}
$$

Thus, in general

$$
\begin{equation*}
\rho \phi_{s} \operatorname{det} \mathbf{F}_{s}=\int_{0}^{t} \Gamma_{s}\left(\mathbf{X}_{s}, \tau\right) \operatorname{det} \mathbf{F}_{s}\left(\mathbf{X}_{s}, \tau\right) d \tau \triangleq \hat{\Theta}_{s} \tag{8.2}
\end{equation*}
$$

where

$$
\hat{\Theta}_{s}=\hat{\Theta}_{s}\left(\mathbf{X}_{s}, t\right)
$$

and $\mathbf{X}_{s}$ denotes the reference coordinates. Hence, using Jacobi's identity [42],

$$
\frac{\partial\left(\operatorname{det} \mathbf{F}_{s}\right)}{\partial \mathbf{F}_{s}}=\left(\operatorname{det} \mathbf{F}_{s}\right) \mathbf{F}_{s}^{-1 T}
$$

the derivative of the solidity with respect to the solid deformation gradient is given by

$$
\begin{equation*}
\frac{\partial \phi_{s}}{\partial \mathbf{F}_{s}}=-\phi_{s} \mathbf{F}_{s}^{-1 T}+\frac{1}{\rho \operatorname{det} \mathbf{F}_{s}} \frac{\partial \hat{\Theta}_{s}}{\partial \mathbf{F}_{s}} \tag{8.3}
\end{equation*}
$$

Therefore, (7.4) becomes

$$
\begin{equation*}
\boldsymbol{\sigma}_{s}=-\phi_{s}\left(\zeta-\rho \psi_{s}\right) \mathbf{I}+\phi_{s} \rho \mathbf{F}_{s}\left(\frac{\partial \psi_{s}}{\partial \mathbf{F}_{s}}\right)^{T}-\phi_{s} \rho\left(\psi_{s}-\psi_{f}\right)+\frac{\left(\psi_{s}-\psi_{f}\right)}{\operatorname{det} \mathbf{F}_{s}} \mathbf{F}_{s}\left(\frac{\partial \hat{\Theta}_{s}}{\partial \mathbf{F}_{s}}\right)^{T} \tag{8.4}
\end{equation*}
$$

Thus the constitutive equations are

$$
\begin{equation*}
\boldsymbol{\sigma}_{s}=-\phi_{s} P \mathbf{I}+\phi_{s} \rho \mathbf{F}_{s}\left(\frac{\partial \psi_{s}}{\partial \mathbf{F}_{s}}\right)^{T}+\frac{\left(\psi_{s}-\psi_{f}\right)}{\operatorname{det} \mathbf{F}_{s}} \mathbf{F}_{s}\left(\frac{\partial \hat{\Theta}_{s}}{\partial \mathbf{F}_{s}}\right)^{T} \tag{8.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\sigma}_{f}=-\phi_{f} P \mathbf{I} \tag{8.6}
\end{equation*}
$$

where

$$
\begin{equation*}
P=\zeta-\rho \psi_{f} \tag{8.7}
\end{equation*}
$$

In addition,

$$
\begin{equation*}
\frac{\partial \phi_{s}}{\partial \mathbf{X}_{s}}=\frac{\partial \phi_{s}}{\partial \mathbf{F}_{s}}\left[\frac{\partial \mathbf{F}_{s}}{\partial \mathbf{X}_{s}}\right]=\left(-\phi_{s} \mathbf{F}_{s}^{-1 T}+\frac{1}{\rho \operatorname{det} \mathbf{F}_{s}} \frac{\partial \hat{\Theta}_{s}}{\partial \mathbf{F}_{s}}\right)\left[\mathbf{G}_{s}\right] \tag{8.8}
\end{equation*}
$$

Now

$$
\begin{equation*}
\nabla \phi_{s}=\frac{\partial \phi_{s}}{\partial \mathbf{x}_{s}}=\mathbf{F}_{s}^{-1 T} \frac{\partial \phi_{s}}{\partial \mathbf{X}_{s}} \tag{8.9}
\end{equation*}
$$

where $\mathbf{x}_{s}$ denotes spatial coordinates. Hence

$$
\boldsymbol{\nabla} \phi_{s}=\mathbf{F}_{s}^{-1 T}\left(\frac{\partial \phi_{s}}{\partial \mathbf{F}_{s}}\right)\left[\mathbf{G}_{s}\right]=\mathbf{F}_{s}^{-1 T}\left(-\phi_{s} \mathbf{F}_{s}^{-1 T}+\frac{1}{\rho \operatorname{det} \mathbf{F}_{s}} \frac{\partial \hat{\Theta}_{s}}{\partial \mathbf{F}_{s}}\right)\left[\mathbf{G}_{s}\right]
$$

Thus, (7.5) for the momentum transfer term for the fluid phase, $\boldsymbol{\pi}_{f}$, now becomes

$$
\begin{align*}
\boldsymbol{\pi}_{f} & =-\kappa\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)-\frac{1}{2} \Gamma_{f}\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)+\zeta \boldsymbol{\nabla} \phi_{f}+\rho \psi_{f} \boldsymbol{\nabla} \phi_{s} \\
& =P \boldsymbol{\nabla} \phi_{f}-\kappa\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)-\frac{1}{2} \Gamma_{f}\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right) \tag{8.10}
\end{align*}
$$

Noting the conservation of linear momentum,

$$
\boldsymbol{\pi}_{f}+\Gamma_{f} \mathbf{v}_{f}+\boldsymbol{\pi}_{s}+\Gamma_{s} \mathbf{v}_{s}=\mathbf{0}
$$

then gives the momentum transfer term for the solid phase, $\boldsymbol{\pi}_{s}$, being

$$
\begin{equation*}
\boldsymbol{\pi}_{s}=P \nabla \phi_{s}+\kappa\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)-\frac{1}{2} \Gamma_{f}\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right) \tag{8.11}
\end{equation*}
$$

In a detailed analysis of Darcy's law for growing porous media, Preziosi and Farina [36] have shown that the process of interphase mass exchange plays a negligible role in momentum transfer. Thus, the final term in each of (8.10) and (8.11) may be neglected in practice.

Returning to the constitutive equation for the stress in the solid (8.5), note that the quantity $\hat{\Theta}_{s}$ depends on both the mass exchange term, $\Gamma_{s}$, and the solid phase deformation, $\mathbf{F}_{s}$. Clearly, then, manipulation of this equation into a useable form requires a phenomenological assumption about the functional form of the mass exchange term. Furthermore, the distinguishing feature of a mass-exchange model which describes biological growth, as opposed to, say, models which describe solidification/melting or some other phase change, is the fact that the mass-exchange term, $\Gamma_{s}$, and the expansion/contraction of the solid matrix, $\operatorname{det} \mathbf{F}_{s}$, are not independent. Indeed, such is the very essence of the unique closure problem peculiar to the study of biological growth, and it is a novel feature of the present work that such phenomenological aspects of growing tissues may be incorporated into the modeling framework.

Consider that the balance of mass for the solid phase may also be expressed in the form

$$
\begin{equation*}
\rho \frac{D^{s} \phi_{s}}{D t}+\phi_{s} \rho \frac{1}{\operatorname{det} \mathbf{F}_{s}} \frac{D^{s}\left(\operatorname{det} \mathbf{F}_{s}\right)}{D t}=\Gamma_{s} \tag{8.12}
\end{equation*}
$$

Note that

$$
\rho \frac{D^{s} \phi_{s}}{D t}=\frac{D^{s}}{D t}\left(\frac{m_{s}}{V_{m}}\right)
$$

where $m_{s}$ is the mass of the solid phase in $V_{m}$, the volume of the mixture. Now

$$
\frac{D^{s}}{D t}\left(\frac{m_{s}}{V_{m}}\right)=\frac{D^{s} m_{s}}{D t}\left(\frac{1}{V_{m}}\right)-\frac{\phi_{s} \rho}{V_{m}} \frac{D^{s} V_{m}}{D t}
$$

Since

$$
\frac{D^{s} m_{s}}{D t}\left(\frac{1}{V_{m}}\right)=\Gamma_{s}
$$

the quantity

$$
-\frac{\phi_{s} \rho}{V_{m}} \frac{D^{s} V_{m}}{D t}
$$

reflects the time rate of change of the solidity which results from the flow of fluid into, or out of, the deformed solid matrix. Now since

$$
\Gamma_{s}=\underbrace{\frac{D^{s}}{D t}\left(\frac{m_{s}}{V_{m}}\right)}_{\text {total }}-\underbrace{\left(-\frac{\phi_{s} \rho}{V_{m}} \frac{D^{s} V_{m}}{D t}\right)}_{\text {flow/deformation }}
$$

then

$$
\begin{aligned}
\underbrace{\frac{D^{s}\left(\phi_{s} \rho\right)}{D t}}_{\text {total }}+\underbrace{\phi_{s} \rho \frac{1}{\operatorname{det} \mathbf{F}_{s}} \frac{D^{s}\left(\operatorname{det} \mathbf{F}_{s}\right)}{D t}}_{\text {flow } / \text { deformation }} & =\underbrace{\frac{D^{s}}{D t}\left(\frac{m_{s}}{V_{m}}\right)}_{\text {total }}+\underbrace{\left(\frac{\phi_{s} \rho}{V_{m}} \frac{D^{s} V_{m}}{D t}\right)}_{\text {flow/deformation }} \\
& =\Gamma_{s}
\end{aligned}
$$

describes the mass balance for the solid phase.
Therefore, since the solidity is regulated by two separate processes-mass exchange and solid matrix deformation/fluid flow-a further constitutive postulate is required to relate any two of the three quantities $\phi_{s}, \Gamma_{s}$, and $\operatorname{det} \mathbf{F}_{s}$ to decompose the balance of mass into two independent equations.

Suppose, for example, that the mass exchange and solid matrix deformation are related in such a way as to keep the volume fractions constant, reflecting a tissue which tends to exhibit a "natural" ratio of cells to extracellular fluid. (Note that this particular choice of constitutive postulate would be insufficient to model a growing tumor tissue which contains regions of coagulative necrosis, since these regions consist predominantly of fluid and cellular debris and are therefore characterized by significantly higher proportions of fluid than the rest of the tissue.) In this case, the balance of mass would be represented by

$$
\begin{equation*}
\rho \frac{D^{s} \phi_{s}}{D t}=0 \tag{8.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho \phi_{s} \frac{1}{\operatorname{det} \mathbf{F}_{s}} \frac{D^{s}\left(\operatorname{det} \mathbf{F}_{s}\right)}{D t}=\rho \phi_{s} \boldsymbol{\nabla} \cdot \mathbf{v}_{s}=\Gamma_{s} . \tag{8.14}
\end{equation*}
$$

Now that the constitutive postulate (8.14) has been proposed, the phenomenological assumption for $\Gamma_{s}$ is no longer required to be a function of $\operatorname{det} \mathbf{F}_{s}$.

Assuming, for example, that $\Gamma_{s}$ is proportional to the effective cell density, $\rho \phi_{s}$, and to some regulating factor such as nutrient concentration, $c$, implies that

$$
\begin{equation*}
\Gamma_{s}=\alpha \rho \phi_{s} c \tag{8.15}
\end{equation*}
$$

where $\alpha$ is a constant of proportionality and where the functional form for $c$ will also be determined by a phenomenological assumption (appealing to a diffusion model, say).

Now (8.1) becomes

$$
\frac{1}{\rho \phi_{s} \operatorname{det} \mathbf{F}_{s}} \frac{D^{s}}{D t}\left(\rho \phi_{s} \operatorname{det} \mathbf{F}_{s}\right)=\alpha c
$$

so that

$$
\rho \phi_{s} \operatorname{det} \mathbf{F}_{s}=e^{\int_{0}^{t} \alpha c\left(\mathbf{X}_{s}, \tau\right) d \tau}
$$

which gives

$$
\begin{equation*}
\frac{\partial \phi_{s}}{\partial \mathbf{F}_{s}}=-\phi_{s} \mathbf{F}_{s}^{-1 T} \tag{8.16}
\end{equation*}
$$

Now the constitutive equations reduce to

$$
\begin{equation*}
\boldsymbol{\sigma}_{s}=-\phi_{s} P \mathbf{I}+\phi_{s} \rho \mathbf{F}_{s}\left(\frac{\partial \psi_{s}}{\partial \mathbf{F}_{s}}\right)^{T} \tag{8.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\sigma}_{f}=-\phi_{f} P \mathbf{I} \tag{8.18}
\end{equation*}
$$

with $P$ being given by (8.7). Substitution of the new definition for $\frac{\partial \phi_{s}}{\partial \mathbf{F}_{s}}$ into (8.8) and (8.9) then produces (8.10) and (8.11), illustrating that the momentum equations are unaffected by the simplified definition for $\frac{\partial \phi_{s}}{\partial \mathbf{F}_{s}}$.
8.1. Linear elasticity. If the solid phase is assumed to be elastically isotropic, the Helmholtz free energy density is a function of the solid deformation gradient, $\mathbf{F}_{s}$, through the left Cauchy-Green strain tensor defined by $\mathbf{B}_{s}=\mathbf{F}_{s} \mathbf{F}_{s}^{T}$, so that

$$
\begin{equation*}
\mathbf{F}_{s}\left(\frac{\partial \psi_{s}}{\partial \mathbf{F}_{s}}\right)^{T}=2 \mathbf{B}_{s} \frac{\partial \psi_{s}}{\partial \mathbf{B}_{s}} \tag{8.19}
\end{equation*}
$$

To formulate a linearized constitutive equation, an approximate expression is required for the right-hand side of (8.19) which is valid in the vicinity of the reference state $\hat{\xi}^{0 R}$. Departures from $\hat{\xi}^{0 R}$ may be measured by the quantity $\epsilon$ defined by

$$
\epsilon^{2}=\operatorname{tr} \mathbf{H}_{s} \mathbf{H}_{s}^{T}+C\left(\mathbf{G r a d H}_{\mathbf{s}} \otimes \mathbf{G r a d}_{\mathbf{s}}\right)+\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right) \cdot\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)
$$

where $\mathbf{H}_{s}=\mathbf{F}_{s}-\mathbf{I}$ is the displacement gradient of the solid phase. Thus, departure from the reference state, $\hat{\xi}^{0 R}$, is small when $\epsilon<1$.

Moreover,

$$
\begin{aligned}
\mathbf{B}_{s} & =\mathbf{I}+2 \mathbf{E}_{s}+\mathbf{H}_{s} \mathbf{H}_{s}^{T} \\
& =\mathbf{I}+2 \mathbf{E}_{s}+O\left(\epsilon^{2}\right)
\end{aligned}
$$

where $\mathbf{E}_{s}$ is the classical infinitesimal strain tensor defined by

$$
\begin{equation*}
\mathbf{E}_{s}=\frac{1}{2}\left(\mathbf{H}_{s}+\mathbf{H}_{s}^{T}\right) \tag{8.20}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\mathbf{F}_{s}\left(\frac{\partial \psi_{s}}{\partial \mathbf{F}_{s}}\right)^{T}=\frac{\partial \psi_{s}}{\partial \mathbf{E}_{s}}+2 \mathbf{E}_{s}\left(\frac{\partial \psi_{s}}{\partial \mathbf{E}_{s}}\left(\hat{\xi}^{0 R}\right)\right) \tag{8.21}
\end{equation*}
$$

in the linear theory. The Helmholtz free energy density for the solid phase, $\psi_{s}$, is now to be expanded into a polynomial about $\hat{\xi}^{0 R}$, including terms up to second order since $\psi_{s}$ must be differentiated to obtain the stress. Furthermore, since the Helmholtz free energy is, by definition, the energy available to do mechanical work, it is a function only of the component of the strain tensor associated with a stress response. Indeed, the strain tensor $\mathbf{E}_{s}$ may be decomposed into the contribution due to growth $\mathbf{E}_{s}^{G}$ and the contribution due to stress $\mathbf{E}_{s}^{S}$, i.e.,

$$
\mathbf{E}_{s}=\mathbf{E}_{s}^{G}+\mathbf{E}_{s}^{S}
$$

Now,

$$
\begin{equation*}
\psi_{s}\left(\mathbf{B}_{s}\right)=\psi_{s}(\mathbf{I})+\sigma_{0}\left(\operatorname{tr} \mathbf{E}_{s}^{S}\right)+\frac{1}{2} \lambda_{0}\left(\operatorname{tr} \mathbf{E}_{s}^{S}\right)^{2}+\mu_{0} \operatorname{tr}\left(\mathbf{E}_{s}^{S} \mathbf{E}_{s}^{S}\right)+O\left(\epsilon^{3}\right) \tag{8.22}
\end{equation*}
$$

Thus, substituting (8.22) into (8.21) yields

$$
\boldsymbol{\sigma}_{s}=-\phi_{s} P \mathbf{I}+\lambda\left(\operatorname{tr} \mathbf{E}_{s}^{S}\right) \mathbf{I}+2 \mu \mathbf{E}_{s}^{S}
$$

where

$$
\lambda=\lambda\left(\rho_{s}, \phi_{s}\right)=\lambda_{0}
$$

and

$$
\mu=\mu\left(\rho_{s}, \phi_{s}\right)=\mu_{0}+\sigma_{0}
$$

where $\sigma_{0}$, the so-called prestress, will be assumed zero. Now, the portion of the strain tensor due to growth may be expressed by

$$
\mathbf{E}_{s}^{G}=g \boldsymbol{\Omega}
$$

where $g$ is the increase in volume per unit volume of the solid matrix due to growth (as yet unrelated to $\Gamma_{s}$ ), and

$$
\boldsymbol{\Omega} \triangleq\left[\begin{array}{ccc}
\gamma_{1} & 0 & 0  \tag{8.23}\\
0 & \gamma_{2} & 0 \\
0 & 0 & \gamma_{3}
\end{array}\right]
$$

defines the anisotropy tensor, where $\gamma_{1}, \gamma_{2}$, and $\gamma_{3}$ are the anisotropic growth multipliers defined by Araujo and McElwain [4, 3] with $\gamma_{1}+\gamma_{2}+\gamma_{3}=1$. Hence, isotropic growth corresponds to $\gamma_{1}=\gamma_{2}=\gamma_{3}=\frac{1}{3}$. By allowing the tissue to grow anisotropically in response to the prevailing stress field, so that the expansion occurs preferentially in directions of least stress, the constitutive law is able to exhibit stress-relaxation in the absence of viscous dissipation. The mathematical theory of anisotropic growth has been developed by Araujo and McElwain [4, 3], while the phenomenon has been demonstrated experimentally by Helmlinger et al. [24]. Thus, in regularizing the elasticity by incorporating stress-relaxation into the growth component of the constitutive equation rather than in the stress-response component, anisotropic growth may be said to impart a pseudo-viscoelasticity to growing tissues. Appropriate functional forms for the anisotropic growth multipliers will be considered in the next paper in this series.

Now the constitutive equation for the solid phase becomes

$$
\begin{align*}
\boldsymbol{\sigma}_{s} & =-\phi_{s} P \mathbf{I}+\lambda\left(\operatorname{tr} \mathbf{E}_{s}-g\right) \mathbf{I}+2 \mu\left(\mathbf{E}_{s}-g \boldsymbol{\Omega}\right) \\
& =-\phi_{s} P \mathbf{I}+\lambda \operatorname{tr} \mathbf{E}_{s} \mathbf{I}+2 \mu \mathbf{E}_{s}-g(3 \lambda+2 \mu) \boldsymbol{\Omega} \tag{8.24}
\end{align*}
$$

Note that (8.24) was derived based on the two key assumptions of the intrinsic incompressibility of the phases and constant volume fractions, which together imply that $\lambda \rightarrow \infty$. While this may generally be introduced to the model by initially permitting compressibility and then allowing $\lambda$ to tend to infinity in the solution of the boundary value problem, a more convenient approach in this case is to make the strain tensor the subject of the equation by noting that the trace of (8.24) is

$$
\operatorname{tr} \mathbf{E}_{s}=\frac{\operatorname{tr} \boldsymbol{\sigma}_{s}+3 \phi_{s} P}{3 \lambda+2 \mu}+g
$$

which gives

$$
\begin{equation*}
\mathbf{E}_{s}=\frac{1}{2 \mu} \boldsymbol{\sigma}_{s}-\frac{\lambda}{2 \mu(3 \lambda+2 \mu)}\left(\operatorname{tr} \boldsymbol{\sigma}_{s}+3 \phi_{s} P\right) \mathbf{I}+g \boldsymbol{\Omega} \tag{8.25}
\end{equation*}
$$

Now, in the limit as $\lambda \rightarrow \infty$, (8.25) becomes

$$
\begin{equation*}
\mathbf{E}_{s}=\frac{1}{2 \mu} \boldsymbol{\sigma}_{s}-\left(\frac{t r \boldsymbol{\sigma}_{s}+3 \phi_{s} P}{6 \mu}\right) \mathbf{I}+g \boldsymbol{\Omega} \tag{8.26}
\end{equation*}
$$

Note that while (8.26) represents a correct statement of the relationship between stress and strain when growth occurs, it must be able to reflect the fact that growth is a continuous process which creates movement. Thus, to accommodate the continuous expansion of the solid matrix due to the growth process, (8.25) must be differentiated with respect to time using an objective convected tensorial derivative such as the corotational (Jaumann) derivative (see, for example, [8] or [27]). Thus, (8.26) becomes

$$
\frac{\mathcal{D} \mathbf{E}_{s}}{\mathcal{D} t}=\frac{1}{2 \mu} \frac{\mathcal{D} \boldsymbol{\sigma}_{s}}{\mathcal{D} t}-\frac{1}{6 \mu} \frac{\mathcal{D}}{\mathcal{D} t}\left(\operatorname{tr} \boldsymbol{\sigma}_{s}+3 \phi_{s} P\right) \mathbf{I}+\frac{\mathcal{D} g}{\mathcal{D} t} \boldsymbol{\Omega}
$$

where the notation $\frac{\mathcal{D}}{\mathcal{D} t}$ denotes an appropriate convected derivative. Taking the trace of this new equation now gives ${ }^{1}$

$$
\frac{\mathcal{D} g}{\mathcal{D} t}=\nabla \cdot \mathbf{v}_{s}+\frac{3 \phi_{s}}{2 \mu} \frac{\mathcal{D} P}{\mathcal{D} t}
$$

which identifies the relationship between $g$ and $\Gamma_{s}$ via (8.14), being

$$
\begin{equation*}
\Gamma_{s}=\phi_{s} \rho \frac{\mathcal{D} g}{\mathcal{D} t}-\frac{3 \phi_{s}^{2} \rho}{2 \mu} \frac{\mathcal{D} P}{\mathcal{D} t} \tag{8.27}
\end{equation*}
$$

This enables the constitutive equation to be expressed in the form

$$
\frac{\mathcal{D} \mathbf{E}_{s}}{\mathcal{D} t}=\frac{1}{2 \mu} \frac{\mathcal{D} \boldsymbol{\sigma}_{s}}{\mathcal{D} t}-\frac{1}{6 \mu} \frac{\mathcal{D}}{\mathcal{D} t}\left(\operatorname{tr} \boldsymbol{\sigma}_{s}+3 \phi_{s} P\right) \mathbf{I}+\left(\nabla \cdot \mathbf{v}_{s}+\frac{3 \phi_{s}}{2 \mu} \frac{\mathcal{D} P}{\mathcal{D} t}\right) \boldsymbol{\Omega}
$$

[^85]or
\[

$$
\begin{equation*}
\frac{\mathcal{D} \mathbf{E}_{s}}{\mathcal{D} t}=\boldsymbol{\nabla} \cdot \mathbf{v}_{s} \boldsymbol{\Omega}+\frac{1}{2 \mu} \frac{\mathcal{D}}{\mathcal{D} t}\left(\boldsymbol{\sigma}_{s}+\frac{1}{3} \operatorname{tr} \boldsymbol{\sigma}_{s}\right)+\frac{\phi_{s}}{2 \mu} \frac{\mathcal{D} P}{\mathcal{D} t}(3 \boldsymbol{\Omega}-\mathbf{I}) \tag{8.28}
\end{equation*}
$$

\]

which reduces to

$$
\begin{equation*}
\frac{\mathcal{D} \mathbf{E}_{s}}{\mathcal{D} t}=\frac{1}{3} \boldsymbol{\nabla} \cdot \mathbf{v}_{s} \mathbf{I}+\frac{1}{2 \mu} \frac{\mathcal{D}}{\mathcal{D} t}\left(\boldsymbol{\sigma}_{s}+\frac{1}{3} \operatorname{tr} \boldsymbol{\sigma}_{s}\right) \tag{8.29}
\end{equation*}
$$

in the special case of isotropic growth.
9. Summary of biphasic equations and comparison with single phase equations. Table 9.1 gives a summary of the suite of equations for the biphasic model of a growing tissue developed in this paper. Intriguingly, only the special case of isotropic growth gives rise to a solid phase constitutive equation identical to that used in single phase models, which consider growth as an analogy to thermal expansion. Nevertheless, it is essential to recognize that this combination of elasticity and isotropic growth does not incorporate the crucial aspect of stress-relaxation into the constitutive law. Indeed Lubkin and Jackson [29] explain that "the fatal mathematical combination of multiple phases, elasticity, and contractility renders the contractileporoelastic model ill-posed.... The elasticity must then be regularized by a viscous term in order for solutions to exist." Araujo and McElwain [4] have shown that the elasticity may be regularized by considering anisotropic growth, thereby obviating the necessity to appeal to more complicated viscoelastic principles in many situations.

Table 9.1
Comparison of biphasic equations with single phase equivalents.

| Equation type | Biphasic equations | Single phase equation |
| :---: | :---: | :---: |
| Balance of mass | $\begin{aligned} & \phi_{s} \rho \boldsymbol{\nabla} \cdot \mathbf{v}_{s}=\Gamma_{s} \\ & \rho \frac{D^{s} \phi_{s}}{D t}=0 \\ & \boldsymbol{\nabla} \cdot\left(\phi_{s} \mathbf{v}_{s}+\phi_{f} \mathbf{v}_{f}\right)=0 \end{aligned}$ | $\rho \boldsymbol{\nabla} \cdot \mathbf{v}=\Gamma$ |
| Constitutive equations: Isotropic growth <br> Anisotropic growth | $\begin{aligned} & \frac{\mathcal{D} \mathbf{E}_{s}}{\mathcal{D} t}=\frac{1}{3} \boldsymbol{\nabla} \cdot \mathbf{v}_{s} \mathbf{I} \\ &+\frac{1}{2 \mu} \frac{\mathcal{D}}{\mathcal{D} t}\left(\boldsymbol{\sigma}_{s}+\frac{1}{3} \operatorname{tr} \boldsymbol{\sigma}_{s}\right) \\ & \boldsymbol{\sigma}_{f}=-\phi_{f} P \mathbf{I} \\ & \begin{aligned} \frac{\mathcal{D} \mathbf{E}_{s}}{\mathcal{D} t} & =\boldsymbol{\nabla} \cdot \mathbf{v}_{s} \boldsymbol{\Omega} \\ & +\frac{1}{2 \mu} \frac{\mathcal{D}}{\mathcal{D} t}\left(\boldsymbol{\sigma}_{s}+\frac{1}{3} \operatorname{tr} \boldsymbol{\sigma}_{s}\right) \\ & +\frac{\phi_{s}}{2 \mu} \frac{\mathcal{D} P}{\mathcal{D} t}(3 \boldsymbol{\Omega}-\mathbf{I}) \\ \boldsymbol{\sigma}_{f}= & -\phi_{f} P \mathbf{I} \end{aligned} \end{aligned}$ | $\begin{aligned} \frac{\mathcal{D} \mathbf{E}_{s}}{\mathcal{D} t} & =\frac{1}{3} \boldsymbol{\nabla} \cdot \mathbf{v}_{s} \mathbf{I} \\ & +\frac{1}{2 \mu} \frac{\mathcal{D}}{\mathcal{D} t}\left(\boldsymbol{\sigma}_{s}+\frac{1}{3} \operatorname{tr} \boldsymbol{\sigma}_{s}\right) \end{aligned}$ $\begin{aligned} \frac{\mathcal{D} \mathbf{E}_{s}}{\mathcal{D} t} & =\boldsymbol{\nabla} \cdot \mathbf{v}_{s} \boldsymbol{\Omega} \\ & +\frac{1}{2 \mu} \frac{\mathcal{D}}{\mathcal{D} t}\left(\boldsymbol{\sigma}_{s}+\frac{1}{3} \operatorname{tr} \boldsymbol{\sigma}_{s}\right) \end{aligned}$ |
| Momentum equations ${ }^{2}$ | $\begin{aligned} & \boldsymbol{\nabla} \cdot \boldsymbol{\sigma}_{s}+\kappa\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)=0 \\ & \phi_{f} \boldsymbol{\nabla} P=-\kappa\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right) \end{aligned}$ | $\boldsymbol{\nabla} \cdot \boldsymbol{\sigma}=0$ |

[^86]10. Concluding remarks. In this paper, a theoretical framework for a solidmultiphase model of a growing tissue has been presented which extends the concepts of poroelasticity to accommodate continuous volumetric growth. Moreover, in incorporating a solid phase, the model provides a basis for the study of residual stresses, which is of fundamental importance in a wide range of studies in biology, physiology, and tissue engineering.

The general equations developed in sections 2 through 6 have been applied to a two-phase model of an elastic solid and an inviscid fluid in sections 7 through 9. The analysis points to a crucial phenomenological aspect of tissue growth, illustrating that such a process must consist of a coordinated combination of the "swelling" of the solid (cellular) phase due to the influx of extracellular fluid-which is, in essence, the inverse of the consolidation concept of poroelasticity - and the exchange of mass whereby extracellular fluid is incorporated into the cellular phase. This combination of processes necessitates the inclusion of an additional constitutive postulate - in which the mass-exchange term is related to the solid phase expansion - among the modeling equations to close the model.

In the present paper, a particular constitutive postulate has been chosen which reflects a tissue whose ratio of cells to extracellular fluid is constant throughout its volume. The assumption of linear-elasticity and mechanical isotropy (cf. isotropic growth) for the solid phase then enables simple constitutive equations between stress and strain to be specified for both the solid and fluid phases. Solutions to these biphasic equations will be presented in the next paper in this series.

This work may be extended in a number of ways. More complicated relationships between interphase mass exchange and solid phase expansion may be proposed, enabling the model to consider the formation of necrotic regions. Additionally, the equations could be rederived by incorporating a dependence of the Helmholtz free energy of the solid phase, $\Psi_{s}$, on both the solid deformation gradient, $\mathbf{F}_{s}$, and its convected derivative, $\grave{\mathbf{F}}_{s}$ (see sections 6 and 7 of the present paper) to produce a viscoelastic constitutive law (see, for example, Pioletti et al. [35]). This would enable the elasticity of the solid phase to be regularized in situations where anisotropic growth provides insufficient stress-relaxation [3].

Appendix. Development of the dissipation inequality. In this section, the second axiom of thermodynamics as expressed by (3.1) will be manipulated further to obtain a form from which constitutive equations may be deduced readily. Incorporating the balance of mass as expressed by (2.1) enables (3.1) to be expressed in the form

$$
\begin{equation*}
\sum_{i=1}^{n} \frac{1}{\theta}\left[\Gamma_{i} \eta_{i} \theta+\phi_{i} \rho_{i} \theta \frac{d^{i} \eta_{i}}{d t}+\theta \nabla \cdot\left(\frac{\mathbf{q}_{i}}{\theta}\right)-\phi_{i} \rho_{i} r_{i}\right] \geq 0 \tag{A.1}
\end{equation*}
$$

Further, incorporating the energy equation (2.18) enables (A.1) to be expressed in a form which does not include the rate of heat production per unit mass within the $i$ th constituent, $r_{i}$, explicitly, being

$$
\sum_{i=1}^{n} \frac{1}{\theta}\left[\Gamma_{i} \eta_{i} \theta+\phi_{i} \rho_{i} \theta \frac{d^{i} \eta_{i}}{d t}+\theta \boldsymbol{\nabla} \cdot\left(\frac{\mathbf{q}_{i}}{\theta}\right)-\phi_{i} \rho_{i} \frac{d^{i} u_{i}}{d t}+\operatorname{tr}\left(\mathbf{L}_{i} \boldsymbol{\sigma}_{i}\right)-\nabla \cdot \mathbf{q}_{i}+\varepsilon_{i}\right] \geq 0
$$

Introducing the relation

$$
\hat{\epsilon}_{i} \triangleq \varepsilon_{i}+\Gamma_{i}\left(u_{i}+\frac{1}{2} \mathbf{v}_{i} \cdot \mathbf{v}_{i}\right)+\mathbf{v}_{i} . \pi_{i}
$$

now enables the inequality to be expressed in the form

$$
\sum_{i=1}^{n}\left[\phi_{i} \rho_{i}\left(\theta \frac{d^{i} \eta_{i}}{d t}-\frac{d^{i} u_{i}}{d t}\right)+\operatorname{tr}\left(\mathbf{L}_{i} \boldsymbol{\sigma}_{i}\right)+\hat{\epsilon_{i}}-\Gamma_{i}\left(u_{i}+\frac{1}{2} \mathbf{v}_{i} \cdot \mathbf{v}_{i}-\eta_{i} \theta\right)-\mathbf{v}_{i} . \pi_{i}\right] \geq 0
$$

The internal energies, $u_{i}$, will be eliminated at this point in favor of the Helmholtz free energy densities, $\psi_{i}$, where

$$
\begin{equation*}
\psi_{i}=u_{i}-\theta \eta_{i} \tag{A.2}
\end{equation*}
$$

Hence, the inequality becomes

$$
-\sum_{i=1}^{n} \phi_{i} \rho_{i} \frac{d^{i} \psi_{i}}{d t}-\rho_{m} \eta_{m} \frac{d \theta}{d t}+\operatorname{tr} \sum_{i=1}^{n}\left(\mathbf{L}_{i} \boldsymbol{\sigma}_{i}\right)-\sum_{i=1}^{n} \Gamma_{i}\left(\psi_{i}+\frac{1}{2} \mathbf{v}_{i} \cdot \mathbf{v}_{i}\right)-\sum_{i=1}^{n} \mathbf{v}_{i} . \pi_{i} \geq 0
$$

At this stage, the chemical potential is introduced, being the linear transformation defined by

$$
\mathbf{K}_{i}=\psi_{i} \mathbf{I}-\frac{\boldsymbol{\sigma}_{i}}{\phi_{i} \rho_{i}}
$$

see Bowen and Wiese [14], noting that in the present paper it is assumed that $\boldsymbol{\sigma}_{i}=\boldsymbol{\sigma}_{i}^{T}$ (see section 2.3). Therefore,

$$
\begin{aligned}
-\sum_{i=1}^{n} \phi_{i} \rho_{i} \frac{d^{i} \psi_{i}}{d t} & -\rho_{m} \eta_{m} \frac{d \theta}{d t}-\operatorname{tr} \sum_{i=1}^{n} \phi_{i} \rho_{i} \mathbf{K}_{i} \cdot \mathbf{L}_{i}+\operatorname{tr} \sum_{i=1}^{n} \phi_{i} \rho_{i} \psi_{i} \mathbf{L}_{i} \\
& -\sum_{i=1}^{n} \Gamma_{i} \psi_{i}-\sum_{i=1}^{n} \mathbf{v}_{i} \cdot\left(\pi_{i}+\frac{\Gamma_{i}}{2} \mathbf{v}_{i}\right) \geq 0
\end{aligned}
$$

which further reduces to

$$
\begin{equation*}
-\operatorname{tr} \sum_{i=1}^{n} \phi_{i} \rho_{i} \mathbf{K}_{i} \cdot \mathbf{L}_{i}-\rho_{m} \eta_{m} \frac{d \theta}{d t}-\sum_{i=1}^{n} \frac{d^{i}}{d t}\left(\phi_{i} \rho_{i} \psi_{i}\right)-\sum_{i=1}^{n} \mathbf{v}_{i} \cdot\left(\pi_{i}+\frac{\Gamma_{i}}{2} \mathbf{v}_{i}\right) \geq 0 \tag{A.3}
\end{equation*}
$$

by appealing to the balance of mass. Some authors (see, for example, Bowen [12]) define the quantity

$$
\Psi_{i}=\phi_{i} \rho_{i} \psi_{i}
$$

which represents the Helmholtz free energy of the $i$ th constituent per unit mixture volume. Rewriting (A.3) in terms of $\Psi_{i}$ gives

$$
\begin{equation*}
-t r \sum_{i=1}^{n} \phi_{i} \rho_{i} \mathbf{K}_{i} \cdot \mathbf{L}_{i}-\rho_{m} \eta_{m} \frac{d \theta}{d t}-\sum_{i=1}^{n} \frac{d^{i} \Psi_{i}}{d t}-\sum_{i=1}^{n} \mathbf{v}_{i} \cdot\left(\boldsymbol{\pi}_{i}+\frac{\Gamma_{i}}{2} \mathbf{v}_{i}\right) \geq 0 \tag{A.4}
\end{equation*}
$$
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#### Abstract

This paper describes a solid state system in which a qubit is realized as the spin of a single trapped electron in a quantum dot and read functionality is via an adjacent quantum wire with a single or a small number of conductive states. Because of the limited design window for this system, simulation is an important guide to an experimental search for successful designs. We use a semianalytic approximation that is accurate enough to provide meaningful results and computationally simple enough to allow high throughput, as needed for design and optimization. In particular, we find designs that achieve double pinchoff (i.e., a single trapped electron in the dot and a single conductive state in the wire). After relaxing the design requirements to allow for a small number of conductive states in the wire, we find successful designs that are optimally robust, in the sense that their success is unlikely to be affected by fabrication errors.
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1. Introduction. Quantum logic, based on manipulation and interaction of binary quantum states or "qubits," has great potential for communication and computation. Quantum communication could offer absolute security [14] and transmission rates beyond the Shannon limit [5]. Quantum computation could greatly accelerate the solution of certain important problems, such as prime factorization [15], database searching [6], and simulation of quantum systems [16]. This potential has motivated a large effort to develop and implement quantum logic. Currently, the foremost problem for quantum communication and computation is the implementation of qubits in a robust and scalable system, which will allow for error correction and control of decoherence. Solid state implementations of a qubit, based on an electron or nuclear spin confined to a quantum dot, have been proposed in $[1,8,9,10,11,12,17,18]$.

This paper is concerned with the design of a single qubit system in a solid state implementation, as proposed in [3, 17], in which a qubit is represented as the spin of a single electron confined in a quantum dot. A quantum wire is placed below the quantum dot, so that the conductivity of the wire will depend sensitively on the charge present in the dot. The wire can then be used to verify the presence of a single electron in the quantum dot and, in the presence of a spin polarized electron reservoir, to read out the spin of that electron. The latter can be accomplished in several ways, for instance, by measuring tunneling times from the reservoir into the qubit. As the spin singlet state has lower energy than the triplet states [4], we can arrange to make tunneling into a triplet state energetically forbidden, and since the singlet state must

[^87]be formed using two opposite spins, the tunneling time will then depend strongly on the relative alignment of the qubit spin to the reservoir spin.

In our design, the quantum dot and wire are formed in two vertically stratified, parallel semiconductor quantum wells and are defined electrostatically using lithographically patterned gates on the surface of the semiconductor. Further description of the geometry and electrostatics of this system are provided in section 2. An alternative design using a horizontal placement of quantum dots has been carried out in [18].

A successful qubit design requires a single electron in the quantum dot and a small number of conduction states in the quantum wire. If there is only a single state in the quantum wire, it can be used both as spin reservoir and charge sensor. Moreover, the design should be robust with respect to fluctuations or errors in modeling and fabrication. These are very stringent requirements that are difficult to satisfy, and numerical simulation can serve as an important guide in the experimental search for successful designs.

The principal goal of the present study is development of a semianalytic model and its application to design and optimization for this quantum system. This reduced order model is based on a number of approximations that restrict its validity. Comparison to full scale numerical simulations, however, indicate that its accuracy is sufficient to provide meaningful results. Computational speed is the model's great virtue, enabling the high throughput that is required for design and optimization of the quantum system.

There are three distinct aspects to simulation of this quantum system: construction of a mathematical model embodying the correct physics, development of an effective numerical method for solving the model, and use of the numerical method to search for a successful design. The semianalytic model and its use for design and optimization, as presented in this paper, address only the last of these. Related efforts, which are beyond the scope of this paper, include a full-scale numerical method for the Schrödinger-Poisson model [2] and simulations using nextnano ${ }^{3}$ [13] that include more detailed physics.

Furthermore, design of this qubit system is an intermediate, but important step toward the much more challenging goal of constructing a quantum device. A functioning quantum device using this qubit system must satisfy additional requirements, such as preparation of initial data, coupling of qubits, measurement of the qubit state, control of decoherence, and error correction, that are not included in the present design problem.

In section 2 we develop a Schrödinger-Poisson model for simulation of the electrostatic potential and the single electron wavefunction, and we formulate design goals for performance of this system. A reduced order, semianalytic model is derived in section 3 using square well or parabolic approximations for the electrostatic potential. In section 4 the accuracy and validity of this semianalytic model is assessed by comparison to full scale numerical solution of the Schrödinger-Poisson model from [2]. Successful designs with double pinchoff are found in section 5 through a random search in parameter space. A measure of design robustness, in terms of the sensitivity of the design to fabrication errors, is formulated in section 6 . In section 7, an analysis is presented that greatly simplifies the computation of design robustness. Using this simplified analysis, a search for designs that are optimally robust is described in section 8 . Finally, conclusions are presented in section 9.
2. Qubit design problem. This sections describes the solid state system and the design goals for a qubit. This description includes one-, two-, and three-dimensional versions of the system.
2.1. Qubit system description. The layered semiconductor system consists of a series of material layers, with layer $i$ consisting of material $m_{i}$ and having thickness $d z_{i}$, in which $z$ is a measure of the distance from the top planar surface, increasing in the downward direction. In addition there are $\delta$-doped layers of zero thickness at the boundaries of some of the material layers, with a density $\sigma_{k}$ of ions per area in the $k$ th $\delta$-doped layer. Note that the charge density $\sigma$ is the doping density times an activation factor, so that it is less than the actual doping density. Volumetric doping, including intrinsic doping, is neglected.

As an example that will be used in this study and is pictured in Figure 1, consider a system that consists of the following layers, in order starting at $z=0$ :

- layer of material $A$ of thickness $d z_{1}$;
- $\delta$-doped layer with charge density $\sigma_{1}$;
- layer of material $A$ of thickness $d z_{2}$;
- layer of material $B$ of thickness $d z_{3}$, the layer containing the quantum dot;
- layer of material $A$ of thickness $d z_{4}$;
- layer of material $B$ of thickness $d z_{5}$, the layer containing the quantum wire;
- layer of material $A$ of thickness $d z_{6}$;
- $\delta$-doped layer with charge density $\sigma_{2}$;
- layer of material $A$ of infinite thickness.

The geometry of these layers is one-dimensional; higher dimensionality is determined by the geometry of the gates. At the top of the material system, i.e., $z=0$, there are a series of gates $G_{m}$ on which the electron potential energy $\phi_{m}$ is specified. Away from the gates, the energy is taken to be equal to a constant free surface potential $\phi_{0}$.

In this study the following gate geometries and potentials are considered:

- gate $G_{g}$ consisting of a circle $r<R_{g} / 2$ for the three-dimensional geometry or an interval $|x|<R_{g} / 2$ for the two-dimensional geometry, on which the potential energy is $\phi_{g}$;
- two gates $G_{b \pm}$, in which $G_{b+}$ consists of points with $x>R_{b} / 2$ and $G_{b-}$ consists of points with $x<-R_{b} / 2$ in both the two-dimensional and threedimensional geometries, with potential $\phi_{b}$ on both gates;
- no gates for the one-dimensional geometry;
- potential energies $\phi_{g}=-V_{g}+\phi_{\text {schottky }}$ and $\phi_{b}=-V_{b}+\phi_{\text {schottky }}$, where $\phi_{\text {schottky }}$ is the Schottky barrier, and $V_{g}$ and $V_{b}$ are the voltages applied to the gates.
In this description all distances are measured in $n m$, the doping densities are measured in units of electrons $\mathrm{cm}^{-2}$, and the energy $\phi$ is in units of eV .

A drawing of the device structure, with parameters from an optimally robust design as in (8.1), is shown in Figure 1. A schematic drawing of the gates, the potentials in the quantum wells, and the electron densities is shown in Figure 2. Positive potential energy $\left(\phi_{b}\right)$ on the planar side gates raises the potential on the sides of both quantum wells. Negative potential energy $\left(\phi_{g}\right)$ on the circular, central gates lowers the potential energy, primarily in the upper well. This leads to a localized electron density (i.e., a quantum dot) in the upper well and an electron density along a line (i.e., a quantum wire) in the lower quantum well.

The layer widths $d z_{i}$ and the charge densities $\sigma_{i}$ are determined during the material growth, and the gate sizes $R_{i}$ are determined during the device fabrication. These parameters cannot be changed after fabrication. Thus the parameters can be divided into two sets: the vector of operation parameters $v_{o}=\left(\phi_{g}, \phi_{b}\right)$, which can be varied during operation of the device, and the vector of design parameters


Fig. 1. Schematic drawing of the device geometry. The depths of the material layers are $d z_{i}$, in which $d z_{3}$ is the depth of the upper quantum well, which contains the quantum dot, and $d z_{5}$ is the depth of the lower quantum well, which contains the quantum wire. The charge densities in the delta-doped layers are $\sigma_{i}$. The electrostatic potential of the central gate (a circle of diameter $R_{g}$ in a three-dimensional geometry) is $\phi_{g}$, and the electrostatic potential of the two side gates (separated by a distance $R_{b}$ ) is $\phi_{b}$. In a two-dimensional geometry the central gate would be an infinite strip parallel to the side gates.
$v_{d}=\left(d z_{1}, d z_{2}, d z_{3}, d z_{4}, d z_{5}, d z_{6}, R_{g}, R_{b}, \sigma_{1}, \sigma_{2}\right)$, which cannot be changed during operation. A device design can be identified with a choice of the design vector $v_{d}$. These are chosen from a subset $C$ of $R^{10}$ that has been determined from some external consideration, such as additional constraints or previous experience. These have the form

$$
\begin{align*}
& \underline{d z}_{i}<d z_{i}<\overline{d z}_{i} \text { for } 1 \leq i \leq 6,  \tag{2.1}\\
& \underline{R}_{g}<R_{g}<\bar{R}_{g},  \tag{2.2}\\
& \underline{R}_{b}<R_{b}<\bar{R}_{b},  \tag{2.3}\\
& \underline{\sigma}_{i}<\sigma_{i}<\bar{\sigma}_{i} \text { for } 1 \leq i \leq 2,  \tag{2.4}\\
& \underline{\phi}_{g}<-\phi_{g}<\bar{\phi}_{g},  \tag{2.5}\\
& \underline{\phi}_{b}<\phi_{b}<\bar{\phi}_{b} \text {. } \tag{2.6}
\end{align*}
$$



FIG. 2. Schematic drawing of the gates, the potential energies in the quantum wells, and the electron densities in the dot and the wire.

In the design searches conducted below, a typical set of constraints was the following:

$$
\begin{align*}
& 20<d z_{1}<40(n m), \\
& 20<d z_{2}<40(n m), \\
& 5<d z_{3}<10(n m), \\
& d z_{4}=16(n m), \\
& 5<d z_{5}<15(n m), \\
& d z_{6}=50(n m),  \tag{2.7}\\
& 50<R_{g}<100(n m), \\
& 50<\left(R_{b}-R_{g}\right) / 2<400(n m), \\
& 0<\sigma_{1}<4 \times 10^{11}\left(\mathrm{~cm}^{-2}\right), \\
& 0<\sigma_{2}<4 \times 10^{11}\left(\mathrm{~cm}^{-2}\right) \text {, } \\
& 0.1<-\phi_{g}<0.3(e V), \\
& 0<\phi_{b}<2.0(e V) .
\end{align*}
$$

The constraints on $d z_{4}$ were chosen to allow electrons to tunnel between dot and wire on a ms time scale; 16 nm is appropriate for the $\operatorname{InP} / \operatorname{InGaAs}$ system. The lower bounds on $R_{g}$ and $R_{b}$ are representative of what can be easily accomplished with e-beam lithography. The upper bounds on $\sigma_{i}$ are set to avoid hopping conduction through the doping layers. The upper bound on $\phi_{b}$ and the lower bound on $\phi_{g}$ are set
to avoid passing any current through the gates into the sample, which would disrupt the qubit. The lower bound on $\phi_{g}$ is set to ensure formation of a quantum dot with a bound electron state; at smaller voltages, the electron may not be bound, which the central gate, the parabolic approximation in section 3 may fail to predict. The remaining constraints are reasonable limits that were imposed to speed the design search.
2.2. Schrödinger-Poisson model. The electrostatic potential $\Phi$ is assumed to satisfy the Poisson equation

$$
\begin{equation*}
\nabla \cdot \epsilon \nabla \Phi=\sigma_{1} \delta_{1}+\sigma_{2} \delta_{2}-\rho_{\psi} \tag{2.8}
\end{equation*}
$$

in which $\epsilon=k \epsilon_{0} / e^{2}$ is the scaled dielectric constant, $\delta_{i}$ is a $\delta$-function on $i$ th $\delta$ doped interface, and $\rho_{\psi}$ is the number density for electrons in the wire, which must be determined self-consistently as described below. The function $\Phi$ is the potential energy for an electron, measured in eV . For this equation the boundary conditions are taken to be Dirichlet conditions (i.e., $\Phi$ prescribed) at the top, Neumann conditions (i.e., $\partial \Phi / \partial n=0$ ) at the bottom, and periodic conditions on the sides.

The electronic wave function for the unbound electron of lowest energy is assumed to satisfy a single particle Schrödinger equation

$$
\begin{equation*}
-\nabla \cdot\left(\frac{\hbar^{2}}{2 m} \nabla \Psi\right)=-(\Phi+U) \Psi+\lambda \Psi \tag{2.9}
\end{equation*}
$$

in which $e$ is the electron charge, $m$ is the electron effective mass, $U$ is the conduction band offset relative to material $A$ (InP in the examples below), $\lambda$ is the energy level (eigenvalue) in units of $e V$, and $\Psi$ is wave function (eigenfunction).

As an example, for $\operatorname{In} P, \operatorname{In} G a_{1-x} A s$, and $A l_{y} I n_{1-y} A s$, with alloy fractions $x=0.53$ and $y=0.48$, the material parameters are given in Table 1 and the relevant physical constants are given in Table 2.

Table 1
Material parameters.

| Parameter | InP | $I n_{0.53} G a_{0.48} A s$ | $A l_{0.48} I n_{0.52} A s$ | Units |
| :--- | :--- | :--- | :--- | :--- |
| $k$ | 12.61 | 13.9 | 12.7 | 1 |
| $\epsilon=k \epsilon_{0} / e^{2}$ | .697 | .769 | 0.702 | $1 /(\mathrm{eV} \mathrm{nm})$ |
| $m$ | .079 | .041 | 0.0733 | m |
| $\hbar^{2} / 2 m$ | .484 | .94 | 0.522 | $\mathrm{eV} / \mathrm{nm}^{2}$ |
| $U$ | 0 | .224 | 0.25 | eV |

TABLE 2
Physical constants.

| Constant | Value | Units |
| :--- | :--- | :--- |
| $\hbar^{2} / 2 m_{0}$ | .0382 | $\mathrm{eV} / \mathrm{nm}^{2}$ |
| $\epsilon_{0}$ | $8.854 \times 10^{-12}$ | $\mathrm{C}^{2} N^{-1} \mathrm{~m}^{-2}$ |
| $\epsilon_{0} / e^{2}$ | .0553 | $1 /(\mathrm{eV} \mathrm{nm})$ |

For the solutions of interest in this study, the electrons are localized either in a dot in the upper layer or along a wire in the lower layer. This implies that the eigenfunctions for the Schrödinger equation (2.9) are each localized in either the dot or the wire. The eigenvalues and eigenfunctions in the quantum dot are labeled
$\lambda_{k}^{d}, \Psi_{k}^{d}$; those in the wire are labeled $\lambda_{k}^{w}, \Psi_{k}^{w}$. Also denote $d \lambda=\lambda_{2}-\lambda_{1}$ as the difference between the first two eigenvalues. The eigenfunctions are normalized so that $\int|\Psi|^{2} d x=1$. The self-consistent charge density is $\rho_{\psi}=\sum|\Psi|^{2}$, summed over all $\lambda<E_{F}$, in which the Fermi energy $E_{F}$ is set to 0 .

To emphasize the dependence of the eigenvalues $\lambda$ on the gate voltages $\phi_{g}$ and $\phi_{b}$ and the design vector $v$, we shall sometimes write $\lambda=\lambda\left(\phi_{g}, \phi_{b}, v\right)$.

Note that the eigenfunctions for the quantum dot are quite distinct from those for the quantum wire. So computation of these eigenfunctions is equivalent to a computation using two separate wave functions for the dot and wire, and so it correctly represents the charge density in the wire and its affect on the dot. Interaction terms between the dot and wire are omitted, because they are small. On the other hand, tunneling effects between the dot and wire are important for detection of an electron in the dot using the wire. These tunneling effects are beyond the scope of the current model.
2.3. Design goals. The design goals for the quantum dot are to have a single confined electron under the gate and no confined electron states away from the gate. The design goals for the quantum wire are to have a small number $k$ of conduction states in the wire, with no additional states in the wire under the gate. Denote $E_{k}^{d}$ and $E_{k}^{w}$ to be the energy for $k$ electrons in the dot and for $k$ conduction states in the wire, respectively. Also denote $E_{k}^{d}(0)$ and $E_{k}^{w}(0)$ to be the same energies but with no voltage on the central gate; i.e., $\phi_{g}=0$. An unbound electron will be localized if its energy is less than the Fermi energy $E_{F}=0$. The design goals can thus be stated as

$$
\begin{align*}
E_{1}^{d} & <0<E_{2}^{d}  \tag{2.10}\\
0 & <E_{1}^{d}(0)  \tag{2.11}\\
E_{k}^{w} & <0<E_{k+1}^{w}  \tag{2.12}\\
E_{k}^{w}(0) & <0<E_{k+1}^{w}(0) . \tag{2.13}
\end{align*}
$$

Since $E_{k}^{w}<E_{k}^{w}(0),(2.12)$, and (2.13) can be recombined as

$$
\begin{equation*}
E_{k}^{w}(0)<0<E_{k+1}^{w} \tag{2.14}
\end{equation*}
$$

As shown below, the energy level $E_{2}^{d}$ is smaller than $E_{1}^{d}(0)$ in the regime of interest, so that (2.11) is redundant.

In the quantum dot, the energy for a single electron is the lowest eigenvalue, so that $E_{1}^{d}=\lambda_{1}^{d}$ and $E_{1}^{d}(0)=\lambda_{1}^{d}(0)$. For the energy of two electrons, there is an interaction (Coulomb) correction $E_{2}^{d}=\lambda_{2}^{d}+\tilde{E}_{2}^{d}$. In the wire, we identify a conduction state, as an eigenfunction for the cross-section of the wire and neglect the interaction among different conduction states. Thus $E_{k}^{w}=\lambda_{k}^{w 2 D}$ and $E_{k}^{w}(0)=\lambda_{k}^{w 2 D}(0)$, in which $\lambda_{k}^{w 2 D}$ and $\lambda_{k}^{w 2 D}(0)$ are the two-dimensional eigenvalues and $\phi_{g}=0$ for $\lambda_{k}^{w 2 D}(0)$. Therefore the operation goals can be rewritten as

$$
\begin{align*}
\lambda_{1}^{d} & <0<\lambda_{2}^{d}+\tilde{E}_{2}^{d}  \tag{2.15}\\
\lambda_{1}^{w 2 D}(0) & <0<\lambda_{2}^{w 2 D} \tag{2.16}
\end{align*}
$$

The design goal is to find a device design $v_{d}$, for which there is a choice of operation parameters $v_{o}$ such that the operation goals (2.15) and (2.16) are satisfied. A second design goal, that the operation goals are still met in the presence of growth and fabrication uncertainties, is formulated in section 6 .
3. Semianalytic model. In this section we formulate a simplified semianalytic model that represents an approximate solution of the Schrödinger-Poisson equation. As described below, the potential $\Phi$ in each of the upper and lower quantum wells is approximated as a parabola in the lateral directions $x$ and $y$ and a square well in the depth direction $z$. Because the layered geometry is independent of $x$ and $y$ and the gates have a reflection symmetry with respect to both $x$ and $y$, the first derivatives $\Phi_{x}$ and $\Phi_{y}$ are 0 on the centerline $x=y=0$. Thus the lateral variation of the potential near the either quantum dot and quantum wire is approximately given by $\frac{1}{2}\left(x^{2} \Phi_{x x}+y^{2} \Phi_{y y}\right)$.
3.1. Approximations for electrostatics. For the potential $\Phi=\Phi^{1 D}$ due to modulationally doped layers but not including the effect of the gates, put the bottom boundary condition at $\infty$, omit any self-consistent terms, and neglect the variation in dielectric constant by using the value for material A throughout to obtain

$$
\Phi^{1 D}= \begin{cases}\phi_{\text {top }}-\epsilon_{A}^{-1}\left(\sigma_{1}+\sigma_{2}\right) z, & 0<z<z_{1}  \tag{3.1}\\ \phi_{\text {top }}-\epsilon_{A}^{-1}\left(\sigma_{1} z-\sigma_{2} z_{1}\right), & z_{1}<z<z_{2} \\ \phi_{\text {top }}-\epsilon_{A}^{-1}\left(\sigma_{1} z_{2}-\sigma_{2} z_{1}\right), & z_{2}<z\end{cases}
$$

in which $z_{1}=d z_{1}$ and $z_{2}=d z_{1}+d z_{2}+d z_{3}+d z_{4}+d z_{5}+d z_{6}$ are the positions of the $\delta$-doped layers.

The potential $\Phi=\Phi_{L}^{2 D}$, due to a gate that is a strip (in three dimensions) (i.e., $|x|<L / 2, z=0)$ with potential $\Phi=1$ on the gate and $\Phi=0$ away from gate, is

$$
\begin{equation*}
\Phi_{L}^{2 D}(x, z)=\pi^{-1}\left(\arctan \left(\frac{x+L / 2}{z}\right)-\arctan \left(\frac{x-L / 2}{z}\right)\right) \tag{3.2}
\end{equation*}
$$

On the central axis $x=0$, the values of $\Phi$ and its second derivative are

$$
\begin{align*}
\Phi_{L}^{2 D}(x=0, z) & =2 \pi^{-1} \arctan (L / 2 z)  \tag{3.3}\\
\Phi_{L x x}^{2 D}(x=0, z) & =-\pi^{-1} z^{-2} \frac{2 L / z}{\left(1+L^{2} / 4 z^{2}\right)^{2}} \tag{3.4}
\end{align*}
$$

The potential $\Phi=\Phi_{d}^{3 D}$, due to a gate that is a circle (i.e., $\left.r=|(x, y)|<d / 2\right)$ with potential $\Phi=1$ on the gate and $\Phi=0$ away from gate, is

$$
\begin{align*}
\Phi_{d}^{3 D}(\mathbf{x}) & =\Phi(r, z) \\
& =\frac{|z|}{2 \pi} \int_{0}^{2 \pi} \int_{0}^{d / 2}\left|\mathbf{x}-\mathbf{x}^{\prime}\right|^{-3} r^{\prime} d r^{\prime} d \theta^{\prime}  \tag{3.5}\\
& \left.=\frac{|z|}{2 \pi} \int_{0}^{2 \pi} \int_{0}^{d / 2}\left(z^{2}+\left(r-r^{\prime} \cos \theta^{\prime}\right)^{2}+r^{\prime 2} \sin ^{2} \theta^{\prime}\right)^{2}\right)^{-3 / 2} r^{\prime} d r^{\prime} d \theta^{\prime}
\end{align*}
$$

On the central axis $r=0$, the values of $\Phi$ and its second derivative are

$$
\begin{align*}
& \Phi_{d}^{3 D}(r=0, z)=1-\left(1+(d / 2 z)^{2}\right)^{-1 / 2}  \tag{3.6}\\
& \Phi_{d r r}^{3 D}(r=0, z)=-\frac{3}{2}|z|(d / 2)^{2}\left(z^{2}+(d / 2)^{2}\right)^{-5 / 2} \tag{3.7}
\end{align*}
$$

Add these together to obtain the total potential as

$$
\Phi= \begin{cases}\Phi^{1 D}+\phi_{b}\left(1-\Phi_{d}^{2 D}\right)+\phi_{g} \Phi_{L}^{2 D} & \text { in two dimensions }  \tag{3.8}\\ \Phi^{1 D}+\phi_{b}\left(1-\Phi_{d}^{2 D}\right)+\phi_{g} \Phi_{L}^{3 D} & \text { in three dimensions. }\end{cases}
$$

The second derivatives of the total potential on the central axis are

$$
\begin{align*}
& \Phi_{x x}= \begin{cases}-\phi_{b} \Phi_{d x x}^{2 D}+\phi_{g} \Phi_{L x x}^{2 D} & \text { in two dimensions, } \\
-\phi_{b} \Phi_{d x x}^{2 D}+\phi_{g} \Phi_{L r r}^{3 D} & \text { in three dimensions, }\end{cases}  \tag{3.9}\\
& \Phi_{y y}= \begin{cases}0 & \text { in two dimensions, } \\
\phi_{g} \Phi_{L r r}^{3 D} & \text { in three dimensions. }\end{cases} \tag{3.10}
\end{align*}
$$

All the subsequent computations for the semianalytic model were performed using MATLAB programs.
3.2. Approximations for Schrödinger. The approximation for the Schrödinger eigenfunctions and eigenvalues relies on separation of variables: if $m$ is constant and $\Phi(x, y, z)=\Phi^{x}(x)+\Phi^{y}(y)+\Phi^{z}(z)$, then

$$
\begin{align*}
\lambda & =\lambda^{x}+\lambda^{y}+\lambda^{z}  \tag{3.11}\\
\Psi(x, y, z) & =\Psi^{x}(x) \Psi^{y}(y) \Psi^{z}(z) \tag{3.12}
\end{align*}
$$

in which

$$
\begin{align*}
& -\left(\hbar^{2} / 2 m\right) \Psi_{x x}^{x}=-\Phi^{x} \Psi^{x}+\lambda^{x} \Psi^{x}  \tag{3.13}\\
& -\left(\hbar^{2} / 2 m\right) \Psi_{y y}^{y}=-\Phi^{y} \Psi^{y}+\lambda^{y} \Psi^{y}  \tag{3.14}\\
& -\left(\hbar^{2} / 2 m\right) \Psi_{z z}^{z}=-\Phi^{z} \Psi^{z}+\lambda^{z} \Psi^{z} \tag{3.15}
\end{align*}
$$

Use separation of variables to find eigenvalues in a channel of width $w$ and center $z$. Neglect variation of $\Phi$ across the well and approximate the $x$-dependence for $\Phi^{2 D}$ (i.e., for a gate that is a strip in three dimensions) or the $(x, y)$-dependence for $\Phi^{2 D}$ (i.e., for a gate that is a circle in three dimensions) as parabolic with

$$
\begin{array}{ll}
\Phi^{2 D} \approx \Phi_{2 D}^{x}(x) & =.5 \Phi_{x x}(x=0, z) x^{2} \\
\Phi^{3 D} \approx \Phi_{3 D}^{x}(x)+\Phi_{3 D}^{y}(y)=.5 \Phi_{r r}(r=0, z)\left(x^{2}+y^{2}\right) \tag{3.17}
\end{array}
$$

Both the two-dimensional and three-dimensional problems have been written as a sum of one-dimensional parabolic potentials. The eigenvalue and eigenvalue spacing for a one-dimensional parabolic potential $\Phi(x)=\phi_{b} x^{2}$ are

$$
\begin{align*}
\lambda_{1}^{p} & =\left(\Phi_{x x} \hbar^{2} / 4 m\right)^{1 / 2},  \tag{3.18}\\
d \lambda^{p} & =2 \lambda_{1}^{p} . \tag{3.19}
\end{align*}
$$

We denote $\lambda^{p x}$ and $\lambda^{p y}$ for the eigenvalues due to the parabolic potential in the x and y-directions, respectively, and $d \lambda^{p x}$ and $d \lambda^{p y}$ for the corresponding eigenvalue spacing.

In the $z$-direction, the potential is approximately a square well, since

$$
\Phi^{z}(z)= \begin{cases}0 & \left|z-z_{0}\right|>L / 2  \tag{3.20}\\ -U & \left|z-z_{0}\right|<L / 2\end{cases}
$$

in which $U$ is the offset in wells, neglecting variation across the well. The eigenvalues for this square well are solutions of

$$
\begin{align*}
\lambda^{s w} & =c_{1} k_{1}^{2}-U,  \tag{3.21}\\
k_{1}^{2}\left(1+\left(c_{1} / c_{0}\right) \tan ^{2}\left(k_{1} w / 2\right)\right) & =U / c_{1} \tag{3.22}
\end{align*}
$$

in which $c_{0}$ and $c_{1}$ are the values of $\hbar^{2} / 2 m$ outside the well and in the well, respectively; i.e., $c_{0}$ is the value for material $A(\operatorname{InP})$ and $c_{1}$ is the value for material $B$ (InGaAs).

In summary, the eigenfunctions, lowest eigenvalue and eigenvalue spacing are

$$
\begin{align*}
\Psi & =\Psi^{s w}(z) \Psi^{p x}(x) \Psi^{p y}(y),  \tag{3.23}\\
\lambda & =\lambda^{s w}+\lambda^{p x}+\lambda^{p y},  \tag{3.24}\\
d \lambda & = \begin{cases}d \lambda^{p x} & \text { in two dimensions } \\
\min \left(d \lambda^{p x}, d \lambda^{p y}\right) & \text { in three dimensions. }\end{cases} \tag{3.25}
\end{align*}
$$

In the simplest model, we also take the energy for two electrons to be the same as the second eigenvalue in the quantum dot; i.e., set $\tilde{E}_{2}^{d}=0$ in (2.15).
3.3. Generalizations. Two generalizations of the semianalytic model of the previous section are formulated here to include effects of Coulomb interactions and self-consistent terms.

An approximation to the Coulomb correction $\tilde{E}_{2}^{d}$ for two electrons in the quantum dot has been developed by Gyure [7]. He computed the energy for two electrons in a one-dimensional parabolic potential using an iterative projection method, then fit the result to the following simple formula:

$$
\begin{equation*}
E_{2}^{d}=\lambda_{1}^{d}+c r_{d} \gamma_{y}^{\kappa} \tag{3.26}
\end{equation*}
$$

in which $r_{d}=0.00289 \mathrm{eV}$ is the Rydberg energy, $\gamma_{y}=\lambda_{1}^{d}$, and the (dimensionless) fitting parameters are $c=3.5213$ and $\kappa=0.75654$. The one-dimensional approximation was justified by two-dimensional calculations that showed the anisotropy of the potential is large enough in most cases to ignore the smaller dimension. The error induced is relatively small and decreases rapidly with anisotropy ratio.

The most significant self-consistent terms are the effect of the charge in the wire on the potential in the dot. For a wire defined by a parabolic potential of width $a_{x}$ and a square well of depth $a_{z}$, approximate the charge in the wire as being uniformly distributed over an ellipse with $a_{x}$ and $a_{z}$ as the principal axes. Define elliptic coordinates $(u, v)$ in the $(x, z)$ plane as

$$
\begin{align*}
& x=b \cosh (u) \cos (v)  \tag{3.27}\\
& z=b \sinh (u) \sin (v) \tag{3.28}
\end{align*}
$$

in which $b=\sqrt{a_{x}^{2}-a_{z}^{2}}$, so that the ellipse corresponds to $u=u_{e}=\cosh ^{-1}\left(a_{x} / b\right)$. As an approximation to the potential for an elliptical charge, use

$$
\tilde{\Phi}= \begin{cases}\alpha u-\gamma & \text { for } u>u_{e}  \tag{3.29}\\ \beta\left(a_{x} x^{2}+a_{z} z^{2}\right)-\kappa & \text { for } u<u_{e}\end{cases}
$$

In the limit $u \rightarrow \infty, u \approx \log (r / c)$, which implies that $\alpha=\bar{\rho} / 2 \pi$ in which $\bar{\rho}$ is the total charge on the ellipse. At the top of the layered material, the correction $\tilde{\Phi}$ should vanish. Apply this at the value $u_{0}=u(z=0, x=0)$ to get $\gamma=u_{0} \bar{\rho} / 2 \pi$. The total charge in the wire $\bar{\rho}$ is approximately given by

$$
\begin{equation*}
\bar{\rho}=\pi^{-1} \sqrt{d \lambda^{w} / c}\left((2 / 3) N^{3 / 2}+N\right) \tag{3.30}
\end{equation*}
$$

in which $c=\frac{\hbar^{2}}{2 m}$ and $N=-\lambda_{1}^{w} / d \lambda^{w}$ is the number of transverse eigenvalues that are less than the Fermi energy. Formula (3.30) comes from the number of longitudinal states below the Fermi energy for each transverse state. The potential corrections in (3.29) are used to correct the eigenvalue $\lambda_{1}^{w}$ and eigenvalue spacing $d \lambda^{w}$, which are then used in (3.30). These two equations are solved iteratively to determine $\bar{\rho}$.


Fig. 3. Comparison of potential $\Phi$ for a one-dimensional geometry from the full scale simulation method (blue) and the semianalytic model (red), with no top gates, no Coulomb interactions, selfconsistent effects omitted, and no background doping, showing excellent agreement. Disagreement at the top is due to use of a different material layer in the full-scale simulation that does not influence the potential outside that layer and was not included in the semianalytic model.
4. Validation of semianalytic model. Validation of the semianalytic model is performed by comparison to a full-scale numerical solution of the Schrödinger-Poisson equations by Anderson [2]. Consider a system with design parameters

$$
\begin{align*}
v_{d} & =\left(d z_{1}, d z_{2}, d z_{3}, d z_{4}, d z_{5}, d z_{6}, R_{g}, R_{b}, \sigma_{1}, \sigma_{2}\right)  \tag{4.1}\\
& =\left(40.5,37.1,12.6,10.6,16,50.7,61,219.5,3.6 \times 10^{11}, 1.25 \times 10^{11}\right)
\end{align*}
$$

and with operation parameters $v_{o}=\left(\phi_{g}, \phi_{b}\right)=(0,0.53)$. Figures 3,4 , and 5 show the potential on the central line (through the center of the quantum dot) in one, two, and three dimensions, respectively, with no Coulomb interactions, self-consistent effects omitted, and no background doping. In one dimension there are no gates on the top of the system, so that the potential $\Phi$ is a function of $z$ only. In two dimensions the central gate is an interval (i.e., a strip in three dimensions); while in three dimensions the central gate is a circular dot. Figure 6 is the same as Figure 4, except that self-consistent effects are included in both the full-scale numerical computation and the semianalytic model. The first eigenvalue is shown for each of these problems in Table 3, in meV .

These results show excellent agreement for the case with no Coulomb interactions and no self-consistent effects. In this case the energy errors in the semianalytic method are all within 6 meV of those for the full simulation. With self-consistent effects, the agreement is still good, with energy errors of size 20 meV .


Fig. 4. Same as Figure 3 except that the plot is for the potential $\Phi$ on the central axis $x=0$ for a two-dimensional geometry.


Fig. 5. Same as Figure 3 except that the plot is for the potential $\Phi$ on the central axis $r=0$ for a three-dimensional geometry.


Fig. 6. Same as Figure 4 but showing the full-scale simulation method with (green) and without (blue) self-consistent terms and the semianalytic model with (black) and without (red) self-consistent terms.

TABLE 3
Lowest eigenvalues $\lambda_{1}$.

|  | Dot energies $(\mathrm{meV})$ |  | Wire energies $(\mathrm{meV})$ |  |
| :--- | :--- | :--- | :--- | :--- |
|  | simulation | semianalytic | simulation | semianalytic |
| 1D | -144.1 | -148.3 | -195.9 | -201.1 |
| 2D | -33.8 | -37.3 | -58.8 | -60.8 |
| 3D | 22.5 | 16.6 | 9.88 | 7.1 |
| 2D SC | 11.6 | -4.7 | -3.7 | -23.3 |

5. Double pinchoff designs. The principal virtue of the semianalytic model is that the eigenvalues in the design criteria (2.15) and (2.16) can be quickly computed, enabling rapid throughput as required for a design study or optimization exercise. In this section we describe a design that achieves the strictest design criterion (2.15) and (2.16) with $k=1$, i.e., double pinchoff with a single electron in the dot and a single conductive state in the wire.

An example of a system achieving double pinchoff has design parameters

$$
\begin{align*}
v_{d} & =\left(d z_{1}, d z_{2}, d z_{3}, d z_{4}, d z_{5}, d z_{6}, R_{g}, R_{b}, \sigma_{1}, \sigma_{2}\right)  \tag{5.1}\\
& =\left(40,94.3,22.5,30.3,17.7,50,53.7,876.7,3.4 \times 10^{11}, 1.4 \times 10^{11}\right)
\end{align*}
$$

and operation parameters $v_{o}=\left(\phi_{g}, \phi_{b}\right)=(-0.16,1.47)$. The eigenvalues for this design are $\left(\lambda_{1}^{d}, \lambda_{2}^{d}, \lambda_{1}^{w}(0), \lambda_{2}^{w}\right)=(-0.67,2.2,-0.92,0.27) \mathrm{meV}$. This system was found by a random search over the full space of possible design parameters and operation
parameters. In a search involving 10 million trial designs, 7 successful designs were found. This establishes existence (within the simulation) of a design meeting the double pinchoff goal. In section 7, however, we show that these double pinchoff designs are not robust with respect to fabrication errors.
6. Design robustness. When a prescribed design is implemented, the outcome will differ from the prescription due to errors and uncertainties in growth and fabrication, including variability in the layer thicknesses and gate sizes and variability in charge density in delta-doped layers due to uncertainties in both the doping level and the ionization fraction. Additional modeling uncertainties, such as uncertainties in the correct boundary conditions at the top of the device and additional physics such as self-consistent terms, are not accounted for in this analysis.

To find a design whose success is insensitive to the growth and fabrication uncertainties, we formulate a measure of design robustness. Assume that the errors in each of the various design parameters are independent and normally distributed and define $\alpha_{k}$ to be the standard deviation of the $k$ th design parameter. Define a distance function $d$ between two design vectors $v$ and $w$ as

$$
\begin{equation*}
d(v, w)=\left(\sum_{k=1}^{K}\left(\left(v_{k}-w_{k}\right) / \alpha_{k}\right)^{2}\right)^{1 / 2} \tag{6.1}
\end{equation*}
$$

i.e., $d(v, w)$ is a measure of the distance between $v$ and $w$ in standard deviations. Next fix a design criterion by choosing the number $K$ of allowed conduction states in the wire, and define the robustness $R$ of a successful design $v_{s}$ as the distance to the nearest unsuccessful design $v_{u}$, i.e.,

$$
\begin{equation*}
R\left(v_{s}\right)=\min _{v_{u}} d\left(v_{s}, v_{u}\right) \tag{6.2}
\end{equation*}
$$

The design robustness optimization problem is to find the most robust design within the constraint set $C$ from (2.1)-(2.6), i.e., $v_{s}$ is chosen to be the successful design that achieves the following max-min:

$$
\begin{equation*}
\max _{v_{s} \in C} R\left(v_{s}\right)=\max _{v_{s} \in C} \min _{v_{u} \in C} d\left(v_{s}, v_{u}\right) . \tag{6.3}
\end{equation*}
$$

As an example for standard deviation of the fabrication, we take standard deviation of the growth processes (layer thicknesses) to be $3 \%$ (relative error), the standard deviation of the fabrication (gate sizes) to be 10 nm (absolute error), and the standard deviation of the charge density in the delta-doped layers to be $40 \%$ (relative error).
7. Analysis of failure modes. A direct random search for the design $v_{s}$ that achieves the max-min in (6.3) would involve a double random search over two designs $v_{s}$ and $v_{u}$. This can be considerably improved by analysis of the failure modes, i.e., the closest failed designs $v_{u}$ for a given successful design $v_{s}$. This analysis relies on a linear approximation for the dependence of the eigenvalues $\lambda$ in the design criteria (2.15) and (2.16), as functions of the gate voltages $\phi_{g}$ and $\phi_{b}$.

A successful design $v_{s}$ is one for which the four design inequalities in (2.15) and (2.16) form a quadrilateral (or triangular) set that has a nonempty intersection with the rectangular constraint set defined by (2.5) and (2.6), in the operation space $\left(\phi_{g}, \phi_{b}\right)$. As the design parameter vector $v$ is (smoothly) varied, the sides of the quadrilateral (or triangle) will (smoothly) vary. The first unsuccessful design $v_{u}$
is reached when the intersection becomes just a point. This characterizes the design $v_{u}$ that occurs in (6.3).

The intersection of the operation window (i.e., the quadrilateral or triangle defined by (2.15) and (2.16)) and the constraint set (defined by (2.5) and (2.6)) can shrink to a point in either of two ways: First, the operation window can shrink to a point in the interior of the constraint set. Second, the operation window can move outside the constraint set with one vertex on the boundary of the constraint set.

We draw the operation window with coordinates $\left(-\phi_{g}, \phi_{b}\right)$, so that both coordinates are positive. Denote the boundaries of the operation window as follows:

$$
\begin{align*}
a & =\left\{\left(-\phi_{g}, \phi_{b}\right): \lambda_{1}^{d}\left(\phi_{g}, \phi_{b}\right)=0\right\}  \tag{7.1}\\
b & =\left\{\left(-\phi_{g}, \phi_{b}\right): \lambda_{2}^{d}\left(\phi_{g}, \phi_{b}\right)=0\right\}  \tag{7.2}\\
c & =\left\{\left(0, \phi_{b}\right): \lambda_{1}^{w}\left(0, \phi_{b}\right)=0\right\}  \tag{7.3}\\
d & =\left\{\left(-\phi_{g}, \phi_{b}\right): \lambda_{2}^{w}\left(\phi_{g}, \phi_{b}\right)=0\right\} . \tag{7.4}
\end{align*}
$$

Also denote $a c$ to be the point of intersection of the lines $a$ and $c$ if it exists, with coordinates $\phi_{g}(a c)$ and $\phi_{b}(a c)$, and similarly for the other intersections. Also denote $0 a$ to be the intersection of $a$ with the line $\phi_{g}=0$. They have the following properties:

1. $c$ is a horizontal line.
2. $a, b$, and $d$ are lines with positive slope, with $a$ and $b$ steeper than $d$.
3. $a$ and $b$ cannot intersect (for $-\phi_{g}>0$ ) and $a$ is to the left of $b$.
4. $-\phi_{g}(a c)<-\phi_{g}(b c)$.
5. The operation window is nonempty if and only if $-\phi_{g}(a c)<-\phi_{g}(c d)$.
6. ad is the leftmost and the lowest point of the operation window.

From these properties, it follows that a nonempty operation window can have two possible configurations. If $-\phi_{g}(b c)<-\phi_{g}(c d)$, it is a quadrilateral with vertices $a d, b d, b c$, and $a c$, which is denoted as Type I. If $-\phi_{g}(b c)>-\phi_{g}(c d)$, a nonempty operation window is a triangle with vertices $a d, c d$, and $a c$, which is denoted as Type II. These two possibilities are shown in Figure 7.


Fig. 7. A schematic drawing of the operation windows in $\left(-\phi_{g}, \phi_{b}\right)$. The four lines that define the operation window are $a, b, c$, and $d$. The successful operation vectors are those in quadrilateral region labeled $Q$ for the configuration on the left or in the triangular region labeled $T$ for the configuration on the right.

This information allows characterization of the failure modes:
A Collapse of the operation window can occur only as a transition from Type II, in which the three vertices of the triangle meet as one point acd. Failure mode A is characterized by existence of a triple intersection point $a c d$, which is denoted as point $A$.
B If the operation window leaves the constraint region through the upper boundary, $\phi_{b}=\bar{\phi}_{b}$, then the final point of intersection of the two regions is $a d$. Failure mode B is characterized by existence of a triple intersection point $a d$ with $\phi_{b}=\bar{\phi}_{b}$, which is denoted as point $B$.
C If the operation window leaves the constraint region through the right boundary, $-\phi_{g}=\bar{\phi}_{g}$, then the final point of intersection of the two regions is $a d$. Failure mode C is characterized by existence of a triple intersection point $a d$ with $-\phi_{g}=\bar{\phi}_{g}$, which is denoted as point $C$.
D If the operation window leaves the constraint region through the lower boundary, denoted as failure mode D , then line $c$ coincides with the lower constraint $\phi_{b}=\underline{\phi}_{b}$.
E If the operation window leaves the constraint region through the left boundary, $-\phi_{g}=\underline{\phi}_{g}$, then the final point of intersection of the two regions is $b c$ in Type I or $c \bar{d}$ in Type II. Failure mode E is characterized by existence of a triple intersection point $b c$ or $c d$ with $-\phi_{g}=\underline{\phi}_{g}$, which is denoted as point $E$. The three failure points $A, B$, and $C$, which are the ones that most frequently occur, are illustrated in Figure 8


Fig. 8. A schematic drawing of the failure modes in $\left(-\phi_{g}, \phi_{b}\right)$, including the four lines $a, b$, $c$, and $d$ that define the operation window, and the constraining lines $\phi_{b}=\bar{\phi}_{b}$ in the middle and $-\phi_{g}=\bar{\phi}_{g}$ in the right. In mode $A$ (left), the operation window has collapsed to a point $A$ in the interior of the constraint set. In mode $B$ (middle), the operation window intersects the constraint set in only a single point $B$ on the upper boundary. In mode $C$ (right), the operation window intersects the constraint set in only a single point $C$ on the right boundary.

The distance from a successful design $v_{s}$ to one of the failure points $A, B$ or $C$ can be estimated through a linear approximation. For point $A$, let $\left(\Phi_{g}^{A}(v), \Phi_{b}^{A}(v)\right)$ solve

$$
\begin{align*}
\lambda_{1}^{d}\left(\Phi_{g}^{A}(v), \Phi_{b}^{A}(v), v\right) & =0  \tag{7.5}\\
\lambda_{1}^{w}\left(0, \Phi_{b}^{A}(v), v\right) & =0 \tag{7.6}
\end{align*}
$$

Then to leading order, since $\lambda_{2}^{w}\left(\Phi_{g}^{A}(A), \Phi_{b}^{A}(A), A\right)=0$,

$$
\begin{align*}
\lambda_{2}^{w}\left(\Phi_{g}^{A}(v), \Phi_{b}^{A}(v), v\right) & =\lambda_{2}^{w}\left(\Phi_{g}^{A}(v), \Phi_{b}^{A}(v), v\right)-\lambda_{2}^{w}\left(\Phi_{g}^{A}(A), \Phi_{b}^{A}(A), A\right) \\
& =(v-A) \cdot \nabla_{v} \lambda_{2}^{w}\left(\Phi_{g}^{A}(v), \Phi_{b}^{A}(v), v\right) \tag{7.7}
\end{align*}
$$

At a minimum point, the design difference $v-A$ is parallel to the gradient in (7.7), so that

$$
\begin{equation*}
\min |v-A|=\left|\lambda_{2}^{w}\left(\Phi_{g}^{A}(v), \Phi_{b}^{A}(v), v\right)\right| /\left|\nabla_{v} \lambda_{2}^{w}\left(\Phi_{g}^{A}(v), \Phi_{b}^{A}(v), v\right)\right| \tag{7.8}
\end{equation*}
$$

A similar analysis can be carried out for $B$ and $C$. For $B, \Phi_{b}^{B}(v)=\bar{\phi}_{b}$ and let $\Phi_{g}^{B}(v)$ solve

$$
\begin{equation*}
\lambda_{1}^{d}\left(\Phi_{g}^{B}(v), \bar{\phi}_{b}, v\right)=0 \tag{7.9}
\end{equation*}
$$

Then to leading order, since $\lambda_{2}^{w}\left(\Phi_{g}^{B}(B), \bar{\phi}_{b}, B\right)=0$, it follows that

$$
\begin{equation*}
\min |v-B|=\left|\lambda_{2}^{w}\left(\Phi_{g}^{B}(v), \bar{\phi}_{b}, v\right)\right| /\left|\nabla_{v} \lambda_{2}^{w}\left(\Phi_{g}^{B}(v), \bar{\phi}_{b}, v\right)\right| . \tag{7.10}
\end{equation*}
$$

For $C, \Phi_{g}^{C}(v)=\bar{\phi}_{g}$ and let $\Phi_{b}^{C}(v)$ solve

$$
\begin{equation*}
\lambda_{1}^{d}\left(\bar{\phi}_{g}, \Phi_{g}^{C}(v), v\right)=0 \tag{7.11}
\end{equation*}
$$

Then to leading order, since $\lambda_{2}^{w}\left(\bar{\phi}_{g}, \Phi_{g}^{C}(C), C\right)=0$, it follows that

$$
\begin{equation*}
\min |v-C|=\left|\lambda_{2}^{w}\left(\bar{\phi}_{g}, \Phi_{g}^{C}(v), v\right)\right| /\left|\nabla_{v} \lambda_{2}^{w}\left(\bar{\phi}_{g}, \Phi_{g}^{C}(v), v\right)\right| \tag{7.12}
\end{equation*}
$$

The robustness $R$ and the design robustness optimization problem can now be rephrased as

$$
\begin{array}{r}
R\left(v_{s}\right)=\min \{|v-A|,|v-B|,|v-C|\} \\
\max _{v_{s} \in C} R\left(v_{s}\right)=\max _{v_{s} \in C} \min \{|v-A|,|v-B|,|v-C|\} \tag{7.14}
\end{array}
$$

in which $|v-A|,|v-B|$, and $|v-C|$ are defined by (7.8), (7.10), and (7.12). This has the advantage over the formulation (6.3) that it requires only a single random search for successful designs $v_{s}$ rather than a double random search for $v_{s}$ and $v_{d}$. For each $v_{s}$, the min is found by evaluation of the three quantities $|v-A|,|v-B|$ and $|v-C|$ from (7.8), (7.10), and (7.12).

For the design $v_{d p}$ that achieved double pinchoff, as described in section 5 , the design robustness distance (from (7.13)) is $R\left(v_{d p}\right)=0.3$, which corresponds to probability of about 0.2 of successful design. The search for a more robust design through maximization of $R\left(v_{s}\right)$ as in (7.14) is described in section 8 .
8. Design optimization. The search for a maximally robust design $v_{s}$ in (7.14) can be accelerated by decomposition and some analysis. First select values for the geometrical design parameters $v^{\prime}=\left(d z_{1}, d z_{2}, d z_{3}, d z_{4}, d z_{5}, d z_{6}, R_{g}, R_{b}\right)$.

For a given choice of geometrical parameters $v^{\prime}$, the possible values of the $\delta$-doping densities $\sigma_{1}$ and $\sigma_{2}$ can be determined using the linear dependence of the eigenvalues $\lambda_{1}^{d}$ and $\lambda_{1}^{w}$ on $\sigma_{1}$ and $\sigma_{2}$, as well as on $\phi_{g}$ and $\phi_{b}$. The operation window can be characterized as having the point $a c$ inside the constraint set. The two equations (7.1) and (7.3) defining $a c$ can be used to define a mapping between the operation vector $\left(\phi_{g}, \phi_{b}\right)$ and the density vector $\left(\sigma_{1}, \sigma_{2}\right)$. Then the constraint set defined by (2.5) and (2.6) can be mapped to a constraint set in the space of density vectors, which may need to be cut off to accommodate the constraints (2.4). To simplify, we choose a value of $\left(\phi_{g}, \phi_{b}\right)$ that is approximately in the center of the resulting polygon. This is illustrated in Figure 9.


FIG. 9. Design window in the space of doping densities $\left(\sigma_{1}, \sigma_{2}\right)$ for one of the optimally robust designs.


Fig. 10. Design window in the space of operation vectors $\left(-\phi_{g}, \phi_{b}\right)$ for one of the optimally robust designs.

Following this procedure for $K=7$, we have found designs with robustness values of 2.5 or more. A typical result is

$$
\begin{align*}
v & =\left(d z_{1}, d z_{2}, d z_{3}, d z_{4}, d z_{5}, d z_{6}, R_{g}, R_{b}, \sigma_{1}, \sigma_{2}\right)  \tag{8.1}\\
& =\left(47.25,49.31,8.24,16,23.62,50,50.38,608.28,3.78 \times 10^{11}, 2.45 \times 10^{11}\right)
\end{align*}
$$

The operation vector is $\left(\phi_{g}, \phi_{b}\right)=(0.24,1.91)$. The eigenvalues for this design are $\left(\lambda_{1}^{d}, \lambda_{2}^{d}, \lambda_{1}^{w}(0), d \lambda^{w}\right)=(-0.559,3.60,-33.0,4.0)$. There are seven transverse states in the wire and the robustness is 2.8 , which corresponds to more than $99 \%$ probability of a successful design. The resulting operation window is shown in Figure 10.
9. Conclusions. In this work, we have developed a mathematical model for an electron spin qubit system, for the successful design of the system, and for optimization of the design robustness. In addition, we have developed a simple semianalytic model that is both sufficiently accurate to provide relevant results for the system and sufficiently fast to allow for the high throughput required by design and optimization studies. After some analysis to simplify the computation of design robustness, we have performed a random search for designs that satisfy the design criteria and for designs that are maximally robust.

From this search, we have found system designs that achieve double pinchoff, in the sense that they have a single electron in the quantum dot and a single conduction state in the quantum wire. These designs are not sufficiently robust to be practical, having a design robustness of only about 0.3 , in terms of standard deviation using a current assessment of design uncertainties. By relaxing the design criterion to allow for a small number (e.g., $K=7$ ) of conduction states in the wire, we have found designs that are more than 2.8 standard deviations from an unsuccessful design. Currently these designs are being built and tested for their electronic properties.

Several conclusions can be drawn from the present study. First is the importance of models at different levels of complexity. A full-scale model, as in [2], is needed to give reliable values for the system properties and to provide validation for simpler models. Simpler models that are less computationally intensive are also needed, however, to enable design and optimization studies on a reasonable time scale. In addition, we have been using nextnano ${ }^{3}$ [13], a computational physics software package, which includes a much wider set of physics in order to check and validate the results from full-scale numerical solver for the Schrödinger-Poisson equation [2]. Second is the importance of analysis as a method for accelerating the random search that is often required in a design and optimization study. In the present study, the search for an optimally robust design was greatly aided by analysis of the failure modes for a design (i.e., the closest unsuccessful designs to a given successful design) and elimination of the charge variables using their special (linear) occurrence in the model.
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#### Abstract

Individuals in streams are constantly subject to predominantly unidirectional flow. The question of how these populations can persist in upper stream reaches is known as the "drift paradox." We employ a general mechanistic movement-model framework and derive dispersal kernels for this situation. We derive thin- as well as fat-tailed kernels. We then introduce population dynamics and analyze the resulting integrodifferential equation. In particular, we study how the critical domain size and the invasion speed depend on the velocity of the stream flow. We give exact conditions under which a population can persist in a finite domain in the presence of stream flow, as well as conditions under which a population can spread against the direction of the flow. We find a critical stream velocity above which a population cannot persist in an arbitrarily large domain. At exactly the same stream velocity, the invasion speed against the flow becomes zero; for larger velocities, the population retreats with the flow.
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1. Introduction. Many organisms, ranging from river-dwelling flora and fauna to gut-dwelling bacteria, live in environments with predominantly unidirectional flow. As with simple chemostat residents [35], organisms that persist in the presence of such unidirectional flow must resist being washed out by their moving surroundings. The success of many organisms in maintaining a foothold, even at high flow rates, has given rise to the so-called drift paradox of persistence in unidirectional flow [27, 28].

While possible solutions of the drift paradox have been discussed in the ecological literature [27, 28, 41, 22], until recently the discussion has lacked quantitative scrutiny in the form of models that can be used to predict the effect of environmental variables on maintaining the population. Two recent papers have begun to remedy this lack and have analyzed conditions for species persistence and population spread into upstream environments, both analytically and numerically. The models used there are PDE systems, such as a single compartment model with growth, advection, and diffusion [36], or a two-compartment model with separate mobile and stationary states corresponding to aquatic and benthic populations [32].

Flows in river systems are very complex and include, for example, up- and downriver currents as well as turbulent long-distance movement of biota [1]. Although systems of PDEs are the workhorse for spatial ecology models in continuous space [15],

[^88]their application is limited as they depict the complex asymmetrical spatial flow in a river through simple advection and diffusion.

Integrodifferential equations [16] are related to PDEs but encompass more general movement patterns than diffusion and advection. In particular, the modeling formalism can allow for a detailed description of the complicated dispersal that arises through river flow. The added realism of integrodifferential models comes at a price: much of the theory for PDEs on problems such as critical domain size for species persistence [34] or population spread [18] has not yet been formulated for their integrodifferential cousins, but see [26] for invasion speeds. We develop some of the theory needed for analysis in this paper.

In this paper we revisit the drift paradox, employing integrodifferential models that allow us to include long-distance dispersal. We show how the long-distance dispersal changes previous washout predictions [32, 36]: populations can always persist under high flow rates providing rare, long-distance dispersal events are sufficient to allow maintenance of a foothold in the river. Our results contrast with those of Lockwood, Hastings, and Botsford [24], where long-distance dispersal is discounted as playing a role in determining population persistence. While our model and application are new, we draw on theoretical ideas that have a distinguished history in the theory of spatial ecology.

The critical domain size is a fundamental ecological quantity that gives the minimal size of a habitable area required for species survival. In turn, it provides an important tool in reserve design and conservation $[6,8]$. The first models for the critical domain size using diffusion equations date back to the 1950s [34, 17]. The analysis has since been extended to cover more complex spatial domains [9], the influence of advection [29, 32], and discrete-time integrodifference equations [20, 40, 25].

Another relevant ecological metric is the speed of spread, which is important in a wide range of ecological applications. While some invasions are intended, such as the introduction of biological control agents [4], others can be devastating for native species being out-competed by invaders and for species diversity. The spread of diseases is a worldwide problem and can be treated in the same modeling framework [26].

While the idea of having stationary and mobile compartments has recently been used by numerous authors, for example, to model protein movement in a cell nucleus [10], population dynamics with diffusive movement [23, 13], or wavelike movement [14], the idea of coupling such models to asymmetric spatial flow dynamics via advection and diffusion, as in [32], is a recent one (but see [5]).

We start our investigation by presenting a general framework to derive dispersal kernels from mechanistic movement models, and we apply this framework to derive a thin-tailed and a fat-tailed kernel. In section 3 we present the general integrodifferential model and develop the theoretical results on critical domain size and invasion speeds. The following three sections contain the application of the general theory to persistence and spread in streams. Three cases for dispersal kernels are considered: thin-tailed (section 4), a weighted sum of thin-tailed kernels, accounting for shortand long-distance dispersal (section 5), and, finally, fat-tailed (section 6).
2. Modeling dispersal. In this section, we use a mechanistic approach for individual movement to derive theoretical forms of dispersal kernels. A dispersal kernel describes the probability that an individual moves from one location to another in a certain time interval. Such dispersal kernels, also referred to as redistribution kernels or seed shadows, have been measured for many organisms [30]. The mechanistic approach taken here allows for explicit description of the movement process and be-
havior. We assume that population dynamics happen on a much slower time scale than individual movement and hence can be neglected while deriving the kernel. This separation of time scales occurs frequently, and it is certainly true for stream insects, where dispersal can occur over daily time scales, while significant growth typically requires monthly or yearly time scales. The general theory presented here follows, but significantly extends, the results in [30] and is applied to derive a thin-tailed and a fat-tailed dispersal kernel as specific examples for analysis and further development later in the paper.

We denote $\omega(t, x ; y)$ as the probability density of the location of a mobile individual with initial location $x=y$. We assume that the individual moves for a random length of time, $T$, after which it settles, and that the random variable $T$ has a given probability density $p(t)$. The dispersal kernel is now defined as the probability density of stopping points from given initial location, i.e.,

$$
\begin{equation*}
\kappa(x, y)=\int_{0}^{\infty} p(t) \omega(t, x ; y) d t \tag{2.1}
\end{equation*}
$$

If $\omega(t, x ; y)$ depends only on the signed distance from the starting point $\xi=x-y$ rather than the exact location, we simply write $w(t, \xi)=\omega(t, x ; y)$ and $k(\xi)=\kappa(x, y)$. Most dispersal kernels in this paper are of this form. For an exception, see Appendix E. When the individual moves by Brownian motion with diffusion coefficient $D$, the function $w(t, x)$ is the fundamental solution of the heat equation on the real line,

$$
\begin{equation*}
w(t, x)=\frac{\exp \left(\frac{-x^{2}}{4 D t}\right)}{\sqrt{4 \pi D t}} \tag{2.2}
\end{equation*}
$$

When drift at rate $v$ is included with the Brownian motion, the function $w(x, t)$ is given by (2.2) with $x$ replaced by $x-v t$.

However, if dispersing individuals can jump long distances in short time intervals, the Brownian motion model may not be valid. For example, the Lévy flight model [11] assumes that arbitrarily large jumps can occur over short time scales. The result is a distribution of jump distances which has no variance. In this "anomalous diffusion" case, a typical form for $w$ is the Cauchy distribution

$$
\begin{equation*}
w(t, x)=\frac{t}{\rho \pi}\left[\left(\frac{x}{\rho}\right)^{2}+t^{2}\right]^{-1} \tag{2.3}
\end{equation*}
$$

The parameter $\rho$ has dimension [space/time] and stands for an effective speed. Details of how (2.3) can be derived from a random walk model for individuals are given in Appendix A. As above, we introduce drift at rate $v$ by replacing $x$ with $x-v t$.

We now turn to modeling the stopping time $T$. The simplest possible assumption is that all individuals disperse for the same, fixed, length of time $t_{0}$. In this case

$$
\begin{equation*}
p(t)=\delta\left(t-t_{0}\right) \tag{2.4}
\end{equation*}
$$

so that (2.1) yields $k(x)=w\left(x, t_{0}\right)$. Thus, for a fixed dispersal time $t_{0}$, the dispersal kernel (2.1) is simply the Gaussian (2.2), possibly shifted if $v \neq 0$, or the Cauchy distribution (2.3), again possibly shifted if $v \neq 0$, evaluated at time $t_{0}$. In Figure 2.1, we plot the shapes of these kernels.

A more general form of stopping times comes from defining $\alpha(t)$ as the settling or failure rate [37], i.e., $\alpha(t) d t$ as the probability that the individual ends its movement


Fig. 2.1. The plot on the left shows the thin-tailed Gaussian (dashed) and fat-tailed Cauchy (solid) distribution as given in (2.2) and (2.3) for $t_{0}=1$ with parameters $D=1$ and $\rho=1$, respectively. The plot on the right shows the Laplace distribution (2.6) (dashed) and the fat-tailed distribution (2.7) (solid). Parameters are as above and the settling rate is $\alpha=1$. Note that the fat-tailed distribution has a singularity at the origin.
during $[t, t+d t)$. The probability density for the stopping times of the individual, also called the lifetime probability density, is then

$$
\begin{equation*}
p(t)=\alpha(t) \exp \left(-\int_{0}^{t} \alpha(s) d s\right) \tag{2.5}
\end{equation*}
$$

The argument of the exponential function is known as the hazard function [37].
For constant settling rate $\alpha$, the dispersal kernel (2.1) is the Laplace transform of the probability density $\omega$ with respect to time. In the case of Brownian motion (2.2), the kernel (2.1) becomes the Laplace distribution [7],

$$
\begin{equation*}
k(\xi)=\sqrt{\frac{\alpha}{4 D}} \exp \left(-\sqrt{\frac{\alpha}{D}}|\xi|\right) \tag{2.6}
\end{equation*}
$$

For constant settling rate $\alpha$ and the Cauchy redistribution function (2.3), the kernel (2.1) becomes the fat-tailed kernel

$$
\begin{align*}
k(\xi) & =\theta \Re\left\{E_{1}(i \theta \xi) \exp (i \theta \xi)\right\} / \pi \\
& =-\theta(\cos (\theta \xi) \operatorname{ci}(\theta \xi)+\sin (\theta \xi) \operatorname{si}(\theta \xi)) / \pi \tag{2.7}
\end{align*}
$$

where $\theta=\alpha / \rho$. The functions $E_{1}$, ci, and si are the exponential, cosine, and sine integrals, respectively,

$$
\begin{equation*}
\mathrm{E}_{1}(x)=\int_{1}^{\infty} \frac{\exp (x z)}{z} d z, \operatorname{ci}(x)=-\int_{1}^{\infty} \frac{\cos (x z)}{z} d z, \operatorname{si}(x)=-\int_{1}^{\infty} \frac{\sin (x z)}{z} d z \tag{2.8}
\end{equation*}
$$

The kernels given by (2.6) and (2.7) are plotted in Figure 2.1.
Adding drift into the last two scenarios does not simply shift the kernels (2.6) and (2.7) as it did above but instead causes a different kind of asymmetry in dispersal, as we show later. In section 4.1, we employ a somewhat simpler method to derive the kernel for Brownian motion with drift. The case of Lévy flight with drift is done in section 6.

In Appendix B we generalize the simple model of Brownian motion to the case of two (and potentially more) dispersal modes. Individuals switch between these modes. We show that corresponding dispersal kernels can be derived explicitly for constant settling rate.
3. The model equation, critical domain size, and spread speed. In this section, we present the general model for a population subject to population dynamics and spatial movement. It has the form of an integrodifferential equation, for which we give alternative derivations. We then state the main assumptions and prove formulas for the critical domain size and the spread speed of the population.

We consider a single population, which is described by its density $u(t, x)$. Population dynamics such as birth and death of individuals are summarized in the function $f(u)$. Then the dispersal time scale is small compared to the population dynamics time scale; dispersal can be modeled by a position-jump process with jumping rate $\mu$ [31]. If an individual jumps, the dispersal kernel $\kappa(x, y)$, as discussed in section 2 , describes the probability that the individual moves from some point $y$ to $x$. Then the evolution of the population density is governed by the following integrodifferential equation:

$$
\begin{equation*}
u_{t}(t, x)=f(u(t, x))-\mu u(t, x)+\mu \int_{\Omega} \kappa(x, y) u(t, y) d y \tag{3.1}
\end{equation*}
$$

The domain of integration $\Omega$ will depend on the question we study. In the case of the critical domain size, it will be a bounded interval; in the case of invasion speeds, it will be the real line. Although the model formulation is valid in spatial domains of any dimension, we will restrict ourselves to the one-dimensional case since the applications below will be to systems with unidirectional flow. We assume that the function $f$ is a single-hump function, i.e., $f(0)=f(\bar{u})=0$, and $f>0$ on $(0, \bar{u})$. To prove Theorem 3.2, we will need more assumptions on $f$ and $k$, which we state then.

There are several ways to derive (3.1). We present a novel approach emphasizing the separation of time scales. Then we present the necessary theoretical results about the critical domain size and invasion speeds.
3.1. Model derivations. Besides the derivation in [31], (3.1) is derived in the ecological literature from a random walk process with variable move length [39]. Reaction and movement are assumed to be on the same time scale [12]. Recently, a very careful derivation of (3.1) has been presented where some scaling issues have been avoided [16].

Here, we present an alternative derivation that respects and even relies on the fact that movement often happens on a much faster time scale than population dynamics. We start by dividing the population into mobile and stationary classes, $u$ and $v$, respectively, and assume that birth and death processes affect only stationary individuals. Stationary individuals start moving with rate $\mu$, and mobile individuals settle with rate $\sigma$. Then we obtain the system

$$
\begin{equation*}
u_{t}=f(u)-\mu u+\sigma v, \quad v_{t}=G[v]+\mu u-\sigma v \tag{3.2}
\end{equation*}
$$

where $G$ is a differential operator describing movement, e.g., $G=D \Delta$ (diffusion) or $G=D \Delta-V \nabla$ (advection and diffusion). Recently, there has been increasing interest in this or similar systems $[5,10,13,23,32]$. To apply the quasi steady-state assumption that movement happens on a much faster time scale than population dynamics, we introduce the scaling parameter $\varepsilon=\mu / \sigma$ and rescale $v$ and $G$ in (3.2) to obtain

$$
\begin{equation*}
u_{t}=f(u)-\mu u+\mu \tilde{v}, \quad \varepsilon \tilde{v}_{t}=\tilde{G}[\tilde{v}]+\mu u-\mu \tilde{v} \tag{3.3}
\end{equation*}
$$

where ~ denotes the rescaled quantities. Under the quasi steady-state assumption
$\varepsilon \rightarrow 0$, the equation for $\tilde{v}$ gives the linear differential operator

$$
\begin{equation*}
\mu u=(\mu-\tilde{G}) \tilde{v} \tag{3.4}
\end{equation*}
$$

System (3.2) becomes (3.1), with $\kappa(x, y)$ denoting the Green's function of (3.4), i.e.,

$$
\begin{equation*}
\tilde{v}(x)=\int \kappa(x, y) u(y) d y \tag{3.5}
\end{equation*}
$$

3.2. Critical domain size. As a first step in the analysis of (3.1), we now study the critical domain size problem. We find that parameter space can be divided into two parts, one that allows persistence independently of domain size and dispersal kernel, and one in which persistence depends on these two factors. We assume that there is no immigration into the domain. A population will persist if it grows at low density; therefore, we study conditions such that the zero steady state is unstable. The linearization of $(3.1)$ on the interval $[0, L]$ is given by

$$
\begin{equation*}
u_{t}(t, x)=(r-1) u(t, x)+\int_{0}^{L} \kappa(x, y) u(t, y) d y \tag{3.6}
\end{equation*}
$$

where we have rescaled time by the rate of movement $\mu$ and abbreviated $r=f^{\prime}(0) / \mu$ as the rescaled growth rate at low density. From (3.6), we immediately see that if $r>1$, then the zero steady state is unstable independently of the domain size and the kind of movement individuals perform. On the other hand, if $r<1$, then the stability of the zero solution depends on the integral expression in (3.6). We assume that the integral operator

$$
\begin{equation*}
I[\phi](x)=\int_{0}^{L} \kappa(x, y) \phi(y) d y \tag{3.7}
\end{equation*}
$$

has a unique simple dominant eigenvalue $\nu$ for an appropriate choice of function space. In Appendix C, we discuss possible choices and show the following result.

Theorem 3.1. Assume that $\kappa$ is independent of $L$. The unique simple dominant eigenvalue $\nu$ of (3.7) is a strictly increasing function of the domain length L. Next, assume $f(0)=0$ and $f^{\prime}(0)>0$. Then the zero steady-state solution of (3.1) is unstable provided $\nu(L)>1-r$.

The condition that $\kappa$ be independent of $L$ means that dispersing individuals do not perceive domain boundaries or at least do not alter their movement behavior there. For example, aquatic individuals in a river stretch without breaks (source, mouth, waterfall), or in a no-fishing zone, or wind-dispersed seeds. In those cases, the dispersal kernel derived on the infinite domain is simply cut off at the domain boundaries [40]. If the movement behavior is altered at the boundary, then the kernel will depend on $L$ (see section E ). Then the first statement of the theorem is shown by showing that the smallest eigenvalue of the differential operator (3.4) is a decreasing function of $L$. In general, this follows from standard arguments; however, in the special case of zero-flux boundary conditions at both ends (i.e., no loss from the domain) this eigenvalue is independent of $L$.

According to the theorem, the critical domain size is given by $\nu(L)=1-r$. In the original nonscaled parameters, the population can persist if

$$
\begin{equation*}
f^{\prime}(0)>\mu(1-\nu) . \tag{3.8}
\end{equation*}
$$

Condition (3.8) is a refinement of the unconditional persistence in case $r>1$, which we found above. Its interpretation gives a possible explanation of the drift paradox as follows. If the population growth rate at low density, $f^{\prime}(0)$, exceeds the rate at which individuals move, $\mu$, then the population will always persist, independently of the length of the domain and the kind of movement. In particular, the population can persist in an environment with unidirectional flow. This conclusion was also reached as one possible explanation of the drift paradox in [32]. If $f^{\prime}(0)$ is smaller than $\mu$, then persistence depends on the term $(1-\nu)$. As the leading eigenvalue, $\nu$ asymptotically gives the fraction of individuals that remains in the domain during dispersal, and consequently, $(1-\nu)$ is the fraction of individuals leaving the domain due to dispersal. Therefore, if the rate at which individuals move times the probability that they leave the domain during dispersal exceeds the population growth rate, then the population will go extinct. A similar switch from conditional to unconditional persistence in a PDE system was found in [13] (without advection) and [32] (with advection).
3.3. Spread speed. In the previous section, we analyzed population persistence on a bounded domain. Here, we look at population spread into an unbounded, previously uninhabited domain. We first derive the minimal speed of a traveling wave of the linearized system (3.6). We follow the usual line of argument, emphasizing the direction in which the wave is moving [26]. In systems with unidirectional flow, the spread in the direction of the drift will be faster than against the drift. This asymmetry requires some modification in the definition of the asymptotic spreading speed [3] for the nonlinear model. After we give the modified definition, we show in Theorem 3.2 that the minimal traveling wavespeed and the asymptotic spreading speed coincide.

To determine the wave speed of the linear system, we assume that the kernel is of the form $\kappa(x, y)=k(x-y)$ and change to traveling wave coordinates, $z=x-c t$, where $c$ is the speed of a traveling wave. Then (3.6) gives the following equation for the profile $\psi$ of a traveling wave:

$$
\begin{equation*}
-c \psi^{\prime}(z)=(r-1) \psi(z)+\int k(z-w) \psi(w) d w \tag{3.9}
\end{equation*}
$$

In this linear equation, we make the exponential ansatz $\psi(z)=e^{-s z}$, with $s>0$ $(s<0)$, such that asymptotically, $\psi \rightarrow 0$ as $z \rightarrow \infty(z \rightarrow-\infty)$. After canceling equal terms on both sides, we get the characteristic equation

$$
\begin{equation*}
s c+1-r=\int_{-\infty}^{\infty} k(w) e^{s w} d w=: M(s) \tag{3.10}
\end{equation*}
$$

for $s \neq 0$, where $M$ stands for the moment generating function of $k$. We will always assume that advection points to the right. Therefore, waves with positive $c$ travel in the direction of advection, and waves with negative $c$ travel against the advection. From (3.10), which will be of use later, the minimal wave speeds are derived as in [26] and given by

$$
\begin{equation*}
c^{+}=\inf _{s>0} \frac{r-1+M(s)}{s}, \quad c^{-}=\sup _{s<0} \frac{r-1+M(s)}{s} \tag{3.11}
\end{equation*}
$$

for waves with decreasing $\left(c^{+}\right)$and increasing $\left(c^{-}\right)$profile. Here, we assume that the moment generating function exists at least for some interval containing zero. In
section 6 , we discuss the case of a kernel whose moment generating function does not exist except at $s=0$.

The representation (2.1) of the dispersal kernel for arbitrary settling rate (see (2.5)) is particularly useful in connection with formula (3.11) because the moment generating function of the Gaussian distribution is known. Since the moments of $k$ involve integration in the spatial variable only and since the stopping times are independent of the spatial location, the moment generating function of $k$ is given by

$$
\begin{equation*}
M(s)=\int_{0}^{\infty} p(t) \exp \left(D t s^{2}\right) d t \tag{3.12}
\end{equation*}
$$

The concept of the asymptotic spreading speed (henceforth simply referred to as spread speed) for the nonlinear equation was introduced by Aronson and Weinberger [3] and has since been explored in many publications; see [38]. To accommodate for asymmetric spread, we define spread speeds $c_{ \pm}^{*}$ by the condition

$$
\lim _{t \rightarrow \infty} u(t, x+c t)=\left\{\begin{array}{lc}
\bar{u}, & c_{-}^{*}<c<c_{+}^{*}  \tag{3.13}\\
0, & c<c_{-}^{*} \text { or } c>c_{+}^{*}
\end{array}\right.
$$

where $\bar{u}>0$ is the positive zero of $f$, i.e., $f(\bar{u})=0$.
Theorem 3.2. Assume that $f$ satisfies $f(0)=0=f(\bar{u})$ for some $\bar{u}>0$, $f^{\prime}(0)>0$, and the subtangential condition $f(u) \leq f^{\prime}(0) u$. Assume that the kernel satisfies the technical conditions stated in Appendix D. Then the spread speeds of the nonlinear equation (3.1) are given by (3.11), i.e., $c_{ \pm}^{*}=c^{ \pm}$.

The proof of this theorem in Appendix D uses the upper bound for the spread speed from [26]. To show that the upper bound equals the lower bound, we construct subsolutions of (3.11) adapting the proof in [2] for a simple epidemic model.
4. A model with unidirectional flow. We now apply the general model (3.1) to study systems with unidirectional flow and the influence of the flow on the critical domain size and the spread speed. The biological system motivating our study is a population of aquatic insects in streams, and our results give possible explanations of the drift paradox. At first, we derive an appropriate dispersal kernel. Then we compute the critical domain size as well as the spread speeds with and against the flow direction. We show that these two important ecological characteristics are related as follows. The spread speed against the flow decreases as the advection increases until, at some critical advection speed, there is no spread against the flow direction. On the other hand, the critical domain size increases with the advection speed until, at some critical advection speed, it becomes infinite, i.e., the population cannot persist in a domain of any size. We show that the two critical advection speeds, indeed, coincide.
4.1. A dispersal kernel with advection. We derive a dispersal kernel that represents the movement of aquatic insects in streams. The larvae of these insects reside on the bottom of the stream, from where they periodically jump into the water column, where they are subject to the flow. Our submodel for individual movement consists of diffusion and advective flow, and we assume constant settling rate. We think of advection as representing the drift velocity experienced by the larvae and of diffusion as a first approximation to the variability in flow speed and direction. Denoting $z(t, x)$ as the density of moving individuals, we obtain the equation

$$
\begin{equation*}
z_{t}=D z_{x x}-v z_{x}-\alpha z \tag{4.1}
\end{equation*}
$$



FIG. 4.1. The picture on the left shows the dispersal kernel (4.4) with $D=1, \alpha=1$, and $v=1,2,3$ in decreasing height of the peak, solid lines. For comparison, the symmetric kernel for $v=0$ is plotted as the dashed line. The plot on the right gives the critical domain size as a function of the advection as in (4.6). The parameters are $D=1, \alpha=1$, and $r=0.5$. The solid line is the analytical expression (4.6), stars are numerical results computing the eigenvalue of the integral operator (C.1), using Simpson's rule on 1401 data points in the interval $[0,1]$.
where $D$ is the diffusion constant, $v$ is the advection velocity, and $\alpha$ is the settling rate. Integrating (4.1) over $0 \leq t \leq \infty$ and applying the initial condition $z(0, x)=\delta(x)$ as well as (B.2), we observe that the dispersal kernel $k$ satisfies

$$
\begin{equation*}
\frac{D}{\alpha} k_{x x}-\frac{v}{\alpha} k_{x}-k=-\delta, \tag{4.2}
\end{equation*}
$$

i.e., $k$ is the Green's function from (3.2). The characteristic equation of (4.2) is $D a^{2}-v a-\alpha=0$ with solutions $a_{1}>0$ and $a_{2}<0$, given by

$$
\begin{equation*}
a_{1,2}=\frac{v}{2 D} \pm \sqrt{\frac{v^{2}}{4 D^{2}}+\frac{\alpha}{D}} . \tag{4.3}
\end{equation*}
$$

Using the asymptotic boundary conditions for $x \rightarrow \pm \infty$ and the matching condition at $x=0$, we find that $k$ is of the form

$$
\begin{equation*}
k(x)=A \exp \left(a_{1} x\right), \quad x \leq 0, \quad \text { and } \quad k(x)=A \exp \left(a_{2} x\right), \quad x \geq 0 \tag{4.4}
\end{equation*}
$$

The value of the constant $A$ is determined by the condition $\int_{-\infty}^{\infty} k(x) d x=1$, which leads to

$$
\begin{equation*}
A=\frac{a_{1} a_{2}}{a_{2}-a_{1}}=\frac{\alpha}{\sqrt{D(v+4 \alpha)}} \tag{4.5}
\end{equation*}
$$

Alternatively, this kernel can be expressed by substituting $x \rightarrow x-v t$ in (2.2), $\alpha=$ const. in (2.5), and inserting the result in (2.1). In the special case $v=0$, the Laplace kernel (2.6) results. We plot the shape of $k$ in Figure 4.1 for different values of $v$ while keeping $D, \alpha$ constant. In Appendix E, we contrast the kernel derived here for an infinite domain with a kernel on a finite domain with mixed boundary conditions of the same type as in $[32,36]$.
4.2. Critical domain size. From the previous section we know that the population persists unconditionally if $r>1$. For $r<1$, we have to find $L$ such that $\nu(L)=1-r$; see (3.8). This can be calculated analytically. In Appendix F , we convert the integral equation (C.1) into a differential equation, extending earlier work


Fig. 4.2. The hyperbolas are the moment generating function $M(s)$ (4.8) for three different values of $v$ with $D=1$ and $\alpha=1$. The straight lines correspond to the left-hand side of (3.10). The slopes of these lines correspond to the spread speeds $c^{ \pm}$according to (3.11). For a more thorough explanation, see corresponding text. For $v=0$ upstream and downstream spread speed are the same. For $v=1$ the speed is faster downstream than upstream. For $v=2$ the upstream spread stops.
for symmetric kernels [20, 40], and obtain the following expression for $L$ in terms of the eigenvalue $\nu$ and the dispersal related constants $a_{1,2}$ from (4.3):

$$
\begin{equation*}
L=\frac{4 \arctan \left(\sqrt{\frac{4 a_{1}\left|a_{2}\right|}{\nu\left(a_{1}-a_{2}\right)^{2}}-1}\right)^{-1}}{\left(a_{1}-a_{2}\right) \sqrt{\frac{4 a_{1}\left|a_{2}\right|}{\nu\left(a_{1}-a_{2}\right)^{2}}-1}} . \tag{4.6}
\end{equation*}
$$

Setting $\nu=1-r$, we can hence determine the critical domain size, which we plot in Figure 4.1 as a function of the advection speed $v$. As expected, the critical domain size is an increasing function of advection speed. From the plot, it appears that $v=2$ is the critical advection speed, above which the population cannot persist in a domain of any length. In (4.6), $L$ approaches infinity as the square root in the denominator approaches zero. Hence, the critical advection speed is defined by

$$
\begin{equation*}
\nu=1-r=\frac{4 \frac{\alpha}{D}}{\frac{v^{2}}{D^{2}}+4 \frac{\alpha}{D}} . \tag{4.7}
\end{equation*}
$$

For the set of parameters above, $v=2$ is indeed the critical advection speed.
4.3. Spread speed. We use formulas (3.10) and (3.11) and Theorem 3.2 to determine the speed of spread. The moment generating function for the generalized Laplace kernel (4.4) is given by

$$
\begin{equation*}
M(s)=\frac{a_{1} a_{2}}{\left(a_{1}+s\right)\left(a_{2}+s\right)}, \quad-a_{1}<s<-a_{2} . \tag{4.8}
\end{equation*}
$$

In Figure 4.2, we plot the hyperbola $M(s)$ with $y$-intercept $M(0)=1$ for three different values of the advection speed $v$. According to (3.10), we also plot straight lines with slope $c$, the propagation speed, and $y$-intercept $1-r<1$. As given in (3.11), we plot these straight lines for minimal values of $|c|$, such that the straight line and the hyperbola have a point in common, i.e., we plot the case that the line is tangent to the hyperbola. The resulting slopes give the minimal wave speed.

We find exactly two tangent lines. One of them (dash-dot line) always has positive slope, independent of the advection speed $v \geq 0$. This slope is the spread speed $c^{+}$
in the direction of advection. It increases with advection. For the other tangent line, we distinguish two cases. First note that the hyperbola is always positive since we assume $k$ to be nonnegative. If now $r>1$, then the $y$-intercept of the straight line is negative, and hence the (dashed) tangent line will always have negative slope. This slope corresponds to $c^{-}$, the spread speed against the advection. That means if $r>1$, then the population can always invade against the advection. If, on the other hand, $r<1$, then the tangent line has zero slope if the minimum of $M(s)$ equals $1-r$. If the minimum is smaller than $1-r$, then also the dashed tangent line has positive slope. Since the slope corresponds to $c^{-}$, and since the minimum of $M(s)$ is decreasing with increasing advection, we find a switch in the population's ability to invade against the advection. For small values of $v>0$, the population can invade against the advection; for large values of $v>0$, the population retreats with the advection.

To compute the critical advection velocity at which the switch happens, we compute the minimum of $M(s)$ as

$$
\begin{equation*}
M\left(-\frac{a_{1}+a_{2}}{2}\right)=-\frac{4 a_{1} a_{2}}{\left(a_{1}-a_{2}\right)^{2}}>0 \tag{4.9}
\end{equation*}
$$

Therefore, the critical advection speed is given by

$$
\begin{equation*}
1-r=-\frac{4 a_{1} a_{2}}{\left(a_{1}-a_{2}\right)^{2}} \quad \text { or } \quad v^{2}=4 \frac{r}{1-r} \alpha D \tag{4.10}
\end{equation*}
$$

After some rearranging, we find that (4.10) is exactly the same as (4.7). Hence, the advection velocity above which a population cannot persist in a domain of arbitrary length is exactly the same as the advection velocity at which the population stops spreading upstream and starts retreating downstream. This connection between the two ecologically important quantities critical domain size and invasion speed in systems with advection was first hinted at in [36] and then demonstrated in the context of the PDE system (3.2) in [32].
4.4. Upstream settling probability. The probabilities that, after a dispersal event, an individual settles down- or upstream from its initial location are given by

$$
\begin{equation*}
P_{\mathrm{down}}=\int_{0}^{\infty} k(x) d x=\frac{a_{1}}{a_{1}+\left|a_{2}\right|}, \quad P_{\mathrm{up}}=1-P_{\mathrm{down}} \tag{4.11}
\end{equation*}
$$

For $r<1$, we compute a critical upstream-settling probability, below which the population cannot persist or spread against the advection. We insert the critical advection velocity (4.10) into (4.3) and find

$$
\begin{equation*}
P_{\mathrm{down}}^{*}=\frac{1+\sqrt{r}}{2}, \quad P_{\mathrm{up}}^{*}=\frac{1-\sqrt{r}}{2} \tag{4.12}
\end{equation*}
$$

as the critical downstream and upstream probabilities, respectively. This result is surprising since the two quantities depend only on the population dynamics parameter and not on the movement related parameters $\alpha$ and $D$. Here lies a chance to test the predictions of the model without having to estimate $\alpha$ and $D$, provided we can estimate $P_{\text {up }}$. Later in the paper (Figure 6.2), we plot the critical domain size as a function of the downstream settling probability and compare it to the case of a fat-tailed kernel.
5. Two modes of dispersal. In the case without advection, it is known that the shape of the tail of the dispersal kernel has virtually no influence on the critical domain size [24]. On the other hand, the invasion speed for systems without advection crucially depends on the shape of the tail of the dispersal kernel [19]. Even a tiny fraction of long-distance dispersers can have a huge effect on the invasion speed. In the dispersal model of diffusion and settling, longer dispersal distances result from higher diffusion rate or lower settling rate. In the previous section, we showed that in systems with advection, there is a close relationship between critical patch size, critical advection velocity, and invasion speed. In this section, we explore how this relationship depends on the shape of the tail of the kernel.

We assume that individuals have two different dispersal modes and choose between those with probabilities $p$ and $1-p$, respectively. We assume that both dispersal modes can be described by the simple advection-diffusion-settling model (4.1), but with possibly different parameters. Hence, the movement model is given by

$$
\begin{align*}
& z_{1, t}=D_{1} z_{1, x x}-v_{1} z_{1, x}-\alpha_{1} z_{1}  \tag{5.1}\\
& z_{2, t}=D_{2} z_{2, x x}-v_{2} z_{2, x}-\alpha_{2} z_{2}
\end{align*}
$$

with initial conditions $z_{1}(0, x)=(1-p) \delta(x), z_{2}(0, x)=p \delta(x)$. Since there is no interaction between the two different dispersal modes, the resulting kernel is simply the weighted sum of the kernels associated with each mode, i.e.,

$$
\begin{equation*}
k=(1-p) k_{1}+p k_{2} \tag{5.2}
\end{equation*}
$$

where $k_{1,2}$ are given in (4.4) with the appropriate parameters. We are thinking of the $z_{2}$-compartment as the long-distance dispersers, i.e., we want $k_{2}$ to have fatter tails than $k_{1}$, and we assume that $p$ is small. All other parameters being equal, $k_{2}$ will have fatter tails than $k_{1}$ if either $D_{2}>D_{1}$ or $\alpha_{2}<\alpha_{1}$. The effect of varying $v_{1,2}$ depends on whether we are looking at the upstream or the downstream direction. For simplicity and to compare the results of this section with those of the previous section, we restrict ourselves to the case $v_{1}=v_{2}$.

We first explore the case of varying $D_{2}$ at equal settling rates $\alpha_{1}=\alpha_{2}$. In Figure 5.1 we plot the critical domain size as a function of the advection speed for three different values of $D_{2}$ and for fixed $p=0.1$ We also plot the critical advection speed at which the upstream spread is zero as a vertical line. We observe the following. At low advection speeds, the critical domain size is indeed insensitive to changes in $D_{2}$; i.e., it does not depend strongly on the tail of the dispersal kernel. The critical domain size increases with increasing $D_{2}$, reflecting higher loss at higher diffusion rates. At higher advection speeds, the picture is different. The critical domain size does depend crucially on $D_{2}$ and it decreases with increasing $D_{2}$. Whereas increasing $D_{2}$ increases the loss from the domain downstream, it also increases the probability that a few individuals move upstream. Summarizing in biological terms, at small advection speeds it is important to keep many individuals in the domain; at large advection speeds it is more important to have a few individuals dispersing against the advection. The critical advection speed increases with increasing $D_{2}$, which was to be expected since the tails of $k$ get fatter. The curves for the critical domain size approach the straight lines for the critical advection speed for upstream spread, and hence the critical advection speed for persistence and invasion agree, as in the previous section.

Next, we vary the settling rate $\alpha_{2}$ at equal diffusion coefficients $D_{1}=D_{2}$. The results are plotted in Figure 5.1, which includes the critical domain size and the


Fig. 5.1. Left: The critical domain size as a function of the advection speed with dispersal kernel (5.2). The parameters are $D_{1}=1, \alpha_{1}=\alpha_{2}=1, r=0.5, p=0.1$. The varying parameter is $D_{2}=1$ (solid), $D_{2}=5$ (dash-dot), and $D_{2}=10$ (dashed). The vertical lines give the critical advection speed for upstream invasion from formula (3.10). The values are $v=2, v=2.7948$, $v=3.7114$ for $D_{2}=1, D_{2}=5, D_{2}=10$, respectively. Right: The critical domain size as a function of the advection speed with dispersal kernel (5.2). The parameters are $D_{1}=D_{2}=1, \alpha_{1}=1$, $r=0.5, p=0.1$. The varying parameter is $\alpha_{2}=0.1$ (solid), $\alpha_{2}=1$ (dash-dot), and $\alpha_{2}=10$ (dashed). The vertical lines give the critical advection speed for upstream invasion from formula (3.10). The values are $v=1.8321, v=2, v=2.1833$ for $\alpha_{2}=0.1, \alpha_{2}=1, \alpha_{2}=10$, respectively.
critical advection speed for upstream spread just as in the previous plot. The two most important observations are that the curves for different $\alpha_{2}$ do not intersect and that the curve with the higher $\alpha_{2}$ is always the lower one. Hence, independently of the strength of advection, higher settling rate always promotes species persistence and ability to spread upstream. In view of our earlier considerations, this is a surprising result, since decreasing $\alpha_{2}$ gives fatter tails of $k$, yet it reduces the critical advection velocity instead of increasing it as above when we varied $D_{2}$.

There are several ways to explain why increasing $D_{2}$ and decreasing $\alpha_{2}$, which both produce fatter tails of $k_{2}$, have opposite effects on the domain length and the invasion speed. Whereas settling rate and diffusion coefficient appear as a quotient in formulas $(2.6),(4.3)$, which determine the tail of the kernel, they appear as a product in formula (4.10) for the critical velocity of upstream propagation. Increasing $D_{2}$ in (4.3) decreases both $a_{1},\left|a_{2}\right|$ to zero, whereas decreasing $\alpha$ decreases $\left|a_{2}\right|$ to zero and $a_{1}$ to $v / D$. Therefore, increasing $D_{2}$ makes the kernel more symmetric, whereas decreasing $\alpha_{2}$ makes it less symmetric. This can also be seen by computing the skewness of $k$ from (4.4) as

$$
\begin{equation*}
-2 \frac{v\left(v^{2}+\alpha D\right)}{\left(v^{2}+2 \alpha D\right) \sqrt{v^{2}+2 \alpha D}}, \tag{5.3}
\end{equation*}
$$

which is a decreasing function in the product $\alpha D$. In more biological terms, in systems with advection, the probability of moving downstream is higher than the probability of moving upstream. Increasing the diffusion rate increases the probability of moving upstream, increasing the settling rate decreases it. Last, dimensional analysis gives the same result. Characteristic length scales are $\sqrt{D / \alpha}$ for a system without advection and $v / \alpha$ for a system without diffusion. The balance between up- and downstream movement is hence given as

$$
\begin{equation*}
\sqrt{D / \alpha} \sim v / \alpha \quad \text { or } \quad \alpha D \sim v^{2} \tag{5.4}
\end{equation*}
$$

6. Dispersal by extremes. In this last section, we explore the ideas from the previous paragraphs in the context of a dispersal kernel whose tails are not expo-




Fig. 6.1. The fat-tailed kernel from (6.1) with parameters $\mu=1, \alpha=0.5$ for different values of advection velocity $v$.


FIG. 6.2. On the left, the critical domain length for the fat-tailed kernel (6.1) is plotted as a function of the advection velocity. The parameters are $\rho=1, r=1, \alpha=1$. On the right, the critical domain length is given as a function of the upstream settling probability. The solid line represents the fat-tailed kernel (6.1) with parameters $\rho=1, r=1, \alpha=1$. The dashed and dash-dot line are for the exponential kernel (4.4) with parameters are $\alpha=1, r=0.5$. The dashed line corresponds to $D=1$, the dash-dot line to $D=4$.
nentially bounded. Such kernels are also known as fat-tailed kernels and describe a situation where long-distance dispersal events are not rare. Different phenomena, such as accelerating invasions, have been shown to occur in that case [19]. We follow the ideas from section 2 to incorporate unidirectional flow in such kernels. Then we numerically investigate how the critical domain size depends on the strength of the flow.

As described in section 2, we compute the appropriate fat-tailed kernel by integrating the Cauchy distribution (2.3) with $x$ replaced by $x-v t$, multiplied with the probability of stopping times (2.5) according to (2.1). This integration yields the asymmetric fat-tailed dispersal kernel

$$
\begin{equation*}
k(x)=\frac{\alpha}{\left(\mu^{2}+v^{2}\right) \pi} \Re\left((\mu+v i) E_{1}\left(-\frac{\alpha(v-\mu i) x}{\mu^{2}+v^{2}}\right) \exp \left(-\frac{\alpha(v-\mu i) x}{\mu^{2}+v^{2}}\right)\right) \tag{6.1}
\end{equation*}
$$

In Figure 6.1 we plot this kernel for various values of $v$. The critical domain length for the fat-tailed kernel (6.1) is plotted as a function of advection speed in Figure 6.2. As expected, it increases with advection speed but it seems to remain finite even for large $v$. To compare the results for the fat-tailed kernel here with the results from the asymmetric exponential kernel from section 4, we plot the critical domain length in both cases as a function of the probability of settling upstream from the point of release; see section 4.4. If the advection speed is zero, then the probability of settling upstream from the point of release is 0.5 . As the advection speed increases, the probability of settling upstream decreases. In the limit as the advection speed approaches
infinity, the upstream probability goes to zero. From the plot in Figure 6.2 we make two observations. The fat-tailed kernel (6.1) produces finite critical domain lengths for smaller upstream probabilities than the exponential kernel; i.e., the population can persist for larger advection speeds. Second, the critical upstream probability for the exponential kernel as computed in (4.12) is independent of the dispersal parameters $D$ and $\alpha$ and depends only on the population growth rate $r$.
7. Discussion. In this work, we consider integrodifferential models that incorporate population dynamics and individual movement described by dispersal kernels. Extending previous work [30, 32], we consider not only kernels arising from simple random walks but also including (1) unidirectional flow, producing asymmetric kernels, and (2) long-distance jumps (Lévy flight motion), producing fat-tailed kernels. These derivations contribute to the effort to incorporate mechanistic descriptions of individual movement into population models in order to understand the impact of details of individual movement on population dynamics under different conditions.

We obtain general criteria for persistence of a population by deriving the critical domain size for integrodifferential equations. We also extend existing work on the rate of spread [26] and prove that the linear conjecture holds for these systems. Further, we show that in systems with advection there exists a critical advection speed that links population persistence and spread as follows. At a critical advection speed, the population can no longer persist on any finite domain (i.e., the critical domain size is infinite). This critical advection speed is the same as the one that causes upstream propagation to stall (i.e., the upstream propagation speed is 0 ). We show this result analytically for the modified Laplace kernel and numerically for other kernels; for related results in a PDE model, see [32].

It has been shown that in systems without advection the shape of tails of the dispersal kernel have little effect on persistence [24] but may be a major determinant of the spread rate of a population [19]. Our results show that in systems with advection, the shape of the tails of kernels influences both. With fat-tailed kernels, a population is able to both persist and spread upstream in conditions with higher flow speed.

Whereas the current model gave us valuable insight in dispersal in stream populations and possible explanations for the drift paradox, we plan to continue these investigations using more realistic biological models. The techniques in this paper will be extended to cover, e.g., resource dynamics and predator-prey interaction. Most important, we plan to model a population of larvae and adult stage where adults emerge from the stream and fly upstream to deposit eggs. This mechanism is the most commonly quoted biological hypothesis to solve the drift paradox. Finally, as we are dealing with low population numbers, we intend to compare the results of these deterministic models here to stochastic simulations.

Appendix A. Derivation of the Cauchy distribution for individuals undergoing a random walk. The derivation we use follows [11]. Let $Y$ be a random variable, assuming its values on the integer lattice and describing the number of space steps that an individual jumps each time step. The probability that the individual jumps $k$ steps to the right $\left(\operatorname{Pr}(Y=k)=p_{k}\right)$ is defined to be

$$
p_{k}=\left\{\begin{array}{cll}
1-\frac{2 m}{\pi} & \text { if } \quad k=0  \tag{A.1}\\
\frac{m}{\pi|k|(|k|+1)} & \text { if } & k>0
\end{array}\right.
$$

The parameter $m$, restricted to $0<m<\pi / 2$, describes the likelihood of dispersing. It is straightforward to show that the $p_{k}$ sum to one. We produce a random walk on
the grid of spacing $h$ with $h>0$ by letting the walker start at point 0 at instant 0 and defining the location of the individual after $n$ time steps to be

$$
\begin{equation*}
X_{n}=h Y_{1}+h Y_{2}+\cdots+h Y_{n} \tag{A.2}
\end{equation*}
$$

where $Y_{n}$ are independent, identically distributed random variables, all having the same distribution as $Y$. We relate space steps $h$ and time steps $\tau$ by the speed $s$, so $h=s \tau$. At time $t=n \tau=n h / s$ we have $h=t s / n$, so that the spreading time associated with distance $X_{n}$ is to

$$
\begin{equation*}
\frac{X_{n}}{\rho}=\frac{t}{m n}\left(Y_{1}+Y_{2}+\cdots+Y_{n}\right) \tag{A.3}
\end{equation*}
$$

where $\rho=m s$ is a speed of spreading. The distribution of the right-hand side of (A.3) converges to the distribution of normalized Cauchy distribution

$$
\begin{equation*}
\frac{1}{\pi} \frac{t}{x^{2}+t^{2}} \tag{A.4}
\end{equation*}
$$

in the limit as $n$ approaches infinity [11]. Thus $X_{n}$ approaches (2.3) in the same limit. For any given fixed time $t$ and speed $s$ the limit $n$ approaches infinity is equivalent to the space step $h$ approaching zero.

Appendix B. Dispersal kernels for multiple dispersal modes. In extending the simple diffusion model for individual movement, we assume that individuals have two different modes of dispersal and that they can switch between these modes. We show how the dispersal kernel can be computed explicitly for constant rates and that the kernel is exponentially bounded. The description for individual movement is given by

$$
\begin{align*}
& z_{1, t}=D_{1} z_{1, x x}-v_{1} z_{1, x}-\mu z_{1}+\sigma z_{2}-\alpha_{1} z_{1} \\
& z_{2, t}=D_{2} z_{2, x x}-v_{2} z_{2, x}-\mu z_{2}+\sigma z_{1}-\alpha_{2} z_{2} \tag{B.1}
\end{align*}
$$

The parameters $D_{j}, v_{j}$, and $\alpha_{j}$ are the diffusion rates, the advection speeds, and the settling rates for the different stages. The parameters $\mu$ and $\sigma$ are switching rates between the stages. Initially, there is a certain fraction of the population in each stage, i.e., $z_{1}(0, x)=p \delta(x)$, and $z_{2}(0, x)=(1-p) \delta(x)$. The density of stopping points from the respective stages is given by

$$
\begin{equation*}
k_{j}(x)=\int_{0}^{\infty} \alpha_{j} z_{j}(t, x) \tag{B.2}
\end{equation*}
$$

for $j=1,2$, and hence the kernel is given by $k(x)=k_{1}(x)+k_{2}(x)$.
The case $\alpha_{1}=\sigma=0$ can be interpreted as two successive modes of dispersal. In the case without advection, this has been treated by [30]. If we consider only movement, not settling $\left(\alpha_{1,2}=0\right)$, then we can study the shape of the spatial distribution of $z_{1}$ and $z_{2}$ as it evolves in time. For systems like (B.1) but without advection, Skalski and Gilliam [33] have constructed an explicit solution and computed asymptotic speeds of spread for a linear model.

From (B.1) we deduce that $k_{1}, k_{2}$ satisfy the system

$$
\begin{align*}
-p \alpha_{1} \delta & =D_{1} k_{1}^{(2)}-v_{1} k_{1}^{(1)}-\left(\mu+\alpha_{1}\right) k_{1}+\sigma \frac{\alpha_{1}}{\alpha_{2}} k_{2}, \\
-(1-p) \alpha_{2} \delta & =D_{2} k_{2}^{(2)}-v_{2} k_{2}^{(1)}-\left(\sigma+\alpha_{2}\right) k_{2}+\mu \frac{\alpha_{2}}{\alpha_{1}} k_{1} \tag{B.3}
\end{align*}
$$

where $k_{j}^{(l)}$ denotes the $l$ th derivative of $k_{j}$. Restriction to the interval $(0, \infty)$ and repeated differentiation and substitution of (B.3) yields a fourth-order equation for $k_{1}$ as follows:

$$
\begin{align*}
& D_{1} k_{1}^{(4)}-\left(v_{1}+v_{2} \frac{D_{1}}{D_{2}}\right) k_{1}^{(3)}-\left(\mu+\alpha_{1}-\frac{v_{1} v_{2} D_{1}\left(\sigma+\alpha_{2}\right)}{D_{2}}\right) k_{1}^{(2)}  \tag{B.4}\\
& \quad+\frac{v_{1}\left(\sigma+\alpha_{2}\right)+v_{2}\left(\sigma+\alpha_{1}\right)}{D_{2}} k_{1}^{(1)}+\frac{\left(\sigma+\alpha_{2}\right)\left(\mu+\alpha_{2}\right)-\mu \sigma}{D_{2}} k_{1}=0 .
\end{align*}
$$

This is a linear equation with constant coefficients; therefore the solution is readily determined and is exponentially bounded. The coefficients are determined by the usual conditions, i.e., the kernel has to integrate to unity, it has to be continuous at zero, and the jump conditions at zero have to be satisfied.

Appendix C. Proof of Theorem 3.1. The exponential ansatz $u(t, x)=$ $\exp (\lambda t) \phi(x)$ in the linearization (3.6) leads to the eigenvalue problem

$$
\begin{equation*}
\nu \phi(x)=I[\phi](x)=\int_{0}^{L} k(x, y) \phi(y) d y \tag{C.1}
\end{equation*}
$$

with $\nu=\lambda+1-r$. The solution $u$ of (3.6) will grow if $\lambda>0$ and decay if $\lambda<0$. Hence, the critical value is given by $\lambda=0$ or $\nu=1-r$.

We now show that the dominant eigenvalue $\nu^{*}$ is a monotone increasing function of domain length. For two domain lengths $L_{2}>L_{1}$, we denote $I_{j}$ as the linear operator given by (C.1) with $L$ replaced by $L_{j}, j=1,2$. We denote $\nu_{1,2}$ as the corresponding dominant eigenvalues and $\phi_{1,2}$ as corresponding (positive) eigenfunctions. Then $I_{2} \geq$ $I_{1}$ and hence $\nu_{2} \geq \nu_{1}$. We show that the inequality is in fact strict. We write

$$
I_{2} \phi_{2}=I_{1} \phi_{2}+\int_{L_{1}}^{L_{2}} k(x, y) \phi_{2}(y) d y
$$

Since $\phi_{2}>0$, the last term is positive and hence there is an $\varepsilon>0$ such that

$$
f:=\int_{L_{1}}^{L_{2}} k(x, y) \phi_{2}(y) d y>\varepsilon \phi_{1}
$$

Then the equation $\nu_{2} \psi=I_{1} \psi+f$ has no solution for $\nu_{2} \leq \nu_{1}[21]$. But $\phi_{2}$ is a solution and hence necessarily $\nu_{2}>\nu_{1}$.

If the dispersal kernel is continuous, then the resulting integral operator on $\mathcal{L}^{2}[0, L]$ is completely continuous and, for positive kernel, has a unique simple dominant eigenvalue [21]. Therefore, our assumptions are valid for all kernels in sections 4 and 5 . In fact, the condition that the kernel be continuous can be weakened by saying that the kernel to the power $1+q, q \geq 1$, has to be integrable on $[0, L]^{2}[21]$. Numerically, the fat-tailed kernel (2.7) can be bounded by $x^{-0.4}$, which is square integrable, and hence the assumption holds. This is an area of future research.

Appendix D. Proof of Theorem 3.2. By scaling time, we may assume $\mu=1$ in equation (3.1). It was shown in [26] that $c^{-} \leq c_{-}^{*}$ and $c_{+}^{*} \leq c^{+}$. To show the reversed inequalities, we follow Aronson's proof [2] and show that for all $c \in\left(c^{-}, c^{+}\right)$there is a subsolution of (3.1) which expands at speed $c$. Due to a comparison principle, the true solution has to expand at speed at least $c$.

We make the following technical requirements on the kernel $k$ [2]. We assume $k \geq 0$ and $\operatorname{supp}(k)=\mathbb{R}$. We assume that the moment generating function $M(s)$ exists for $s \in\left(\hat{s}^{-}, \hat{s}^{+}\right)$with $\hat{s}^{-}<0, \hat{s}^{+}>0$. We assume furthermore that the function

$$
\begin{equation*}
A_{\lambda}(s)=[(M(s)+\lambda) / s], \quad s \neq 0 \tag{D.1}
\end{equation*}
$$

has exactly one minimum at $\bar{s}^{+} \in\left(0, \hat{s}^{+}\right)$and one maximum at $\bar{s}^{-} \in\left(\hat{s}^{-}, 0\right)$. In addition, $A_{\lambda}(s)$ is increasing on $\left(\hat{s}^{-}, \bar{s}^{-}\right) \cup\left(\bar{s}^{+}, \hat{s}^{+}\right)$and decreasing on $\left(\bar{s}^{-}, 0\right) \cup\left(0, \bar{s}^{+}\right)$. Finally, we assume that the function $x \mapsto \exp (s x) k(x)$ is decreasing for large enough $x$. Note that with this notation, $c^{ \pm}=A_{\lambda}\left(\bar{s}^{ \pm}\right)$with $\lambda=f^{\prime}(0)-1$.

We first switch to a moving coordinate frame and show a comparison principle for the resulting integrodifferential operator. The function $W(t, \xi)=u(t, \xi+c t)$ satisfies

$$
\begin{equation*}
W_{t}=c W_{\xi}+f(W)-W+\int k(\xi-\eta) W(t, \eta) d \eta=: Q_{c}[W], \quad W(0, \xi)=u(0, \xi) \tag{D.2}
\end{equation*}
$$

Lemma D. 1 (comparison). Let $V, W$ be bounded and continuously differentiable functions which satisfy, on $\mathbb{R}^{+} \times \mathbb{R}$,

$$
\begin{equation*}
V_{t}-Q_{c}[V] \geq W_{t}-Q_{c}[W] \tag{D.3}
\end{equation*}
$$

and $V(0, \xi)>W(0, \xi)$ on $\mathbb{R}$. Then $V>W$ on $(0, \infty) \times \mathbb{R}$.
Proof. Let $V, W$ be given. The difference $Z=V-W$ satisfies

$$
\begin{equation*}
Z_{t}-c Z_{\xi} \geq h(t, \xi) Z+k * Z, \quad Z(0, \cdot)>0 \tag{D.4}
\end{equation*}
$$

where $h$ is some bounded function, given by the mean value theorem. Suppose there is a first time $t_{0}$ such that $Z>0$ on $\left[0, t_{0}\right) \times \mathbb{R}$, and $Z\left(t_{0}, \xi_{0}\right)=0$ for some $\xi_{0}$. By assumption, the convolution term in (D.4) is nonnegative on $\left[0, t_{0}\right] \times \mathbb{R}$. Therefore, along the characteristic lines $\xi+c t, Z$ is bounded below by the solution of the differential equation $\dot{\zeta}=h \zeta, \zeta(0, \xi)=Z(0, \xi)>0$. Since $\zeta$ remains positive, $Z$ has to remain positive.

In the following, we will use Lemma D. 1 with nonstrict inequalities, i.e., $V(0, \xi) \geq$ $W(0, \xi)$ implies $V \geq W$ provided $V$ satisfies a well-posed initial value problem, and still refer to that as Lemma D.1. The idea is the same as in [2]. Let $V_{\epsilon}, \epsilon>0$, be the solution of a well-posed initial value problem with initial value $V_{\epsilon}(0, \xi)=V(0, \xi)+\epsilon$. Then by the above $V_{\epsilon}>W$, and in the limit $\epsilon \rightarrow 0$, we have $V \geq W$.

Lemma D. 2 (subsolution). Let $c \in\left(c^{-}, c^{+}\right)$be given. Then there exists a function $V_{0}(\xi)$, which is positive on $(0, \pi / \gamma)$, such that $Q_{c}\left[\varepsilon V_{0}\right] \geq 0$ and

$$
\begin{equation*}
Q_{c}\left[\varepsilon V_{0}\right]>0 \quad \text { on } \quad(0, \pi / \gamma) \tag{D.5}
\end{equation*}
$$

for all sufficiently small $\varepsilon, \gamma>0$.
Before we prove Lemma D.2, we demonstrate how the subsolution and repeated use of the comparison principle are employed to prove the theorem. Suppose that $W(0, \xi)$ and $c \in\left(c^{-}, c^{+}\right)$are given and $W(t, \xi)$ satisfies (D.2). We need to show that $W(t, \xi) \rightarrow \bar{u}$ as $t \rightarrow \infty$ for all $\xi \in \mathbb{R}$. At first, Lemma D. 2 ensures the existence of $V_{0}(\xi)$, which is positive on $(0, \pi / \gamma)$ for small enough $\gamma>0$. We apply the comparison principle to $\varepsilon V_{0}$ and $V$, defined as the solution to

$$
\begin{equation*}
V_{t}=Q_{c}[V], \quad V(0, \xi)=\varepsilon V_{0}(\xi) \tag{D.6}
\end{equation*}
$$

to see that $V_{\tilde{V}}(t, \xi) \geq \varepsilon V_{0}(\xi)$ for all $t>0$. Next, the comparison principle is applied to $V(t, \xi)$ and $\tilde{V}(t, \xi)=V(t+h, \xi)$ for any fixed $h>0$. As a result, $\tilde{V} \geq V$ and therefore $V(t, \xi)$ is a nondecreasing function in $t$ for each fixed $\xi$. On comparing $V(t, \xi)$ with the constant $\bar{u}$, we get that $V$ is bounded by $\bar{u}$, and therefore $V(t, \xi) \rightarrow q(\xi)$ for each $\xi$. Following Aronson [2], one can actually show that $q(\xi) \equiv \bar{u}$.

Finally, for $T$ sufficiently large, there is a bound $m>0$ such that $W(T, \xi) \geq m>0$ on $(0, \pi / \gamma)$. We choose $\varepsilon>0$ such that $\varepsilon V_{0}<m$. We now apply the comparison principle to $W(t, \xi)$ and the solution $V(t-T, \xi)$ of $V_{t}=Q_{c}[V], V(T, \xi)=\varepsilon V_{0}(\xi)$, to obtain that $W(t, \xi) \geq V(t-T, \xi)$. This completes the proof.

We now prove Lemma D.2. We first look at the linear equation

$$
\begin{equation*}
W_{t}=L_{c}[W]:=c W_{\xi}+\lambda W+k * W \tag{D.7}
\end{equation*}
$$

where $*$ denotes the convolution. For $s \in\left(\bar{s}^{-}, \bar{s}^{+}\right) \backslash\{0\}$, we define

$$
\begin{equation*}
\hat{V}_{0}(\xi)=e^{-s \xi} \sin \gamma \xi \tag{D.8}
\end{equation*}
$$

After a little bit of algebra, we find that $L_{c}\left[\hat{V}_{0}\right](\xi)$ is given by

$$
\left[-c s+\lambda+\int e^{s \eta} k(\eta) \cos (\gamma \eta) d \eta\right] \hat{V}_{0}+\left[c \gamma-\int e^{s \eta} k(\eta) \sin (\gamma \eta) d \eta\right] e^{-s \xi} \cos \gamma \xi
$$

Therefore, $L_{c}\left[\hat{V}_{0}\right]>0$ on $(0, \pi / \gamma)$ if the following two conditions are satisfied:

$$
\begin{align*}
& c<\frac{1}{s}\left[\lambda+\int e^{s \eta} k(\eta) \cos (\gamma \eta) d \eta\right]=: \mathcal{A}_{\lambda}(s, \gamma), \quad s>0  \tag{D.9}\\
& c>\mathcal{A}_{\lambda}(s, \gamma), \quad s<0  \tag{D.10}\\
& c=\frac{1}{\gamma}\left[\int e^{s \eta} k(\eta) \sin (\gamma \eta) d \eta\right]=: \mathcal{B}(s, \gamma) . \tag{D.11}
\end{align*}
$$

We first establish some properties of the functions $\mathcal{A}_{\lambda}$ and $\mathcal{B}$. As $\gamma \rightarrow 0$, we have uniform convergence on compact subsets of $\left(\bar{s}^{-}, \bar{s}^{+}\right) \backslash\{0\}$ of

$$
\mathcal{A}_{\lambda}(s, \gamma) \rightarrow A_{\lambda}(s), \quad \mathcal{B}(s, \gamma) \rightarrow B(s):=\int \eta e^{s \eta} k(\eta) d \eta
$$

The function $B(s)$ is increasing. Differentiation gives $A^{\prime}{ }_{\lambda}(s)=\left(B(s)-A_{\lambda}(s)\right) / s$. Hence, due to the assumptions on $A_{\lambda}$, we furthermore see that $B<A_{\lambda}$ on $\left(0, \bar{s}^{+}\right)$, $B>A_{\lambda}$ on $\left(\bar{s}^{-}, 0\right)$, and $B\left(\bar{s}^{ \pm}\right)=A_{\lambda}\left(\bar{s}^{ \pm}\right)$. Note that $B(0)$ is the average dispersal distance, and since $B$ is an increasing function, $c^{-}<B(0)<c^{+}$; i.e., the interval $\left(c^{-}, c^{+}\right)$is never empty.

We now return to the construction of $\hat{V}_{0}$; i.e., we show that conditions (D.9)(D.11) can be satisfied simultaneously. Without loss of generality, we may assume $c>B(0)$, and hence we restrict ourselves to $s>0$. First, we can choose $\lambda<f^{\prime}(0)-1$ such that $c<A_{\lambda}\left(\bar{s}^{+}\right)$. Then we can choose $s_{0}, s_{1}, \delta, \gamma>0$, such that

$$
B\left(s_{0}\right)+\delta<c<B\left(s_{1}\right)-\delta \quad \text { and } \quad|\mathcal{B}(s, \gamma)-B(s)|<\delta
$$

By continuity, there is a value $s(\gamma)$ such that $\mathcal{B}(s(\gamma), \gamma)=c$ for all sufficiently small $\gamma$. Obviously, we can choose $\gamma$ small enough such that $\mathcal{A}_{\lambda}(s(\gamma), \gamma)>c$. Hence, the two conditions (D.9), (D.11) can be satisfied simultaneously.

By the same argument as [2], one can show that the modified function

$$
\begin{equation*}
V_{0}(\xi)=\hat{V}_{0}(\xi), \quad \xi \in[0, \pi / \gamma], \quad V_{0}(\xi)=0, \quad \xi>\pi / \gamma, \tag{D.12}
\end{equation*}
$$

also satisfies $L_{c}\left[V_{0}\right]>0$ on $(0, \pi / \gamma)$.
As a last step, we have to show that for small enough $\varepsilon>0$ we have $Q_{c}\left[\varepsilon V_{0}\right]>0$ on that same interval. Note that $\lambda<f^{\prime}(0)-1$ implies that $\lambda \varepsilon<f(\varepsilon)-\varepsilon$ for small enough $\varepsilon>0$. Hence, we have $Q_{c}\left[\varepsilon V_{0}\right]>L_{c}\left[\varepsilon V_{0}\right]>0$, on $(0, \pi / \gamma)$, which completes the proof.

Appendix E. The advection diffusion kernel for bounded domains. Movement is modeled by (4.1) on the interval $[-L / 2, L / 2]$ with initial condition $z(0, x)=\delta(x-y)$. The boundary conditions are

$$
\begin{equation*}
\left(z_{x}-\frac{v}{D} z\right)(t,-L / 2)=0, \quad z(t, L / 2)=0 . \tag{E.1}
\end{equation*}
$$

We interpret these conditions as a stream where individuals cannot enter or leave at the upstream end and are washed out at the downstream end [36]. We nondimensionalize (4.1) by setting $X=x / L, T=\alpha t, Z=L z$, which gives

$$
\begin{equation*}
Z_{T}=\frac{1}{\tilde{L}^{2}} Z_{X X}-\tilde{v} Z-Z, \quad Z(T, 1 / 2)=0=\left(Z_{X}-\tilde{L}^{2} \tilde{v} Z\right)(T,-1 / 2), \tag{E.2}
\end{equation*}
$$

where $\tilde{L}^{2}=\alpha L / D$ and $\tilde{v}=v /(\alpha L)$. For convenience, we write the variables $t, x$ in lower case letters again. We want to find the nondimensional kernel given by $\kappa(x, y)=\int_{0}^{\infty} \alpha Z(t, x) d t$. The function $W(t, x)=\exp \left(-L^{2} v x / 2\right) Z(t, x)$ satisfies

$$
\begin{equation*}
W_{t}=\frac{1}{L^{2}} W_{x x}-\beta W, \tag{E.3}
\end{equation*}
$$

where $\beta=1+\frac{v^{2} L^{2}}{4}$. Separating variables $W(t, x)=T(t) X(x)$, we get the two independent equations $T^{\prime}=-\left(\lambda^{2}+\beta\right) T$ and $X^{\prime \prime}=-\lambda^{2} L^{2} X$ for some $\lambda^{2}>0$. The boundary conditions applied to the equations for $X$ result in the defining condition

$$
\begin{equation*}
\lambda=-\frac{v L}{2} \tan (\lambda L) . \tag{E.4}
\end{equation*}
$$

We denote its infinitely many (symmetric) nonzero solutions by $\lambda_{n}, n=1,2, \ldots$. The corresponding family of orthogonal solutions is given by

$$
\begin{equation*}
\phi_{n}(x)=-\tan \left(\lambda_{n} L / 2\right) \cos \left(\lambda_{n} L x\right)+\sin \left(\lambda_{n} L x\right) \tag{E.5}
\end{equation*}
$$

with norm

$$
\left\|\phi_{n}\right\|_{2}^{2}=\frac{1}{2}\left(1+\tan ^{2}\left(\lambda_{n} L / 2\right)\right) .
$$

The solution of (E.3) can hence be written as an infinite sum where each term is of the form $c_{n} e^{-\left(\lambda_{n}+\beta\right) t} \phi_{n}(x)$. To find expressions for the coefficients $c_{n}$ we approximate the delta distribution by the top hat function,

$$
\delta_{m}(x-y)=\left\{\begin{array}{cl}
2 m, & |x-y| \leq 1 / m \\
0, & \text { else }
\end{array}\right.
$$



Fig. E.1. The kernel with advection, no-flux boundary conditions at the left end, zero boundary conditions at the right end, release point in the middle, for $v=0.2$ (top curve), $v=1$ (middle), and $v=5$ (bottom).

Expanding the approximate initial condition

$$
\delta_{m}(x-y) e^{-\frac{v L^{2}}{2} x}=\sum c_{n} \phi_{n}(x)
$$

and using the intermediate value theorem gives

$$
c_{n}=\frac{e^{-\frac{v L^{2}}{2} y} \phi_{n}(y)}{\left\|\phi_{n}\right\|_{2}^{2}}
$$

Hence, the nondimensionalized kernel is given by

$$
\begin{equation*}
k(x, y)=e^{-\frac{v L^{2}}{2}(y-x)} \sum_{n} \frac{1}{\lambda_{n}^{2}+1+\frac{v^{2} L^{2}}{4}} \frac{2}{1+\tan ^{2}\left(\frac{\lambda_{n} L}{2}\right)} S(x) S(y) \tag{E.6}
\end{equation*}
$$

where $S(x)=\left(\sin \left(\lambda_{n} L x\right)-\tan \left(\lambda_{n} L / 2\right) \cos \left(\lambda_{n} L x\right)\right)$. In Figure E. 1 we plot this kernel for three different advection speeds.

Appendix F. Exact derivation of the critical domain length. We determine the critical domain length for the kernel (4.4) by computing the eigenvalue of the corresponding integral operator (C.1), extending earlier work [20, 40]. Scaling the space variable by $L$ gives

$$
\begin{equation*}
\nu \phi(x)=\int_{0}^{1} \tilde{\kappa}(x, y) \phi(y) d y \tag{F.1}
\end{equation*}
$$

where $\tilde{\kappa}$ is defined as $\kappa$ with $a_{j}, A$ replaced by $b_{j}=L a_{j}, B=L A$. Differentiating (F.1) gives

$$
\begin{equation*}
\nu \phi^{\prime}(x)=b_{2} \nu \phi(x)+\left(b_{1}-b_{2}\right) \int_{x}^{1} B e^{b_{1}(x-y)} \phi(y) d y \tag{F.2}
\end{equation*}
$$

Differentiating again, we obtain

$$
\begin{equation*}
\nu \phi^{\prime \prime}(x)=\left(b_{2}-b_{1}\right) B \phi(x)+b_{2}^{2} \nu \phi(x)+\left(b_{1}^{2}-b_{2}^{2}\right) \int_{x}^{1} B e^{b_{1}(x-y)} \phi(y) d y . \tag{F.3}
\end{equation*}
$$

Substituting (F.2) into (F.3), we get the regular Sturm-Liouville problem

$$
\begin{equation*}
\phi^{\prime \prime}(x)=-b_{1}\left|b_{2}\right|\left(\frac{1}{\nu}-1\right) \phi(x)+\left(b_{1}+b_{2}\right) \phi^{\prime}(x), \quad \phi^{\prime}(0)=b_{1} \phi(0), \quad \phi^{\prime}(1)=b_{2} \phi(1) \tag{F.4}
\end{equation*}
$$

We apply the transformation $\psi(x)=\exp \left(-\frac{b_{1}+b_{2}}{2} x\right) \phi(x)$ to (F.4) and substitute the original parameters back to obtain

$$
\begin{equation*}
\psi^{\prime \prime}=-L^{2} \frac{\left(a_{1}-a_{2}\right)^{2}}{4}\left(\frac{4 a_{1}\left|a_{2}\right|}{\nu\left(a_{1}-a_{2}\right)^{2}}-1\right) \psi \tag{F.5}
\end{equation*}
$$

together with the boundary conditions

$$
\begin{equation*}
\psi^{\prime}(0)=L \frac{a_{1}-a_{2}}{2} \psi(0) \quad \text { and } \quad \psi^{\prime}(1)=-L \frac{a_{1}-a_{2}}{2} \psi(1) \tag{F.6}
\end{equation*}
$$

Equations (F.5) and (F.6) constitute a Sturm-Liouville problem, which one can solve for $L$ as a function of $\nu[40]$, and the solution is given by formula (4.6).
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#### Abstract

This paper is devoted to the analysis of a mathematical model of blood cell production in the bone marrow (hematopoiesis). The model is a system of two age-structured partial differential equations. Integrating these equations over the age, we obtain a system of two nonlinear differential equations with distributed time delay corresponding to the cell cycle duration. This system describes the evolution of the total cell populations. By constructing a Lyapunov functional, it is shown that the trivial equilibrium is globally asymptotically stable if it is the only equilibrium. It is also shown that the nontrivial equilibrium, the most biologically meaningful one, can become unstable via a Hopf bifurcation. Numerical simulations are carried out to illustrate the analytical results. The study may be helpful in understanding the connection between the relatively short cell cycle durations and the relatively long periods of peripheral cell oscillations in some periodic hematological diseases.
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1. Introduction. Cellular population models have been investigated intensively since the 1960s (see, for example, Trucco [33, 34], Nooney [25], Rubinow [28], and Rubinow and Lebowitz [29]) and still interest a lot of researchers. This interest is greatly motivated, on one hand, by medical applications and, on the other hand, by the biological phenomena (such as oscillations, bifurcations, traveling waves, or chaos) observed in these models and, generally speaking, in the living world (Mackey and Glass [19], Mackey and Milton [20]).

Hematopoiesis is the process by which primitive stem cells proliferate and differentiate to produce mature blood cells. It is driven by highly coordinated patterns of gene expression under the influence of growth factors and hormones. The regulation of hematopoiesis is about the formation of blood cell elements in the body. White and red blood cells and platelets are produced in the bone marrow, from where they enter the blood stream. The principal factor stimulating red blood cell production is a hormone produced in the kidney, called erythropoietin. About $90 \%$ of the erythropoietin is secreted by renal tubular epithelial cells when blood is unable to deliver sufficient oxygen. A decrease in the level of oxygen in the blood leads to a release of a substance, which in turn causes an increase in the release of the blood elements from the marrow. There is feedback from the blood to the bone marrow. Abnormalities in the feedback are considered as major suspects in causing periodic hematological diseases, such as autoimmune hemolytic anemia (Bélair, Mackey, and Mahaffy [4] and Mahaffy, Bélair, and Mackey [23]), cyclical neutropenia (Haurie, Dale, and Mackey

[^89][14]), and chronic myelogenous leukemia (Fowler and Mackey [12] and Pujo-Menjouet, Bernard, and Mackey [26]).

Cell biologists classify stem cells as proliferating cells and resting cells (also called $G_{0}$-cells) (see Mackey $[16,17]$ ). Proliferating cells are committed to undergo mitosis a certain time after their entrance into the proliferating phase. Mackey supposed that this time of cytokinesis is constant, that is, it is the same for all cells. Most of committed stem cells are in the proliferating phase. The $G_{0}$-phase, whose existence is known due to the works of Burns and Tannock [8], is a quiescent stage in the cellular development. However, it is usually believed that $95 \%$ of pluripotent stem cells are in the resting phase. Resting cells can exit randomly to either enter into the proliferating phase or be irremediably lost. Proliferating cells can also be lost by apoptosis (programmed cell death).

The model of Mackey [16] has been numerically studied by Mackey and Rey [21] and Crabb, Losson, and Mackey [9]. Computer simulations showed strange behaviors of the stem cell population, such as oscillations and bifurcations. Recently, PujoMenjouet and Mackey [27] proved the existence of a Hopf bifurcation which causes periodic chronic myelogenous leukemia and showed the great dependence of the model on the parameters.

In this paper, based on the model of Mackey [16], we propose a more general model of hematopoiesis. We take into account the fact that a cell cycle has two phases, that is, stem cells in process are either in a resting phase or actively proliferating. However, we do not suppose that all cells divide at the same age, because this hypothesis is not biologically reasonable. For example, it is believed that pluripotent stem cells divide faster than committed stem cells, which are more mature cells. There is strong evidence (see Bradford et al. [7]) that indicate that the age of cytokinesis $\tau$ is distributed on an interval $[\underline{\tau}, \bar{\tau}]$ with $\underline{\tau} \geq 0$. Hence, we shall assume that $\tau$ is distributed with a density $f$ supported on an interval $[\underline{\tau}, \bar{\tau}]$ with $0 \leq \underline{\tau}<\bar{\tau}<+\infty$. The resulting model is a system of two differential equations with distributed delay. A simpler model, dealing with the pluripotent stem cell population behavior, has been studied by Adimy, Crauste, and Ruan [1].

Some results about stability of differential equations with distributed delay can be mentioned. In [6], Boese studied the stability of a differential equation with gammadistributed delay. Gamma distributions have the property to simplify the nature of the delay and this situation is close to the one with discrete delay. Anderson [2, 3] showed stability results linked to the different moments (especially the expectation and the variance) of the distribution. Kuang [15] also obtained general stability results for systems of delay differential equations. More recently, sufficient conditions for the stability of delay differential equations with distributed delay have been obtained by Bernard, Bélair, and Mackey [5]. They used some properties of the distribution to prove these results. However, in all these works, the authors focused on sufficient conditions for the stability, there is no necessary condition in these studies, and these results are not applicable directly to the model considered in this paper.

This paper is organized as follows. In section 2, we present the model and establish boundedness properties of the solutions. In section 3, we study the asymptotic stability of the equilibria. We give conditions for the trivial equilibrium to be globally asymptotically stable in section 3.1 and investigate the stability of the nontrivial equilibrium in section 3.2. In section 4, we show that a local Hopf bifurcation occurs in our model. In section 5 , numerical simulations are performed to demonstrate that our results can be used to explain the long period oscillations observed in chronic
myelogenous leukemia.
2. The hematopoiesis process: Presentation of the model. Denote by $r(t, a)$ and $p(t, a)$ the population densities of resting an proliferating cells, respectively, which have spent a time $a \geq 0$ in their phase at time $t \geq 0$. Resting cells can either be lost randomly at a rate $\delta \geq 0$, which takes into account the cellular differentiation, or enter into the proliferating phase at a rate $\beta$. Proliferating cells can be lost by apoptosis (a programmed cell death) at a rate $\gamma \geq 0$ and, at mitosis, cells with age $a$ divide in two daughter cells (which immediately enter the $G_{0}$-phase) with a rate $g(a)$.

The function $g:[0, \bar{\tau}) \rightarrow \mathbb{R}^{+}$satisfies $g(a)=0$ if $a<\underline{\tau}$ with $0 \leq \underline{\tau}<\bar{\tau}<+\infty$. Moreover, it is assumed to be piecewise continuous such that $\int_{\underline{\tau}}^{\bar{\tau}} g(a) d a=+\infty$. The later assumption describes the fact that cells which did not die have to divide before they reach the maximal age $\bar{\tau}$.

The nature of the trigger signal for introduction in the proliferating phase is not clear. However, the work of Sachs [30] shows that we can reasonably think that it strongly depends on the entire resting cell population, that is, $\beta=\beta(x(t))$, with

$$
x(t)=\int_{0}^{+\infty} r(t, a) d a, \quad t \geq 0
$$

The function $\beta$ is supposed to be continuous and positive. Furthermore, from a reasonable biological point of view, we assume that $\beta$ is decreasing with $\lim _{x \rightarrow+\infty} \beta(x)=0$. This describes the fact that the rate of reentry into the proliferating compartment is a decreasing function of the $G_{0}$-phase population.

Usually, it is believed that the function $\beta$ is a monotone decreasing Hill function (see Mackey [16]), given by

$$
\begin{equation*}
\beta(x)=\beta_{0} \frac{\theta^{n}}{\theta^{n}+x^{n}}, \quad x \geq 0 \tag{2.1}
\end{equation*}
$$

with $\beta_{0}>0, \theta \geq 0$, and $n>0 . \beta_{0}$ is the maximal rate of reentry in the proliferating phase, $\theta$ is the number of resting cells at which $\beta$ has its maximum rate of change with respect to the resting phase population, and $n$ describes the sensitivity of the reintroduction rate with changes in the population.

The above parameters values are usually chosen (see Mackey [16]) to be

$$
\begin{equation*}
\delta=0.05 \text { day }^{-1}, \quad \gamma=0.2 \text { day }^{-1}, \quad \beta_{0}=1.77 \text { day }^{-1}, \quad \text { and } \quad n=3 \tag{2.2}
\end{equation*}
$$

Although a usual value of $\theta$ is $\theta=1.62 \times 10^{8}$ cells $/ \mathrm{kg}$, it can be normalized without loss of generality when one makes a qualitative analysis of the population.

Then $r(t, a)$ and $p(t, a)$ satisfy the system of partial differential equations

$$
\begin{array}{ll}
\frac{\partial r}{\partial t}+\frac{\partial r}{\partial a}=-(\delta+\beta(x(t))) r, & a>0, t>0 \\
\frac{\partial p}{\partial t}+\frac{\partial p}{\partial a}=-(\gamma+g(a)) p, & 0<a<\bar{\tau}, t>0 \tag{2.4}
\end{array}
$$

with

$$
r(0, a)=\nu(a), a \geq 0, \quad p(0, a)=\Gamma(a), a \in[0, \bar{\tau}] .
$$

The functions $\nu=\nu(a)$ and $\Gamma=\Gamma(a)$ give the population densities of cells which have spent a time $a$ in the resting and proliferating phase, respectively, at time $t=0$, that is, the initial populations of cells with age $a$ in each phase.

The boundary conditions of system (2.3)-(2.4), which describe the cellular flux between the two phases, are given by

$$
\left\{\begin{array}{l}
r(t, 0)=2 \int_{\underline{\tau}}^{\bar{\tau}} g(\tau) p(t, \tau) d \tau \\
p(t, 0)=\beta(x(t)) x(t)
\end{array}\right.
$$

Moreover, we suppose that $\lim _{a \rightarrow+\infty} r(t, a)=0$ and $\lim _{a \rightarrow \bar{\tau}} p(t, a)=0$.
Let $y(t)$ denote the total population density of proliferating cells at time $t$; then

$$
y(t)=\int_{0}^{\bar{\tau}} p(t, a) d a, \quad t \geq 0
$$

Thus, integrating (2.3) and (2.4) with respect to the age variable, we obtain

$$
\begin{align*}
& \frac{d x}{d t}=-(\delta+\beta(x(t))) x(t)+2 \int_{\underline{\tau}}^{\bar{\tau}} g(\tau) p(t, \tau) d \tau  \tag{2.5}\\
& \frac{d y}{d t}=-\gamma y(t)+\beta(x(t)) x(t)-\int_{\underline{\tau}}^{\bar{\tau}} g(\tau) p(t, \tau) d \tau \tag{2.6}
\end{align*}
$$

We define a function $G$ by

$$
G(t, a)= \begin{cases}g(a) \exp \left(-\int_{a-t}^{a} g(s) d s\right) & \text { if } t<a \\ g(a) \exp \left(-\int_{0}^{a} g(s) d s\right) & \text { if } a<t\end{cases}
$$

Set

$$
f(\tau):=g(\tau) \exp \left(-\int_{0}^{\tau} g(s) d s\right), \quad \tau>0
$$

One can check that $f$ is a density function, supported on $[\underline{\tau}, \bar{\tau}]$, and $f$ represents the density of division of proliferating cells. In particular, $\int_{\underline{\tau}}^{\bar{\tau}} f(\tau) d \tau=1$.

Using the method of characteristics to determine $p(t, a)$, we deduce, from (2.5)(2.6), that the process of hematopoiesis is described by the following system:

$$
\begin{array}{rlr}
\frac{d x}{d t}= & -(\delta+\beta(x(t))) x(t)  \tag{2.7}\\
& + \begin{cases}2 e^{-\gamma t} \int_{\underline{\tau}}^{\bar{\tau}} G(t, \tau) \Gamma(\tau-t) d \tau, & 0 \leq t \leq \underline{\tau}, \\
2 \int_{\underline{\tau}}^{t} e^{-\gamma \tau} f(\tau) \beta(x(t-\tau)) x(t-\tau) d \tau \\
+2 e^{-\gamma t} \int_{t}^{\bar{\tau}} G(t, \tau) \Gamma(\tau-t) d \tau, & \underline{\tau} \leq t \leq \bar{\tau}, \\
2 \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) \beta(x(t-\tau)) x(t-\tau) d \tau, & \bar{\tau} \leq t,\end{cases} \\
\frac{d y}{d t}= & -\gamma y(t)+\beta(x(t)) x(t) & 0 \leq t \leq \underline{\tau}, \\
& - \begin{cases}e^{-\gamma t} \int_{\underline{\tau}}^{\bar{\tau}} G(t, \tau) \Gamma(\tau-t) d \tau, \\
\int_{\underline{\tau}}^{t} e^{-\gamma \tau} f(\tau) \beta(x(t-\tau)) x(t-\tau) d \tau \\
+e^{-\gamma t} \int_{t}^{\bar{\tau}} G(t, \tau) \Gamma(\tau-t) d \tau, & \underline{\tau} \leq t \leq \bar{\tau}, \\
\int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) \beta(x(t-\tau)) x(t-\tau) d \tau, & \bar{\tau} \leq t .\end{cases}
\end{array}
$$

One can give a direct biological explanation of system (2.7).
In the equation for the resting cells $x(t)$, the first term in the right-hand side accounts for $G_{0}$-cell loss due to either mortality and cellular differentiation ( $\delta$ ) or introduction in the proliferating phase $(\beta)$. The second term represents a cellular gain due to the movement of proliferating cells one generation earlier. It requires some explanation. First, we recall that all cells divide according to the density $f$, supported on $[\underline{\tau}, \bar{\tau}]$. We shall call, in the following, new proliferating cells, the resting cells introduced in the proliferating phase at the considered time $t$. When $t \leq \underline{\tau}$, no new proliferating cell is mature enough to divide, because cells cannot divide before they have spent time $\underline{\tau}$ in the proliferating phase. Therefore, the cellular gain can proceed only from cells initially in the proliferating phase. When $t \in[\tau, \bar{\tau}]$, the cellular increase is obtained by division of new proliferating cells and by division of the initial population. Finally, when $t \geq \bar{\tau}$, all initial proliferating cells have divided or died, and the cellular gain is obtained by division of new proliferating cells introduced one generation earlier. The factor 2 always accounts for the division of each cell into two daughter cells at mitosis. The term $e^{-\gamma t}$, with $t \in[0, \bar{\tau}]$, describes the attenuation of the population, in the proliferating phase, due to apoptosis.

In the equation for the proliferating cells $y(t)$, the first term in the right-hand side accounts for cellular loss by apoptosis and the second term is for cellular entry from the $G_{0}$-phase. The last term accounts for the flux of proliferating cells to the resting compartment.

We set $\mu:=\int_{0}^{\infty} \nu(a) d a$. Then, initially, the populations in the two phases are given by

$$
x(0)=\mu \quad \text { and } \quad y(0)=\int_{0}^{\bar{\tau}} \Gamma(a) d a .
$$

At this point, one can make a remark. Since resting cells are introduced in the proliferating phase with a rate $\beta$, then $\Gamma(0)$, which represents the population of cells introduced at time $t=0$ in the cycle, must satisfy

$$
\Gamma(0)=\beta(\mu) \mu
$$

Taking into account the inevitable loss of proliferating cells by apoptosis and by division, we suppose that $\Gamma(a)$ is given by

$$
\Gamma(a)= \begin{cases}e^{-\gamma a} \beta(\mu) \mu & \text { if } a \in[0, \underline{\tau})  \tag{2.8}\\ e^{-\gamma a} \exp \left(-\int_{\underline{\tau}}^{a} g(s) d s\right) \beta(\mu) \mu & \text { if } a \in[\underline{\tau}, \bar{\tau})\end{cases}
$$

This simply describes that $\Gamma$ satisfies (2.4) (see Webb [35, p. 8]). With (2.8) and integrating by parts, the initial conditions of system (2.7) become

$$
\begin{equation*}
x(0)=\mu, \quad y(0)=\beta(\mu) \mu \int_{\underline{\tau}}^{\bar{\tau}} f(\tau)\left(\frac{1-e^{-\gamma \tau}}{\gamma}\right) d \tau \tag{2.9}
\end{equation*}
$$

When $\gamma=0$, we have

$$
y(0)=\beta(\mu) \mu \int_{\underline{\tau}}^{\bar{\tau}} \tau f(\tau) d \tau
$$

Assume that the function $x \mapsto x \beta(x)$ is Lipschitz continuous. It is immediate to show by steps that, for all $\mu \geq 0$, the system (2.7) under condition (2.9) has a unique nonnegative continuous solution $(x(t), y(t))$ defined on $[0,+\infty)$.

One can notice that problem (2.7) reduces to a system of two delay differential equations, with initial conditions solutions of a system of ordinary differential equations. On $[0, \tau]$, the first equation for $x(t)$ in system (2.7) reduces to the ordinary differential equation

$$
\left\{\begin{align*}
\frac{d \widetilde{\varphi}}{d t} & =-(\delta+\beta(\widetilde{\varphi}(t))) \widetilde{\varphi}(t)+2 \beta(\mu) \mu \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau, \quad 0 \leq t \leq \underline{\tau}  \tag{2.10}\\
\widetilde{\varphi}(0) & =\mu
\end{align*}\right.
$$

and, on $[\underline{\tau}, \bar{\tau}]$, the second equation reduces to the nonautonomous delay differential equation

$$
\left\{\begin{array}{rlrl}
\frac{d \varphi}{d t}= & -(\delta+\beta(\varphi(t))) \varphi(t)+2 \beta(\mu) \mu \int_{t}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau &  \tag{2.11}\\
& +2 \int_{\underline{\tau}}^{t} e^{-\gamma \tau} f(\tau) \beta(\varphi(t-\tau)) \varphi(t-\tau) d \tau, & & t \in[\underline{\tau}, \bar{\tau}] \\
\varphi(t)= & \widetilde{\varphi}(t), & & t \in[0, \underline{\tau}]
\end{array}\right.
$$

where $\widetilde{\varphi}(t)$ is the unique solution of (2.10) for the initial condition $\mu$.
In the same way, the solution $y(t)$ of the second equation in (2.7), denoted $\psi(t)$, is given in terms of the unique solution $\widetilde{\varphi}(t)$ of (2.10), associated with $\mu$, and the unique solution $\varphi(t)$ of (2.11), for $t \in[0, \bar{\tau}]$.

Then, system (2.7) can be written as an autonomous system of delay differential equations, for $t \geq \bar{\tau}$,

$$
\begin{align*}
& \frac{d x}{d t}=-(\delta+\beta(x(t))) x(t)+2 \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) \beta(x(t-\tau)) x(t-\tau) d \tau  \tag{2.12a}\\
& \frac{d y}{d t}=-\gamma y(t)+\beta(x(t)) x(t)-\int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) \beta(x(t-\tau)) x(t-\tau) d \tau \tag{2.12b}
\end{align*}
$$

with, for $t \in[0, \bar{\tau}]$,

$$
\begin{equation*}
x(t)=\varphi(t), \quad y(t)=\psi(t) \tag{2.13}
\end{equation*}
$$

The solutions of (2.12b) are given explicitly by

$$
\begin{equation*}
y(t)=\int_{\underline{\tau}}^{\bar{\tau}} f(\tau)\left(\int_{t-\tau}^{t} e^{-\gamma(t-s)} \beta(x(s)) x(s) d s\right) d \tau \quad \text { for } \quad t \geq \bar{\tau} \tag{2.14}
\end{equation*}
$$

One can notice that $y(t)$ no longer depends on the initial population $\Gamma(a)$ after one generation, that is, when $t \geq \bar{\tau}$. This can be explained as follows. Cells initially in the proliferating phase have divided or died after one generation; hence, new cells in the proliferating phase can come only from resting cells $x(t)$.

On the other hand, one may have already noticed that the solutions of (2.12a) do not depend on the solutions of $(2.12 \mathrm{~b})$, whereas the converse is not true. The expression of $y(t)$ in (2.14) gives more precise information on the influence of the behavior of $x(t)$ on the stability of the solutions $y(t)$. These results are proved in the following lemma.

Lemma 2.1. Let $(x(t), y(t))$ be a solution of (2.12). If $\lim _{t \rightarrow+\infty} x(t)$ exists and equals $C \geq 0$, then

$$
\lim _{t \rightarrow+\infty} y(t)= \begin{cases}\beta(C) C \int_{\underline{\tau}}^{\bar{\tau}} f(\tau)\left(\frac{1-e^{-\gamma \tau}}{\gamma}\right) d \tau & \text { if } \gamma>0  \tag{2.15}\\ \beta(C) C \int_{\underline{\tau}}^{\bar{\tau}} \tau f(\tau) d \tau & \text { if } \gamma=0\end{cases}
$$

If $x(t)$ is $P$-periodic, then $y(t)$ is also $P$-periodic.
Proof. By using (2.14), we obtain that

$$
\begin{equation*}
y(t)=\int_{\underline{\tau}}^{\bar{\tau}} f(\tau)\left(\int_{0}^{\tau} e^{-\gamma s} \beta(x(t-s)) x(t-s) d s\right) d \tau \quad \text { for } \quad t \geq \bar{\tau} \tag{2.16}
\end{equation*}
$$

Hence,

$$
\lim _{t \rightarrow+\infty} y(t)=\beta(C) C \int_{\underline{\tau}}^{\bar{\tau}} f(\tau)\left(\int_{0}^{\tau} e^{-\gamma s} d s\right) d \tau
$$

and (2.15) follows immediately.
When $x(t)$ is $P$-periodic, then using (2.16) it is obvious to see that $y(t)$ is also periodic with the same period.

Lemma 2.1 shows the influence of (2.12a) on the stability of the entire system, since the stability of solutions of (2.12a) leads to stability of the solutions of (2.12b).

Before studying the stability of (2.12a), we prove a boundedness result for the solutions of this equation. The proof is based on the one given by Mackey and Rudnicki [22] for a differential equation with a discrete delay.

Proposition 2.2. Assume that $\delta>0$. Then the solutions of (2.12a) are bounded.

Proof. Assume that $\delta>0$ and $2\left(\int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau\right) \beta(0) \geq \delta$. Since $\beta$ is decreasing and $\lim _{x \rightarrow+\infty} \beta(x)=0$, there exists a unique $x_{0} \geq 0$ such that

$$
2\left(\int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau\right) \beta\left(x_{0}\right)=\delta
$$

and

$$
\begin{equation*}
2\left(\int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau\right) \beta(x) \leq \delta \quad \text { for } \quad x \geq x_{0} \tag{2.17}
\end{equation*}
$$

If $2\left(\int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau\right) \beta(0)<\delta$, then (2.17) holds with $x_{0}=0$. Set

$$
x_{1}:=2\left(\int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau\right) \frac{\beta(0) x_{0}}{\delta} \geq 0
$$

One can check that

$$
\begin{equation*}
2\left(\int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau\right) \max _{0 \leq y \leq x}(\beta(y) y) \leq \delta x \quad \text { for } \quad x \geq x_{1} \tag{2.18}
\end{equation*}
$$

Indeed, let $y \in[0, x)$. If $y \leq x_{0}$, then

$$
2\left(\int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau\right) \beta(y) y \leq 2\left(\int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau\right) \beta(0) x_{0}=\delta x_{1} \leq \delta x
$$

and, if $y>x_{0}$, then

$$
2\left(\int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau\right) \beta(y) y \leq \delta y \leq \delta x
$$

Hence, (2.18) holds.
Assume, by contradiction, that $\lim \sup _{t \rightarrow+\infty} x(t)=+\infty$, where $x(t)$ is a solution of (2.12a). Then, there exists $t_{0}>\bar{\tau}$ such that

$$
x(t) \leq x\left(t_{0}\right) \text { for } t \in\left[t_{0}-\bar{\tau}, t_{0}\right] \quad \text { and } \quad x\left(t_{0}\right)>x_{1}
$$

With (2.18), we obtain that

$$
2 \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) \beta\left(x\left(t_{0}-\tau\right)\right) x\left(t_{0}-\tau\right) d \tau \leq \delta x\left(t_{0}\right)
$$

This yields, with (2.12a), that

$$
\left.\frac{d x}{d t}\left(t_{0}\right) \leq-\beta\left(x\left(t_{0}\right)\right)\right) x\left(t_{0}\right)<0
$$

which gives a contradiction. Hence, $\lim \sup _{t \rightarrow+\infty} x(t)<+\infty$.
When $\delta=0$, the solutions of (2.12a) may not be bounded. We show, in the next proposition, that these solutions may explode under some conditions. However, one can notice, using (2.16), that the solutions of (2.12b) may still be stable in this case.

Proposition 2.3. Assume that $\delta=0$ and

$$
\begin{equation*}
\int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau>\frac{1}{2} \tag{2.19}
\end{equation*}
$$

In addition, assume that there exists $\bar{x} \geq 0$ such that the function $x \mapsto x \beta(x)$ is decreasing for $x \geq \bar{x}$. If $\mu \geq \bar{x}$, then the unique solution $x(t)$ of (2.12a) satisfies

$$
\lim _{t \rightarrow+\infty} x(t)=+\infty
$$

Proof. One can notice that, if $\lim _{t \rightarrow+\infty} x(t)=C$ exists, then (2.12a) leads to

$$
\left(2 \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau-1\right) \beta(C) C=0
$$

It follows that $C=0$.
Let $\mu \geq \bar{x}$ be given. Consider the equation

$$
\begin{equation*}
\widetilde{\varphi}^{\prime}(t)=2 \beta(\mu) \mu \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau-\beta(\widetilde{\varphi}(t)) \widetilde{\varphi}(t) \quad \text { for } \quad 0 \leq t \leq \underline{\tau} \tag{2.20}
\end{equation*}
$$

with $\widetilde{\varphi}(0)=\mu$. Since the function $x \mapsto x \beta(x)$ is decreasing for $x \geq \bar{x}$, it is immediate that every solution $\widetilde{\varphi}(t)$ of (2.20) satisfies, for $t \in[0, \underline{\tau}]$,

$$
\widetilde{\varphi}^{\prime}(t) \geq\left(2 \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau-1\right) \beta(\mu) \mu>0
$$

Consider now the problem

$$
\left\{\begin{align*}
\varphi^{\prime}(t)= & -\beta(\varphi(t)) \varphi(t)+2 \beta(\mu) \mu \int_{t}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau & &  \tag{2.21}\\
& +2 \int_{\tau}^{t} e^{-\gamma \tau} f(\tau) \beta(\varphi(t-\tau)) \varphi(t-\tau) d \tau, & & t \in[\underline{\tau}, \bar{\tau}] \\
\varphi(t)= & \widetilde{\varphi}(t), & & t \in[0, \underline{\tau}]
\end{align*}\right.
$$

where $\widetilde{\varphi}(t)$ is the unique solution of $(2.20)$ for the initial condition $\mu$. Then,

$$
\varphi^{\prime}(\underline{\tau}) \geq\left(2 \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau-1\right) \beta(\mu) \mu>0
$$

So, there exists $\varepsilon>0$ such that $\underline{\tau}+\varepsilon \leq \bar{\tau}$ and $\varphi^{\prime}(t)>0$ for $t \in[\underline{\tau}, \underline{\tau}+\varepsilon)$. Since $\mu \leq \varphi(\underline{\tau}) \leq \varphi(\tau) \leq \varphi(\underline{\tau}+\varepsilon)$, for $\tau \in[\underline{\tau}, \underline{\tau}+\varepsilon]$, we have

$$
\begin{aligned}
\varphi^{\prime}(\underline{\tau}+\varepsilon) \geq & \left(2 \int_{\underline{\tau}+\varepsilon}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau-1\right) \beta(\varphi(\underline{\tau}+\varepsilon)) \varphi(\underline{\tau}+\varepsilon) \\
& +2\left(\int_{\underline{\tau}}^{\underline{\tau}+\varepsilon} e^{-\gamma \tau} f(\tau) d \tau\right) \beta(\varphi(\underline{\tau}+\varepsilon)) \varphi(\underline{\tau}+\varepsilon) \\
\geq & \left(2 \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau-1\right) \beta(\varphi(\underline{\tau}+\varepsilon)) \varphi(\underline{\tau}+\varepsilon)
\end{aligned}
$$

Condition (2.19) leads to $\varphi^{\prime}(\underline{\tau}+\varepsilon)>0$. Using a similar argument, we obtain that

$$
\varphi^{\prime}(t)>0 \quad \text { for } \quad t \in[\underline{\tau}, \bar{\tau}] .
$$

To conclude, consider the delay differential equation

$$
\begin{equation*}
x^{\prime}(t)=2 \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) \beta(x(t-\tau)) x(t-\tau) d \tau-\beta(x(t)) x(t) \tag{2.22}
\end{equation*}
$$

with an initial condition given on $[\underline{\tau}, \bar{\tau}]$ by the solution $\varphi(t)$ of (2.21). Using the same reasoning as in the previous cases, we obtain that

$$
x^{\prime}(\bar{\tau})>0
$$

We thus deduce that

$$
x^{\prime}(t)>0 \quad \text { for } \quad t \geq 0
$$

This completes the proof.
The assumption on the function $x \mapsto x \beta(x)$ in Proposition 2.3 is satisfied for example when $\beta$ is given by (2.1), with $n>1$. In this case, we can take $\bar{x}=\theta /(n-1)^{1 / n}$.

We now turn our attention to the stability of (2.12). Problem (2.12) has at most two equilibria. The first, $E_{0}=(0,0)$, always exists: it corresponds to the extinction of the population. The second describes the expected equilibrium of the population; it is a nontrivial equilibrium $E^{*}=\left(x^{*}, y^{*}\right)$, where $x^{*}$ is the unique solution of

$$
\begin{equation*}
\left(2 \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau-1\right) \beta\left(x^{*}\right)=\delta \tag{2.23}
\end{equation*}
$$

and, from (2.7) and (2.9),

$$
y^{*}= \begin{cases}\beta\left(x^{*}\right) x^{*} \int_{\underline{\tau}}^{\bar{\tau}} f(\tau)\left(\frac{1-e^{-\gamma \tau}}{\gamma}\right) d \tau & \text { if } \gamma>0  \tag{2.24}\\ \delta x^{*} \int_{\underline{\tau}}^{\bar{\tau}} \tau f(\tau) d \tau, & \text { if } \gamma=0\end{cases}
$$

Since $\beta$ is a positive decreasing function and $\lim _{x \rightarrow+\infty} \beta(x)=0$, then the equilibrium $E^{*}$ exists if and only if

$$
\begin{equation*}
0<\delta<\left(2 \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau-1\right) \beta(0) \tag{2.25}
\end{equation*}
$$

We shall study in section 3 the stability of the two equilibria $E_{0}$ and $E^{*}$. From Lemma 2.1, we only need to focus on the behavior of the equilibria of (2.12a), that is, $x \equiv 0$ and $x \equiv x^{*}$, to obtain information on the behavior of the entire population.
3. Asymptotic stability. We first show that $E_{0}$ is globally asymptotically stable when it is the only equilibrium and that it becomes unstable when the nontrivial equilibrium $E^{*}$ appears: a transcritical bifurcation occurs then. In a second part, we determine conditions for the nontrivial equilibrium $E^{*}$ to be asymptotically stable.
3.1. Stability of the trivial equilibrium. In the next theorem, we give a necessary and sufficient condition for the trivial equilibrium of (2.12a) to be globally asymptotically stable using a Lyapunov functional. For a definition of and information about Lyapunov functionals for delay differential equations, see [13].

THEOREM 3.1. The trivial equilibrium of the system (2.12) is globally asymptotically stable if

$$
\begin{equation*}
\left(2 \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau-1\right) \beta(0)<\delta \tag{3.1}
\end{equation*}
$$

and unstable if

$$
\begin{equation*}
\delta<\left(2 \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau-1\right) \beta(0) \tag{3.2}
\end{equation*}
$$

Proof. We first assume that (3.1) holds. Denote by $C^{+}$the set of continuous nonnegative functions on $[0, \bar{\tau}]$ and define the mapping $J: C^{+} \rightarrow[0,+\infty)$ by

$$
J(\varphi)=B(\varphi(\bar{\tau}))+\int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau)\left(\int_{\bar{\tau}-\tau}^{\bar{\tau}}(\beta(\varphi(\theta)) \varphi(\theta))^{2} d \theta\right) d \tau
$$

for all $\varphi \in C^{+}$, where

$$
B(x)=\int_{0}^{x} \beta(s) s d s \quad \text { for all } x \geq 0
$$

We set (see [13])

$$
\dot{J}(\varphi)=\limsup _{t \rightarrow 0^{+}} \frac{J\left(x_{t}^{\varphi}\right)-J(\varphi)}{t} \quad \text { for } \varphi \in C^{+}
$$

where $x^{\varphi}$ is the unique solution of (2.12a) associated with the initial condition $\varphi \in C^{+}$ and $x_{t}^{\varphi}(\theta)=x^{\varphi}(t+\theta)$ for $\theta \in[0, \bar{\tau}]$. Then,

$$
\begin{align*}
\dot{J}(\varphi)= & \frac{d \varphi}{d t}(\bar{\tau}) \beta(\varphi(\bar{\tau})) \varphi(\bar{\tau}) \\
& +\int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau)\left((\beta(\varphi(\bar{\tau})) \varphi(\bar{\tau}))^{2}-(\beta(\varphi(\bar{\tau}-\tau)) \varphi(\bar{\tau}-\tau))^{2}\right) d \tau \tag{3.3}
\end{align*}
$$

Using (2.12a), we have

$$
\frac{d \varphi}{d t}(\bar{\tau})=-(\delta+\beta(\varphi(\bar{\tau}))) \varphi(\bar{\tau})+2 \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) \beta(\varphi(\bar{\tau}-\tau)) \varphi(\bar{\tau}-\tau) d \tau
$$

Therefore, (3.3) becomes

$$
\begin{aligned}
\dot{J}(\varphi)= & -(\delta+\beta(\varphi(\bar{\tau}))) \beta(\varphi(\bar{\tau})) \varphi^{2}(\bar{\tau})+\int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau)\left[(\beta(\varphi(\bar{\tau})) \varphi(\bar{\tau}))^{2}\right. \\
& \left.+2 \beta(\varphi(\bar{\tau})) \varphi(\bar{\tau}) \beta(\varphi(\bar{\tau}-\tau)) \varphi(\bar{\tau}-\tau)-(\beta(\varphi(\bar{\tau}-\tau)) \varphi(\bar{\tau}-\tau))^{2}\right] d \tau \\
= & -(\delta+\beta(\varphi(\bar{\tau}))) \beta(\varphi(\bar{\tau})) \varphi^{2}(\bar{\tau})+2(\beta(\varphi(\bar{\tau})) \varphi(\bar{\tau}))^{2} \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau \\
& -\int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau)[\beta(\varphi(\bar{\tau})) \varphi(\bar{\tau})-\beta(\varphi(\bar{\tau}-\tau)) \varphi(\bar{\tau}-\tau)]^{2} d \tau
\end{aligned}
$$

Hence,

$$
\dot{J}(\varphi) \leq-u(\varphi(\bar{\tau}))
$$

where the function $u$ is defined, for $x \geq 0$, by

$$
\begin{equation*}
u(x)=r(x) \beta(x) x^{2} \tag{3.4}
\end{equation*}
$$

with

$$
r(x)=\delta-\left(2 \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau-1\right) \beta(x)
$$

Since $\beta$ is decreasing, $r$ is a monotone function. Moreover, (3.1) leads to $r(0)>0$, and $\lim _{x \rightarrow \infty} r(x)=\delta \geq 0$. Therefore, $r$ is positive on $[0,+\infty)$.

Consequently, the function $u$ defined by (3.4) is nonnegative on $[0,+\infty)$ and $u(x)=0$ if and only if $x=0$. We deduce that every solution of (2.12a), with $\varphi \in C^{+}$, tends to zero as $t$ tends to $+\infty$.

We suppose now that (3.2) holds. The linearization of (2.12a) around $x \equiv 0$ leads to the characteristic equation

$$
\begin{equation*}
\Delta_{0}(\lambda):=\lambda+\delta+\beta(0)-2 \beta(0) \int_{\underline{\tau}}^{\bar{\tau}} e^{-(\lambda+\gamma) \tau} f(\tau) d \tau=0 \tag{3.5}
\end{equation*}
$$

We consider $\Delta_{0}$ as a real function. Since

$$
\frac{d \Delta_{0}}{d \lambda}=1+2 \beta(0) \int_{\underline{\tau}}^{\bar{\tau}} \tau e^{-(\lambda+\gamma) \tau} f(\tau) d \tau>0
$$

it follows that $\Delta_{0}$ is an increasing function. Moreover, (3.5) yields

$$
\lim _{\lambda \rightarrow-\infty} \Delta_{0}(\lambda)=-\infty, \quad \lim _{\lambda \rightarrow+\infty} \Delta_{0}(\lambda)=+\infty
$$

and (3.2) implies that

$$
\Delta_{0}(0)=\delta-\left(2 \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau-1\right) \beta(0)<0
$$

Hence, $\Delta_{0}(\lambda)$ has a unique real root which is positive. Consequently, (3.5) has at least one characteristic root with positive real part. Therefore, the equilibrium $x \equiv 0$ of (2.12a) is not stable. This completes the proof.

The inequality (3.1) is satisfied when $\delta$ or $\gamma$ (the mortality rates) is large or when $\beta(0)$ is small. Biologically, these conditions correspond to a population which cannot survive, because the mortality rates are too large or, simply, because not enough cells are introduced in the proliferating phase and, then, the population renewal is not supplied.

Remark 1. One can notice that when

$$
\int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau<\frac{1}{2}
$$

the trivial equilibrium $E_{0}$ is the only equilibrium of (2.12) and is globally asymptotically stable. When

$$
\int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau=\frac{1}{2}
$$

then $E_{0}$ is globally asymptotically stable if $\delta>0$. When the equality

$$
\left(2 \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau-1\right) \beta(0)=\delta
$$

holds, one can check that $\lambda=0$ is a characteristic root of (3.5) and all other characteristic roots have negative real parts. Hence, we cannot conclude on the stability or instability of the trivial equilibrium $E_{0}$ of (2.12) without further analysis. However, this is not the subject of this paper.
3.2. Stability of the nontrivial equilibrium. We concentrate, in this section, on the equilibrium $E^{*}=\left(x^{*}, y^{*}\right)$ defined by (2.23)-(2.24). Hence, throughout this section, we assume that (2.25) holds, that is,

$$
0<\delta<\left(2 \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau-1\right) \beta(0)
$$

Since $\delta>0$ and $\beta(0)>0,(2.25)$ implies, in particular, that

$$
\begin{equation*}
\int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau>\frac{1}{2} \tag{3.6}
\end{equation*}
$$

From Lemma 2.1, we only need to focus on the stability of the nontrivial equilibrium $x \equiv x^{*}$ of (2.12a). To that aim, we linearize (2.12a) around $x^{*}$. Denote by $\beta^{*} \in \mathbb{R}$ the quantity

$$
\begin{equation*}
\beta^{*}:=\left.\frac{d}{d x}(x \beta(x))\right|_{x=x^{*}}=\beta\left(x^{*}\right)+x^{*} \beta^{\prime}\left(x^{*}\right) \tag{3.7}
\end{equation*}
$$

and set $u(t)=x(t)-x^{*}$. The linearization of (2.12a) is given by

$$
\frac{d u}{d t}=-\left(\delta+\beta^{*}\right) u(t)+2 \beta^{*} \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) u(t-\tau) d \tau
$$

Then, the characteristic equation is

$$
\begin{equation*}
\Delta(\lambda):=\lambda+\delta+\beta^{*}-2 \beta^{*} \int_{\underline{\tau}}^{\bar{\tau}} e^{-(\lambda+\gamma) \tau} f(\tau) d \tau=0 \tag{3.8}
\end{equation*}
$$

One can notice that the function $x \mapsto x \beta(x)$ is usually not monotone. For example, if $\beta$ is given by (2.1) with $n>1$, the function $x \mapsto x \beta(x)$ is increasing for $x \leq \theta /(n-1)^{1 / n}$ and decreasing for $x>\theta /(n-1)^{1 / n}$. In this case, $\beta^{*}$ is nonnegative when $x^{*}$ is close to zero and negative when $x^{*}$ is large enough.

The following theorem deals with the asymptotic stability of $E^{*}$.
Theorem 3.2. Assume that (2.25) holds. If

$$
\begin{equation*}
\beta^{*} \geq-\frac{\delta}{2 \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau+1} \tag{3.9}
\end{equation*}
$$

then $E^{*}$ is locally asymptotically stable.

Proof. We first prove that the equilibrium $x \equiv x^{*}$ is locally asymptotically stable when $\beta^{*} \geq 0$. We consider the mapping $\Delta(\lambda)$, given by (3.8), as a real function of $\lambda$. Then $\Delta(\lambda)$ is continuously differentiable on $\mathbb{R}$ and its first derivative is given by

$$
\begin{equation*}
\frac{d \Delta}{d \lambda}=1+2 \beta^{*} \int_{\underline{\tau}}^{\bar{\tau}} \tau e^{-(\lambda+\gamma) \tau} f(\tau) d \tau>0 \tag{3.10}
\end{equation*}
$$

Hence, $\Delta(\lambda)$ is an increasing function of $\lambda$ satisfying

$$
\lim _{\lambda \rightarrow-\infty} \Delta(\lambda)=-\infty \quad \text { and } \quad \lim _{\lambda \rightarrow+\infty} \Delta(\lambda)=+\infty
$$

Then, there exists a unique $\lambda_{0} \in \mathbb{R}$ such that $\Delta\left(\lambda_{0}\right)=0$. Moreover, since

$$
\Delta(0)=\delta-\left(2 \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau-1\right) \beta^{*}
$$

we deduce, by using (2.23), (3.6), and (3.7), that

$$
\Delta(0)=-\left(2 \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau-1\right) x^{*} \beta^{\prime}\left(x^{*}\right)>0
$$

Consequently, $\lambda_{0}<0$.
Let $\lambda=\mu+i \omega$ be a characteristic root of (3.8) such that $\mu>\lambda_{0}$. Considering the real part of (3.8), we obtain that

$$
\begin{equation*}
\mu=-\left(\delta+\beta^{*}\right)+2 \beta^{*} \int_{\underline{\tau}}^{\bar{\tau}} e^{-(\mu+\gamma) \tau} f(\tau) \cos (\omega \tau) d \tau \tag{3.11}
\end{equation*}
$$

Using (3.8), with $\lambda=\lambda_{0}$, together with (3.11), we then obtain

$$
\mu-\lambda_{0}=2 \beta^{*} \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau)\left[e^{-\mu \tau} \cos (\omega \tau)-e^{-\lambda_{0} \tau}\right] d \tau
$$

However,

$$
e^{-\mu \tau} \cos (\omega \tau)-e^{-\lambda_{0} \tau}<0
$$

for all $\tau \in[\underline{\tau}, \bar{\tau}]$. So we obtain that $\mu-\lambda_{0}<0$, which leads to a contradiction. This implies that all characteristic roots of (3.8) have negative real part and the equilibrium $x \equiv x^{*}$ of (2.12a) is locally asymptotically stable.

Now, assume that $\beta^{*}<0$ and

$$
\begin{equation*}
\beta^{*}>-\frac{\delta}{2 \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau+1} \tag{3.12}
\end{equation*}
$$

Let $\lambda=\mu+i \omega$ be a characteristic root of (3.8) such that $\mu>0$. Since

$$
\int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau)\left(e^{-\mu \tau} \cos (\omega \tau)+1\right) d \tau \geq 0
$$

we have

$$
2 \beta^{*} \int_{\underline{\tau}}^{\bar{\tau}} e^{-(\mu+\gamma) \tau} f(\tau) \cos (\omega \tau) d \tau \leq-2 \beta^{*} \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau
$$

So, (3.11) and (3.12) lead to

$$
\mu \leq-\left(\delta+\beta^{*}\right)-2 \beta^{*} \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau<0
$$

a contradiction. Therefore, $\mu \leq 0$.
Suppose now that (3.8) has a purely imaginary characteristic root $i \omega$, with $\omega \in \mathbb{R}$. Then, (3.11) leads to

$$
\int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) \cos (\omega \tau) d \tau=\frac{\delta+\beta^{*}}{2 \beta^{*}}
$$

However,

$$
\left|\int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) \cos (\omega \tau) d \tau\right| \leq \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau
$$

and (3.12) yields

$$
\frac{\delta+\beta^{*}}{2 \beta^{*}}<-\int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau
$$

Hence, (3.8) has no purely imaginary root. Consequently, all characteristic roots of (3.8) have negative real part and the nontrivial equilibrium $x \equiv x^{*}$ of (2.12a) is locally asymptotically stable.

Finally, assume that

$$
\begin{equation*}
\beta^{*}=-\frac{\delta}{2 \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau+1} \tag{3.13}
\end{equation*}
$$

Consider a characteristic root $\lambda=\mu+i \omega$ of (3.8), which reduces, with (3.13), to

$$
\begin{equation*}
\lambda-2 \beta^{*} \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau)\left(1+e^{-\lambda \tau}\right) d \tau=0 \tag{3.14}
\end{equation*}
$$

Suppose, by contradiction, that $\mu>0$. By considering the real part of (3.14), we have

$$
\mu=2 \beta^{*} \int_{\underline{\tau}}^{\bar{\tau}} e^{-\gamma \tau} f(\tau)\left(1+e^{-\mu \tau} \cos (\omega \tau)\right) d \tau<0
$$

We obtain a contradiction; therefore $\mu \leq 0$. If we suppose now that $\mu=0$, then we easily obtain that

$$
\cos (\omega \tau)=-1 \quad \text { for all } \tau \in[\underline{\tau}, \bar{\tau}]
$$

which is impossible. It follows that all characteristic roots of (3.8) have negative real parts when (3.13) holds and the equilibrium $x \equiv x^{*}$ is locally asymptotically stable.


Fig. 3.1. The solutions $x(t)$ (solid curve) and $y(t)$ (dashed curve) of system (2.12) are drawn for values of the parameters $\beta_{0}, \delta$, and $\gamma$ given by $(2.2), n=2.42, \underline{\tau}=0$, and $\bar{\tau}=7$ days. In this case, the nontrivial equilibrium $E^{*}$ is locally asymptotically stable, although the solutions oscillate transiently.

From Lemma 2.1, we conclude that $E^{*}$ is locally asymptotically stable when (3.9) holds.

The asymptotic stability of $E^{*}$ is shown in Figure 3.1. Values of the parameters are given by (2.2), except $n=2.42, \tau=0$ and $\bar{\tau}=7$ days. The function $f$ is defined by

$$
f(\tau)= \begin{cases}\frac{1}{\bar{\tau}-\underline{\tau}} & \text { if } \tau \in[\underline{\tau}, \bar{\tau}]  \tag{3.15}\\ 0 & \text { otherwise }\end{cases}
$$

The MATLAB solver for delay differential equations, dde23 [32], is used to obtain Figure 3.1, as well as illustrations in sections 4 and 5.

When (3.9) does not hold, we have necessarily $\beta^{*}<0$. In this case, we cannot obtain the stability of $E^{*}$ for all values of $\beta^{*}$. In fact, in the next section we are going to show that the equilibrium $E^{*}$ can be destabilized, in this case, via a Hopf bifurcation.
4. Hopf bifurcation and periodic solutions. In this section, we show that the equilibrium $x \equiv x^{*}$ of (2.12a) can become unstable when (3.9) does not hold anymore. Throughout this section, we assume that

$$
\underline{\tau}=0
$$

and (2.25) holds, that is,

$$
0<\delta<\left(2 \int_{0}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau-1\right) \beta(0)
$$

From Proposition 2.2, the solutions of (2.12a) are bounded. Consequently, instability in (2.12a) occurs only via oscillatory solutions.

We assume that

$$
\begin{equation*}
\beta^{*}<-\frac{\delta}{2 \int_{0}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau+1}:=\widetilde{\delta} \tag{4.1}
\end{equation*}
$$

Otherwise, the nontrivial equilibrium $x \equiv x^{*}$ of (2.12a) is locally asymptotically stable (see Theorem 3.2).

If instability occurs for a particular value $\beta^{*}<\tilde{\delta}$, a characteristic root of (3.8) must intersect the imaginary axis. Hence, we look for purely imaginary characteristic roots $i \omega, \omega \in \mathbb{R}$, of (3.8). If $i \omega$ is a characteristic root of (3.8), then $\omega$ is a solution of the system

$$
\left\{\begin{align*}
\delta+\beta^{*}(1-2 C(\omega)) & =0  \tag{4.2}\\
\omega+2 \beta^{*} S(\omega) & =0
\end{align*}\right.
$$

where

$$
C(\omega):=\int_{0}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) \cos (\omega \tau) d \tau \quad \text { and } \quad S(\omega):=\int_{0}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) \sin (\omega \tau) d \tau
$$

One can notice that $\omega=0$ is not a solution of (4.2). Otherwise,

$$
\delta=\left(2 \int_{0}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau-1\right) \beta^{*}<0
$$

which gives a contradiction. Moreover, if $\omega$ is a solution of (4.2), then $-i \omega$ is also a characteristic root. Thus, we look only for positive solutions $\omega$.

Lemma 4.1. Assume that the function $\tau \mapsto e^{-\gamma \tau} f(\tau)$ is decreasing. Then, for each $\delta$ such that $(2.25)$ is satisfied, (4.2) has at least one solution $\left(\beta_{c}^{*}, \omega_{c}\right)$ with $\beta_{c}^{*}<\widetilde{\delta}$ and $\omega_{c}>0$. It follows that (3.8) has at least one pair of purely imaginary roots $\pm i \omega_{c}$ for $\beta^{*}=\beta_{c}^{*}$. Moreover, $\pm i \omega_{c}$ are simple characteristic roots of (3.8). Consider the branch of characteristic roots $\lambda\left(-\beta^{*}\right)$ such that $\lambda\left(-\beta_{c}^{*}\right)=i \omega_{c}$. Then

$$
\begin{equation*}
\left.\frac{d \operatorname{Re}(\lambda)}{d\left(-\beta^{*}\right)}\right|_{\beta^{*}=\beta_{c}^{*}}>0 \quad \text { if and only if } \quad-\delta\left(\frac{S\left(\omega_{c}\right)}{\omega_{c}}\right)^{\prime}>C^{\prime}\left(\omega_{c}\right) \tag{4.3}
\end{equation*}
$$

Proof. First, we show by induction that $S(\omega)>0$ for $\omega>0$. It is clear that $S(\omega)>0$ if $\omega \bar{\tau} \in(0, \pi]$. Suppose that $\omega \bar{\tau} \in(\pi, 2 \pi]$. Then

$$
\begin{aligned}
S(\omega) & =\frac{1}{\omega} \int_{0}^{\omega \bar{\tau}} e^{-\gamma \frac{\tau}{\omega}} f\left(\frac{\tau}{\omega}\right) \sin (\tau) d \tau \\
& =\frac{1}{\omega} \int_{0}^{\pi} e^{-\gamma \frac{\tau}{\omega}} f\left(\frac{\tau}{\omega}\right) \sin (\tau) d \tau+\frac{1}{\omega} \int_{\pi}^{\omega \bar{\tau}} e^{-\gamma \frac{\tau}{\omega}} f\left(\frac{\tau}{\omega}\right) \sin (\tau) d \tau
\end{aligned}
$$

Since $f$ is supported on the interval $[0, \bar{\tau}]$, it follows that

$$
\int_{\omega \bar{\tau}}^{2 \pi} e^{-\gamma \frac{\tau}{\omega}} f\left(\frac{\tau}{\omega}\right) \sin (\tau) d \tau=0
$$

So, we obtain

$$
\begin{aligned}
S(\omega) & =\frac{1}{\omega} \int_{0}^{\pi} e^{-\gamma \frac{\tau}{\omega}} f\left(\frac{\tau}{\omega}\right) \sin (\tau) d \tau+\frac{1}{\omega} \int_{\pi}^{2 \pi} e^{-\gamma \frac{\tau}{\omega}} f\left(\frac{\tau}{\omega}\right) \sin (\tau) d \tau \\
& =\frac{1}{\omega} \int_{0}^{\pi}\left(e^{-\gamma \frac{\tau}{\omega}} f\left(\frac{\tau}{\omega}\right)-e^{-\gamma \frac{\tau+\pi}{\omega}} f\left(\frac{\tau+\pi}{\omega}\right)\right) \sin (\tau) d \tau
\end{aligned}
$$

Since the function $\tau \mapsto e^{-\gamma \tau} f(\tau)$ is decreasing, we finally get $S(\omega)>0$. Using a similar argument for $\omega \bar{\tau} \in(k \pi,(k+1) \pi]$, with $k \in \mathbb{N}, k \geq 2$, we deduce that $S(\omega)>0$ for all $\omega>0$.

Consider the equation

$$
\begin{equation*}
g(\omega):=\frac{\omega(1-2 C(\omega))}{2 S(\omega)}=\delta, \quad \omega>0 \tag{4.4}
\end{equation*}
$$

The function $g$ is continuous with

$$
\begin{equation*}
\lim _{\omega \rightarrow 0} g(\omega)=\frac{1-2 C(0)}{2 \int_{0}^{\bar{\tau}} \tau e^{-\gamma \tau} f(\tau) d \tau}<0 \tag{4.5}
\end{equation*}
$$

because (2.25) leads to $1-2 C(0)<0$. Moreover, the Riemann-Lebesgue lemma implies that

$$
\lim _{\omega \rightarrow+\infty} C(\omega)=\lim _{\omega \rightarrow+\infty} S(\omega)=0
$$

This yields

$$
\lim _{\omega \rightarrow+\infty} g(\omega)=+\infty
$$

We conclude that there exists a solution $\omega_{c}>0$ of (4.4). Since $S\left(\omega_{c}\right)>0$ and $g\left(\omega_{c}\right)=\delta>0$, we obtain $1-2 C\left(\omega_{c}\right)>0$. Set

$$
\begin{equation*}
\beta_{c}^{*}=-\frac{\delta}{1-2 C\left(\omega_{c}\right)}<0 \tag{4.6}
\end{equation*}
$$

Since $\left|C\left(\omega_{c}\right)\right|<C(0)$, it follows that

$$
\beta_{c}^{*}<-\frac{\delta}{2 C(0)+1}=\widetilde{\delta}
$$

One can check that $\left(\beta_{c}^{*}, \omega_{c}\right)$ is a solution of (4.2). It follows that $\pm i \omega_{c}$ are characteristic roots of (3.8) for $\beta^{*}=\beta_{c}^{*}$.

Define a branch of characteristic roots $\lambda\left(-\beta^{*}\right)$ of (3.8) such that $\lambda\left(-\beta_{c}^{*}\right)=i \omega_{c}$. We use the parameter $-\beta^{*}$ because $\beta^{*}<\widetilde{\delta}<0$.

Using (3.8), we obtain

$$
\begin{equation*}
\left[1+2 \beta^{*} \int_{0}^{\bar{\tau}} \tau e^{-(\lambda+\gamma) \tau} f(\tau) d \tau\right] \frac{d \lambda}{d\left(-\beta^{*}\right)}=1-2 \int_{0}^{\bar{\tau}} e^{-(\lambda+\gamma) \tau} f(\tau) d \tau \tag{4.7}
\end{equation*}
$$

If we assume, by contradiction, that $i \omega_{c}$ is not a simple root of (3.8), then (4.7) leads to

$$
C\left(\omega_{c}\right)=\frac{1}{2} \quad \text { and } \quad S\left(\omega_{c}\right)=0
$$

Since $S\left(\omega_{c}\right)>0$, we obtain a contradiction. Thus, $i \omega_{c}$ is a simple root of (3.8).
Moreover, using (4.7), we have

$$
\left(\frac{d \lambda}{d\left(-\beta^{*}\right)}\right)^{-1}=\frac{1+2 \beta^{*} \int_{0}^{\bar{\tau}} \tau e^{-(\lambda+\gamma) \tau} f(\tau) d \tau}{1-2 \int_{0}^{\bar{\tau}} e^{-(\lambda+\gamma) \tau} f(\tau) d \tau}
$$

Since $\lambda$ is a characteristic root of (3.8), we also have

$$
1-2 \int_{0}^{\bar{\tau}} e^{-(\lambda+\gamma) \tau} f(\tau) d \tau=-\frac{\lambda+\delta}{\beta^{*}}
$$

So, we deduce

$$
\left(\frac{d \lambda}{d\left(-\beta^{*}\right)}\right)^{-1}=-\beta^{*} \frac{1+2 \beta^{*} \int_{0}^{\bar{\tau}} \tau e^{-(\lambda+\gamma) \tau} f(\tau) d \tau}{\lambda+\delta}
$$

Then,

$$
\begin{aligned}
\left.\operatorname{sign}\left\{\frac{d \operatorname{Re}(\lambda)}{d\left(-\beta^{*}\right)}\right\}\right|_{\beta^{*}=\beta_{c}^{*}} & =\left.\operatorname{sign}\left\{\operatorname{Re}\left(\frac{d \lambda}{d\left(-\beta^{*}\right)}\right)^{-1}\right\}\right|_{\beta^{*}=\beta_{c}^{*}} \\
& \left.\left.\left.=\operatorname{sign}\left\{\operatorname{Re}\left(-\beta^{*} \frac{1+2 \beta^{*} \int_{0}^{\tau} \tau e^{-(\lambda+\gamma) \tau} f(\tau) d \tau}{\lambda+\delta}\right)\right\} \right\rvert\,\right)\right\}\left.\right|_{\beta^{*}=\beta_{c}^{*}} \\
& =\operatorname{sign}\left\{-\beta_{c}^{*} \frac{\delta\left(1+2 \beta_{c}^{*} S^{\prime}\left(\omega_{c}\right)\right)+2 \beta_{c}^{*} \omega_{c} C^{\prime}\left(\omega_{c}\right)}{\delta^{2}+\omega_{c}^{2}}\right\} \\
& =\operatorname{sign}\left\{\delta\left(1+2 \beta_{c}^{*} S^{\prime}\left(\omega_{c}\right)\right)+2 \beta_{c}^{*} \omega_{c} C^{\prime}\left(\omega_{c}\right)\right\}
\end{aligned}
$$

From (4.6) and the fact that $1-2 C\left(\omega_{c}\right)>0$, this leads to

$$
\begin{aligned}
\left.\operatorname{sign}\left\{\frac{d \operatorname{Re}(\lambda)}{d\left(-\beta^{*}\right)}\right\}\right|_{\beta^{*}=\beta_{c}^{*}} & =\operatorname{sign}\left\{1-2 C\left(\omega_{c}\right)-2 \delta S^{\prime}\left(\omega_{c}\right)-2 \omega_{c} C^{\prime}\left(\omega_{c}\right)\right\} \\
& =\operatorname{sign}\left\{2 \omega_{c}\left(-C^{\prime}\left(\omega_{c}\right)-\delta\left(\frac{S\left(\omega_{c}\right)}{\omega_{c}}\right)^{\prime}\right)\right\} \\
& =\operatorname{sign}\left\{-C^{\prime}\left(\omega_{c}\right)-\delta\left(\frac{S\left(\omega_{c}\right)}{\omega_{c}}\right)^{\prime}\right\}
\end{aligned}
$$

This concludes the proof.
Remark 2. Consider the function $g$ defined by (4.4) and denote by $\alpha$ the quantity

$$
\alpha:=\left(2 \int_{0}^{\bar{\tau}} e^{-\gamma \tau} f(\tau) d \tau-1\right) \beta(0) .
$$

Define the sets

$$
\Omega:=\left\{\omega>0 ; 0<g(\omega)<\alpha \quad \text { and } g^{\prime}(\omega)=0\right\} \quad \text { and } \quad \Lambda:=g(\Omega)
$$

One can notice that $\Lambda$ is finite (or empty). If $\delta \in(0, \alpha) \backslash \Lambda$, then

$$
\left.\frac{d \operatorname{Re}(\lambda)}{d\left(-\beta^{*}\right)}\right|_{\beta^{*}=\beta_{c}^{*}} \neq 0
$$

Indeed, we have

$$
g^{\prime}(\omega)=-\frac{\omega}{S(\omega)}\left(g(\omega)\left(\frac{S(\omega)}{\omega}\right)^{\prime}+C^{\prime}(\omega)\right), \quad \omega>0
$$

Since $\delta \notin \Lambda$, we have $g^{\prime}\left(\omega_{c}\right) \neq 0$. Moreover, $g\left(\omega_{c}\right)=\delta$. Thus

$$
C^{\prime}\left(\omega_{c}\right) \neq-\delta\left(\frac{S\left(\omega_{c}\right)}{\omega_{c}}\right)^{\prime}
$$

We conclude by using (4.3).
Lemma 4.1, together with Remark 2, allows us to state and prove the following theorem.

ThEOREM 4.2. Assume that the function $\tau \mapsto e^{-\gamma \tau} f(\tau)$ is decreasing. Then, for each $\delta \notin \Lambda$ satisfying (2.25), there exists $\beta_{c}^{*}<\widetilde{\delta}$ such that the equilibrium $x \equiv x^{*}$ is locally asymptotically stable when $\beta_{c}^{*}<\beta^{*} \leq \widetilde{\delta}$ and a Hopf bifurcation occurs at $x \equiv x^{*}$ when $\beta^{*}=\beta_{c}^{*}$.

Proof. First, recall that $x \equiv x^{*}$ is locally asymptotically stable when $\beta^{*}=\widetilde{\delta}$ (see Theorem 3.2). We recall that, from the properties of the function $g$, (4.4) has a finite number of solutions (see Lemma 4.1). We set

$$
\beta_{c}^{*}=-\frac{\delta}{1-2 C\left(\omega_{c}^{*}\right)}
$$

where $\omega_{c}^{*}$ is the smaller positive real such that

$$
C\left(\omega_{c}^{*}\right)=\min \{C(\omega) ; \omega \text { is a solution of }(4.4)\}
$$

Then, $\beta_{c}^{*}$ is the maximum value of $\beta^{*}$ (as defined in Lemma 4.1) which gives a solution of (4.2). From Lemma 4.1, (3.8) has no purely imaginary roots while $\beta_{c}^{*}<\beta^{*} \leq \widetilde{\delta}$. Consequently, Rouché's theorem [10, p. 248] leads to the local asymptotic stability of $x \equiv x^{*}$.

When $\beta^{*}=\beta_{c}^{*}$, (3.8) has a pair of purely imaginary roots $\pm i \omega_{c}, \omega_{c}>0$ (see Lemma 4.1). Moreover, since $\delta \notin \Lambda$, Remark 2 implies that

$$
\left.\frac{d \operatorname{Re}(\lambda)}{d\left(-\beta^{*}\right)}\right|_{\beta^{*}=\beta_{c}^{*}} \neq 0
$$

Assume, by contradiction, that

$$
\frac{d \operatorname{Re}(\lambda)}{d\left(-\beta^{*}\right)}<0
$$

for $\beta^{*}>\beta_{c}^{*}, \beta^{*}$ close to $\beta_{c}^{*}$. Then there exists a characteristic root $\lambda\left(-\beta^{*}\right)$ such that $\operatorname{Re} \lambda\left(-\beta^{*}\right)>0$. This contradicts the fact that $x \equiv x^{*}$ is locally asymptotically stable when $\beta^{*}>\beta_{c}^{*}$. Thus, we obtain

$$
\left.\frac{d \operatorname{Re}(\lambda)}{d\left(-\beta^{*}\right)}\right|_{\beta^{*}=\beta_{c}^{*}}>0
$$

This implies the existence of a Hopf bifurcation at $x \equiv x^{*}$ for $\beta^{*}=\beta_{c}^{*}$.

With the values of $\delta, \gamma$ and $\beta_{0}$ given by (2.2), and $\bar{\tau}=7$ days, (2.12) has periodic solutions for $\beta_{c}^{*}=-0.3881$ with a period about 33 days. This value of $\beta_{c}^{*}$ corresponds to $n=2.53$ (see Figures 4.1 and 4.2). The function $f$ is given by (3.15).


Fig. 4.1. The solutions of system (2.12), $x(t)$ (solid curve) and $y(t)$ (dashed curve), are drawn when the Hopf bifurcation occurs. This corresponds to $n=2.53$ with the other parameters given by (2.2) and $\bar{\tau}=7$ days. Periodic solutions appear with period of the oscillations about 33 days.


Fig. 4.2. For the values used in Figure 4.1, the solutions are shown in the ( $x, y$ )-plane: the trajectories reach a limit cycle, surrounding the equilibrium.

The bifurcation parameter was chosen to be $\beta^{*}$ in this study, and the values of $\beta^{*}$ depend strongly on the sensitivity $n$ of the function $\beta(x)$, since all other parameters are fixed by (2.25). In this model, the sensitivity $n$ plays a crucial role in the appearance of periodic solutions. Pujo-Menjouet and Mackey [27] already noticed the influence of this parameter on system (2.12) when the delay is constant (or equivalently, when $f$ is a Dirac measure). The sensitivity $n$ describes the way the rate of introduction in the proliferating phase reacts to changes in the resting phase population produced by external stimuli: a release of erythropoietin, for example, or the action of some growth factors.

Of course, the influence of other parameters (like mortality rates $\delta$ and $\gamma$, or the minimum and maximum delays $\underline{\tau}$ and $\bar{\tau}$ ) on the appearance of periodic solutions could be studied. However, since periodic hematological diseases-defined and described in section 5-are supposed to be due to hormonal control destabilization (see [11]), then the parameter $n$, among other parameters, seems to be appropriate to identify causes leading to periodic solutions in (2.12).
5. Discussion. Among the wide range of diseases affecting blood cells, periodic hematological diseases (Haurie, Dale, and Mackey [14]) are of main importance because of their intrinsic nature. These diseases are characterized by significant oscillations in the number of circulating cells, with periods ranging from weeks (19 to 21 days for cyclical neutropenia [14]) to months (30 to 100 days for chronic myelogenous leukemia [14]) and amplitudes varying from normal to low levels or normal to high levels, depending on the cells types [14]. Because of their dynamic character, periodic hematological diseases offer an opportunity to understand some of the regulating processes involved in the production of hematopoietic cells, which are still not well understood.

Some periodic hematological diseases involve only one type of blood cells, for example, red blood cells in periodic autoimmune hemolytic anemia (Bélair, Mackey, and Mahaffy [4]) or platelets in cyclical thrombocytopenia (Santillan et al. [31]). In these cases, periods of the oscillations are usually between two and four times the bone marrow production delay. However, other periodic hematological diseases, such as cyclical neutropenia (Haurie, Dale, and Mackey [14]) or chronic myelogenous leukemia (Fortin and Mackey [11]), show oscillations in all of the circulating blood cells, i.e., white cells, red blood cells, and platelets. These diseases involve oscillations with quite long periods (on the order of weeks to months). A destabilization of the pluripotential stem cell population (from which all of the mature blood cells types are derived) seems to be at the origin of these diseases.

We focus, in particular, on chronic myelogenous leukemia (CML), a cancer of the white cells, resulting from the malignant transformation of a single pluripotential stem cell in the bone marrow (Pujo-Menjouet, Bernard, and Mackey [26]). As described in Morley, Baikie, and Galton [24], oscillations can be observed in patients with CML, with the same period for white cells, red blood cells and platelets. This is called periodic chronic myelogenous leukemia (PCML). The period of the oscillations in PCML ranges from 30 to 100 days [14], [11] depending on patients. The difference between these periods and the average pluripotential cell cycle duration (between 1 and 4 days, as observed in mice [18]) is still not well understood.

Recently, to understand the dynamics of periodic chronic myelogenous leukemia, Pujo-Menjouet, Bernard, and Mackey [26] considered a model for the regulation of stem cell dynamics and investigated the influence of parameters in this stem cell model on the oscillations period when the model becomes unstable and starts to


Fig. 5.1. Solutions $x(t)$ (solid curve) and $y(t)$ (dashed curve) of system (2.12) oscillate with periods close to 45 days; the parameters are the same as in Figure 4.1, with $n=3$. The amplitudes of the oscillations range from low values to normal values.
oscillate. In this paper, taking into account the fact that a cell cycle has two phases, that is, stem cells in process are either in a resting phase or actively proliferating, and assuming that cells divide at different ages, we proposed a system of differential equations with distributed delay to model the dynamics of hematopoietic stem cells. By constructing a Lyapunov functional, we gave conditions for the trivial equilibrium to be globally asymptotically stable. Local stability and Hopf bifurcation of the nontrivial equilibrium were studied, the existence of a Hopf bifurcation leading to the appearance of periodic solutions in this model, with a period around 30 days at the bifurcation.

Numerical simulations show that periodic solutions occur after the bifurcation, with periods increasing as the bifurcation parameter (the sensitivity $n$ ) increases. In Figure 5.1, solutions oscillate around the equilibrium values with periods around 45 days. Moreover, amplitudes of the oscillations range from low values to normal values. The sensitivity is equal to $n=3$; that is, the parameters are given by (2.2). This corresponds to values given by Mackey [16], values for which abnormal behavior (periodic) is usually observed in all circulating blood cells types.

When $n$ continues to increase, longer oscillations periods are observed with amplitudes varying from low values to high values (see Figure 5.2). This situation characterizes periodic chronic myelogenous leukemia, with periods in the order of 2 months (70 days).

Moreover, the oscillations observed in Figures 5.1 and 5.2 look very much like relaxation oscillations. Experimental data from patients with PCML suggest that the shape of oscillations is of a relaxation oscillator type [11, 14]. Furthermore, Fowler and Mackey [12] showed that a model for hematopoiesis with a discrete delay may also exhibit relaxation oscillations. Therefore, it seems that not only periods and


Fig. 5.2. Solutions $x(t)$ (solid curve) and $y(t)$ (dashed curve) of system (2.12) oscillate with periods close to 70 days; the parameters are the same as in Figure 4.1, with $n=4$. The amplitudes of the oscillations range from low values to high values.
amplitudes of the oscillations correspond to the ones observed in PCML but also the shape of the oscillations.

Numerical simulations demonstrated that long period oscillations in the circulating cells are possible in our model even with short duration cell cycles. Thus, we are able to characterize some hematological diseases, especially those that exhibit a periodic behavior of all the circulating blood cells.
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#### Abstract

The propagation of sound is considered in a potential cylindrical vortex, with superimposed axial flow, by means of explicit analytical solutions. The sound waves are sinusoidal in time and in the axial and azimuthal directions; the convected wave equation leads to a radial dependence specified by an ordinary second-order differential equation, with two singularities, at the origin and at infinity. Both singularities are irregular, implying that the acoustic fields have an essential singularity. In the neighborhood of the vortex axis, the essential singularity of the acoustic field is specified by an exponential of the integrated Doppler shift; using the latter as a factor, the acoustic fields are specified by asymptotic expansions in ascending powers of the radius. In the neighborhood of the point at infinity, where the tangential mean flow velocity vanishes, the leading terms are outward or inward propagating cylindrical waves; these factors multiply asymptotic expansions in descending powers of the radius. The two pairs of solutions, around the vortex axis and the point at infinity, are valid in all space or overlapping regions, as far as the asymptotic expansions can be calculated. The case of an annular nozzle, with uniform axial flow, and potential swirl is used as an example; the eigenvalues are obtained for rigid wall boundary conditions and the corresponding eigenfunctions are plotted.
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1. Introduction. The propagation of sound in swirling flows $[9,7,8,12,5]$ is relevant to the acoustics of turbomachinery and has important engineering applications in propulsion and power generation, e.g., jet engines and power turbines. The best known case is the rigid body rotation, for which the angular velocity is constant. It is of some interest to consider less simple cases, e.g., with radially varying angular velocity, of which the potential vortex is the only case, for which an acoustic potential exists, satisfying the convected wave equation $[10,1,2]$. The present paper concerns the exact solution of the convected wave equation in a cylindrical duct in the presence of a uniform axial flow with a superimposed potential vortex.

A vortex has a core where the tangential velocity remains finite, e.g., it should be sufficient to match the present solution to a small core with rigid body rotation. Taking the limit of zero core radius leads to a vortex with an algebraic singularity for the mean flow velocity and an essential singularity for the acoustic field. The latter singularity specifies the leading term of the acoustic field, viz., a Doppler factor on the vortex axis; at infinity, where the mean flow velocity vanishes, the leading term is a cylindrical wave. In both cases, viz., the solution around the vortex axis or the solution at infinity, the exact solution beyond the leading term is an asymptotic expansion; since the vortex is unstable, its perturbation could not be expected to lead to a convergent series. The summation of the asymptotic expansion is accurate for low azimuthal orders, and it shows that the leading terms dominate the acoustic fields.

[^90]The acoustic wave equation in cylindrical coordinates in a potential vortex is harmonic in time and in the circumferential and axial coordinates and thus leads to a linear ordinary differential equation in the radial direction (section 2.1 ), which has two irregular singularities. The singularity on the vortex axis can be represented by a Doppler effect associated with the mean flow velocity (section 2.2); once this factor is inserted the exact solution can be obtained as an ascending power series (section 2). The mean flow velocity tends to uniform at infinity, and thus the limit of the cylindrical wave specifies the singularity there (section 3.1); inserting this factor leads to an asymptotic expansion for the acoustic field at large radius (section 3). The combination of the two solutions specifies the acoustics of nozzles with axial flow and swirl (section 3.2), including the eigenvalues (section 4.1) and the radial eigenfunctions (section 4.2). These are discussed for several axial and tangential Mach numbers, dimensionless frequencies, and circumferential wavenumbers.
2. Acoustic fields in the neighborhood of the vortex axis. The convected wave equation, which describes sound propagation in a potential vortex (appendix), has an irregular singularity on the vortex axis (section 2.1), because the mean flow velocity is infinite there. This corresponds to an essential singularity for the acoustic potential, which is specified by the integrated Doppler shift (section 2.2); using this singularity as a factor, a pair of linearly independent solutions is obtained as a power series of the radius.
2.1. Convected wave equation for a vortex flow. The acoustic potential $\Phi$ satisfies the convected wave equation

$$
\begin{equation*}
\left\{c^{-2}(\partial / \partial t+\vec{V} \cdot \nabla)^{2}-\nabla^{2}\right\} \Phi(\vec{x}, t)=0 \tag{2.1}
\end{equation*}
$$

in a nonuniform, incompressible flow for which the sound speed $c$ is constant. A cylindrical vortex corresponds to a potential flow if the circulation per unit length $\Gamma$ is a constant, corresponding to the tangential velocity,

$$
\begin{align*}
V_{\theta} & =\Gamma /(2 \pi r)=\gamma / r  \tag{2.2a}\\
\gamma & \equiv \Gamma / 2 \pi \tag{2.2b}
\end{align*}
$$

where $\gamma$ is the circulation per radian. If a uniform axial velocity $U$ is added, the mean flow velocity

$$
\begin{equation*}
\vec{V}=U \overrightarrow{e_{z}}+(\gamma / r) \overrightarrow{e_{\theta}} \tag{2.3}
\end{equation*}
$$

is still potential, and the convected wave equation (2.1) becomes

$$
\begin{align*}
& \left\{c^{-2}\left[\partial / \partial t+U \partial / \partial z+\left(\gamma / r^{2}\right) \partial / \partial \theta\right]^{2}-r^{-1}(\partial / \partial r) r(\partial / \partial r)\right. \\
& \left.-r^{-2} \partial^{2} / \partial \theta^{2}-\partial^{2} / \partial z^{2}\right\} \Phi(r, \theta, z, t)=0 \tag{2.4}
\end{align*}
$$

in cylindrical coordinates.
Since the mean flow is steady and the velocity depends only on $r$, it is convenient to use Fourier decompositions in $t, \theta, z$, i.e., the acoustic potential is represented

$$
\begin{equation*}
\Phi(r, \theta, z, t)=\sum_{m=-\infty}^{+\infty} e^{i m \theta} \iint_{-\infty}^{+\infty} d \omega d k e^{i(k z-\omega t)} \Psi(r ; m, k, \omega) \tag{2.5}
\end{equation*}
$$

by (i) a Fourier series in the azimuthal direction $\theta$, with integral wavenumber $m$; (ii) a Fourier integral in time $t$, with frequency $\omega$; (iii) a Fourier integral in the axial direction $z$, with a continuous wavenumber $k$ spectrum for an infinite vortex (or a Fourier series with wavenumber $2 \pi l / L$ for a vortex of length $L$, with $l$ integer). Substitution of (2.5) into (2.3) leads to an ordinary differential equation for the radial $r$ dependence of the acoustic potential spectrum
$r^{2} \Psi^{\prime \prime}+r \Psi^{\prime}+\left\{\left[(\omega-k U)^{2} / c^{2}-k^{2}\right] r^{2}-2 m \gamma(\omega-k U) / c^{2}-m^{2}+(m \gamma / c r)^{2}\right\} \Psi=0$,
where appear the transverse wavenumber (2.7a)

$$
\begin{gather*}
K^{2} \equiv(\omega-k U)^{2} / c^{2}-k^{2},  \tag{2.7a}\\
q^{2} \equiv m^{2}+2 m \gamma(\omega-k U) / c^{2} \tag{2.7b}
\end{gather*}
$$

and the azimuthal constant (2.7b). The differential equation

$$
\begin{equation*}
r^{2} \Psi^{\prime \prime}+r \Psi^{\prime}+\left[K^{2} r^{2}-q^{2}+(m \gamma / c)^{2} / r^{2}\right] \Psi=0 \tag{2.8}
\end{equation*}
$$

is similar to a Bessel equation, except for the last term in the square brackets, which involves the circulation.

Introducing the dimensionless variable incorporating the transverse wavenumber,

$$
\begin{align*}
s & \equiv K r  \tag{2.9a}\\
\Psi(r ; m, k, \omega) & \equiv F(s), \tag{2.9b}
\end{align*}
$$

leads to the differential equation

$$
\begin{equation*}
s^{2} F^{\prime \prime}+s F^{\prime}+\left(s^{2}-q^{2}+a^{2} / s^{2}\right) F=0 \tag{2.10}
\end{equation*}
$$

similar to the Bessel equation of order $q$, apart from the term involving the constant:

$$
\begin{equation*}
a \equiv m \gamma K / c \tag{2.11}
\end{equation*}
$$

This constant vanishes $(a=0)$ in the absence of the vortex $\gamma=0$, in which case $q=m$ in $(2.7 \mathrm{~b})$ is the azimuthal wavenumber, and the acoustic potential which is finite on axis is specified by a Bessel function:

$$
\begin{equation*}
\gamma=0: \quad F(s)=J_{m}(s)=J_{m}(K r) \tag{2.12}
\end{equation*}
$$

The other solution is a Neumann function $Y_{m}(s) \sim \log s$ which has a logarithmic singularity on the axis. These two solutions apply in the absence of a vortex $\gamma=0$, i.e., for $a=0$, when the origin $s=0$ is a regular singularity of the differential equation, i.e., the case of cylindrical waves. They also apply in the presence of the vortex $\gamma \neq 0$, but only to the axisymmetric mode [9] $m=0$, since then $a=0$ in (2.11). For nonaxisymmetric modes $m \geq 1$, and in the presence of the vortex $\gamma \neq 0$, then $a \neq 0$ in (2.11), and the differential equation (2.10) has an irregular singularity at the origin $s=0$, implying that the solution has an essential singularity. This corresponds to a singular phase for the acoustic field on the vortex axis, which is specified by the integrated Doppler shift, as shown next.
2.2. Singular Doppler shift on the vortex axis. The Doppler shift of a sound wave of wave vector $\vec{K}$ in a mean flow of velocity $\vec{V}$ is given by an integral along the ray path $d l$, viz.,

$$
\begin{equation*}
\phi=\int[(\vec{K} \cdot \vec{V}) / c] d l=(m / c) \int V_{\theta} d r=m \gamma / c r=m \gamma K / c s=a / s \tag{2.13}
\end{equation*}
$$

where the mean velocity is tangential (2.2a), and thus multiplies the azimuthal wavenumber $m$, and (2.9a), (2.11) were used. Thus the acoustic potential should be of the form

$$
\begin{equation*}
F(s)=e^{\Omega(s)} G(s), \tag{2.14}
\end{equation*}
$$

where $\Omega(s)=i \phi=i a / s$ is the singular phase term, corresponding to the essential singularity in the solution, and $G(s)$ should be an ascending power series. Note that the differential equation (2.10) will not have an ascending power series solution, unless the factor $e^{\Omega(s)}$ is inserted. A solution of the type (2.14) is called a normal integral [6], and it will be shown next that a solution of this type exists, with essential singularity $e^{\Omega(s)}$ specified $\Omega(s)=i \phi$ by the integrated Doppler shift (2.13). To prove this, (2.14) is substituted in the differential equation (2.10), leading to

$$
\begin{equation*}
s^{2} G^{\prime \prime}+s\left[1+2 \Omega^{\prime} s\right] G^{\prime}+\left[s^{2}\left(\Omega^{\prime \prime}+\Omega^{\prime 2}\right)+s \Omega^{\prime}+s^{2}-q^{2}+a^{2} / s^{2}\right] G=0 \tag{2.15}
\end{equation*}
$$

The origin $s=0$ will be a regular singularity, and $G(s)$ will have solution as an ascending power series of Frobenius-Fuchs type if the coefficients in square brackets are analytic at $s=0$,

$$
\begin{equation*}
X_{1} \equiv 2 \Omega^{\prime} s=O(1)=s^{2}\left(\Omega^{\prime 2}+\Omega^{\prime \prime}\right)+s \Omega^{\prime}+a^{2} / s^{2} \equiv X_{2} \tag{2.16}
\end{equation*}
$$

Thus, if $\Omega(s)$ can be found such that both $X_{1}$ and $X_{2}$ in (2.16) are analytic functions of $s$ at $s=0$, then $s=0$ is a regular singularity of (2.15), and $G(s)$ is an ascending power series, which substituted in (2.14) specifies the normal integral as solution of (2.10).

It turns out that it is not necessary to make both $X_{1}$ and $X_{2}$ analytical at $s=0$, but it is sufficient to choose $\Omega(s)$ so as to eliminate the most singular term, viz., the double pole $a^{2} / s^{2}$, by taking this to cancel with $s^{2} \Omega^{\prime 2}$, viz.,

$$
\begin{equation*}
\Omega^{\prime}(s)= \pm i a / s^{2} \tag{2.17}
\end{equation*}
$$

this implies

$$
\begin{equation*}
\Omega(s)=\mp i a / s \tag{2.18}
\end{equation*}
$$

that, as predicted before, the integrated Doppler shift (2.13) appears in the normal integral (2.14) in the form

$$
\begin{equation*}
F_{ \pm}(s)=e^{\mp i a / s} G_{ \pm}(s) \tag{2.19}
\end{equation*}
$$

where $G_{ \pm}(s)$ satisfies the differential equation

$$
\begin{equation*}
s^{2} G_{ \pm}^{\prime \prime}+s(1 \pm 2 i a / s) G_{ \pm}^{\prime}+\left(s^{2}-q^{2} \mp i a / s\right) G_{ \pm}=0 \tag{2.20}
\end{equation*}
$$

obtained by substituting (2.18) in (2.15).

The origin $s=0$ would be a regular singularity of (2.20) if the coefficients in parentheses were analytic at $s=0$, in which case two ascending Frobenius-Fuchs power series would exist for each of $G_{+}$and $G_{-}$. In fact both coefficients in parentheses in (2.20) have simple poles, but this is an improvement over the double pole in the coefficient in parentheses in (2.10). The latter has no solutions in power series, as could be found by trying the Frobenius-Fuchs method. In contrast, substituting a Frobenius-Fuchs series

$$
\begin{equation*}
G_{ \pm}(s)=\sum_{J=0}^{\infty} g_{j}^{ \pm} s^{j+\sigma_{ \pm}} \tag{2.21}
\end{equation*}
$$

in (2.20), it will be shown that one solution exists; it could not have two, so it could have none or one, and the latter is the case. This follows from the recurrence formula for the coefficients,

$$
\begin{equation*}
\left[\left(j+\sigma_{ \pm}\right)^{2}-q^{2}\right] g_{j}^{ \pm}+g_{j-2}^{ \pm}=\mp i a\left(2 j+2 \sigma_{ \pm}+1\right) g_{j+1}^{ \pm} \tag{2.22}
\end{equation*}
$$

which could be identical to that for Bessel functions in the absence of the vortex $a=0$, and otherwise $a \neq 0$ is triple instead of double. Setting $j=-1$ leads to the indicial equation

$$
\begin{equation*}
j=-1: \quad\left(2 \sigma_{ \pm}-1\right) g_{0}^{ \pm}=0 \tag{2.23}
\end{equation*}
$$

which has one root, corresponding to

$$
\begin{equation*}
\sigma_{ \pm}=1 / 2: \quad\left[(j+1 / 2)^{2}-q^{2}\right] g_{j}^{ \pm}+g_{j-2}^{ \pm}=\mp 2 i a(j+1) g_{j+1}^{ \pm} \tag{2.24}
\end{equation*}
$$

as recurrence relation for the coefficients. Thus (2.24), (2.21) specify one solution for each of the two differential equations (2.20), yielding in total the two linearly independent solutions (2.19) needed for the second-order differential equation (2.10).

The two Frobenius-Fuchs series (2.21),

$$
\begin{equation*}
g_{0}^{ \pm} \equiv 1: \quad G_{ \pm}(s)=\sum_{j=0}^{\infty} g_{j}^{ \pm} s^{j+1 / 2} \tag{2.25}
\end{equation*}
$$

multiplied (2.19) by the Doppler shift (2.13) specify the normal integrals

$$
\begin{equation*}
F_{ \pm}(s)=e^{\mp i a / s} s^{1 / 2} \sum_{j=0}^{\infty} g_{j}^{ \pm} s^{j} \tag{2.26}
\end{equation*}
$$

corresponding to the acoustic potentials

$$
\begin{equation*}
\Psi_{ \pm}(r ; m, k, \omega)=e^{\mp i m \gamma / c r} \sum_{j=0}^{\infty} g_{j}^{ \pm}(K r)^{j+1 / 2} \tag{2.27}
\end{equation*}
$$

which are linearly independent. The total acoustic potential is a linear combination

$$
\begin{equation*}
r<\infty: \quad \Psi(r ; m, k, \omega)=A_{+} \Psi_{+}(r ; m, k, \omega)+A_{-} \Psi_{-}(r ; m, k, \omega) \tag{2.28}
\end{equation*}
$$

where the arbitrary constants of integration $A_{ \pm}$incorporate the coefficients $g_{0}^{ \pm}$, which can thus be set to unity in (2.25). The two arbitrary constants of integration $A_{ \pm}$ are determined by two conditions, i.e., (i) the acoustic potential at a given radius $\Psi\left(r_{0} ; m, k, \omega\right) ;$ (ii) a radiation condition at infinity $r=\infty$. Since the solution (2.28) holds only for finite $r$, to apply the radiation condition, the solution of (2.10) around the point at infinity must be obtained.
3. Asymptotic acoustic fields and radiation condition. Besides the origin, the other singularity of the convected wave equation in a potential vortex is the point at infinity; the latter is also an irregular singularity of the differential equation, implying an essential singularity for the acoustic field, which is simply a cylindrical wave, since the mean flow velocity vanishes at infinity. Using the asymptotic cylindrical wave as a factor, two solutions of the convected wave equation are obtained as descending power series of the radius (section 3.1). Since these solutions represent inward and outward propagating waves, they allow the application of the Sommerfeld radiation condition. The pair of asymptotic solutions (section 3.1) overlaps with the pair of solutions around the vortex axis (section 3.2), allowing the application of boundary conditions for a potential vortex plus axial flow in a cylindrical or annular nozzle (section 3.2).
3.1. Sound radiation in a cylindrical vortex flow. The point at infinity $s=\infty$ is mapped to the origin $\zeta=0$ using the inversion as a change variable,

$$
\begin{align*}
\zeta & =1 / s  \tag{3.1a}\\
F(s) & =H(\zeta) \tag{3.1b}
\end{align*}
$$

which transforms the differential equation (2.10) to

$$
\begin{equation*}
\zeta^{2} H^{\prime \prime}+\zeta H^{\prime}+\left(1 / \zeta^{2}-q^{2}+a^{2} \zeta^{2}\right) H=0 . \tag{3.2}
\end{equation*}
$$

It is clear from the double pole in the coefficient in parentheses that the origin $\zeta=0$ is an irregular singularity of the differential equation (3.2), and thus the point at infinity $s=\infty$ or $r=\infty$ is an irregular singularity of (2.10) or (2.8). In this case the search for a solution as a normal integral is facilitated by noting that the vortex does not produce a mean flow at infinity, i.e., $a$ in (3.2) does not affect the singularity at $\zeta=0$. This means that the acoustic potential at infinity consists of cylindrical waves propagating inward and outward, implying solutions of the form $\exp ( \pm i K r)=$ $\exp ( \pm i s)=\exp ( \pm i / \zeta)$; this specifies the essential singularity in the normal integral,

$$
\begin{equation*}
H_{ \pm}(\zeta)=e^{ \pm i / \zeta} J_{ \pm}(\zeta) \tag{3.3}
\end{equation*}
$$

which substituted in (3.2) leads to

$$
\begin{equation*}
\zeta^{2} J_{ \pm}^{\prime \prime}+(\zeta \mp 2 i) J_{ \pm}^{\prime}+\left(i / \zeta-q^{2}+a^{2} \zeta^{2}\right) J_{ \pm}=0 \tag{3.4}
\end{equation*}
$$

Note that although the origin $\zeta=0$ is not a regular singularity of the differential equation (3.4), because there is a simple pole in the second coefficient in parentheses, this is better than the double pole in the coefficient in parentheses in (3.2).

It can be checked by substituting a Frobenius-Fuchs series in (3.2) that no solution in ascending power series exists. Substituting in (3.4) a Frobenius-Fuchs series,

$$
\begin{equation*}
J_{ \pm}(\zeta)=\sum_{l=0}^{\infty} j_{l}^{ \pm} \zeta^{l+\vartheta_{ \pm}} \tag{3.5}
\end{equation*}
$$

leads to the recurrence formula for the coefficients

$$
\begin{equation*}
\left[\left(l+\vartheta_{ \pm}\right)^{2}-q^{2}\right] j_{l}^{ \pm} \mp\left(2 l+2 \vartheta_{ \pm}+1\right) i j_{l+1}^{ \pm}+a^{2} j_{l-2}^{ \pm}=0 \tag{3.6}
\end{equation*}
$$

and indicial equation

$$
\begin{equation*}
l=-1: \quad\left(2 \vartheta_{ \pm}-1\right) j_{0}^{ \pm}=0 \tag{3.7}
\end{equation*}
$$

which has one root:

$$
\begin{equation*}
\vartheta_{ \pm}=1 / 2: \quad\left[(l+1 / 2)^{2}-q^{2}\right] j_{l}^{ \pm} \mp 2(l+1) i j_{l+1}^{ \pm}+a^{2} j_{l-2}^{ \pm}=0 \tag{3.8}
\end{equation*}
$$

This specifies (3.8), (3.5) one solution for each of the differential equations (3.4), and thus in total two solutions (3.3) for the differential equation (3.2). These solutions represent inward and outward propagating waves at infinity and thus allow the application of a radiation condition. By matching the solutions around the point at infinity with the solutions around the origin (2.27), other types of boundary conditions may be applied, e.g., for a vortex in a cylindrical duct.

Before proceeding to consider several kinds of boundary conditions, it is convenient to make explicit the two solutions at infinity, corresponding to outward and inward propagating waves. The power series (3.5),

$$
\begin{equation*}
j_{0}^{ \pm} \equiv 1: \quad J_{ \pm}(\zeta)=\sum_{l=0}^{\infty} j_{l}^{ \pm} \zeta^{l+1 / 2} \tag{3.9}
\end{equation*}
$$

multiplied by the phase term (3.3),

$$
\begin{equation*}
H_{ \pm}(\zeta)=e^{ \pm i / \zeta} \sum_{l=0}^{\infty} j_{l}^{ \pm} \zeta^{l+1 / 2} \tag{3.10}
\end{equation*}
$$

specify the acoustic potential around (3.1a), (3.1b) the point-at-infinity,

$$
\begin{equation*}
F^{ \pm}(s)=e^{ \pm i s} \sum_{l=0}^{\infty} j_{l}^{ \pm} s^{-l-1 / 2} \tag{3.11}
\end{equation*}
$$

which corresponds,

$$
\begin{equation*}
\Psi^{ \pm}(r ; m, k, \omega)=e^{ \pm i K r} \sum_{l=0}^{\infty} j_{l}^{ \pm}(K r)^{-l-1 / 2} \tag{3.12}
\end{equation*}
$$

to, respectively, outward $\Psi^{+}$and inward $\Psi^{-}$propagating waves.
3.2. Application to nozzles with axial flow and swirl. The total acoustic potential is a linear combination of the two,

$$
\begin{equation*}
r>0: \quad \Psi(r ; m, k, \omega)=B_{+} \Psi^{+}(r ; m, k, \omega)+B_{-} \Psi^{-}(r ; m, k, \omega) \tag{3.13}
\end{equation*}
$$

where the arbitrary constants of integration $B_{ \pm}$incorporate the coefficient $j_{0}^{ \pm}$, which may be set to unity (3.9). The outward $\Psi^{+}$and inward $\Psi^{-}$propagating acoustic potentials for all distances except for duct axis $r>0$ are a linear combination of the acoustic potential $\Psi_{ \pm}$valid (2.27) at all finite distances $r<\infty$, in the region of overlap,

$$
\begin{equation*}
0<r<\infty: \quad \Psi^{ \pm}(r ; m, k, \omega)=D_{+}^{ \pm} \Psi_{+}(r ; m, k, \omega)+D_{-}^{ \pm} \Psi_{-}(r ; m, k, \omega) \tag{3.14}
\end{equation*}
$$

where the constants $D_{ \pm}^{ \pm}$can be determined at any point. The radiation condition, specifying outward propagating waves $\Psi^{+}$at infinity, requires selecting the first term of the right-hand side of (3.13), viz.,

$$
\begin{align*}
& r>0: \quad \Psi(r ; m, k, \omega)=B_{+} \Psi^{+}(r ; m, k, \omega)  \tag{3.15a}\\
& r<\infty: \quad \Psi(r ; m, k, \omega)=B_{+}\left[D_{+}^{+} \Psi_{+}(r ; m, k, \omega)+D_{-}^{+} \Psi_{-}(r ; m, k, \omega)\right] \tag{3.15b}
\end{align*}
$$

The remaining constant of integration is determined,

$$
\begin{equation*}
0<r_{0}<\infty: \quad \Psi\left(r_{0} ; m, k, \omega\right)=B_{+} \Psi^{+}\left(r_{0} ; m, k, \omega\right) \tag{3.16}
\end{equation*}
$$

from the wave field at a given position. All these results concern acoustic propagation in an unbounded cylindrical vortex with axial flow.

It is also possible to confine the vortex into a cylindrical duct of radius $R$. In this case the problem concerns the acoustic modes in a cylindrical duct, with (2.3) uniform axial flow and a vortex on its axis with constant circulation $\Gamma$ per unit length. The two solutions (2.27) around the duct vortex axis cover the whole duct. They are complex conjugates, as can be seen from (2.27), (2.24),

$$
\begin{equation*}
\Psi_{+}^{*}=\Psi_{-}: \quad \Psi_{n}(r ; m, k, \omega)=A \operatorname{Re}\left\{e^{\mp i m \gamma / c r} \sum_{j=0}^{\infty} g_{j}^{ \pm}(K r)^{j+1 / 2}\right\} \tag{3.17}
\end{equation*}
$$

and thus a real acoustic potential is obtained by taking the real part of either of them, which is equivalent to choosing $A_{+}=A_{-}=2 A$ in (2.28). The eigenfrequencies are given by (2.7a), viz.,

$$
\begin{equation*}
\omega_{n}=K U+c \sqrt{K^{2}+K_{n}^{2}} \tag{3.18}
\end{equation*}
$$

in terms of the radial wavenumbers $K_{n}$, which also specify the eigenfunctions (3.17). The wavenumbers $K_{n}$ are determined by a boundary condition at the duct wall $r=R$. The simplest is a rigid wall boundary condition

$$
\begin{equation*}
0=\partial \Psi /\left.\partial r\right|_{r=R}=\operatorname{Re}\left\{e^{\frac{i m \gamma}{c R}}(K R)^{-1 / 2} K F(K)\right\} \tag{3.19}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{0} \prod_{n=0}^{\infty}\left(K-K_{n}\right) \equiv F(K) \equiv \sum_{j=0}^{\infty} g_{j}(K R)^{j}(j+1 / 2-i m \gamma / c R) \tag{3.20}
\end{equation*}
$$

thus the roots of (3.20) specify the eigenvalues $K_{n}$ for the transverse wavenumber, substitution in (3.18) specifies the eigenfrequencies, and substitution in (3.17) specifies the eigenfunctions.

For an axial vortex and a uniform mean flow confined in an annular duct, the acoustic potential is a linear combination of the two solutions at infinity,

$$
\begin{equation*}
r_{i}<r<r_{e}: \quad \Psi_{n}(r ; m, k, \omega)=B_{+} \Psi_{n}^{+}(r ; m, k, \omega)+B_{-} \Psi_{n}^{-}(r ; m, k, \omega) \tag{3.21}
\end{equation*}
$$

which cover the annular duct between inner radius $r_{i}$ and outer radius $r_{e}$. In this case the problem concerns acoustic modes in an annular duct with potential swirling flow with eigenfunctions

$$
\begin{equation*}
\Psi_{n}^{ \pm}(r ; m, k, \omega)=e^{ \pm i K_{n} r} \sum_{l=0}^{\infty} j_{l}^{ \pm}\left(K_{n} r\right)^{-l-1 / 2} \tag{3.22}
\end{equation*}
$$

and radial eigenvalues $K_{n}$ related to axial eigenvalues $k_{n}$ in a dispersion relation,

$$
\begin{equation*}
K_{n}^{2}=(\omega-k U)^{2} / c^{2}-k_{n}^{2} \tag{3.23}
\end{equation*}
$$

where $n$ represents the integer radial modal number.
The wavenumbers $K_{n}$ are determined from the two rigid wall conditions

$$
\begin{equation*}
\partial \Psi /\left.\partial r\right|_{r=r_{i}}=0, \quad \partial \Psi /\left.\partial r\right|_{r=r_{e}}=0 \tag{3.24}
\end{equation*}
$$

leading to

$$
\left|\begin{array}{cc}
\Psi_{n}^{+\prime}\left(r_{i} ; m, k_{n}, \omega\right) & \Psi_{n}^{-\prime}\left(r_{i} ; m, k_{n}, \omega\right)  \tag{3.25}\\
\Psi_{n}^{+\prime}\left(r_{e} ; m, k_{n}, \omega\right) & \Psi_{n}^{-\prime}\left(r_{e} ; m, k_{n}, \omega\right)
\end{array}\right|=0
$$

4. Application to the acoustics of an annular nozzle with a potential swirl. The preceding results can be used to calculate the eigenvalues (section 4.1) and eigenfunctions (section 4.2) for sound in an annular nozzle containing an axially uniform mean flow, on which is superimposed a potential vortex swirl.
4.1. Effect of axial and swirling flow on radial wavenumbers. As an application an annular duct with inner radius $r_{i}=4$ and outer radius $r_{e}=6$ is considered. The dimensionless frequency $\varpi=\omega r_{m} / c$ is introduced, where $r_{m}=$ $\left(r_{i}+r_{e}\right) / 2$ is the mean radius. The calculations were performed for a dimensionless frequency $\varpi=2.5$, an axial Mach number $M_{z}=0.3$, and a tangential Mach number $M_{\theta}=0.5$ specified at the mean radius $r_{m}$. The axial wavenumbers $k_{n}$ as given by (3.23), (3.25) are represented in Figure 1 for the lowest integral wavenumber $m=$ $1,-1$. As $m$ increases so does $a$ in (2.11), and the asymptotic expansion (3.12), (3.13) deteriorates in accuracy. For the first circumferential mode $|m|=1$ rotating in the same direction as the swirl of the mean flow $m=+1$, the axial wavenumbers are complex conjugate pairs,

$$
\begin{equation*}
k_{n}=\alpha_{n} \pm i \beta_{n}, \quad \exp \left(i k_{n} z\right)=\exp \left(i \alpha_{n} z\right) \exp \left(\mp \beta_{n} z\right) \tag{4.1}
\end{equation*}
$$

with a small positive real part $\alpha_{n}$ almost independent of $n$ representing propagation; in this case $m=+1$ of corotation the imaginary part increases with $n$, corresponding to a decay $+i \beta_{n}$ or instability $-i \beta_{n}$. In the case $m=-1$ of counterrotation, the first eigenvalue is real and of negative sign representing a wave of constant amplitude, propagating in the negative $z$-direction; the higher-order modes $n=2,3,4$ are again complex conjugate pairs, with imaginary parts increasing with $n$, implying spatial decay or instability, as in the case of corotation. Also as in the case of corotation the real part $\alpha_{n}$ is almost independent of $n=2,3, \ldots$, but in contrast it has small negative (instead of positive) values $\alpha_{n}<0$, implying propagation against the axial mean flow, in the negative $z$-direction. The larger propagation speed of corotating relative to counterrotating modes corresponds to the fast and slow acoustic-vortical modes in the axisymmetric case [9].

To each eigenvalue $k_{n}$, specified by a root of (3.25), corresponds an eigenfunction (3.21) with zero radial derivative at the wall. Each eigenfunction is a linear combination of inward and outward propagating waves (3.22) with amplitudes $B^{ \pm}$. Since the rigid wall boundary conditions (3.24) only determine the ratios of amplitudes $B^{+} / B^{-}$, the choice $B^{+}=1$ is made for the plots in Figures 2 to 5 . Each wave consists (3.12) of a sinusoidal radial oscillation multiplying an asymptotic expansion (3.9). Note that if the point at infinity were a regular singularity, the solution would
be a series expansion, whose convergence is assured by the Fuchs theorem. Since, in the present case, the point at infinity is an irregular singularity, the Fuchs theorem does not apply, and the Frobenius-Fuchs method leads to an asymptotic expansion (3.9), whose convergence or accuracy is not assured a priori. The asymptotic expansion was summed as long as the terms decreased; it was truncated when the sum of the absolute value of the last 10 terms did not exceed $10^{-7}$. This criterion is quite demanding and is similar to that used for convergent series [3]. In the cases where this criterion was not met, the asymptotic expansion was summed up to the smallest term; if this term was less than $10^{-2}$ of the sum, the result was deemed acceptable. Otherwise, the result was discarded. Our choice of the inner and outer radius, mean flow, and swirl Mach numbers and dimensionless frequency coincides with [7, 8], whose authors have considered the same problem numerically; we have chosen to represent in Figure 1 the modes for $m= \pm 1$ and increasing $n=1,2,3,4, \ldots ;[7,8]$ do not plot the waveforms in this case. For some of their other choices of dimensionless frequency and Mach number our asymptotic expansions do not meet the acceptance criteria. Thus an extensive comparison is not possible. The vortex flow $v_{\theta}=\gamma / r$ is unstable $[11,4]$, and therefore it could be expected that the solutions of the wave equation be asymptotic expansions rather than convergent series.
4.2. Radial eigenfunctions for acoustic modes in an annular nozzle. The eigenfunctions are plotted in Figures 2 and 3 for three radial modes. Mode $n=1$ was excluded from Figure 2 plots by the accuracy criterion. All the eigenmodes in Figures 2 and 3 have zero slopes at the rigid walls; the number of zeros of the amplitude (left-hand side) increases with the order $n$, and the phases change sign at the zeros. In cases of both corotation (Figure 2) and counterrotation (Figure 3) the $n$th mode has $n-1$ zeros. The zeros in the eigenfunctions (3.22) are due to the sinusoidal factor with unit amplitude, because the asymptotic expansions (3.9) are slowly varying monotonic functions in all cases shown in Figures 4 and 5 . The asymptotic expansions for outward $J_{+}$and inward $J_{-}$propagation in the case of corotation are shown in Figure 4: (i) in the case of outward propagation $J_{+}$there is a decreasing amplitude for $n=2,3,4$, and a phase of opposite sign (positive) for $n=2,4$ and $n=3$ (negative); (ii) in the case of inward propagation $J_{-}$there is a small amplitude and phase, the latter being negative only for $n=3$. In the case of counterrotation (Figure 5) the outward propagating asymptotic expansion $J_{+}$has larger amplitude than the inward propagating asymptotic expansion $J_{-}$for $n=2$, 3 , with the exception of $n=1$, when the amplitudes of $J_{ \pm}$are comparable. The phases are small and positive in all cases except for $n=2,3$ in outward propagation, when they are negative.

The phase corrections introduced by the asymptotic expansions (3.9) in the waveforms (3.22) are small relative to the sinusoidal factor; since the latter has unit modulus, the amplitude is determined by the modulos of the asymptotic expansions (3.9), which are dominant and all-important in this respect. The original eigenfunctions $\Psi_{n}$ in (3.22) are plotted in Figures 2 and 3 as sets of six panels ( $\left|\Psi_{n}\right|$ right-hand side, $\arg \left(\Psi_{n}\right)$ left-hand side) for integral wavenumber $m=1,-1$. Removing the exponential leading term from the eigenfunctions $\Psi_{n}^{ \pm}$in (3.22) leaves the reduced eigenfunctions $J_{ \pm}$specified by the power series (3.8), (3.9) which are plotted in Figures 4 and 5 using the same reference values. Having shown how the eigenvalues and eigenfunctions can be obtained for the radial acoustic modes in an annular nozzle with uniform axial flow and potential vortex swirl, the main features of the method, the results are now reviewed and discussed.


Fig. 1. Axial eigenvalues for integral wavenumber $m=1$ (top), $m=-1$ (bottom).
5. Discussion. The problem considered is that of superposition of a line source of sound and a potential flow due to a coincident line vortex. It is well known that a line acoustic source generates a cylindrical wave, whose amplitude would be infinite on the axis; in reality dissipation limits the amplitude near the axis, but the singularity still determines the asymptotic decay of the amplitude of the cylindrical wave at large distances, like the inverse square root $1 / \sqrt{r}$ of radial distance $r$. Likewise, a potential vortex would lead to an infinite velocity on the axis, which is excluded by matching a vortex core, e.g., in rigid body rotation; however the singularity on the vortex axis determines the asymptotic decay of the tangential velocity, at large distance from the vortex core, as the inverse of the radius $1 / r$. The coincidence of a line-source sound and a line-vortex leads to an essential singularity because there are infinite phase oscillations near the axis, and thus the nondissipative solution is valid only in an annulus, whose inner radius is not too small. Despite this the nature of the essential singularities of the wave field, both at the origin and at infinity, still affects the acoustic field at all finite radial distances. The acoustic field can thus be represented at all finite radial distances, either by a linear combination of a pair of solutions $\Psi_{ \pm}$around the origin $r=0$ or by a pair of solutions $\Psi^{ \pm}$around the point at infinity $r=\infty$.


FIG. 2. Amplitude (left) and phase (right) of the acoustic potential eigenfunctions $\Psi_{n}$ radial modes $n=2$ (top), $n=3$ (middle), $n=4$ (bottom) for integral azimuthal wavenumber $m=1$.

Since the wave equation is a differential equation of the second order, it can have only two linearly independent solutions; thus either function in the pair $\left(\Psi_{-}, \Psi_{+}\right)$ and $\left(\Psi^{-}, \Psi^{+}\right)$is a linear combination of the other pair, e.g., $\Psi_{-}=C_{-}^{-} \Psi^{-}+C_{-}^{+} \Psi^{+}$. The constant coefficients $C_{-}^{-}, C_{-}^{+}$can be determined by matching the solutions at any two points in their common region of validity. Thus the consideration of the two essential singularities at the origin and infinity allows an exact analytical solution to be obtained, as an alternative to the numerical methods in the literature. The identification of the nature of the singularity is not a purely mathematical problem and is, in fact, guided by physical considerations: (i) the singularity at the origin is due to the integrated Doppler shift associated with the mean flow velocity; (ii) since at large distance the mean flow velocity is small the acoustic field must tend to a cylindrical wave. These simple considerations are used to obtain the exact analytical solutions of the problem of acoustic propagation in a potential vortex flow.

Appendix. Deduction of the convected wave equation for sound in a vortex with constant circulation. Consider a mean flow consisting of a uniform axial velocity $U$ and a rotation with angular velocity $\Omega(r)$, so that the mean flow


Fig. 3. Amplitude (left) and phase (right) of the acoustic potential eigenfunctions $\Psi_{n}$ radial modes $n=1$ (top), $n=2$ (middle), $n=3$ (bottom) for integral azimuthal wavenumber $m=-1$.
velocity is specified in cylindrical coordinates by

$$
\begin{align*}
V_{r} & =0,  \tag{A.1a}\\
V_{z} & =U,  \tag{A.1b}\\
V_{\theta} & =r \Omega(r) .
\end{align*}
$$

The curl of the velocity or vorticity of the mean flow

$$
\begin{equation*}
\nabla \wedge \vec{V}=\overrightarrow{e_{z}} \frac{1}{r} \frac{\partial}{\partial r}\left(r V_{\theta}\right)=\overrightarrow{e_{z}} \frac{1}{r} \frac{d}{d r}\left[r^{2} \Omega(r)\right] \tag{A.2}
\end{equation*}
$$

lies in the axial direction and vanishes only if the angular velocity varies like the inverse square of the radius (A.3a),

$$
\begin{align*}
\nabla \wedge \vec{V} & =0: \quad \Omega(r) \sim r^{-2},  \tag{A.3a}\\
V_{\theta} & \sim r^{-1}, \tag{A.3b}
\end{align*}
$$

which implies that the tangential velocity varies inversely with radius (A.3b), and thus the circulation $\Gamma$ or $\gamma$ is constant (2.2a), (2.2b). Note that from (A.1a), (A.1b),

$$
\mathrm{M}_{\mathrm{z}}=0.3 \quad \mathrm{M}_{\theta}=0.5 \quad \mathrm{~m}=1 \quad \Phi=2.5
$$








Fig. 4. Power series outward $J_{+}$and inward $J_{-}$for integral wavenumber $m=1$. Radial mode $n=2$ (top), $n=3$ (middle), $n=4$ (bottom).
(A.1c) it follows that $\nabla \cdot \vec{V}=0$ for arbitrary uniform axial velocity $U$ and angular velocity $\Omega(r)$, so that the mean flow is incompressible; it will be shown that in this case the propagation of sound is specified by the convected wave equation provided that the angular velocity $\Omega \sim r^{-2}$ corresponds to a potential vortex of any strength $\gamma$ or $\Gamma$ in (2.2a), (2.2b).

For a homentropic, inviscid flow, the linearized vorticity equation reads

$$
\begin{equation*}
\partial(\nabla \wedge \vec{v}) / \partial t-\nabla \wedge[\vec{V} \wedge(\nabla \wedge \vec{v})]-\nabla \wedge[\vec{v} \wedge(\nabla \wedge \vec{V})]=0, \tag{A.4}
\end{equation*}
$$

where $\vec{v}$ is the perturbation velocity. If the mean flow is irrotational,

$$
\begin{equation*}
\nabla \wedge \vec{V}=0: \quad \partial(\nabla \wedge \vec{v}) / \partial t+\nabla \wedge[\vec{V} \wedge(\nabla \wedge \vec{v})]=0 \tag{A.5}
\end{equation*}
$$

a solution is that the velocity perturbation is irrotational (A.6),

$$
\begin{equation*}
\nabla \wedge \vec{v}=0 \Rightarrow \vec{v}=\nabla \Phi, \tag{A.6}
\end{equation*}
$$

and thus an acoustic potential exists in nondissipative conditions. Since both mean flow velocity and velocity perturbation are irrotational, the Bernoulli equation for an incompressible or compressible fluid reads (A.7a)

$$
\begin{align*}
p & =-\rho \frac{d \Phi}{d t},  \tag{A.7a}\\
d / d t & \equiv \partial / \partial t+\vec{V} \cdot \nabla, \tag{A.7b}
\end{align*}
$$

$$
\mathrm{M}_{\mathrm{z}}=0.3 \quad \mathrm{M}_{\theta}=0.5 \quad \mathrm{~m}=-1 \quad \quad \overline{1}=2.5
$$







Fig. 5. Power series outward $J_{+}$and inward $J_{-}$for integral wavenumber $m=-1$. Radial mode $n=1$ (top), $n=2$ (middle), $n=3$ (bottom).
where $p$ is the pressure perturbation, $\rho$ is the constant mean flow density, and the linearized material derivative (A.7b) involves only the mean flow velocity.

The linearized equation of continuity is

$$
\begin{equation*}
d \rho^{\prime} / d t+\rho \nabla \cdot \vec{v}=0 \tag{A.8}
\end{equation*}
$$

where the density perturbation is related to the pressure perturbation by the adiabatic condition,

$$
\begin{equation*}
d p / d t=c^{2} d \rho^{\prime} / d t \tag{A.9}
\end{equation*}
$$

where the sound speed is constant for an incompressible mean flow. Substitution of (A.9) in (A.8) yields

$$
\begin{equation*}
c^{-2} d p / d t+\rho \nabla \cdot \vec{v}=0 \tag{A.10}
\end{equation*}
$$

Substitution of (A.6), (A.7a) leads to the convected wave equation for the acoustic potential,

$$
\begin{equation*}
c^{-2} d^{2} \Phi / d t^{2}-\nabla^{2} \Phi=0 \tag{A.11}
\end{equation*}
$$

in agreement with (2.3).

The swirl in the mean flow causes a centrifugal force, compensated by a radial pressure gradient,

$$
\begin{equation*}
d p_{0} / d r=\rho\left[V_{\theta}(r)\right]^{2} / r=\rho \gamma^{2} / r^{3} ; \tag{A.12}
\end{equation*}
$$

thus the pressure in the mean flow is given by

$$
\begin{equation*}
p_{0}(r)=p_{\infty}+\rho \gamma^{2} /\left(2 r^{2}\right) \tag{A.13}
\end{equation*}
$$

where $p_{\infty}$ is the pressure at infinity. Denoting by $\bar{\gamma}$ the ratio of specific heats, since the mass density is constant, the sound speed

$$
\begin{equation*}
[c(r)]^{2}=\bar{\gamma} p(r) / \rho=c_{\infty}^{2}+\bar{\gamma} \gamma^{2} /\left(2 r^{2}\right) \tag{A.14}
\end{equation*}
$$

is approximately constant, and equal to the sound speed at infinity, if

$$
\begin{equation*}
c_{\infty}^{2} \equiv \bar{\gamma} p_{\infty} / \rho=[c(r)]^{2}: \quad r^{2} \gg \bar{\gamma} \gamma^{2} /\left(2 c_{\infty}^{2}\right) \tag{A.15}
\end{equation*}
$$

Thus the solution of the wave equation in the text, which assumed constant sound speed, is valid only at some distance from the axis. The singularity of the wave equation at the origin, although outside the physical region of interest, remains important, because it affects the wave field for finite radius, beyond (A.15).
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#### Abstract

This article provides a framework to regularize operator equations of the first kind where the underlying operator is linear and continuous between distribution spaces, the dual spaces of smooth functions. To regularize such a problem, the authors extend Louis' method of approximate inverse from Hilbert spaces to distribution spaces. The idea is to approximate the exact solution in the weak topology by a smooth function, where the smooth function is generated by a mollifier. The resulting regularization scheme consists of the evaluation of the given data at so-called reconstruction kernels which solve the dual operator equation with the mollifier as right-hand side. A nontrivial example of such an operator is given by the spherical Radon transform which maps a function to its mean values over spheres centered on a line or plane. This transform is one of the mathematical models in sonar and radar. After establishing the theory of the approximate inverse for distributions, we apply it to the spherical Radon transform. The article also contains numerical results.
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1. Introduction. We apply the method of approximate inverse to the problem of reconstructing a function from integrals over spheres. Applications of this mathematical problem include sonar when the source and detector are at the same point [15], thermoacoustic tomography for cancer detection [14], seismic testing [23], and radar. The article [5] provides an excellent introduction to synthetic aperture radar and the relation between spherical integrals and radar and sonar.

The approximate inverse was originally developed by Louis as a general method to regularize ill-posed operators on Hilbert spaces [17]. It has been applied to integral equations of the first kind [18] and tomography [27, 28]. However, the inversion formula for our problem is valid not on Hilbert spaces but on distributions. Therefore, we will generalize the approximate inverse to the setting of distributions. It is hoped this generalization will be useful for other inverse problems for which the ambient spaces are not Hilbert spaces.

In seismology or sonar the acoustic wave equation is

$$
n^{2}(x) u_{t t}=\Delta u+\delta(t) \delta\left(x-a_{0}\right), \text { where } a_{0} \in A
$$

and $A$ is a small section of the surface of the earth. After linearization, the determination of $n^{2}(x)$ from back-scattered data is equivalent to recovering $n^{2}$ from integrals

[^91]over spheres with centers on $A$ [15]. Knowing $n^{2}$ or at least an approximation to $n^{2}$ can show boundaries of objects in the water. This linearized model is reasonable from a practical standpoint when the speed of sound in the ambient water is fairly constant. This would occur in water of depth less than 100 feet with fairly constant temperature [3]. Since the speed of sound is constant in shallow water with constant temperature, a pulse travels from a point source, $a$, making a spherical wavefront. The sound that is reflected back to the source at time $t$ gives the amount reflected back from the sphere centered at $a$ and radius $t / 2$ times the speed of sound (assuming no multiple reflections). See [12] for practical information about sonar.

The mathematical problem can be described as trying to recover a function by its integrals over all spheres centered on a given line (in $\mathbb{R}^{2}$ ), plane (in $\mathbb{R}^{3}$ ), or hyperplane (in $\mathbb{R}^{n}$ ).

We first discuss the inversion methods that have been implemented numerically and then the pure mathematical results behind them. Denisjuk has an inversion method based on a transformation that changes the spherical transform into a limited data line transform [9]. He has implemented his method with good results. Klein [13] has developed and numerically tested a promising inversion method based on the ideas of Andersson discussed below. Beltukov proposed a numerical inversion method using a discrete SVD for the sonar transform [4]. He showed that the singular values are fairly flat and then drop off precipitously, which reflects the ill-posedness of the problem.

Our numerical reconstructions are given in section 6 and they show the potential of our method.

Many authors have proven injectivity and inversion methods for this transform. Courant and Hilbert [7, p. 699] proved injectivity for functions that are even about the hyperplane. Fawcett [10] and Andersson [2] provide inversion formulas in $\mathbb{R}^{n}$. Norton provides an inversion method for the circular transform if the center set is a circle in the plane [22] and if the center set is a line [21], and [23] gives three-dimensional results. Ranges and inversion formulas on a subspace of Schwartz functions are given in [20].

Finch, Patch, and Rakesh [11] develop an explicit inversion formula for recovering a function from spherical integrals when the center set is the boundary of a bounded, connected, open set in $\mathbb{R}^{n}$. Ramm proves injectivity and inversion theorems in [26]. Fairly general uniqueness theorems are given in [1].

Louis and Quinto [19] develop the microlocal analysis of the transform when $A$ is a real-analytic surface (e.g., an open subset of a hyperplane), and they prove the local transform is injective under fairly general hypotheses. They characterize singularities (jumps, etc.) of the object that are stably visible from the data. Palamodov [24] and Denisjuk [8] continue this microlocal analysis when $S$ is a hyperplane, providing instability results, inversion methods, and range theorems. Beltukov has proven an inversion method for the transform on hyperbolic space.

Section 2 contains the extension of the method of approximate inverse to distribution spaces. In particular, we define what we mean by a mollifier in the distributional sense. In section 3, we apply this concept to the inverse problem of inverting the spherical Radon transform. Section 4 deals with the design of a mollifier for this problem. The computation of the corresponding reconstruction kernel is outlined in section 5. Section 6 provides a couple of numerical tests using synthetic Radon data, and the proof that our functions satisfy the conditions to be mollifiers is in the appendix.
2. Approximate inverse in distribution spaces. In this section we extend the method of approximate inverse as introduced by Louis and Maass [18] and Louis $[16,17]$ to distribution spaces.

To this end let $\Omega_{1} \subset \mathbb{K}^{n}, \Omega_{2} \subset \mathbb{K}^{m}$ be open sets, $\mathbb{K}=\mathbb{R}$ or $\mathbb{K}=\mathbb{C}$, and $V \subset \mathcal{C}^{\infty}\left(\Omega_{1}\right), W \subset \mathcal{C}^{\infty}\left(\Omega_{2}\right)$ be subspaces which are closed in their own topology. We denote the dual spaces (continuous linear functionals) for $V$ and $W$ by $V^{\prime}, W^{\prime}$, respectively. Furthermore we assume $\mathrm{A}: V^{\prime} \rightarrow W^{\prime}$ to be a linear mapping which is one-to-one. The inverse problem under consideration is as follows. Given a $g \in W^{\prime}$ lying in the range $\mathrm{A}\left(V^{\prime}\right)$ of A , find $f \in V^{\prime}$ such that

$$
\begin{equation*}
\mathrm{A} f=g \tag{2.1}
\end{equation*}
$$

The concept of approximate inverse involves so called mollifiers. The aim is to calculate convolutions of them with the sought solution $f$ rather than to calculate $f$ itself. To extend this concept to distribution spaces $V^{\prime}, W^{\prime}$ we first define what we mean by a mollifier.

Definition 2.1. For $\gamma>0$ let $e_{\gamma}(\cdot, y) \in V^{\prime \prime}$ for all $y \in \Omega_{1}$ such that

$$
\begin{equation*}
\left\langle\varphi, e_{\gamma}(\cdot, y)\right\rangle_{V^{\prime} \times V^{\prime \prime}} \in V^{\prime} \quad \text { for all } \varphi \in V^{\prime} \tag{2.2}
\end{equation*}
$$

We call $e_{\gamma}$ a mollifier if and only if

$$
\begin{equation*}
\left\langle\left\langle\varphi, e_{\gamma}(\cdot, y)\right\rangle_{V^{\prime} \times V^{\prime \prime}}, \beta\right\rangle_{V^{\prime} \times V} \rightarrow\langle\varphi, \beta\rangle_{V^{\prime} \times V} \tag{2.3}
\end{equation*}
$$

as $\gamma \rightarrow 0$ for all $\beta \in V$.
Let $V_{1} \subset V^{\prime}$ and let $V_{2} \subset V$. Then, $e_{\gamma}$ is a $\left(V_{1}, V_{2}\right)$-mollifier if and only if (2.2) holds for all $\varphi \in V_{1}$ and (2.3) holds for all $\varphi \in V_{1}$ and $\beta \in V_{2}$.

In Definition 2.1 we denote the double dual of $V$ by $V^{\prime \prime}$, and $\langle\cdot, \cdot\rangle_{V^{\prime} \times V},\langle\cdot, \cdot\rangle_{V^{\prime} \times V^{\prime \prime}}$ are the corresponding dual pairings.

If $e_{\gamma}$ is a mollifier in the sense of Definition 2.3, then for $f \in V^{\prime}$,

$$
\begin{equation*}
f_{\gamma}(y):=\left\langle f, e_{\gamma}(\cdot, y)\right\rangle_{V^{\prime} \times V^{\prime \prime}}, \quad y \in \Omega_{1}, \tag{2.4}
\end{equation*}
$$

is a distribution in $V^{\prime}$ which converges to $f$ in the (weak) topology of $V^{\prime}$. Because $V \subset V^{\prime \prime}, e_{\gamma}$ can be chosen from $V$. Thus, $f_{\gamma}$ is a kind of smooth version of $f$. If $e_{\gamma}$ is a $\left(V_{1}, V_{2}\right)$-mollifier, then (2.4) holds for all $f \in V_{1}$ and convergence holds when tested against all $\beta \in V_{2}$.

To obtain $f_{\gamma}$ from $A f$ we consider the adjoint operator of A. Since A : $V^{\prime} \rightarrow W^{\prime}$ is linear, continuous, and one-to-one, it has a linear and continuous adjoint $\mathrm{A}^{*}: W^{\prime \prime} \rightarrow$ $V^{\prime \prime}$ with dense range. Suppose that for each $y \in \Omega_{1}$ we have an element $\Psi_{\gamma}(y) \in W^{\prime \prime}$ satisfying

$$
\begin{equation*}
\mathrm{A}^{*} \Psi_{\gamma}(y)=e_{\gamma}(\cdot, y) \tag{2.5}
\end{equation*}
$$

Then, $f_{\gamma}$ can be expressed as

$$
\begin{aligned}
f_{\gamma}(y) & =\left\langle f, e_{\gamma}(\cdot, y)\right\rangle_{V^{\prime} \times V^{\prime \prime}}=\left\langle f, \mathrm{~A}^{*} \Psi_{\gamma}(y)\right\rangle_{V^{\prime} \times V^{\prime \prime}} \\
& =\left\langle\mathrm{A} f, \Psi_{\gamma}(y)\right\rangle_{W^{\prime} \times W^{\prime \prime}}=\left\langle g, \Psi_{\gamma}(y)\right\rangle_{W^{\prime} \times W^{\prime \prime}}
\end{aligned}
$$

where $g=\mathrm{A} f$ are the given data. The mapping $S_{\gamma}: W^{\prime} \rightarrow V^{\prime}$ defined by

$$
\begin{equation*}
S_{\gamma} g=\left\langle g, \Psi_{\gamma}(y)\right\rangle_{W^{\prime} \times W^{\prime \prime}} \tag{2.6}
\end{equation*}
$$

is called the approximate inverse of A; the element $\Psi_{\gamma}(y)$ is the reconstruction kernel corresponding to $e_{\gamma}$. Thus, the approximate inverse consists of evaluations of dual pairings of the given data $g$ and the reconstruction kernels $\Psi_{\gamma}(y)$.

Three main features of the approximate inverse are as follows:

- The reconstruction kernels $\Psi_{\gamma}(y)$ can be precomputed before the measurement process starts.
- Equation (2.5) is independent of the data $g$ and hence not influenced by noise.
- Invariance properties of $\mathrm{A}^{*}$ help to improve the efficiency of the method, if (2.5) has to be solved only for one single $y \in \Omega_{1}$. We will demonstrate this in section 3.
Remark 2.2. In general, it does not follow that choosing a mollifier $e_{\gamma}$ from $V$ results in a reconstruction kernel $\Psi_{\gamma}(y) \in W$. The key is that (2.5) must have a solution in $W$. If $\mathrm{A}^{*}(W) \cap V$ is dense in $V$, then this is more likely. This density condition will happen if the adjoint $\mathrm{A}^{*}$ maps $W$ to $V \subset V^{\prime \prime}$.

In practical situations we have only finitely many measurement data available rather than a distribution $g$. For this reason investigating the semidiscrete operator equation

$$
\begin{equation*}
\mathrm{A}_{N} f=g_{N} \tag{2.7}
\end{equation*}
$$

where $\mathrm{A}_{N}=\Phi_{N} \mathrm{~A}, g_{N}=\Phi_{N} g \in \mathbb{K}^{N}$, may fit better to that situation. Here, the observation operator $\Phi_{N} \in W^{\prime \prime}$ can be, e.g., point evaluations, if $\mathrm{A}\left(V^{\prime}\right)$ consists of continuous, not necessarily integrable, functions. But following the outlines of Rieder and Schuster $[27,28]$ we formulate the approximate inverse of (2.7) by

$$
\begin{equation*}
S_{\gamma, N} g_{N}(y)=\left\langle g_{N}, G_{N} \Phi_{N} \Psi_{\gamma}(y)\right\rangle_{\mathbb{K}^{N}} \tag{2.8}
\end{equation*}
$$

where $\Psi_{\gamma}(y)$ is a reconstruction kernel for (2.1) and $G_{N} \in \mathbb{K}^{N \times N}$ is a matrix containing the weights of a numerical integration rule which is applied to get the discrete version (2.8) of the dual pairing $\langle\cdot, \cdot\rangle_{W^{\prime} \times W^{\prime \prime}}$. Thus, we continue in this article to focus on the continuous problem.

Remark 2.3. Compared to the concept of approximate inverse in Hilbert spaces as established by Louis [16], Definition 2.1 applies to more general spaces and requires less restrictive assumptions on an element $e_{\gamma}$ to be a mollifier. The $L^{2}$-theory requires convergence of $f_{\gamma}(y)=\left\langle f, e_{\gamma}(\cdot, y)\right\rangle \rightarrow f(y)$ in $L^{2}$ as $\gamma \rightarrow 0$, but this distributional setup requires only weak convergence. We should point out that our theory is meant for distribution spaces and does not directly subsume the $L^{2}$ - or $H^{s}$-theory since these Hilbert spaces are not closed subspaces of distribution spaces, the topologies are too different, and their standard duals are not their duals as distribution spaces. It should also be pointed out that this generalization to distributions is necessary for the spherical transform since the transform does not map $L^{2}$ into $L^{2}$ and the inversion formula we use applies to distributions.
3. Approximate inverse meets the spherical Radon transform. In this section we apply the method of approximate inverse established in section 2 to the spherical Radon transform. We use the mathematical setup of Andersson's article [2] and formulate some of his main results first.

We start with some notation. Throughout the paper a scalar product $\langle\cdot, \cdot \cdot\rangle$ or norm $\|\cdot\|$ without subscript always means the Euclidean scalar product or norm, respectively. We denote the space of all rapidly decreasing, smooth functions by $\mathcal{S}\left(\mathbb{R}^{n}\right)$ and give this space the usual seminorms [29, section 7.3]. This topology turns $\mathcal{S}\left(\mathbb{R}^{n}\right)$ into a Fréchet space. The Fourier transform $\mathrm{F}: \mathcal{S}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{S}\left(\mathbb{R}^{n}\right)$ and its inverse are given by

$$
\mathrm{F} f(\xi)=\hat{f}(\xi)=\int_{\mathbb{R}^{n}} f(x) \mathrm{e}^{-\imath\langle\xi, x\rangle} d x, \quad \mathrm{~F}^{-1} f(x)=(2 \pi)^{-n} \int_{\mathbb{R}^{n}} f(\xi) \mathrm{e}^{\imath\langle x, \xi\rangle} d \xi
$$

The dual space $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ of $\mathcal{S}\left(\mathbb{R}^{n}\right)$ is called the set of tempered distributions. Each distribution $\varphi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ is of finite order [29] and can be written as the derivative of a continuous function of polynomial growth [6].

The Fourier transform gives isomorphisms on $\mathcal{S}\left(\mathbb{R}^{n}\right)$ and on $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$. Finally, we often write a vector $x \in \mathbb{R}^{n+1}$ in the form $x=\left(x^{\prime}, x_{n+1}\right)^{\top}$, where $x^{\prime}=\left(x_{1}, \ldots, x_{n}\right)^{\top} \in$ $\mathbb{R}^{n}$ contains the first $n$ components of $x$ and $x_{n+1}$ is the last component. We will drop the $T$ when this correspondence is clear.

The spherical Radon transform R assigns a function $f \in \mathcal{S}\left(\mathbb{R}^{n+1}\right)$ its mean values over all spheres centered about $(z, 0) \in \mathbb{R}^{n+1}, z \in \mathbb{R}^{n}$ with radius $r \geq 0$ :

$$
\begin{equation*}
\mathrm{R} f(z, r)=\frac{1}{\omega_{n}} \int_{S^{n}} f(z+r \xi, r \eta) d S_{n}(\xi, \eta)=g(z, r) \tag{3.1}
\end{equation*}
$$

Here, $\omega_{n}$ is the area of the $n$-dimensional sphere $S^{n}=\left\{(\xi, \eta) \in \mathbb{R}^{n+1}: \xi \in \mathbb{R}^{n}\right.$, $\left.\eta \in \mathbb{R},\|\xi\|^{2}+\eta^{2}=1\right\}$ and $d S_{n}$ is the surface measure on $S^{n}$.

Obviously $\mathrm{R} f=0$ holds true for every $f \in \mathcal{S}\left(\mathbb{R}^{n+1}\right)$ that is odd in the last variable: $f\left(x^{\prime},-x_{n+1}\right)=-f\left(x^{\prime}, x_{n+1}\right)$. Courant and Hilbert [7] proved that the kernel of R consists exactly of all such functions. This suggests restricting $R$ to the subspace of even functions in the last variable,

$$
\mathcal{S}_{\mathrm{e}}:=\mathcal{S}_{\mathrm{e}}\left(\mathbb{R}^{n+1}\right)=\left\{f \in \mathcal{S}\left(\mathbb{R}^{n+1}\right): f\left(x^{\prime},-x_{n+1}\right)=f\left(x^{\prime}, x_{n+1}\right)\right\}
$$

Unfortunately, even if $f \in \mathcal{S}_{\mathrm{e}}\left(\mathbb{R}^{n+1}\right)$, the image $\mathrm{R} f$ does not have to be in $L^{2}\left(\mathbb{R}^{n+1}\right)$. In fact, if $f$ is the characteristic function of a circle, then $\mathrm{R} f$ has infinite support and does not decrease at infinity. Furthermore, one can show (e.g., using ideas in $[19,24]$ ) that $\mathrm{R}^{-1}$ is not continuous in any range of Sobolev norms, at least with data for bounded centers or radii (see Remark 2.3).

Identifying the radius $r$ in (3.1) with the norm $\|w\|$ of a vector $w \in \mathbb{R}^{n+1}$, we introduce the following subspace of $\mathcal{S}\left(\mathbb{R}^{2 n+1}\right)$ :

$$
\begin{aligned}
\mathcal{S}_{\mathrm{r}} & :=\mathcal{S}_{\mathrm{r}}\left(\mathbb{R}^{n} \times \mathbb{R}^{n+1}\right) \\
& =\left\{f \in \mathcal{S}\left(\mathbb{R}^{2 n+1}\right): f(z, w)=\check{f}(z,\|w\|) \text { for a function } \check{f} \in \mathcal{S}_{\mathrm{e}}\left(\mathbb{R}^{n+1}\right)\right\}
\end{aligned}
$$

Thus, $\mathcal{S}_{\mathrm{r}}\left(\mathbb{R}^{n} \times \mathbb{R}^{n+1}\right)$ consists of the functions in $\mathcal{S}\left(\mathbb{R}^{2 n+1}\right)$ which are radially symmetric in the last $n+1$ variables. We will often view functions in $\mathcal{S}_{\mathrm{r}}\left(\mathbb{R}^{n} \times \mathbb{R}^{n+1}\right)$ as functions on $\mathbb{R}^{n} \times \mathbb{R}$ where we write $f(z, r)=f(z, w)$ with $r=\|w\|$, but when we take the Fourier transform, it will be the Fourier transform on $\mathbb{R}^{2 n+1}$.

As mentioned before, we cannot expect that $\mathrm{R} f \in \mathcal{S}_{\mathrm{r}}\left(\mathbb{R}^{n} \times \mathbb{R}^{n+1}\right)$ even when $f \in \mathcal{S}_{\mathrm{e}}\left(\mathbb{R}^{n+1}\right)$. But it is easy to show that $\mathrm{R} f \in \mathcal{S}_{\mathrm{r}}^{\prime}\left(\mathbb{R}^{n} \times \mathbb{R}^{n+1}\right)$, the dual space of $\mathcal{S}_{\mathrm{r}}\left(\mathbb{R}^{n} \times \mathbb{R}^{n+1}\right)$. By a density argument we may extend R to domain $\mathcal{S}_{\mathrm{e}}\left(\mathbb{R}^{n+1}\right)^{\prime}$. The following theorem summarizes some properties of R considered as mapping between $\mathcal{S}_{\mathrm{e}}^{\prime}$ and $\mathcal{S}_{\mathrm{r}}^{\prime}$. The proofs are in [2] or [13].

Theorem 3.1 (see [2, Theorem 2.1 and Proposition 2.2]). The spherical Radon transform $\mathrm{R}: \mathcal{S}_{\mathrm{e}}^{\prime} \rightarrow \mathcal{S}_{\mathrm{r}}^{\prime}$ is a linear, continuous operator which is one-to-one and has range

$$
\begin{equation*}
\mathrm{R}\left(\mathcal{S}_{\mathrm{e}}^{\prime}\right)=\mathcal{S}_{r, \text { cone }}^{\prime}:=\left\{g \in \mathcal{S}_{\mathrm{r}}^{\prime}: \operatorname{supp} \hat{g} \subset\left\{(\sigma, \rho) \in \mathbb{R}^{n} \times[0, \infty): \rho \geq\|\sigma\|\right\}\right\} \subset \mathcal{S}_{\mathrm{r}}^{\prime} \tag{3.2}
\end{equation*}
$$

If the Fourier transform of $f \in \mathcal{S}_{\mathrm{e}}^{\prime}$ is equal to an integrable function $\hat{f}(\sigma, \omega)$, then the inversion formula

$$
\begin{equation*}
\hat{f}(\sigma, \omega)=c_{n}|\omega|\left(\|\sigma\|^{2}+\omega^{2}\right)^{(n-1) / 2} \hat{g}\left(\sigma, \sqrt{\|\sigma\|^{2}+\omega^{2}}\right) \tag{3.3}
\end{equation*}
$$

is valid with $c_{n}=\omega_{n} /\left(2(2 \pi)^{n}\right)$ and $g=\mathrm{R} f$.

The adjoint operator $\mathrm{R}^{*}: \mathcal{S}_{\mathrm{r}} \rightarrow \mathcal{S}_{\mathrm{e}}$ has dense range and is given by

$$
\begin{equation*}
\mathrm{R}^{*} g\left(x^{\prime}, x_{n+1}\right)=\int_{\mathbb{R}^{n}} g\left(z, \sqrt{\left\|z-x^{\prime}\right\|^{2}+x_{n+1}^{2}}\right) d z \tag{3.4}
\end{equation*}
$$

its Fourier transform is

$$
\begin{equation*}
\mathrm{FR}^{*} g(\sigma, \rho)=\hat{g}\left(\sigma, \sqrt{\|\sigma\|^{2}+\rho^{2}}\right) \tag{3.5}
\end{equation*}
$$

Note that the right-hand side of (3.3) is the Fourier transform of the function $g$ in $\mathbb{R}^{2 n+1}$ that is radial in the last $n+1$ variables. The reason to consider $R$ as a map into $\mathcal{S}_{\mathrm{r}}^{\prime}\left(\mathbb{R}^{n} \times \mathbb{R}^{n+1}\right)$ rather than $\mathcal{S}_{\mathrm{e}}^{\prime}\left(\mathbb{R}^{n+1}\right)$ is that the relationship between the Fourier transform and spherical transform is easier in these spaces. The constant $c_{n}$ in (3.3) differs from the corresponding constant in Andersson's article by a factor of $(2 \pi)^{-n}$. This inaccuracy was found by Klein [13].

In order to apply the approximate inverse (section 2) to solve the inverse problem of finding a distribution $f \in \mathcal{S}_{\mathrm{e}}^{\prime}$ satisfying

$$
\begin{equation*}
\mathrm{R} f=g \tag{3.6}
\end{equation*}
$$

for a given $g \in \mathcal{S}_{\mathrm{r}}^{\prime}$ in the range of R , we identify $V=\mathcal{S}_{\mathrm{e}}, W=\mathcal{S}_{\mathrm{r}}$, and $\mathrm{A}=\mathrm{R}$. Note that due to Theorem 3.1, R* maps $\mathcal{S}_{\mathrm{r}}$ into $\mathcal{S}_{\mathrm{e}}$ and we have the situation mentioned in Remark 2.2 and may choose a mollifier $e_{\gamma}(\cdot, y) \in \mathcal{S}_{\mathrm{e}}$ for every $y \in \mathbb{R}^{n+1}$. Once having a mollifier $e_{\gamma}$ at hand, the following extension lemma, whose proof also can be found in [2], helps us to find a solution of the equation

$$
\begin{equation*}
\mathrm{R}^{*} \Psi_{\gamma}(y)=e_{\gamma}(\cdot, y) \tag{3.7}
\end{equation*}
$$

which is our reconstruction kernel; see (2.5).
Lemma 3.2 (see [2, Extension Lemma 2.4 and Corollary 2.5]). There exists a continuous linear mapping $\mathrm{E}: \mathcal{S}_{\mathrm{e}} \rightarrow \mathcal{S}_{\mathrm{r}}$ such that

$$
\begin{equation*}
\mathrm{R}^{*} \mathrm{E}=i d_{\mathcal{S}_{\mathrm{e}}} . \tag{3.8}
\end{equation*}
$$

For $\rho \geq\|\sigma\|$ the mapping E satisfies

$$
\begin{equation*}
\mathrm{FE} f(\sigma, \rho)=\hat{f}\left(\sigma, \sqrt{\rho^{2}-\|\sigma\|^{2}}\right) \tag{3.9}
\end{equation*}
$$

If $e_{\gamma}(\cdot, y) \in \mathcal{S}_{\mathrm{e}}$ is a mollifier in the sense of Definition 2.1, then the reconstruction kernel $\Psi_{\gamma}(y)$ belonging to $e_{\gamma}$ is given by

$$
\begin{equation*}
\Psi_{\gamma}(y)=\mathrm{E} e_{\gamma}(\cdot, y) \tag{3.10}
\end{equation*}
$$

With the help of (3.8) we easily see that $\Psi_{\gamma}(y)$ from (3.10) is a solution of (3.7).
From (3.5), it is clear that any continuous E that satisfies (3.9) will satisfy (3.8). We will choose E so that for a mollifier $e_{\gamma}(\cdot, y)$ in $\mathcal{S}_{\mathrm{e}}, \mathrm{E} e_{\gamma}(\cdot, y)$ is in $\mathcal{S}_{\mathrm{r}}$.

So far we know how to get the reconstruction kernel once we have chosen a mollifier. Theorem 4.1 will provide general criteria that will allow us to construct mollifiers, and with the help of Lemma 3.2 we know how to find a corresponding solution of (3.7). But it would be very time-consuming if we had to solve (3.7) for all reconstruction points $y$. To this end we prove an invariance property of $\mathrm{R}^{*}$, Lemma 3.3, which allows us to solve (3.7) only once and to generate all reconstruction kernels by applying the invariance to that one solution.

For a given $M>1$, we denote

$$
\begin{align*}
\mathcal{H}^{M} & =\mathcal{H}^{M}\left(\mathbb{R}^{n+1}\right)=\left\{y=\left(y^{\prime}, y_{n+1}\right) \in \mathbb{R}^{n+1}: 1 / M<\left|y_{n+1}\right|\right\} \\
\mathcal{H}^{M, M} & =\mathcal{H}^{M, M}\left(\mathbb{R}^{n+1}\right)=\left\{y=\left(y^{\prime}, y_{n+1}\right) \in \mathbb{R}^{n+1}: 1 / M<\left|y_{n+1}\right|<M\right\} \tag{3.11}
\end{align*}
$$

Furthermore, if $U \subset \mathbb{R}^{n+1}$ is open, we define

$$
\begin{aligned}
& \mathcal{S}_{\mathrm{e}}(U)=\left\{f \in \mathcal{S}_{\mathrm{e}}\left(\mathbb{R}^{n+1}\right): \operatorname{supp} f \subset U\right\} \\
& \mathcal{S}_{\mathrm{e}}^{\prime}(U)=\left\{f \in \mathcal{S}_{\mathrm{e}}^{\prime}\left(\mathbb{R}^{n+1}\right): \operatorname{supp} f \subset U\right\} \\
& \mathcal{E}_{\mathrm{e}}^{\prime}(U)=\left\{f \in \mathcal{S}_{\mathrm{e}}^{\prime}\left(\mathbb{R}^{n+1}\right): \operatorname{supp} f \subset U \text { is compact }\right\}
\end{aligned}
$$

Note that, in general, $\mathcal{S}_{\mathrm{e}}^{\prime}(U)$ is a proper subspace of the dual space of $\mathcal{S}_{\mathrm{e}}(U)$.
We define mappings $\mathrm{S}_{\mathrm{e}}^{y}: \mathcal{S}_{\mathrm{e}} \rightarrow \mathcal{S}_{\mathrm{e}}$ and $\mathrm{S}_{\mathrm{r}}^{y}: \mathcal{S}_{\mathrm{r}} \rightarrow \mathcal{S}_{\mathrm{r}}$ by

$$
\begin{gather*}
\mathrm{S}_{\mathrm{e}}^{y} f(x)=\left\{\begin{aligned}
\left|y_{n+1}\right|^{-n-1} f\left(\frac{x^{\prime}-y^{\prime}}{\left|y_{n+1}\right|}, \frac{x_{n+1}}{\left|y_{n+1}\right|}\right), & y \in \mathcal{H}^{M}\left(\mathbb{R}^{n+1}\right), \\
0, & y \notin \mathcal{H}^{M}\left(\mathbb{R}^{n+1}\right),
\end{aligned}\right.  \tag{3.12}\\
\mathrm{S}_{\mathrm{r}}^{y} g(z, r)=\left\{\begin{aligned}
\left|y_{n+1}\right|^{-2 n-1} g\left(\frac{z-y^{\prime}}{\left|y_{n+1}\right|}, \frac{r}{\left|y_{n+1}\right|}\right), & y \in \mathcal{H}^{M}\left(\mathbb{R}^{n+1}\right), \\
0, & y \notin \mathcal{H}^{M}\left(\mathbb{R}^{n+1}\right) .
\end{aligned}\right. \tag{3.13}
\end{gather*}
$$

Because $\mathrm{S}_{\mathrm{e}}^{y}$ and $\mathrm{S}_{\mathrm{r}}^{y}$ are compositions of dilations and translations, they are linear and continuous mappings on $\mathcal{S}_{\mathrm{e}}$ and $\mathcal{S}_{\mathrm{r}}$, respectively. Moreover, both operators intertwine with the adjoint $\mathrm{R}^{*}$. It is also clear that $\mathrm{S}_{\mathrm{e}}^{y} f$ and $\mathrm{S}_{\mathrm{r}}^{y} g$ can be discontinuous in $y$ for $y_{n+1}= \pm 1 / M$.

Lemma 3.3. Let $\mathrm{S}_{\mathrm{e}}^{y}: \mathcal{S}_{\mathrm{e}} \rightarrow \mathcal{S}_{\mathrm{e}}$ and $\mathrm{S}_{\mathrm{r}}^{y}: \mathcal{S}_{\mathrm{r}} \rightarrow \mathcal{S}_{\mathrm{r}}$ be defined as in (3.12) and (3.13), respectively. Then,

$$
\begin{equation*}
\mathrm{S}_{\mathrm{e}}^{y} \mathrm{R}^{*}=\mathrm{R}^{*} \mathrm{~S}_{\mathrm{r}}^{y} \tag{3.14}
\end{equation*}
$$

Proof. Let $y \in \mathcal{H}^{M}\left(\mathbb{R}^{n+1}\right)$. Using representation (3.4) together with the definitions (3.12) and (3.13) gives

$$
\begin{aligned}
& \mathrm{R}^{*} \mathrm{~S}_{\mathrm{r}}^{y} g\left(x^{\prime}, x_{n+1}\right)=\left|y_{n+1}\right|^{-2 n-1} \int_{\mathbb{R}^{n}} g\left(\frac{z-y^{\prime}}{\left|y_{n+1}\right|},\left|y_{n+1}\right|^{-1} \sqrt{\left\|z-x^{\prime}\right\|^{2}+x_{n+1}^{2}}\right) d z \\
& \quad=\left|y_{n+1}\right|^{-n-1} \int_{\mathbb{R}^{n}} g\left(z, \sqrt{\left\|z-\left|y_{n+1}\right|^{-1}\left(x^{\prime}-y^{\prime}\right)\right\|^{2}+\left|y_{n+1}\right|^{-2} x_{n+1}^{2}}\right) d z \\
& \quad=\mathrm{S}_{\mathrm{e}}^{y} \mathrm{R}^{*} g\left(x^{\prime}, x_{n+1}\right)
\end{aligned}
$$

for all $g \in \mathcal{S}_{\mathrm{r}}$. For $y \notin \mathcal{H}^{M}\left(\mathbb{R}^{n+1}\right)$ assertion (3.14) follows immediately, since both sides are equal to zero.

Lemma 3.3 tells us that under certain conditions we may restrict ourselves to solving (3.7) only for one single $y \in \mathbb{R}^{n+1}$.

Corollary 3.4. For each $\gamma>0$ let $\bar{e}_{\gamma} \in \mathcal{S}_{\mathrm{e}}\left(\mathbb{R}^{n+1}\right)$ and $e_{\gamma}(\cdot, y) \in \mathcal{S}_{\mathrm{e}}$ be defined by $\mathrm{S}_{\mathrm{e}}^{y}$ :

$$
\begin{equation*}
e_{\gamma}(x, y)=\mathrm{S}_{\mathrm{e}}^{y} \bar{e}_{\gamma}(x) \tag{3.15}
\end{equation*}
$$

Assume $e_{\gamma}$ is a mollifier. Then, we get all corresponding reconstruction kernels by solving

$$
\begin{equation*}
\mathrm{R}^{*} \bar{\Psi}_{\gamma}=\bar{e}_{\gamma} \tag{3.16}
\end{equation*}
$$

and setting

$$
\begin{equation*}
\Psi_{\gamma}(y)=\Psi_{\gamma}(y ; z, r)=\mathrm{S}_{\mathrm{r}}^{y} \bar{\Psi}_{\gamma}(z, r) \tag{3.17}
\end{equation*}
$$

If $e_{\gamma}$ is an $\left(\mathcal{E}_{\mathrm{e}}^{\prime}\left(\mathcal{H}^{M, M}\right), \mathcal{S}_{\mathrm{e}}\left(\mathcal{H}^{M, M}\right)\right)$-mollifier, then

$$
S_{\gamma} \mathrm{Rf}:=\left\langle R f, \Psi_{\gamma}\right\rangle_{\mathcal{S}_{\mathrm{r}}^{\prime} \times \mathcal{S}_{\mathrm{r}}} \rightarrow f
$$

for $f \in \mathcal{E}_{\mathrm{e}}^{\prime}\left(\mathcal{H}^{M, M}\right)$. This means that

$$
\left\langle\left\langle R f, \Psi_{\gamma}\right\rangle_{\mathcal{S}_{\mathrm{r}}^{\prime} \times \mathcal{S}_{\mathrm{r}}}, \beta\right\rangle_{\mathcal{E}_{\mathrm{e}}^{\prime}\left(\mathcal{H}^{M, M}\right) \times \mathcal{S}_{\mathrm{e}}\left(\mathcal{H}^{M, M}\right)} \rightarrow\langle f, \beta\rangle_{\mathcal{E}_{\mathrm{e}}^{\prime}\left(\mathcal{H}^{M, M}\right) \times \mathcal{S}_{\mathrm{e}}\left(\mathcal{H}^{M, M}\right)}
$$

for all $\beta \in \mathcal{S}_{\mathrm{e}}\left(\mathcal{H}^{M, M}\right)$.
We will construct a general class of $\bar{e}_{\gamma}$ in section 4 and show that the resulting $e_{\gamma}$ satisfy the definition. We now prove the corollary.

Proof. Taking into account (3.17) and (3.14), statement (3.16) is a consequence of

$$
e_{\gamma}(x, y)=\mathrm{S}_{\mathrm{e}}^{y} \bar{e}_{\gamma}(x)=\mathrm{S}_{\mathrm{e}}^{y} \mathrm{R}^{*} \bar{\Psi}_{\gamma}(x)=\mathrm{R}^{*} \mathrm{~S}_{\mathrm{r}}^{y} \bar{\Psi}_{\gamma}(x)=\mathrm{R}^{*}\left\{\Psi_{\gamma}(y)\right\}(x)
$$

Considering (3.8) a solution of (3.16) is given by $\bar{\Psi}_{\gamma}=\mathrm{E} \bar{e}_{\gamma}$.
Remark 3.5. Putting

$$
f_{\gamma}(y)=\left\langle f, \mathrm{~S}_{\mathrm{e}}^{y} \bar{e}_{\gamma}\right\rangle_{\mathcal{S}_{\mathrm{e}}^{\prime} \times \mathcal{S}_{\mathrm{e}}}
$$

it becomes clear from (3.12) that $\operatorname{supp} f_{\gamma} \subset \mathcal{H}^{M}\left(\mathbb{R}^{n+1}\right)$. Thus, using the invariance $\mathrm{S}_{\mathrm{e}}^{y}$ to generate mollifiers, we can only recover objects $f \in \mathcal{S}_{\mathrm{e}}^{\prime}$ with support in $\mathcal{H}^{M}\left(\mathbb{R}^{n+1}\right)$. But this is not a restriction in applications, e.g., in sonar or radar, since the support of any object to be reconstructed is always a positive distance from the line $y_{n+1}=0$. For technical reasons, our mollifiers satisfy the convergence assumption (2.3) for bounded $\left|y_{n+1}\right|$, so we will reconstruct $f_{\gamma}$ only on $\mathcal{H}^{M}$ or $\mathcal{H}^{M, M}$. This is not a serious practical restriction since $M$ can be chosen arbitrarily large. Therefore, we will construct $\left(\mathcal{E}_{\mathrm{e}}^{\prime}\left(\mathcal{H}^{M, M}\right), \mathcal{S}_{\mathrm{e}}\left(\mathcal{H}^{M, M}\right)\right)$-mollifiers.

To use the method of approximate inverse for inverting $R$, we

- choose a mollifier $e_{\gamma}$ fulfilling the conditions of Theorem 4.1 defined by $\mathrm{S}_{\mathrm{e}}^{y}$ : $e_{\gamma}(x, y)=\mathrm{S}_{\mathrm{e}}^{y} \bar{e}_{\gamma}(x)$ and calculate $\bar{\Psi}_{\gamma}=\mathrm{E} \bar{e}_{\gamma} ;$
- compute the approximate inverse of R as

$$
\begin{equation*}
S_{\gamma} g(y)=\left\langle g, \mathrm{~S}_{\mathrm{r}}^{y} \bar{\Psi}_{\gamma}\right\rangle_{\mathcal{S}_{\mathrm{r}}^{\prime} \times \mathcal{S}_{\mathrm{r}}} \tag{3.18}
\end{equation*}
$$

where $g=\operatorname{R} f$ are the given data.
Considering (3.9), we have only an explicit representation for $\mathrm{F} \mathrm{E} \bar{e}_{\gamma}$ when $\rho \geq\|\sigma\|$. We want to obtain $\bar{\Psi}_{\gamma}$ rather than its Fourier transform because a discrete Fourier transform would extend the data, which are given in applications only on a bounded domain, periodically and could cause large artifacts. Furthermore even in the twodimensional case $(n=1)$ we would have to compute a three-dimensional Fourier transform of the data. Therefore, we need an explicit representation of $\mathrm{FE} \bar{e}_{\gamma}$ for all $\rho \geq 0$ and $\sigma \in \mathbb{R}^{n}$. (Andersson uses an extension method from Stein [30] which is fairly arbitrary and not explicit for calculations.) We will present an idea in section 4 that will circumvent these difficulties.
4. Design of a mollifier for R. Due to Corollary 3.4 we let the mollifier $e_{\gamma}$ be defined $e_{\gamma}(x, y)=\mathrm{S}_{\mathrm{e}}^{y} \bar{e}_{\gamma}(x)$ as in (3.12).

Since we will need the Fourier transform of $\bar{e}_{\gamma}$ to compute the reconstruction kernel (see (3.9)) it is appropriate to choose $\bar{e}_{\gamma}$ as a tensor product

$$
\begin{equation*}
\bar{e}_{\gamma}(x)=e_{\gamma}^{1}\left(x^{\prime}\right) \otimes e_{\gamma}^{2}\left(x_{n+1}\right) \tag{4.1}
\end{equation*}
$$

where $e_{\gamma}^{1} \in \mathcal{S}\left(\mathbb{R}^{n}\right)$, $e_{\gamma}^{2} \in \mathcal{S}(\mathbb{R})$, $e_{\gamma}^{2}$ even. Defining $e_{\gamma}(x, y)$ as in (3.15), (4.1) it is obvious that $e_{\gamma}(\cdot, y) \in \mathcal{S}_{\mathrm{e}}\left(\mathbb{R}^{n+1}\right)$ for all $y \in \mathbb{R}^{n+1}$.

In view of (3.9) and Theorem 4.1 below we want $e_{\gamma}$ and $\bar{e}_{\gamma}$ to have the following properties:

1. $\int_{\mathbb{R}^{n}} e_{\gamma}^{1}(z) d z=1=\int_{\mathbb{R}^{2}} e_{\gamma}^{2}(t) d t$.
2. $\mathrm{Fe} e_{\gamma}^{1}$ is easy to calculate.
3. $\mathrm{F} e_{\gamma}^{2}(\sqrt{\xi})$ has a nice extension for $\xi<0$.

By "nice" in 3, we mean that the extension is explicitly known since we do not want to apply an extension lemma [30] like Andersson did it in his article [2]. Moreover we need an explicit expression for that extension to calculate the corresponding reconstruction kernel.

Now we get more explicit with our choices for $e_{\gamma}^{1}$ and $e_{\gamma}^{2}$. We define

$$
\begin{equation*}
e_{\gamma}^{1}\left(x^{\prime}\right)=\gamma^{-n} e^{1}\left(x^{\prime} / \gamma\right) \quad \text { for } e^{1}\left(x^{\prime}\right) \in \mathcal{S}\left(\mathbb{R}^{n}\right), \quad \int_{\mathbb{R}^{n}} e^{1}(z) d z=1 \tag{4.2}
\end{equation*}
$$

We have to be careful with respect to the choice of $e_{\gamma}^{2}$. Let $F \in \mathcal{S}_{e}(\mathbb{R})$ have mean value 1. To guarantee the mollifier property, because of the dilation by $y_{n+1}$ in $\mathrm{S}_{\mathrm{e}}^{y}$ (see (3.12) and (3.15)), we define

$$
\begin{equation*}
e_{\gamma}^{2}(q)=\frac{1}{2 \gamma}\left\{F\left(\frac{q+1}{\gamma}\right)+F\left(\frac{q-1}{\gamma}\right)\right\} \quad \text { for } F \in \mathcal{S}_{\mathrm{e}}(\mathbb{R}), \quad \int_{\mathbb{R}} F(t) d t=1 \tag{4.3}
\end{equation*}
$$

We will show that property 3 is fulfilled when we define $F$ as in (4.5) below.
The following key theorem asserts that these properties guarantee $e_{\gamma}$ is a mollifier. The proof will be given in the appendix.

THEOREM 4.1. Let $M>1$ and let functions $e_{\gamma}^{1}$ and $e_{\gamma}^{2}$ be given by (4.2) and (4.3). Then, $e_{\gamma}$ defined by (3.15) and (4.1) is an $\left(\mathcal{E}_{\mathrm{e}}^{\prime}\left(\mathcal{H}^{M, M}\right), \mathcal{S}_{\mathrm{e}}\left(\mathcal{H}^{M, M}\right)\right)$-mollifier.

We will now construct specific functions $e_{\gamma}^{1}$ and $e_{\gamma}^{2}$ that we will use in our algorithm. We define

$$
\begin{equation*}
e_{\gamma}^{1}\left(x^{\prime}\right)=\gamma^{-n} e^{1}\left(x^{\prime} / \gamma\right), \quad e^{1}\left(x^{\prime}\right)=(2 \pi)^{-n / 2} \exp \left(-\left\|x^{\prime}\right\|^{2} / 2\right), \quad x^{\prime} \in \mathbb{R}^{n} \tag{4.4}
\end{equation*}
$$

which obviously is a function in $\mathcal{S}\left(\mathbb{R}^{n}\right)$ with mean value 1 , since $\int_{\mathbb{R}^{n}} e_{\gamma}^{1}\left(x^{\prime}\right) d x^{\prime}=$ $\hat{e}_{\gamma}^{1}(0)=1$.

We have to be more careful in the choice of $e_{\gamma}^{2}$. The desirable extension property 3 for $e_{\gamma}^{2}$ is fulfilled if there exists a function $g \in \mathcal{S}(\mathbb{R})$ satisfying

$$
\begin{equation*}
\mathrm{F} e_{\gamma}^{2}(\sqrt{\xi})=g\left(\xi^{2}\right) \tag{4.5}
\end{equation*}
$$

The function

$$
\begin{equation*}
F(q):=2 \mathrm{~F}^{-1}\left\{\exp \left(-|\xi|^{4}\right)\right\}(2 q) \tag{4.6}
\end{equation*}
$$

satisfies (4.5) with $g(\xi)=\exp \left(-|\xi|^{2}\right)$. So, $F$ is an even function in $\mathcal{S}(\mathbb{R})$ with mean value equal to 1 . We define $e_{\gamma}^{2}$ using (4.3) and the specific function (4.6).

REmark 4.2. Since the inverse Fourier transform of $\exp \left(-|\xi|^{4}\right)$ does not decrease as rapidly as $\exp \left(-|\xi|^{2}\right)$ near $\xi=0$, we introduced the dilation factor 2 in (4.6) to make the decay behavior the same in both variables (see also Figure 1).

Corollary 4.3. Let $M>1$. The function $e_{\gamma}=e_{\gamma}^{1} \otimes e_{\gamma}^{2}$ defined using (4.4) and (4.3) with $F$ defined by (4.6) satisfies the assumptions of Theorem 4.1 and therefore is an $\left(\mathcal{E}_{\mathrm{e}}^{\prime}\left(\mathcal{H}^{M, M}\right), \mathcal{S}_{\mathrm{e}}\left(\mathcal{H}^{M, M}\right)\right)$-mollifier.

Proof. All we need to do is observe that our specific $e^{1}$ and $F$ satisfy $\int_{\mathbb{R}^{n}} e^{1}(z) d z=$ $1=\int_{\mathbb{R}} F(t) d t$ and that $e_{\gamma}$ is constructed according to Theorem 4.1.

Figure 1 displays $\bar{e}_{\gamma}$ in the case of $n=1, \gamma=0.06$. It has its peak in $(0,1)$.


Fig. 1. Plot of $e_{\gamma}\left(x_{1}, x_{2}\right)$ in the two-dimensional case ( $n=1$ ) for $\gamma=0.06$ (left picture). On the right-hand side is the graph of $e_{\gamma}^{1}$ (bottom) and $e_{\gamma}^{2}$ (top). The width of the peak is about 0.5 units in each case (note the different scales), which is achieved by the dilation in (4.6).
5. Computation of the reconstruction kernel $\overline{\mathbf{\Psi}}_{\boldsymbol{\gamma}}$. Throughout this section we assume $\bar{e}_{\gamma}$ to be given as in (4.1), (4.2), (4.3), (4.4), and (4.6) and $e_{\gamma}(x, y)=$ $\mathrm{S}_{\mathrm{e}}^{y} \bar{e}_{\gamma}(x)$. Our aim is to compute $\bar{\Psi}_{\gamma}=\mathrm{E} \bar{e}_{\gamma}$.

From Lemma 3.2 we know that

$$
\begin{equation*}
\mathrm{F} \bar{\Psi}_{\gamma}(\sigma, \rho)=\mathrm{FE} \bar{e}_{\gamma}=\mathrm{F} \bar{e}_{\gamma}\left(\sigma, \sqrt{\rho^{2}-\|\sigma\|^{2}}\right) \quad \text { if } \rho \geq\|\sigma\| \tag{5.1}
\end{equation*}
$$

where $\rho \geq 0, \sigma \in \mathbb{R}^{n}$. Thus, we have to compute the Fourier transform of $\bar{e}_{\gamma}$ at first.
Lemma 5.1. We have that

$$
\begin{equation*}
\mathrm{F} \bar{e}_{\gamma}(\sigma, \rho)=\hat{e}_{\gamma}^{1}(\sigma) \hat{e}_{\gamma}^{2}(\rho)=\cos (\rho) \mathrm{e}^{-\gamma^{2}\|\sigma\|^{2} / 2} \mathrm{e}^{-\gamma^{4} \rho^{4} / 16} \tag{5.2}
\end{equation*}
$$

where $\sigma \in \mathbb{R}^{n}, \rho \in \mathbb{R}$.
Proof. The proof follows from a straightforward calculation using the definition of $\bar{e}_{\gamma}$.

So far by Lemma 5.1 we have the representation

$$
\begin{equation*}
\left.\mathrm{F} \bar{\Psi}_{\gamma}(\sigma, \rho)=\cos \left(\sqrt{\rho^{2}-\|\sigma\|^{2}}\right) \mathrm{e}^{-\gamma^{2}\|\sigma\|^{2} / 2} \mathrm{e}^{-\gamma^{4}\left(\rho^{2}-\|\sigma\|^{2}\right)^{2} / 16}\right) \quad \text { if } \rho \geq\|\sigma\| \tag{5.3}
\end{equation*}
$$

To get $\bar{\Psi}_{\gamma}$ for all $\rho \geq 0$ and $\sigma \in \mathbb{R}^{n}$, we have to find an extension of $\cos \sqrt{\xi}$ for $\xi<0$ that turns (5.3) into a function in $\mathcal{S}_{\mathrm{r}}$. The natural extension involves $\cosh \sqrt{-\xi}$ for $\xi<0$. As noted in section 3 , we can extend $\bar{\Psi}_{\gamma}$ arbitrarily, and for computational


Fig. 2. The reconstruction kernel $\bar{\Psi}_{\gamma}$ given as in (5.6) for $\gamma=0.06$ and $n=1$. The integrals have been computed using numerical integration.
reasons, we will cut this function off away from $\xi=0$. Let $\chi \in \mathcal{C}^{\infty}(\mathbb{R})$ be zero on $(-\infty,-1]$ and 1 on $[0, \infty)$ and let

$$
G(\xi)=\left\{\begin{align*}
\cos \sqrt{\xi}, & \xi \geq 0  \tag{5.4}\\
\chi(\xi) \cosh (\sqrt{|\xi|}), & \xi<0
\end{align*}\right.
$$

The Fourier transform $\mathrm{F} \bar{\Psi}_{\gamma}$ is given by

$$
\begin{equation*}
\mathrm{F} \bar{\Psi}_{\gamma}(\sigma, \rho)=G\left(\rho^{2}-\|\sigma\|^{2}\right) \mathrm{e}^{-\gamma^{2}\|\sigma\|^{2} / 2} \mathrm{e}^{-\gamma^{4}\left(\rho^{2}-\|\sigma\|^{2}\right)^{2} / 16} \tag{5.5}
\end{equation*}
$$

and we get $\bar{\Psi}_{\gamma}$ by applying the inverse Fourier transform.
Lemma 5.2. Let $\bar{e}_{\gamma}$ be given as in (4.1), (4.2), (4.3), (4.4), and (4.6). Then, a solution of $\mathrm{R}^{*} \bar{\Psi}_{\gamma}=\bar{e}_{\gamma}$ is represented by

$$
\bar{\Psi}_{\gamma}(z, r)=2^{n}(2 \pi)^{-\frac{3}{2} n-\frac{1}{2}} \int_{\mathbb{R}_{+}^{n}} \int_{0}^{\infty}\left\{G\left(\rho^{2}-\|\sigma\|^{2}\right) \mathrm{e}^{-\gamma^{2}\left(\frac{\|\sigma\|^{2}}{2}+\frac{\gamma^{2}}{16}\left(\rho^{2}-\|\sigma\|^{2}\right)^{2}\right)}\right.
$$

$$
\begin{equation*}
\left.\cdot \rho^{(n+1) / 2} \mathcal{J}_{(n-1) / 2}(\rho r) \cos (\langle\sigma, z\rangle)\right\} d \rho d \sigma \tag{5.6}
\end{equation*}
$$

Here, $\mathbb{R}_{+}^{n}=\left\{x=\left(x_{1}, \ldots, x_{n}\right)^{\top} \in \mathbb{R}^{n}: x_{j} \geq 0\right\}, \mathcal{J}_{\nu}$ is the Bessel function of first kind of order $\nu$, and $G$ is given as in (5.4).

Proof. The proof follows by a simple application of an inverse Fourier transform of dimension $2 n+1$ to (5.5) in which one uses Lemma 5.1, spherical coordinates, and the identity

$$
\int_{S^{n}} \mathrm{e}^{\imath \rho r\langle\omega, \theta\rangle} d \omega=(2 \pi)^{(n+1) / 2}(\rho r)^{(1-n) / 2} \mathcal{J}_{(n-1) / 2}(\rho r),
$$

which can be found, e.g., in [10].

Figure 2 displays a picture of $\bar{\Psi}_{\gamma}$ for $\gamma=0.06$ and $n=1$ corresponding to the two-dimensional case. The integrals in (5.6) have been computed using numerical integration, where the integrals were cut off when the absolute value of the integrand was less then $10^{-12}$. The reconstruction kernel in Figure 2 belongs to the mollifier shown in Figure 1 and has its absolute maximum point in $(0,1)$, just as the mollifier $\bar{e}_{\gamma}$.
6. Implementation and numerical results. We now have all the ingredients to implement the approximate inverse for the spherical Radon transform. We present results for the two-dimensional case $(n=1)$. The reconstruction kernel $\bar{\Psi}_{\gamma}$ (5.6) belonging to the mollifier (4.1), (4.2), (4.3) has the representation

$$
\begin{align*}
\bar{\Psi}_{\gamma}(z, r)= & \frac{2}{(2 \pi)^{2}}\left\{\int_{0}^{\infty} \int_{0}^{\infty} \tau \mathcal{J}_{0}\left(\sqrt{\tau^{2}+\sigma^{2}} r\right) \cos \tau \mathrm{e}^{-\gamma^{2}\left(\frac{\sigma^{2}}{2}+\frac{\gamma^{2} \tau^{4}}{16}\right)} \cos (\sigma z) d \tau d \sigma\right.  \tag{6.1}\\
& \left.+\int_{0}^{\infty} \int_{0}^{\sigma} \tau \mathcal{J}_{0}\left(\sqrt{\sigma^{2}-\tau^{2}} r\right) \chi\left(-\tau^{2}\right) \cosh \tau \mathrm{e}^{-\gamma^{2}\left(\frac{\sigma^{2}}{2}+\frac{\gamma^{2} \tau^{4}}{16}\right)} \cos (\sigma z) d \tau d \sigma\right\}
\end{align*}
$$

where we used the substitutions $\rho=\sqrt{\tau^{2}+\sigma^{2}}$ and $\rho=\sqrt{\sigma^{2}-\tau^{2}}$, respectively.
Throughout this section we suppose that $f$ has compact support in $\mathcal{H}^{M, M}\left(\mathbb{R}^{2}\right)$ for a certain $M>1$. The method of approximate inverse used to solve the problem $\mathrm{R} f=g$ for $n=1$ has the form $S_{\gamma} \mathrm{R} f(y)=\left\langle\mathrm{R} f, \mathrm{~S}_{\mathrm{r}}^{y} \bar{\Psi}_{\gamma}\right\rangle_{\mathcal{S}_{\mathrm{r}}^{\prime} \times \mathcal{S}_{\mathrm{r}}}$.

We now adjust the algorithm to practical situations where only finitely many data on a bounded domain are available. Assume that equally spaced centers $z_{k} \in[\lambda, \Lambda]$, $\lambda<\Lambda, k=0, \ldots, P$, and equally spaced radii $r_{m} \in[0, R], R>0, m=0, \ldots, Q$, are given, so we have $N=(P+1)(Q+1)$ spherical averages of $f$ at hand. More explicitly, instead of $\operatorname{R} f$ itself we have only the vector $\phi_{N} \mathrm{R} f \in \mathbb{R}^{N}$ as data, where $\phi_{N}: \mathcal{C}(\mathbb{R} \times[0, \infty)) \rightarrow \mathbb{R}^{N}$ are the point evaluations

$$
\left(\phi_{N} v\right)_{k, m}=v\left(z_{k}, r_{m}\right), \quad 0 \leq k \leq P, \quad 0 \leq m \leq Q
$$

REMARK 6.1. The observation operator $\phi_{N}$, which contains all information about the measurement geometry, is well defined only if the function to be evaluated is continuous. Since $\mathrm{R} f \in \mathcal{S}_{\mathrm{r}}^{\prime}$ we have to postulate that $\mathrm{R} f$ is a continuous, but not necessarily integrable, function in order to apply $\phi_{N}$ properly. Thus, we assume $\mathrm{R} f \in \mathcal{C}(\mathbb{R} \times[0, \infty))$ which is not a large restriction since R smooths of order $n / 2$ in Sobolev scales.

To recover $f$ from $\phi_{N} \mathrm{R} f$ we apply the trapezoidal sum corresponding to the nodes $\left\{z_{k}\right\},\left\{r_{m}\right\}$ and obtain

$$
\begin{align*}
S_{\gamma, N} \phi_{N} \operatorname{Rf}(y) & =\left\langle\phi_{N} \mathrm{R} f, Q_{N} \phi_{N} \mathrm{~S}_{\mathrm{r}}^{y} \bar{\Psi}_{\gamma}\right\rangle_{\mathbb{R}^{N}} \\
& =\frac{2 \pi}{\left|y_{2}\right|^{3}} h_{z} h_{r} \sum_{k=0}^{P} \sum_{m=0}^{Q} r_{m} \bar{\Psi}_{\gamma}\left(\frac{z_{k}-y_{1}}{\left|y_{2}\right|}, \frac{r_{m}}{\left|y_{2}\right|}\right) \mathrm{R} f\left(z_{k}, r_{m}\right) \tag{6.2}
\end{align*}
$$

for $y \in \mathcal{H}^{M}\left(\mathbb{R}^{2}\right), Q_{N}=h_{z} h_{r} I_{N, N}$ (compare (2.8)).
Formula (6.2) was applied to get the reconstructions in Figures 3 and 4.
As mentioned in section 5 we compute $\bar{\Psi}_{\gamma}$ by applying numerical integration to (6.1) choosing convenient integration boundaries. Moreover we determine $\bar{\Psi}_{\gamma}(z, r)$ on the square $[0,15]^{2}$ on an equidistant mesh grid consisting of $128 \times 128$ grid points. Since the kernel is rapidly decreasing, the absolute value of $\bar{\Psi}_{\gamma}$ outside the square
$[0,15]^{2}$ is rather small, so we can extend the kernel by 0 there. Using the symmetry $\bar{\Psi}_{\gamma}(z, r)=\bar{\Psi}_{\gamma}(-z, r)$ and linear interpolation we get $\bar{\Psi}_{\gamma}(z, r)$ for every $z \in \mathbb{R}, r \geq 0$.

To check the performance of the above algorithm we implemented it to reconstruct several objects. All reconstructions were computed for $\left(y_{1}, y_{2}\right) \in[0,7] \times[1,8]$ using an equidistant mesh grid with $64 \times 64$ grid points. The objects are assumed to have their support in $\mathcal{H}^{1}\left(\mathbb{R}^{2}\right)$. The data are given on equally spaced points with $\lambda=-36$, $\Lambda=36, P=384, R=50$, and $Q=256$. Note that in all pictures the $y_{2}$-axis is the horizontal one, whereas the $y_{1}$-axis (the sonar sources, circle centers) is the vertical one.

First, we recovered the characteristic function of a circle centered at $(4,4)$ with radius 1 and density 2. Figure 3 shows the original circle as well as the approximate inverse $S_{\gamma, N} \phi_{N} \mathrm{R} f$. We used the reconstruction kernel (6.1) with $\gamma=0.06$ which was precomputed for $(z, r) \in[0,15]^{2}$ using $128 \times 128$ equally distributed grid points.


Fig. 3. Reconstruction of the characteristic function of a circle (left) and original object function (right), $\gamma=0.06$.


Fig. 4. Reconstruction of two circles $f_{1}$ and $f_{2}$ (left) and original object function (right), $\gamma=0.06$.

Second, we applied the algorithm to the sum of the function in Figure 3 and the characteristic function of a disk centered at $(2,3)$ and of radius 1 . The reconstruction as well as the original object can be seen in Figure 4; the parameters are the same as
in Figure 3.
These tests show that the method of approximate inverse works fine, and the reconstructions are comparable to those in [9]. Some blurring in the reconstructions is probably caused by the numerical calculation of the reconstruction kernel and truncation error. However, some ill-posedness is inherent in the problem.

Remark 6.2. Some of the fuzzy reconstruction boundaries in Figures 3 and 4 are intrinsic to the problem. As shown in [19, 24], the object boundaries that are most difficult to reconstruct are those not tangent to circles in the data set. This means that horizontal boundaries in Figures 3 and 4 will be intrinsically hardest to reconstruct since the set of circle centers is the vertical axis. Since more-or-less vertical boundaries are tangent to spheres in the data set, the microlocal analysis predicts they will be easiest to reconstruct. This is analogous to limited angle X-ray tomography in which some boundaries are "invisible" in the data [25].
7. Conclusions. In this paper we extended the method of approximate inverse, a regularization scheme for operators between Hilbert spaces, to distribution spaces. We applied the method to the inversion problem of the spherical Radon transform which appears in sonar as well as in radar. This algorithm allows one to solve inverse problems for linear operators which are not bounded mappings between Hilbert or Banach spaces.

We presented a representation for a reconstruction kernel $\bar{\Psi}_{\gamma}$ in arbitrary dimensions (5.6). Unfortunately, in the three-dimensional case ( $n=2$ ) numerical integration to get $\bar{\Psi}_{\gamma}$ is too time consuming and we are working on other ways to get the reconstruction kernel. In this case a modified inversion formula presented by Klein [13] might be useful. This inversion formula could also be helpful to obtain an analytic expression for the reconstruction kernel $\bar{\Psi}_{\gamma}$, which would also increase the accuracy of the reconstructed solution. This and stability and error analysis (as for Hilbert space in [27]) will be part of future research.

Appendix A. Proof of Theorem 4.1. Let $M>1$. We recall the general construction of $e_{\gamma}$ given in section 4. Let $e_{\gamma}(x, y)=\mathrm{S}_{e}^{y} \bar{e}_{\gamma}(x)$, where

$$
\begin{align*}
\bar{e}_{\gamma}(x) & =\mathrm{e}_{\gamma}^{1}\left(x^{\prime}\right) \otimes \mathrm{e}_{\gamma}^{2}\left(x_{n+1}\right),  \tag{A.1}\\
e_{\gamma}^{1}\left(x^{\prime}\right) & =\gamma^{-n} e^{1}\left(x^{\prime} / \gamma\right), \quad \int_{\mathbb{R}^{n}} e^{1}\left(x^{\prime}\right) d x^{\prime}=1, \quad e^{1} \in \mathcal{S}\left(\mathbb{R}^{n}\right),  \tag{A.2}\\
e_{\gamma}^{2}(q) & =\frac{1}{2 \gamma}\left\{F\left(\frac{q+1}{\gamma}\right)+F\left(\frac{q-1}{\gamma}\right)\right\} \quad \text { for } F \in \mathcal{S}_{\mathrm{e}}(\mathbb{R}), \quad \int_{\mathbb{R}} F(t) d t=1 . \tag{A.3}
\end{align*}
$$

We will use several steps to show that $e_{\gamma}$ is an $\left(\mathcal{E}_{\mathrm{e}}^{\prime}\left(\mathcal{H}^{M, M}\right), \mathcal{S}_{\mathrm{e}}\left(\mathcal{H}^{M, M}\right)\right)$-mollifier. First, we will prove (2.2) using Lemma A.1. Then, we will prove a distributional Fubini's theorem, Lemma A.2, and finally, we will prove the convergence result (2.3) which concludes the proof of Theorem 4.1.

Lemma A.1. Let $\gamma>0$ be fixed, $e_{\gamma}$ be defined by (A.1)-(A.3), and $\varphi \in \mathcal{S}_{\mathrm{e}}^{\prime}\left(\mathbb{R}^{n+1}\right)$. Then, the function $\left\langle\varphi, e_{\gamma}(\cdot, y)\right\rangle_{\mathcal{S}_{\mathrm{e}} \times \mathcal{S}_{\mathrm{e}}}$ is a continuous function of polynomial growth for $y \in \mathcal{H}^{M}$ and is 0 for $y \notin \mathcal{H}^{M}$. Therefore $\left\langle\varphi, e_{\gamma}(\cdot, y)\right\rangle_{\mathcal{S}_{\mathrm{e}}^{\prime}\left(\mathbb{R}^{n+1}\right) \times \mathcal{S}_{\mathrm{e}}\left(\mathbb{R}^{n+1}\right)} \in \mathcal{S}_{\mathrm{e}}^{\prime}\left(\mathbb{R}^{n+1}\right)$.

Proof. First, using the definition of $e_{\gamma}$, one proves the map $y \mapsto e_{\gamma}(\cdot, y)$ is a continuous map from $\mathcal{H}^{M}$ to $\mathcal{S}_{\mathrm{e}}\left(\mathbb{R}^{n+1}\right)$. Therefore, $\left\langle\varphi, e_{\gamma}(\cdot, y)\right\rangle_{\mathcal{S}_{\mathrm{e}}^{\prime} \times \mathcal{S}_{\mathrm{e}}}$ is continuous for $y \in \mathcal{H}^{M}$ and is 0 if not.

We simplify the problem by reducing the calculation to integrals of functions. By [6] there exists a multi-index $\alpha \in \mathbb{N}_{0}^{n+1}$ and a continuous function $P_{\varphi}$ of polynomial
growth such that

$$
\begin{equation*}
\varphi=D^{\alpha} P_{\varphi} \tag{A.4}
\end{equation*}
$$

where $\alpha=\left(\alpha^{\prime}, \alpha_{n+1}\right)$ and $D^{\alpha}=\partial_{x_{1}}^{\alpha_{1}} \cdots \partial_{x_{n+1}}^{\alpha_{n+1}}$.
For $y \in \mathcal{H}^{M}$, we obtain

$$
\begin{align*}
\varphi_{\gamma}(y) & :=\left\langle\varphi, e_{\gamma}(\cdot, y)\right\rangle_{\mathcal{S}_{\mathrm{e}}^{\prime} \times \mathcal{S}_{\mathrm{e}}}=(-1)^{|\alpha|} \int_{\mathbb{R}^{n+1}} P_{\varphi}(x) D_{x}^{\alpha} e_{\gamma}(x, y) d x  \tag{A.5}\\
= & \frac{1}{2\left(-\gamma\left|y_{n+1}\right|\right)^{|\alpha|}} \int_{\mathbb{R}^{n}} \int_{\mathbb{R}}\left[P_{\varphi}\left(\gamma\left|y_{n+1}\right| z^{\prime}+y^{\prime}, \gamma\left|y_{n+1}\right| z_{n+1}+\left|y_{n+1}\right|\right)\right. \\
& \left.+P_{\varphi}\left(\gamma\left|y_{n+1}\right| z^{\prime}+y^{\prime}, \gamma\left|y_{n+1}\right| z_{n+1}-\left|y_{n+1}\right|\right)\right] D^{\alpha^{\prime}} e^{1}\left(z^{\prime}\right) D^{\alpha_{n+1}} F\left(z_{n+1}\right) d z_{n+1} d z^{\prime}
\end{align*}
$$

where we used the substitutions $z^{\prime}=\left(x^{\prime}-y^{\prime}\right) /\left(\gamma\left|y_{n+1}\right|\right)$ and $z_{n+1}=\left(x_{n+1} /\left|y_{n+1}\right| \pm\right.$ $1) / \gamma$, as well as the symmetry of $F$. Since $P_{\varphi}$ is polynomially increasing, there exists a constant $C_{\varphi}>0$ and a $\kappa>0$ such that

$$
\begin{equation*}
\left|P_{\varphi}(x)\right| \leq C_{\varphi}\left(1+\|x\|^{2}\right)^{\kappa} \quad \text { as }\|x\| \rightarrow \infty, \quad x \in \mathbb{R}^{n+1} \tag{A.6}
\end{equation*}
$$

Using (A.6) and some simple estimates, we show

$$
\left|P_{\varphi}\left(\gamma\left|y_{n+1}\right| z^{\prime}+y^{\prime}, \gamma\left|y_{n+1}\right| z_{n+1} \pm\left|y_{n+1}\right|\right)\right| \leq C_{\varphi} 2^{\kappa}\left(1+\gamma^{2}\left|y_{n+1}\right|^{2}\|z\|^{2}\right)^{\kappa}\left(1+\|y\|^{2}\right)^{\kappa}
$$

This allows us to estimate (A.5) as

$$
\left|\varphi_{\gamma}(y)\right| \leq C_{\varphi} 2^{\kappa} q_{\gamma}\left(\gamma\left|y_{n+1}\right|\right)^{-|\alpha|}\left(1+\|y\|^{2}\right)^{\kappa}, \quad y \in \mathcal{H}^{M}
$$

with $q_{\gamma}:=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}}\left(1+\gamma^{2}\left|y_{n+1}\right|^{2}\|z\|^{2}\right)^{\kappa} D^{\alpha^{\prime}} e^{1}\left(z^{\prime}\right) D^{\alpha_{n+1}} F\left(z_{n+1}\right) d z_{n+1} d z^{\prime}<\infty$, which finishes the proof.

Our next task is to prove a distributional Fubini's theorem that will allow us to examine the pairing $\left\langle e_{\gamma}(x, \cdot), \beta\right\rangle$ to show the convergence result (2.3) in Definition 2.1.

Lemma A. 2 (distributional Fubini's theorem). Let $\gamma>0$ be fixed and $e_{\gamma}$ be defined by (A.1)-(A.3). Further assume that $\varphi \in \mathcal{S}_{\mathrm{e}}^{\prime}\left(\mathbb{R}^{n+1}\right)$ and $\beta \in \mathcal{S}_{\mathrm{e}}\left(\mathcal{H}^{M}\right)$. Then,

$$
\left.\left.\begin{array}{rl}
\left\langle\left\langle\varphi, e_{\gamma}(\cdot, y)\right\rangle_{\mathcal{S}_{\mathrm{e}}^{\prime}}\left(\mathbb{R}^{n+1}\right) \times \mathcal{S}_{\mathrm{e}}\left(\mathbb{R}^{n+1}\right)\right. \tag{A.7}
\end{array}, \beta\right\rangle_{\mathcal{S}_{\mathrm{e}}^{\prime}\left(\mathbb{R}^{n+1}\right) \times \mathcal{S}_{\mathrm{e}}\left(\mathcal{H}^{M}\right)}\right) .
$$

Furthermore,

$$
\begin{equation*}
\beta_{\gamma}(x):=\left\langle e_{\gamma}(x, \cdot), \beta\right\rangle_{\mathcal{S}_{e}^{\prime}\left(\mathbb{R}^{n+1}\right) \times \mathcal{S}_{\mathrm{e}}\left(\mathcal{H}^{M}\right)} \in \mathcal{S}_{\mathrm{e}}\left(\mathbb{R}^{n+1}\right) . \tag{A.8}
\end{equation*}
$$

Note that here, $\beta_{\gamma}$ is a function of $x$, and in section $2, f_{\gamma}$ is a function of $y$.
Proof. We reduce this to a Fubini theorem for functions. Since $\varphi=D^{\alpha} P_{\varphi}$ for a function $P_{\varphi}$ with polynomial growth by (A.4), we can again use (A.5) to write

$$
\begin{equation*}
\left\langle\varphi_{\gamma}, \beta\right\rangle_{\mathcal{S}_{\mathrm{e}}^{\prime}\left(\mathbb{R}^{n+1}\right) \times \mathcal{S}_{\mathrm{e}}\left(\mathcal{H}^{M}\right)}=\int_{\mathcal{H}^{M}} \int_{\mathbb{R}^{n}} \int_{\mathbb{R}} I_{\varphi}^{\gamma}\left(y^{\prime}, y_{n+1}, x^{\prime}, x_{n+1}\right) d x_{n+1} d x^{\prime} d y_{n+1} d y^{\prime} \tag{A.9}
\end{equation*}
$$

where

$$
\begin{aligned}
& I_{\varphi}^{\gamma}\left(y^{\prime}, y_{n+1}, x^{\prime}, x_{n+1}\right):=\frac{(-1)^{|\alpha|}}{2}\left(\gamma\left|y_{n+1}\right|\right)^{-n-1-|\alpha|} \beta\left(y^{\prime}, y_{n+1}\right) P_{\varphi}\left(x^{\prime}, x_{n+1}\right) \\
& \quad \cdot\left(D^{\alpha^{\prime}} e^{1}\right)\left(\frac{x^{\prime}-y^{\prime}}{\gamma\left|y_{n+1}\right|}\right)\left\{\left(D^{\alpha_{n+1}} F\right)\left(\frac{x_{n+1}-\left|y_{n+1}\right|}{\gamma\left|y_{n+1}\right|}\right)+\left(D^{\alpha_{n+1}} F\right)\left(\frac{x_{n+1}+\left|y_{n+1}\right|}{\gamma\left|y_{n+1}\right|}\right)\right\}
\end{aligned}
$$

Using (A.6), $y \in \mathcal{H}^{M}$, the fact that $F, \beta$, and $e^{1}$ are in $\mathcal{S}_{\mathrm{e}}$, and some basic inequalities (e.g., $\left(1+\|a-b\|^{2}\right)^{-q} \leq 2^{q}\left(1+\|b\|^{2}\right)^{q}\left(1+\|a\|^{2}\right)^{-q}, a, b \in \mathbb{R}^{n}, q \in \mathbb{N}$ ), we may estimate

$$
\begin{aligned}
& \left|I_{\varphi}^{\gamma}\left(y^{\prime}, y_{n+1}, x^{\prime}, x_{n+1}\right)\right| \leq\left(C_{\varphi} / 2\right)\left(1+\|x\|^{2}\right)^{\kappa}(\gamma / M)^{-n-1-|\alpha|}\left|\beta\left(y^{\prime}, y_{n+1}\right)\right| \\
& \cdot\left(1+\frac{\left\|x^{\prime}-y^{\prime}\right\|^{2}}{\gamma^{2} y_{n+1}^{2}}\right)^{-q_{1}}\left\{\left(1+\frac{\left(x_{n+1}-\left|y_{n+1}\right|\right)^{2}}{\gamma^{2} y_{n+1}^{2}}\right)^{-q_{2}}+\left(1+\frac{\left(x_{n+1}+\left|y_{n+1}\right|\right)^{2}}{\gamma^{2} y_{n+1}^{2}}\right)^{-q_{2}}\right\} \\
& \leq \frac{C_{\varphi}}{2} \frac{\left(1+\|x\|^{2}\right)^{\kappa}}{\left(1+\|y\|^{2}\right)^{q_{3}}}\left(\frac{\gamma}{M}\right)^{-n-1-|\alpha|} \frac{\left(1+\left\|y^{\prime}\right\|^{2}\right)^{q_{1}}}{\left(1+\left\|x^{\prime}\right\|^{2}\right)^{q_{1}}} \frac{\left(1+\left|y_{n+1}\right|^{2}\right)^{q_{2}}}{\left(1+\left|x_{n+1}\right|^{2}\right)^{q_{2}}}\left[2\left(1+\gamma^{2} y_{n+1}^{2}\right)\right]^{q_{1}+q_{2}}
\end{aligned}
$$

for arbitrary $q_{1}, q_{2}, q_{3} \in \mathbb{N}$.
We see for sufficiently large $q_{1}, q_{2}, q_{3}$ that the integrand in (A.9) is bounded by an integrable function in $(x, y) \in \mathbb{R}^{n+1} \times \mathcal{H}^{M}$.

This allows us to switch the order of integration in (A.9). Since the integral in this switched version is smooth with uniformly integrable derivatives in $y \in \mathcal{H}^{M}$ for $x$ in any compact set, we can pull the $D^{\alpha}$ out of the inner integral. Finally, we use the definition of derivative on $\mathcal{S}_{\mathrm{e}}^{\prime}$ to prove (A.7).

To show (A.8), we let $\alpha \in \mathbb{N}_{0}^{n+1}$ be an arbitrary multi-index. We will prove that $D^{\alpha} \beta_{\gamma}$ decreases rapidly. We bring the $D^{\alpha}$ inside the integral for $\beta_{\gamma}$ and use estimates as above, and we find a constant $\tilde{c}_{\gamma}>0$ such that

$$
\left|D^{\alpha} \beta_{\gamma}(y)\right| \leq \tilde{c}_{\gamma}\left(1+\left\|y^{\prime}\right\|^{2}\right)^{-q_{1}}\left(1+y_{n+1}^{2}\right)^{-q_{2}}, \quad\left(y^{\prime}, y_{n+1}\right) \in \mathbb{R}^{n+1}
$$

for arbitrary numbers $q_{1}, q_{2} \in \mathbb{N}$ since $\beta \in \mathcal{S}_{\mathrm{e}}\left(\mathcal{H}^{M}\right)$ and $\gamma$ is fixed. Now, using similar arguments as for the bound on $\left|I_{\varphi}^{\gamma}\right|$, we prove assertion (A.8).

The final key is the following important convergence result.
Lemma A.3. Let $e_{\gamma}$ be defined by (A.1)-(A.3). Let $\beta \in \mathcal{S}_{\mathrm{e}}\left(\mathcal{H}^{M, M}\right)$ and $\alpha \in \mathbb{N}_{0}^{n+1}$ be a multi-index. Assume that $\beta_{\gamma}$ is defined by (A.8). Then, $D^{\alpha} \beta_{\gamma} \rightarrow D^{\alpha} \beta(x)$ pointwise in $\mathcal{H}^{M, M}$, and $D^{\alpha} \beta_{\gamma}$ is uniformly bounded in $(x, \gamma) \in \mathcal{H}^{M, M} \times(0,1)$.

Proof. We first use the symmetry of $F$ to write

$$
\begin{equation*}
\beta_{\gamma}(x)=\int_{\mathcal{H}^{M, M}} \frac{1}{\left(\gamma\left|y_{n+1}\right|\right)^{n+1}} e^{1}\left(\frac{x^{\prime}-y^{\prime}}{\gamma\left|y_{n+1}\right|}\right) F\left(\left(\frac{x_{n+1}}{y_{n+1}}-1\right) / \gamma\right) \beta(y) d y_{n+1} d y^{\prime} . \tag{A.10}
\end{equation*}
$$

We assume $(x, y) \in \mathcal{H}^{M, M} \times \mathcal{H}^{M, M}$ and then we use the change of variables

$$
\begin{equation*}
z^{\prime}=\left(x^{\prime}-y^{\prime}\right) /\left(\left|y_{n+1}\right| \gamma\right), \quad z_{n+1}=\left(\frac{x_{n+1}}{y_{n+1}}-1\right) / \gamma \tag{A.11}
\end{equation*}
$$

and we have the following simple but important estimate:

$$
\begin{equation*}
\frac{1}{M^{2}}<\frac{1}{M\left|x_{n+1}\right|}<\frac{1}{\left|\gamma z_{n+1}+1\right|}<\frac{M}{\left|x_{n+1}\right|}<M^{2} \tag{A.12}
\end{equation*}
$$

Then, the integral in (A.10) becomes

$$
\begin{align*}
\beta_{\gamma}(x)= & \int_{\mathbb{R}^{n}} \int_{1 /\left|\gamma z_{n+1}+1\right|<M^{2}} e^{1}\left(z^{\prime}\right) F\left(z_{n+1}\right)  \tag{A.13}\\
& \cdot \beta\left(x^{\prime}-\frac{\gamma\left|x_{n+1}\right|}{\left|\gamma z_{n+1}+1\right|} z^{\prime}, \frac{x_{n+1}}{\gamma z_{n+1}+1}\right) \frac{1}{\left|\gamma z_{n+1}+1\right|} d z^{\prime} d z_{n+1}
\end{align*}
$$

where the limits of integration in (A.13) are determined because $1 / M<\left|y_{n+1}\right|<M$ and $\operatorname{supp} \beta \subset \mathbb{R}^{n} \times[1 / M, M]$.

In order to subtract $\beta(x)$ within the integral (A.13), we define an auxiliary function that simplifies the calculation,

$$
b_{\gamma}(x)=\beta(x) \int_{1 /\left|\gamma z_{n+1}+1\right|<M^{2}} e^{1}\left(z^{\prime}\right) F\left(z_{n+1}\right) \frac{1}{\left|\gamma z_{n+1}+1\right|} d z_{n+1}
$$

We must calculate $D^{\alpha}\left[\beta_{\gamma}-b_{\gamma}\right]$ and show this difference goes to zero as $\gamma \rightarrow 0$. To do this, we take the derivative inside the integral:

$$
\begin{align*}
& D^{\alpha}\left[\beta_{\gamma}(x)-b_{\gamma}(x)\right]=\int_{\mathbb{R}^{n}} \int_{1 /\left|\gamma z_{n+1}+1\right|<M^{2}} e^{1}\left(z^{\prime}\right) F\left(z_{n+1}\right) \\
& \quad \cdot D_{x}^{\alpha}\left\{\beta\left(x^{\prime}-\frac{\gamma\left|x_{n+1}\right|}{\left|\gamma z_{n+1}+1\right|} z^{\prime}, \frac{x_{n+1}}{\gamma z_{n+1}+1}\right)-\beta(x)\right\} \frac{1}{\left|\gamma z_{n+1}+1\right|} d z^{\prime} d z_{n+1} \tag{A.14}
\end{align*}
$$

To show that (A.14) converges to zero, we must do two things:

1. We need to show for each $x \in \mathcal{H}^{M, M}$ that the integrand in (A.14) is bounded by an integrable function uniformly in $\gamma \in(0,1)$.
2. We need to show $D^{\alpha} \beta_{\gamma}$ is bounded by an integrable function, uniformly in $\gamma \in(0,1)$.
To show 1, we need to examine the derived integrand. The $D_{x^{\prime}}^{\alpha^{\prime}}$ terms are evaluated on $\beta$ in both terms of (A.14) and they do not cause a problem, so we will evaluate them first. This gives an expression

$$
\begin{align*}
D_{x}^{\alpha}\left\{\beta \left(x^{\prime}-\right.\right. & \left.\left.\frac{\gamma\left|x_{n+1}\right|}{\left|\gamma z_{n+1}+1\right|} z^{\prime}, \frac{x_{n+1}}{\gamma z_{n+1}+1}\right)-\beta(x)\right\} \\
& =D_{x_{n+1}}^{\alpha_{n+1}}\left(D_{x^{\prime}}^{\alpha^{\prime}} \beta\right)\left(x^{\prime}-\frac{\gamma\left|x_{n+1}\right|}{\left|\gamma z_{n+1}+1\right|} z^{\prime}, \frac{x_{n+1}}{\gamma z_{n+1}+1}\right)-D_{x}^{\alpha} \beta(x) \tag{A.15}
\end{align*}
$$

However, because $x_{n+1}$ appears in both coordinates of the first $\beta$ in (A.15), some of the derivatives in $D_{x_{n+1}}^{\alpha_{n+1}}$ fall on the first coordinate. We will let $\delta^{\prime}=\left(\delta_{1}, \ldots, \delta_{n}\right)$ denote a multi-index in $\mathbb{N}_{0}^{n}$. An explicit calculation shows that the integrand in (A.14) can be written for $x_{n+1}>1 / M>0$ as a sum of terms in which some derivatives in $x_{n+1}$ fall on the first coordinates of $\beta$ and then the term in which all derivatives fall on the last coordinate, the integrand in (A.14) becomes

$$
\begin{align*}
& \frac{e^{1}\left(z^{\prime}\right) F\left(z_{n+1}\right)}{\left|\gamma z_{n+1}+1\right|}\left[\sum_{0<\left|\delta^{\prime}\right| \leq \alpha_{n+1}}\right.\left(\frac{\gamma^{\left|\delta^{\prime}\right|}(-z)^{\delta^{\prime}}}{\left|\gamma z_{n+1}+1\right|^{\left|\delta^{\prime}\right|}\left(\gamma z_{n+1}+1\right)^{\alpha_{n+1}-\left|\delta^{\prime}\right|}}\right.  \tag{A.16}\\
&\left.\cdot\left(\partial_{x_{n+1}}^{\alpha_{n+1}-\left|\delta^{\prime}\right|} D_{x^{\prime}}^{\delta^{\prime}+\alpha^{\prime}} \beta\right)\left(x^{\prime}-\frac{\gamma\left|x_{n+1}\right|}{\left|\gamma z_{n+1}+1\right|} z^{\prime}, \frac{x_{n+1}}{\gamma z_{n+1}+1}\right)\right) \\
&\left.\quad+\left\{\left(\gamma z_{n+1}+1\right)^{-\alpha_{n+1}}\left(D^{\alpha} \beta\right)\left(x^{\prime}-\frac{\gamma\left|x_{n+1}\right|}{\left|\gamma z_{n+1}+1\right|} z^{\prime}, \frac{x_{n+1}}{\gamma z_{n+1}+1}\right)-D^{\alpha} \beta(x)\right\}\right]
\end{align*}
$$

A similar formula is obtained for $x_{n+1}<-1 / M<0$.
Because $1 /\left|\gamma z_{n+1}+1\right| \leq M^{2}$, it can be seen from (A.16) that the integrand of (A.14) can be bounded by an integrable function uniformly in $\gamma \in(0,1)$. Hence, an application of Lebesgue's dominated convergence theorem shows $D^{\alpha}\left(\beta_{\gamma}-b_{\gamma}\right) \rightarrow 0$ pointwise for $x \in \mathcal{H}^{M, M}$. This is valid for two reasons: the sum in (A.16) is a factor of $\gamma$ times a bounded function, and the difference in braces goes to zero as $\gamma \rightarrow 0$. Since $\left(b_{\gamma}-\beta\right) \rightarrow 0$ in $\mathcal{S}_{\mathrm{e}}\left(\mathcal{H}^{M, M}\right)$ we thus have $D^{\alpha}\left(\beta_{\gamma}-\beta\right) \rightarrow 0$ pointwise in $\mathcal{H}^{M, M}$.

A similar boundedness argument shows that $D^{\alpha} \beta_{\gamma}$ is bounded by an integrable function uniformly in $\gamma \in(0,1)$.

At last, we finish the proof of Theorem 4.1. Recall that in the statement of this theorem, $\varphi$ has compact support in $\mathcal{H}^{M, M}$ and $\varphi=D^{\alpha} P_{\varphi}$ for a function $P_{\varphi}$ of polynomial growth (A.4). Thus, there are compactly supported functions $\psi_{1}\left(x^{\prime}\right)$ and $\psi_{2}\left(x_{n+1}\right)$ such that $\psi_{2}$ is one on $[-M,-1 / M] \cup[1 / M, M]$ and supported in $[-2 M,-1 / 2 M] \cup[1 / 2 M, 2 M]$ and $\psi(x)=\psi_{1}\left(x^{\prime}\right) \psi_{2}\left(x_{n+1}\right)$ is one on a neighborhood of $\operatorname{supp} \varphi$. Then, $\varphi=\psi D^{\alpha} P_{\varphi}$.

By Lemma A.2,

$$
\begin{align*}
\left\langle\varphi_{\gamma}, \beta\right\rangle_{\mathcal{S}_{\mathrm{e}}^{\prime}\left(\mathbb{R}^{n+1}\right) \times \mathcal{S}_{\mathrm{e}}\left(\mathcal{H}^{M, M}\right)} & =\left\langle\varphi, \beta_{\gamma}\right\rangle_{\mathcal{S}_{\mathrm{e}}^{\prime}\left(\mathcal{H}^{M, M}\right) \times \mathcal{S}_{\mathrm{e}}\left(\mathbb{R}^{n+1}\right)} \\
& =(-1)^{|\alpha|} \int_{\mathcal{H}^{M, M}} P_{\varphi}(x) D^{\alpha}\left\{\psi(x) \beta_{\gamma}(x)\right\} d x . \tag{A.17}
\end{align*}
$$

By the product rule for derivatives and the convergence result Lemma A.3, we see that the derivative in (A.17) converges pointwise on any compact set in $x$, and it is uniformly bounded. Therefore, we can use Lebesgue's dominated convergence theorem again to finish the proof of Theorem 4.1.
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#### Abstract

Seismic data are commonly modeled by a high-frequency single scattering approximation. This amounts to a linearization in the medium coefficient about a smooth background. The discontinuities are contained in the medium perturbation. The high-frequency part of the wavefield in the background medium is described by a geometrical optics representation. It can also be described by a one-way wave equation. Based on this we derive a downward continuation operator for seismic data. This operator solves a pseudodifferential evolution equation in depth, the so-called double-square-root equation. We consider the modeling operator based on this equation. If the rays in the background that are associated with the reflections due to the perturbation are nowhere horizontal, the singular part of the data is described by the solution to an inhomogeneous double-square-root equation.
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1. Introduction. In reflection seismology one places point sources and point receivers on the earth's surface. The source generates acoustic waves in the subsurface, which are reflected where the medium properties vary discontinuously. In seismic imaging, one tries to reconstruct the properties of the subsurface from the reflected waves that are observed. There are various approaches to seismic imaging, each based on a different mathematical model for seismic reflection data with underlying assumptions. In general, seismic scattering and inverse scattering have been formulated in the form of a linearized inverse problem for the medium coefficient in the acoustic wave equation. The linearization is around a smoothly varying background, called the velocity model, which is a priori also unknown.

In this paper and a companion paper [24] we study a method of seismic imaging introduced by Clayton [6] and Claerbout [5]. The key concept in this method is the construction of data of fictitious experiments carried out in the subsurface, at increasing depths, from data observed at the earth's surface. These so-called downward continued data are then used for imaging the medium contrast as well as for a reflection tomographic procedure to estimate the smoothly varying background (known as migration velocity analysis). The downward continuation approach to seismic imaging has received much attention in the geophysical research literature, and it is currently widely used in practice in various approximations [3, 19, 16].

The downward continuation of data is derived from the factorization of the wave equation into two one-way wave equations. This factorization is closely connected to the notion of wave splitting [28]. One-way wave equations, in various approximations,

[^92]have been extensively used in applications other than seismics: for integrated optics (see, e.g., $[12]$ ) and for underwater acoustics (see, e.g., $[25,7]$ ).

There are basically two categories of seismic imaging methods. One category is associated with the evolution of waves and data in time; the other is associated with the evolution in depth (or another principal spatial direction). The first category contains approaches known under the collective names of Kirchhoff migration [4] or generalized Radon transform inversion, and reverse-time migration [21]; the second category comprises the downward continuation approach. There are great computational advantages of the downward continuation approach to seismic imaging over the Kirchhoff approaches. There are fundamental, theoretical advantages as well, in particular with a view to the problem of estimating the smoothly varying background. These are analyzed in a separate paper [24]. For the Kirchhoff approach to seismic imaging there is a solid mathematical theory, which treats seismic imaging as an inverse problem and shows that singularities can be reconstructed [2, 20]. For the downward continuation approach much research has gone into the development of numerical one-way wave equations, but little is known from an analysis point of view. For a constant coefficient background, the downward continuation method was cast into an inverse problem in [1]. For the case of variable coefficients, which of course is the case of interest in practice, there has been no such theory.

The purpose of this paper is to develop a mathematical theory for modeling seismic reflection data in the downward continuation approach. As was done in the analysis of Kirchhoff methods, we make use of techniques and concepts from microlocal analysis, such as wave front set, denoted by $\mathrm{WF}(\cdot)$, and Fourier integral operators; see, e.g., [10] for background information on these concepts. We introduce the main concepts and operators involved in the method. We then study the double-squareroot modeling operator. This modeling operator and its properties will be the point of departure for the development of an inverse scattering theory [24].

In our notation we will distinguish the vertical coordinate $z \in \mathbb{R}$ from the horizontal coordinates $x \in \mathbb{R}^{n-1}$ and write $(z, x) \in \mathbb{R}^{n}$. In these coordinates the scalar acoustic wave equation with wave speed function $c_{0}(z, x)$ is given by

$$
\begin{equation*}
P u=f, \quad P=c_{0}(z, x)^{-2} \partial_{t}^{2}-\partial_{z}^{2}-\sum_{j=1}^{n-1} \partial_{x_{j}}^{2}, \tag{1.1}
\end{equation*}
$$

where $u=u(z, x, t)$ is the acoustic pressure. The equation is considered for $t$ in a time interval $] 0, T[$, together with an initial condition $u(\cdot, \cdot, 0)=0$. The solution to (1.1) can be written as

$$
\begin{equation*}
u(z, x, t)=\int_{0}^{t} \int G\left(z, x, t-t_{0}, z_{0}, x_{0}\right) f\left(z_{0}, x_{0}, t_{0}\right) \mathrm{d} z_{0} \mathrm{~d} x_{0} \mathrm{~d} t_{0}, \tag{1.2}
\end{equation*}
$$

where $G$ is the Green's function of (1.1). The source $f$ can be a distribution.
To model the scattering of waves, we adopt the linearized scattering or Born approximation. The linearization is in the wavespeed, around a smooth $\left(C^{\infty}\right)$ background $c_{0}$; for the full wavespeed function we write $c=c_{0}+\delta c$. The perturbation $\delta c$ may contain singularities. The perturbation in $G$ at the acquisition surface $z=0$ is given by (see, e.g., [2])

$$
\begin{align*}
\delta G(0, r, t, 0, s)= & \int_{\mathbb{R}_{+} \times \mathbb{R}^{n-1}} \int_{0}^{t} G\left(0, r, t-t_{0}, z_{0}, x_{0}\right) 2 c_{0}^{-3}\left(z_{0}, x_{0}\right) \delta c\left(z_{0}, x_{0}\right)  \tag{1.3}\\
& \times \partial_{t_{0}}^{2} G\left(z_{0}, x_{0}, t_{0}, 0, s\right) \mathrm{d} t_{0} \mathrm{~d} z_{0} \mathrm{~d} x_{0},
\end{align*}
$$

where both $s, r \in \mathbb{R}^{n-1}$. We assume that the acquisition manifold $Y$, which contains the set of values of $(s, r, t)$ used in the acquisition, is a bounded open subset of $\mathbb{R}^{2 n-2} \times$ $\mathbb{R}_{+}$. The modeled data are then a function of $(s, r, t) \in Y$ given by (1.3). We define the Born modeling map $F$ through (1.3) as the map from $\delta c$ to $\delta G$ evaluated at $z=0$. Since $Y$ is bounded and the waves propagate with finite speed we may assume that $\delta c$ is supported in a bounded open subset $X$ of $\mathbb{R}_{+} \times \mathbb{R}^{n-1}$. Furthermore, we assume that $\bar{X} \cap\{z=0\}=\emptyset$. Naturally, (1.3) is, in general, not a complete model for raw data measured in seismic experiments. It models data that are the input for imaging and inversion and have undergone some processing.

We summarize some results in the literature about the modeling map, $F$. The solution operator (1.2) is such that singularities in the solution propagate along bicharacteristics. Denote by $p(z, x, \zeta, \xi, \tau)=-c(z, x)^{-2} \tau^{2}+\zeta^{2}+\|\xi\|^{2}$ the principal symbol of $P$. Propagating singularities are in the characteristic set, given by the points $(z, x, t, \zeta, \xi, \tau) \in T^{*} \mathbb{R}^{n+1}$ with

$$
\begin{equation*}
p(z, x, \zeta, \xi, \tau)=-c(z, x)^{-2} \tau^{2}+\zeta^{2}+\|\xi\|^{2}=0 \tag{1.4}
\end{equation*}
$$

The bicharacteristics are the solution curves of a Hamilton system with Hamiltonian given by $p$,

$$
\begin{equation*}
\frac{\mathrm{d}(z, x, t)}{\mathrm{d} \lambda}=\frac{\partial p}{\partial(\zeta, \xi, \tau)}, \quad \frac{\mathrm{d}(\zeta, \xi, \tau)}{\mathrm{d} \lambda}=-\frac{\partial p}{\partial(z, x, t)} \tag{1.5}
\end{equation*}
$$

Assuming that $\tau \neq 0$, the time $t$ is strictly increasing or decreasing with $\lambda$ and can be used as parameter for the solution curve. To parameterize points on the solution curves, we use the initial position $\left(z_{0}, x_{0}\right)$, the take-off direction $\alpha \in S^{n-1}$, the frequency $\tau$, which together define the initial cotangent vector $\left(\zeta_{0}, \xi_{0}\right)=-\tau c\left(z_{0}, x_{0}\right)^{-1} \alpha$, and the time $t$ (instead of $\lambda$ ). Points on the solution curves will be denoted by

$$
\begin{align*}
\eta\left(t, z_{0}, x_{0}, \alpha, \tau\right)= & \left(\eta_{z}\left(t, z_{0}, x_{0}, \alpha, \tau\right), \eta_{x}\left(t, z_{0}, x_{0}, \alpha, \tau\right), t\right.  \tag{1.6}\\
& \left.\eta_{\zeta}\left(t, z_{0}, x_{0}, \alpha, \tau\right), \eta_{\xi}\left(t, z_{0}, x_{0}, \alpha, \tau\right), \tau\right)
\end{align*}
$$

The variable $\tau$ is invariant along the Hamilton flow. We take $t=0$ as the initial value for $t$ (note that (1.5) are time translation invariant).

To ensure that $\delta G$ defines a continuous map from $\mathcal{E}^{\prime}(X)$ to $\mathcal{D}^{\prime}\left(\mathbb{R}^{n} \times \mathbb{R}^{n} \times\right] 0, T[)$ and that the restriction of $\delta G$ to $Y$ is a Fourier integral operator we make the following assumption on $c_{0}$.

AsSumption 1. There are no rays from $(0, s)$ to $(0, r)$ with travel time $t$ such that $(s, r, t) \in Y$. For all ray pairs connecting $(0, r)$ via some $(z, x) \in X$ to $(0, s)$ with total time $t$ such that $(s, r, t) \in Y$, the rays intersect the plane $z=0$ transversally at $r$ and $s$.

We also assume that rays from such a point $(z, x) \in X$ intersect the surface $z=0$ only once, because all reflections must come from the region $z>0$ (the subsurface). The first part of the assumption excludes direct rays, or a pair of incident and reflected rays with scattering angle $\pi$. The second part of the assumption excludes rays grazing the plane $z=0$. Concerning the second part, strictly only caustics grazing the plane $z=0$ have to be excluded. In practice the wave speed near the surface is much lower than in the interior of the earth, and waves from the interior arrive under small angles with the vertical. So from a geophysical point of view one is only interested in incoming rays that intersect the measurement surface transversally. We have the following theorem. (See [10] for a general reference on Fourier integral operators.)

Theorem 1.1 (see $[20,17]$ ). With Assumption 1 the map $F$ is a Fourier integral operator $\mathcal{E}^{\prime}(X) \rightarrow \mathcal{D}^{\prime}(Y)$ of order $(n-1) / 4$ with canonical relation

$$
\begin{gather*}
\left\{\left(\eta_{x}\left(t_{\mathrm{s}}, z, x, \beta, \tau\right), \eta_{x}\left(t_{\mathrm{r}}, z, x, \alpha, \tau\right), t_{\mathrm{s}}+t_{\mathrm{r}}, \eta_{\xi}\left(t_{\mathrm{s}}, z, x, \beta, \tau\right), \eta_{\xi}\left(t_{\mathrm{r}}, z, x, \alpha, \tau\right), \tau ; z, x, \zeta, \xi\right) \mid\right.  \tag{1.7}\\
t_{\mathrm{s}}, t_{\mathrm{r}}>0, \eta_{z}\left(t_{\mathrm{s}}, z, x, \beta, \tau\right)=\eta_{z}\left(t_{\mathrm{r}}, z, x, \alpha, \tau\right)=0,(\zeta, \xi)=-\tau c_{0}(z, x)^{-1}(\alpha+\beta) \\
\left.\quad(z, x, \alpha, \beta, \tau) \in \text { subset of } X \times\left(S^{n-1}\right)^{2} \times \mathbb{R} \backslash 0\right\} \subset T^{*} \mathbb{R}_{(s, r, t)}^{2 n-1} \times T^{*} \mathbb{R}_{(z, x)}^{n}
\end{gather*}
$$

In this paper, we express $F$ in terms of a depth-continuation operator, and we study the properties of this operator. The main contributions of this paper are the following:
(i) We define an upward continuation operator $H\left(z, z_{0}\right)$ using the solution operators to one-way wave equations. Its adjoint will be the downward continuation operator. Intuitively this operator maps data from a fictitious experiment carried out at depth $z_{0}$ to data from an experiment carried out at depth $z, z<z_{0}$. Subject to Assumption 2 in the main text - stating, essentially, that the rays in the background that are associated with the reflections are nowhere tangent to horizontal-we prove that the data $F \delta c$ are given by $\int_{0}^{\infty}(\ldots) H(0, z)(\ldots) g(z, \cdot, \cdot, \cdot) \mathrm{d} z$, where the dots are pseudodifferential factors specified below and $g=g(z, s, r, t)$ is given by mapping $c_{0}^{-3} \delta c$ to a function $E_{2} E_{1}\left(c_{0}^{-3} \delta c\right)$ of $(z, s, r, t)$ using the maps

$$
\begin{align*}
& E_{1}: \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{D}^{\prime}\left(\mathbb{R}^{2 n-1}\right):\left(c_{0}^{-3} \delta c\right)(z, x) \mapsto h(z, \bar{x}, x)=\delta(x-\bar{x})\left(c_{0}^{-3} \delta c\right)\left(z, \frac{\bar{x}+x}{2}\right)  \tag{1.8}\\
& E_{2}: \mathcal{D}^{\prime}\left(\mathbb{R}^{2 n-1}\right) \rightarrow \mathcal{D}^{\prime}\left(\mathbb{R}^{2 n}\right): h(z, \bar{x}, x) \mapsto \delta(t) h(z, \bar{x}, x)
\end{align*}
$$

(Theorem 5.1).
(ii) We show that the operator $H\left(z, z_{0}\right)$ solves the initial value problem for a firstorder pseudodifferential evolution equation in depth, known as the double-square-root ( $D S R$ ) equation. The data can be identified with the solution to an inhomogeneous DSR equation, with inhomogeneous term $g$ (section 3). The computation of the map from $g$ to data and the computation of its adjoint can be done by marching in depth using the DSR equation. This is the basis of DSR modeling and imaging methods in geophysics.
(iii) The modeling operator can be written as the composition of a Fourier integral operator representing depth-to-time conversion, with a locally invertible canonical relation (Theorem 4.2) and the operator $E_{1}$.

It should be mentioned that our Assumption 2 can be quite restrictive. However, the limited aperture of seismic acquisition yields a natural cutoff so that, in general, a large part of the observed data can be modeled with the approach presented in this paper.

In general, the downward continuation approach results in a more complete computation of the wave propagation and diffraction in the modeling of seismic reflection data than the one based on the geometrical optics approximation underlying the Kirchhoff approach. Fast algorithms have been designed to solve the DSR equation; as compared with numerical algorithms solving the full wave equation, the advantage of using the DSR equation becomes significant in space dimension 3 (and higher).

The outline of the paper is as follows. In section 2 we discuss one-way acoustic equations. In section 3 we use these to define the upward/downward continuation operator $H$, and we describe some of its properties. Section 4 contains our result on
depth-to-time conversion. In section 5 we show that the data can be modeled using the downward continuation method. The last section is about the relation between our assumption and the Bolker condition that occurs in the inversion.
2. Directional decomposition, single-square-root equations. Singularities of solutions to the wave equation, which propagate with velocity with nonzero vertical ( $z$ ) component, are described by a first-order pseudodifferential evolution equation in $z$. This follows from a well-known factorization argument; see, e.g., [26]. In [22] the approximation of solutions to the wave equation by solutions to an evolution equation in $z$ is discussed. Such an equation is called a one-way wave equation or single-square-root (SSR) equation. We summarize the structure and properties of this one-way wave equation that we need for the upward/downward continuation approach to seismic data processing.

To determine whether the velocity vector at some point of a ray (cf. (1.5)) is close to horizontal, we use the angle with the vertical, defined to be in $[0, \pi / 2]$ and given by $\tan (\theta)=\frac{\|\xi\|}{|\zeta|}$. We recall that the propagating singularities are microlocally in the characteristic set given by (1.4). Given a point $(z, x, \xi, \tau)$ with $\|\xi\|<c(z, x)^{-1}|\tau|$, there are two solutions $\zeta$ to (1.4), given by $\zeta= \pm b$, where $b=b(z, x, \xi, \tau)$ is defined by

$$
\begin{equation*}
b(z, x, \xi, \tau)=-\tau \sqrt{c(z, x)^{-2}-\tau^{-2} \xi^{2}} . \tag{2.1}
\end{equation*}
$$

The sign is chosen such that $\zeta= \pm b$ corresponds to propagation with $\pm \frac{\mathrm{d} z}{\mathrm{~d} t}>0$. There is also an angle associated with $(z, x, \xi, \tau)$ given by the solution $\theta \in[0, \pi / 2]$ of the equation

$$
\begin{equation*}
\sin (\theta)=c(z, x)\left\|\tau^{-1} \xi\right\| \tag{2.2}
\end{equation*}
$$

When this angle is smaller than $\pi / 2$ along a ray segment, then the vertical velocity $\frac{\mathrm{d} z}{\mathrm{~d} t}$ does not change sign, and the ray segment can be parameterized by $z$. The maximal $z$-interval such that $\arcsin \left(c(z, x)\left\|\tau^{-1} \xi\right\|\right)<\theta$ for given $\theta$ along the bicharacteristic determined by the initial values $(z, x, \pm b, \xi, \tau)$ will be denoted by

$$
\begin{equation*}
] z_{\min , \pm}, z_{\max , \pm}[=] z_{\min , \pm}(z, x, \xi, \tau, \theta), z_{\max , \pm}(z, x, \xi, \tau, \theta)[ \tag{2.3}
\end{equation*}
$$

see also Figure 1. Furthermore, we define a set

$$
\begin{equation*}
I_{\theta}=\left\{(z, x, t, \zeta, \xi, \tau)\left|\arcsin \left(c(z, x)\left\|\tau^{-1} \xi\right\|\right)<\theta,|\zeta|<C\right| \tau \mid\right\} \tag{2.4}
\end{equation*}
$$

where $C$ is some constant that is everywhere larger than $c(z, x)^{-1}$.
The SSR equation. To obtain a one-way wave equation, the wave equation is written as the following first-order system in $z$ :

$$
\frac{\partial}{\partial z}\binom{u}{\frac{\partial u}{\partial z}}=\left(\begin{array}{cc}
0 & 1  \tag{2.5}\\
-A\left(z, x, D_{x}, D_{t}\right) & 0
\end{array}\right)\binom{u}{\frac{\partial u}{\partial z}}+\binom{0}{f}
$$

where $D_{x}=-\mathrm{i} \frac{\partial}{\partial x}, D_{z}=-\mathrm{i} \frac{\partial}{\partial z}$, and $A\left(z, x, D_{x}, D_{t}\right)=c_{0}(z, x)^{-2} D_{t}^{2}-D_{x}^{2}$. Then the system is transformed by using a family of matrix pseudodifferential operators $\mathrm{Q}(z)=\mathrm{Q}\left(z, x, D_{x}, D_{t}\right)$ with

$$
\begin{equation*}
\binom{u_{+}}{u_{-}}=\mathrm{Q}(z)\binom{u}{\frac{\partial u}{\partial z}}, \quad\binom{f_{+}}{f_{-}}=\mathrm{Q}(z)\binom{0}{f} \tag{2.6}
\end{equation*}
$$



Fig. 1. Definition of $z_{\min , \pm}$ and $z_{\max , \pm, ~ w h i c h ~ g i v e ~ t h e ~ m a x i m a l ~ i n t e r v a l ~ w h e r e ~}^{\text {mat }}$ $\arcsin \left(c(z, x)\left\|\tau^{-1} \xi\right\|\right)$ is in the interval $[0, \theta]$. Here, $(z, x, \xi, \tau)$ lies on a bicharacteristic.

The functions $\left(u_{+}, u_{-}\right)$satisfy a pseudodifferential system of equations. Let $\theta_{2}<\pi / 2$ be a given angle. (In the next subsection we need another angle, $\theta_{1}$, with $0<\theta_{1}<$ $\theta_{2}<\pi / 2$, hence the subscript 2.) With suitably chosen Q it is shown in [22] that the system that results from applying the transformation (2.6) to (2.5) is diagonal on $I_{\theta_{2}}$. It then follows that (2.5) is equivalent to two equations of the form

$$
\begin{equation*}
\left(\frac{\partial}{\partial z}-\mathrm{i} B_{ \pm}\left(z, x, D_{x}, D_{t}\right)\right) u_{ \pm}=f_{ \pm} \tag{2.7}
\end{equation*}
$$

microlocally on $I_{\theta_{2}}$. These are called the one-way wave or SSR equations. The principal part of $B_{ \pm}$is equal to $\pm b$, while its subprincipal part depends on the normalization of $\mathrm{Q}(z)$. We choose the normalization such that $B_{ \pm}$are self-adjoint and Q satisfies

$$
\begin{align*}
& \mathrm{Q}(z, x, \xi, \tau)=\frac{1}{2}\left(\begin{array}{cc}
a^{1 / 4} & -\mathrm{i} \operatorname{sgn}(\tau) a^{-1 / 4} \\
a^{1 / 4} & i \operatorname{sgn}(\tau) a^{-1 / 4}
\end{array}\right)+\operatorname{order}\left(\begin{array}{cc}
-\frac{1}{2} & -\frac{3}{2} \\
-\frac{1}{2} & -\frac{3}{2}
\end{array}\right),  \tag{2.8}\\
& \mathrm{Q}(z, x, \xi, \tau)^{-1}=\left(\begin{array}{cc}
a^{-1 / 4} & a^{-1 / 4} \\
\operatorname{i} \operatorname{sgn}(\tau) a^{1 / 4} & -\mathrm{i} \operatorname{sgn}(\tau) a^{1 / 4}
\end{array}\right)+\operatorname{order}\left(\begin{array}{cc}
-\frac{3}{2} & -\frac{3}{2} \\
-\frac{1}{2} & -\frac{1}{2}
\end{array}\right)
\end{align*}
$$

with $a=a(z, x, \xi, \tau)=c_{0}(z, x)^{-2} \tau^{2}-\xi^{2}$.
It appears that only two components of $\mathrm{Q}(z)$ and $\mathrm{Q}(z)^{-1}$ are needed in the analysis. To clarify this, we first observe that multiplication by isgn $(\tau)$ in the frequency domain corresponds to the application of a Hilbert transform with respect to the time variable, which we denote by $\mathcal{H}$. Next, we use the relation between $\mathrm{Q}(z)^{*}$ and $\mathrm{Q}(z)^{-1}$,

$$
\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \mathrm{Q}(z)^{-1 *}=2 \mathrm{Q}(z)\left(\begin{array}{cc}
0 & -\mathcal{H} \\
\mathcal{H} & 0
\end{array}\right)
$$

shown to hold microlocally in $[22,(59)]$. (This relation also appears in [8, (II.49)].) We let

$$
Q_{+}=Q_{+}\left(z, x, D_{x}, D_{t}\right)=2 \mathrm{Q}_{1,2} \mathcal{H}, Q_{-}=Q_{-}\left(z, x, D_{x}, D_{t}\right)=-2 \mathrm{Q}_{2,2} \mathcal{H}
$$

where we choose a convenient normalization such that both $Q_{ \pm}$have principal symbol $a^{1 / 4}$. It follows with these definitions that

$$
\begin{align*}
u & =Q_{+}^{*} u_{+}+Q_{-}^{*} u_{-}  \tag{2.9}\\
f_{ \pm} & =\mp \frac{1}{2} \mathcal{H} Q_{ \pm} f \tag{2.10}
\end{align*}
$$

The above procedure does not prescribe the symbol of the operator $B_{-}$for $\arcsin \left(c(z, x)\left\|\tau^{-1} \xi\right\|\right)>\theta_{2}$. We will assume that $B_{-}$is a first-order family of pseudodifferential operators with real homogeneous principal symbol. This implies that the evolution problem (2.7) has well-defined solutions satisfying energy estimates.

Propagation of singularities and introduction of a microlocal cutoff. Here, we discuss how the wave field is approximated by solutions of (2.7). This approximation is valid microlocally on part of the cotangent bundle $T^{*} \mathbb{R}_{(z, x, t)}^{n+1}$. We consider the approximation of upward traveling waves using the equation for $u_{-}$, where we assume that there are only upward traveling singularities at depth $z_{0}$, hence $u_{+}\left(z_{0}, \cdot\right) \in C^{\infty}$. The treatment of downward traveling waves using the equation for $u_{+}$is analogous.

Consider the initial value problem for $P_{0,-} \stackrel{\text { def }}{=} \partial_{z}-\mathrm{i} B_{-}$,

$$
\begin{equation*}
P_{0,-} u_{-}=0, \quad z<z_{0}, \quad Q_{-}^{*} u_{-}\left(z_{0}, \cdot\right)=u\left(z_{0}, \cdot\right) \tag{2.11}
\end{equation*}
$$

Let $J_{-}\left(z_{0}, \theta\right)$ be defined by

$$
\begin{equation*}
J_{-}\left(z_{0}, \theta\right)=\left\{(z, x, t, \zeta, \xi, \tau) \in I_{\theta} \mid \tau^{-1} \zeta>0 \text { and } z_{\max ,-}(z, x, \xi, \tau, \theta) \geq z_{0}\right\} \tag{2.12}
\end{equation*}
$$

The solutions to (2.11) agree with the solutions to the original wave equation microlocally on the set $J_{-}\left(z_{0}, \theta_{2}\right)$ in the following way. Suppose that $\operatorname{WF}(u) \cap\{z=$ $\left.z_{0}, \tau^{-1} \zeta<0\right\}=\emptyset$ (i.e., at depth $z_{0}$ all singularities are propagating in the - direction), and let $u_{-}$be a solution to (2.11); then it follows from the propagation of regularity/propagation of singularities result that

$$
\begin{equation*}
u \equiv Q_{-}^{*} u_{-} \tag{2.13}
\end{equation*}
$$

microlocally on the set $J_{-}\left(z_{0}, \theta_{2}\right)$ [22]. Here, we say that $u \equiv v$ microlocally on a set $\Gamma \subset T^{*} \mathbb{R}^{n}$ if $\mathrm{WF}(u-v) \cap \Gamma=\emptyset$.

The solutions to (2.11) have propagating singularities, also in the part of the phase space where $\arcsin \left(c(z, x)\left\|\tau^{-1} \xi\right\|\right) \geq \theta_{2}$, but there the singularities of the solution are in general incorrect in the sense that they do not correspond to solutions of the original wave equation. For such singularities we introduce a pseudodifferential cutoff. Let $\theta_{1}$ be given with $0<\theta_{1}<\theta_{2}$. We assume we have a pseudodifferential cutoff $\psi_{1}=\psi_{1}\left(z, z_{0}, x, D_{x}, D_{t}\right)$ with symbol satisfying

$$
\begin{align*}
& \psi_{1}\left(z, z_{0}, x, \xi, \tau\right) \sim 1 \text { on } J_{-}\left(z_{0}, \theta_{1}\right)  \tag{2.14}\\
& \psi_{1}\left(z, z_{0}, x, \xi, \tau\right) \in S^{\infty} \text { outside } J_{-}\left(z_{0}, \theta_{2}\right), \text { if } z-z_{0}>\delta>0 \tag{2.15}
\end{align*}
$$

Then we have

$$
\begin{equation*}
\psi_{1} u \equiv \psi_{1} Q_{-}^{*} u_{-} \tag{2.16}
\end{equation*}
$$

We reformulate this result in terms of the solution operators, the propagators. By $G_{0,-}\left(z, z_{0}\right)$ we will denote the solution operator to the evolution problem (2.11), defined to map $u_{-}\left(z_{0}, \cdot\right)$ to $u_{-}(z, \cdot)$. We assume that the full one-way propagator is then given by

$$
\begin{equation*}
G_{-}\left(z, z_{0}\right)=\psi_{1}\left(z, z_{0}\right) G_{0,-}\left(z, z_{0}\right) \tag{2.17}
\end{equation*}
$$

Here, we let $z<z_{0}$. This can also be written as a pseudodifferential cutoff applied prior to $G_{0,-}$. We denote this different cutoff also by $\psi_{1}$ but with the order of $z, z_{0}$ interchanged, so that

$$
\begin{equation*}
G_{-}\left(z, z_{0}\right)=G_{0,-}\left(z, z_{0}\right) \psi_{1}\left(z_{0}, z\right) \tag{2.18}
\end{equation*}
$$

In this paper this is all we need to know about the pseudodifferential cutoff $\psi_{1}$. But it raises the question of an explicit recipe for computing $\psi_{1}$ : Can it, for example, be computed with a modified evolution equation in depth? This is indeed the case. It was established in $[22,23]$ that such a pseudodifferential cutoff can be generated by adding a dissipative term to $P_{0,-}$. Instead of $P_{0,-}$ one considers the operator

$$
\begin{equation*}
P_{-}=\partial_{z}-\mathrm{i} B_{ \pm}\left(z, x, D_{x}, D_{t}\right)-C\left(z, x, D_{x}, D_{t}\right) \tag{2.19}
\end{equation*}
$$

with $C$ a first-order pseudodifferential operator with homogeneous, nonnegative real principal symbol, satisfying certain conditions. The operator $\psi_{1}\left(z, z_{0}\right)$ is then a $\left(z, z_{0}\right)$ family of pseudodifferential operators with symbol in $S_{\rho, 1-\rho}^{0}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right)$, such that the derivatives $\frac{\partial^{j+k} \psi_{1}}{\partial z_{0}^{j} \partial_{z}^{k}}$ are in $S_{\rho, 1-\rho}^{(j+k)(1-\rho)}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right)$ for $z \neq z_{0}$, where $\rho$ can be any number satisfying $\frac{1}{2}<\rho<1$ (see [23]). For the theory of such operators, see, e.g., [27, 14].

Let the elements $(z, x, t, \zeta, \xi, \tau)$ of the wave front set of $f$ be such that $\tau^{-1} \zeta>0$ (corresponding to propagation direction $\frac{\partial z}{\partial t}<0$ ). Consider $u_{-}$defined by

$$
\begin{equation*}
u_{-}(z, \cdot)=\int_{z}^{\infty} G_{-}\left(z, z_{0}\right)\left(\frac{1}{2} \mathcal{H} Q_{-}\left(z_{0}\right)\right) f\left(z_{0}, \cdot\right) \mathrm{d} z_{0} \tag{2.20}
\end{equation*}
$$

assuming also that $f=0$ on a neighborhood of the plane given by $z$. We have that $Q_{-}^{*} u_{-}(z, \cdot) \equiv u(z, \cdot)$, where $u$ is the solution to (1.1) with $f$ replaced by $\left(\psi_{1}\left(z_{0}, z\right)-\right.$ $\left.Q_{-}^{-1}\left[Q_{-}, \psi_{1}\left(z_{0}, z\right)\right]\right) f$. Here the square brackets denote a commutator.

We use the notation $\gamma\left(z, z_{0}, x_{0}, t_{0}, \xi_{0}, \tau\right)$ for the bicharacteristic of $P_{0,-}$ parameterized by $z$. In components we write them as (note that they are time translation invariant)

$$
\begin{align*}
\gamma\left(z, z_{0}, x_{0}, t_{0}, \xi_{0}, \tau\right)= & \left(z, \gamma_{x}\left(z, z_{0}, x_{0}, \xi_{0}, \tau\right), \gamma_{t}\left(z, z_{0}, x_{0}, \xi_{0}, \tau\right)+t_{0}\right.  \tag{2.21}\\
& \left.-b\left(z, \gamma_{x}, \gamma_{\xi}, \tau\right), \gamma_{\xi}\left(z, z_{0}, x_{0}, \xi_{0}, \tau\right), \tau\right)
\end{align*}
$$

Properties of $\boldsymbol{G}_{-}$. The operator $G_{-}\left(z, z_{0}\right)$ is a Fourier integral operator with canonical relation

$$
\begin{equation*}
\left\{\left(\gamma_{x}, t_{0}+\gamma_{t}, \gamma_{\xi}, \tau ; x_{0}, t_{0}, \xi_{0}, \tau\right)\right\} \subset T^{*} \mathbb{R}^{n} \times T^{*} \mathbb{R}^{n} \tag{2.22}
\end{equation*}
$$

where $\gamma_{x}=\gamma_{x}\left(z, z_{0}, x_{0}, \xi_{0}, \tau\right)$ and the same for $\gamma_{t}, \gamma_{\xi}$ as in (2.21).
The operators $B_{ \pm}$are self-adjoint. It follows that $G_{0,-}\left(z, z_{0}\right)$ is unitary. But then

$$
\begin{equation*}
G_{-}\left(z, z_{0}\right)^{*} G_{-}\left(z, z_{0}\right)=\psi_{1}\left(z_{0}, z\right)^{*} \psi_{1}\left(z_{0}, z\right) \tag{2.23}
\end{equation*}
$$

and $G_{-}\left(z, z_{0}\right)^{*} G_{-}\left(z, z_{0}\right)$ is one microlocally where $\psi_{1}\left(z_{0}, z\right)$ is one.
Numerical methods for one-way wave propagation are described, e.g., in [9] and [13] and in the references given in those papers.
3. Downward/upward continuation and the DSR equation. In this section we construct the data downward/upward continuation operator, and we establish some of its properties.

Data model. In preparation of the downward/upward continuation approach to seismic data modeling, we rewrite (1.3) in the form

$$
\begin{align*}
\delta G(0, r, t, 0, s)= & \int_{\mathbb{R}^{n-1} \times \mathbb{R}_{+}} \int_{\mathbb{R}^{n-1}} \int_{-\infty}^{t} \int_{\mathbb{R}_{+}} G\left(0, r, t-t_{0}, z, x\right)  \tag{3.1}\\
& \times 2 \partial_{t_{0}}^{2} R\left(z, x, \bar{x}, t_{0}-\bar{t}_{0}\right) \\
& \times G\left(z, \bar{x}, \bar{t}_{0}, 0, s\right) \mathrm{d} \bar{t}_{0} \mathrm{~d} t_{0} \mathrm{~d} \bar{x} \mathrm{~d} x \mathrm{~d} z
\end{align*}
$$

where

$$
\begin{equation*}
R\left(z, x, \bar{x}, t_{0}\right)=\delta\left(t_{0}\right) \delta(x-\bar{x})\left(\frac{\delta c}{c_{0}^{3}}\right)\left(z, \frac{\bar{x}+x}{2}\right) \tag{3.2}
\end{equation*}
$$

so that

$$
\begin{equation*}
R=E_{2} E_{1} c_{0}^{-3} \delta c \tag{3.3}
\end{equation*}
$$

with the definitions in (1.8). Changing variables of integration, i.e., $t_{0} \mapsto t_{0}^{\prime}=t_{0}-\bar{t}_{0}$, (3.1) can be written in the form of an integral operator acting on the distribution $R$,

$$
\begin{align*}
\delta G(0, r, t, 0, s)=\int_{\mathbb{R}_{+}}\left\{\int_{\mathbb{R}} \int_{\mathbb{R}^{n-1}} \int_{\mathbb{R}^{n-1}}\right. & \left(\int_{\mathbb{R}_{+}} G\left(0, r, t-t_{0}^{\prime}-\bar{t}_{0}, z, x\right)\right.  \tag{3.4}\\
& \left.\times G\left(z, \bar{x}, \bar{t}_{0}, 0, s\right) \mathrm{d} \bar{t}_{0}\right) \\
& \left.\times 2 \partial_{t_{0}^{\prime}}^{2} R\left(z, x, \bar{x}, t_{0}^{\prime}\right) \mathrm{d} \bar{x} \mathrm{~d} x \mathrm{~d} t_{0}^{\prime}\right\} \mathrm{d} z,
\end{align*}
$$

in between the braces, the contributions of which are integrated over depth $z$.
Using the reciprocity relation of the time-convolution type for the Green's function, we arrive at the integral representation

$$
\begin{align*}
\delta G(0, r, t, 0, s)=\int_{\mathbb{R}_{+}}\left\{\int_{\mathbb{R}^{n-1}} \int_{\mathbb{R}^{n-1}} \int_{\mathbb{R}}( \right. & \int_{0}^{t-t_{0}} G\left(0, r, t-t_{0}-\bar{t}_{0}, z, x\right)  \tag{3.5}\\
& \left.\times G\left(0, s, \bar{t}_{0}, z, \bar{x}\right) \mathrm{d} \bar{t}_{0}\right) \\
& \left.\times 2 \partial_{t_{0}}^{2} R\left(z, x, \bar{x}, t_{0}\right) \mathrm{d} \bar{x} \mathrm{~d} x \mathrm{~d} t_{0}\right\} \mathrm{d} z .
\end{align*}
$$

Upon substituting (3.3) into this representation we obtain a mapping $\delta c(z, x) \rightarrow$ $\delta G(0, r, t, 0, s)$ as encountered in Theorem 1.1. The associated operator kernel appears to propagate singularities from two different scattering points, $\bar{x}$ and $x$, at each depth $z$, to the surface at $z=0$.

To arrive at an upward continuation formulation of data modeling, the idea is to substitute in (3.5) for the Green's functions their upward propagating constituents. Thus we replace these Green's functions in accordance with (2.9), (2.10), using only the $u_{-}$constituent. So, for the Green's functions $G\left(z, x, t-t_{0}, z_{0}, x_{0}\right)$ in (3.5) we substitute the kernel of the operator

$$
\begin{equation*}
\frac{1}{2} \mathcal{H} Q_{-}^{*}\left(z, x, D_{x}, D_{t}\right) G_{-}\left(z, z_{0}\right) Q_{-}\left(z_{0}, x_{0}, D_{x_{0}}, D_{t_{0}}\right), \tag{3.6}
\end{equation*}
$$

viewed as a function of $\left(z, x, t, z_{0}, x_{0}, t_{0}\right)$. Naturally, a time convolution of two oneway Green's functions appears. This is the motivation of the definition, by its kernel, of an operator $H\left(z, z_{0}\right), z<z_{0}$ on functions of $(s, r, t)$,

$$
\begin{align*}
& \left(H\left(z, z_{0}\right)\right)\left(s, r, t, s_{0}, r_{0}, t_{0}\right)  \tag{3.7}\\
& \quad=\int_{\mathbb{R}}\left(G_{-}\left(z, z_{0}\right)\right)\left(s, t-t_{0}-\bar{t}_{0}, s_{0}\right)\left(G_{-}\left(z, z_{0}\right)\right)\left(r, \bar{t}_{0}, r_{0}\right) \mathrm{d} \bar{t}_{0}
\end{align*}
$$

Here $\left(G_{-}\left(z, z_{0}\right)\right)\left(r, \bar{t}_{0}, r_{0}, 0\right)$ denotes the distribution kernel of $G_{-}\left(z, z_{0}\right)$, and $\left(H\left(z, z_{0}\right)\right)$ $\left(s, r, t, s_{0}, r_{0}, t_{0}\right)$ denotes the distribution kernel of $H\left(z, z_{0}\right)$.

As an alternative formulation, we can write the operator $H\left(z, z_{0}\right)$ as the composition of two operators obtained by a tensor product. We recall that if $\psi_{1}, \psi_{2}$ are two operators with kernels $K_{\psi_{1}}(x, \bar{x}), K_{\psi_{2}}(y, \bar{y})$, then their tensor product $\psi_{1} \otimes \psi_{2}$ has kernel given by the product $K_{\psi_{1}}(x, \bar{x}) K_{\psi_{2}}(y, \bar{y})$ and maps functions of $(\bar{x}, \bar{y})$ to functions of $(x, y)$. We denote the identity operator acting on functions of $s$ by $\operatorname{Id}_{s}$ and similarly for $\mathrm{Id}_{r}$. If $\psi$ is an operator acting in the $(x, t)$ variables, then we will write $\psi_{s}, \psi_{r}$ for the operator acting in the $(s, t)$ variables or the $(r, t)$ variables, respectively. Then we can also write (3.7) as

$$
\begin{equation*}
H\left(z, z_{0}\right)=\left(\operatorname{Id}_{s} \otimes G_{-, r}\left(z, z_{0}\right)\right) \circ\left(G_{-, s}\left(z, z_{0}\right) \otimes \operatorname{Id}_{r}\right) \tag{3.8}
\end{equation*}
$$

Since the tensor product of two operators is a well-defined operator, this shows that $H\left(z, z_{0}\right)$ is well defined. If $\psi$ is an operator on functions of $(x, t)$, then we will often simply write $\psi_{s}$ instead of $\psi_{s} \otimes \operatorname{Id}_{r}$. The map $H\left(z, z_{0}\right), z<z_{0}$, is the upward continuation operator.

If $\psi_{1}$ and $\psi_{2}$ are operators on functions of $(x, t)$ and are time translation invariant, then $\psi_{1, s}$ and $\psi_{2, r}$ commute, which can be derived by writing out the distribution kernel of the compositions. The factors $G_{-, s}$ and $G_{-, r}$ can be written as compositions $\psi_{1, s} G_{0,-, s}, G_{0,-, s} \psi_{1, s}$ (and similarly for $r$ ) using (2.17), (2.18). It follows that the operator $H$ can be written as a composition $\psi_{2}\left(z, z_{0}\right) H_{0}\left(z, z_{0}\right)$, where $H_{0}$ is given by (3.7) with $G_{-}$replaced by $G_{-, 0}$ and $\psi_{2}\left(z, z_{0}\right)=\psi_{1, s}\left(z, z_{0}\right) \psi_{1, r}\left(z, z_{0}\right)$. The operator $\psi_{2}\left(z, z_{0}\right)$ is pseudodifferential with symbol

$$
\begin{equation*}
\psi_{2}\left(z, z_{0}, s, r, \sigma, \rho, \tau\right)=\psi_{1}\left(z, z_{0}, s, \sigma, \tau\right) \psi_{1}\left(z, z_{0}, r, \rho, \tau\right) \tag{3.9}
\end{equation*}
$$

We can also write $H\left(z, z_{0}\right)=H_{0}\left(z, z_{0}\right) \psi_{2}\left(z_{0}, z\right)$ with $\psi_{2}$ defined by (3.9) as well, but with $z, z_{0}$ interchanged.

Replacing both source and receiver Green's functions, the result is the replacement of the integral in the parentheses of (3.5) by $-\frac{1}{4} Q_{-, s}^{*}(0) Q_{-, r}^{*}(0) H(0, z) Q_{-, s}(z) Q_{-, r}(z)$, where we denote $Q_{-, s}(z)=Q_{-}\left(z, s, D_{s}, D_{t}\right)$, and similarly for $Q_{-, r}(z)$. Therefore, we define the DSR modeling operator as

$$
\begin{equation*}
F_{\mathrm{D}} \delta c=Q_{-, s}^{*}(0) Q_{-, r}^{*}(0) \int_{0}^{Z} H(0, z) Q_{-, s}(z) Q_{-, r}(z) \frac{1}{2} D_{t}^{2}\left(E_{2} E_{1} c_{0}^{-3} \delta c\right)(z, \cdot, \cdot, \cdot) \mathrm{d} z \tag{3.10}
\end{equation*}
$$

where $Z$ is some large number such that $\operatorname{supp}(\delta c)$ is contained in $] 0, Z\left[\times \mathbb{R}^{n-1}\right.$.
In Theorem 5.1 we will show that, in general, $F_{\mathrm{D}}$ differs from $F$ by a pseudodifferential cutoff and that under a certain assumption $F_{\mathrm{D}}$ models the singular part of the data. We first derive some important properties of $H$.

The DSR equation. It follows from differentiating expression (3.8) for $H$ with respect to $z$, using the fact that $B_{-}\left(z, r, D_{r}, D_{t}\right)$ and $G_{-, s}\left(z, z_{0}\right)$ commute, that the operator $H_{0}\left(z, z_{0}\right)$ is a solution operator for the Cauchy initial value problem for the so-called DSR equation, given by

$$
\begin{equation*}
\left(\frac{\partial}{\partial z}-\mathrm{i} B_{-}\left(z, s, D_{s}, D_{t}\right)-\mathrm{i} B_{-}\left(z, r, D_{r}, D_{t}\right)\right) u=0 \tag{3.11}
\end{equation*}
$$

Using Duhamel's principle (cf. (1.2)), it follows that

$$
\begin{equation*}
u(z, s, r, t)=\int_{z}^{Z}\left(H\left(z, z_{0}\right) g\left(z_{0}, \cdot, \cdot, \cdot\right)\right)(s, r, t) \mathrm{d} z_{0} \tag{3.12}
\end{equation*}
$$

solves the inhomogeneous DSR equation,

$$
\begin{align*}
& \left(\frac{\partial}{\partial z}-\mathrm{i} B_{-}\left(z, s, D_{s}, D_{t}\right)-\mathrm{i} B_{-}\left(z, r, D_{r}, D_{t}\right)-C\left(z, s, D_{s}, D_{t}\right)-C\left(z, r, D_{r}, D_{t}\right)\right) u  \tag{3.13}\\
& \quad=g(z, s, r, t), \quad 0 \leq z<Z
\end{align*}
$$

with zero initial condition, $u(Z, s, r, t)=0$. It follows from (3.10) that $F_{\mathrm{D}} \delta c$ is given by $Q_{-, s}^{*}(0) Q_{-, r}^{*}(0)$ acting on the solution $u$ at $z=0$ of an inhomogeneous DSR equation with

$$
\begin{equation*}
g=Q_{-, s}(z) Q_{-, r}(z) \frac{1}{2} D_{t}^{2} R \tag{3.14}
\end{equation*}
$$

and $Z$ such that $\delta c$ is supported in $0<\delta<z<Z$ as before.
The bicharacteristics associated with (3.13) are, in the notation of (2.21), given by

$$
\begin{align*}
& \quad \Gamma\left(z, z_{0} ; s_{0}, r_{0}, t_{0}, \sigma_{0}, \rho_{0}, \tau\right)=\left(\gamma_{x}\left(z, z_{0}, s_{0}, \sigma_{0}, \tau\right), \gamma_{x}\left(z, z_{0}, r_{0}, \rho_{0}, \tau\right), t_{0}\right.  \tag{3.15}\\
& \left.+\gamma_{t}\left(z, z_{0}, s_{0}, \sigma_{0}, \tau\right)+\gamma_{t}\left(z, z_{0}, r_{0}, \rho_{0}, \tau\right), \gamma_{\xi}\left(z, z_{0}, s_{0}, \sigma_{0}, \tau\right), \gamma_{\xi}\left(z, z_{0}, r_{0}, \rho_{0}, \tau\right), \tau\right) .
\end{align*}
$$

They are defined on the intersection of the maximal intervals associated with source ray coordinates $(z, s, \sigma, \tau)$ and receiver ray coordinates $(z, r, \rho, \tau)$; let $\theta$ be given as in the previous section. The intersection will be denoted by $] Z_{\min }, Z_{\max }[=$ $] Z_{\min }(z, s, r, \sigma, \rho, \tau, \theta), Z_{\max }(z, s, r, \sigma, \rho, \tau, \theta)[$, where we have

$$
\begin{align*}
& Z_{\min }(z, s, r, \sigma, \rho, \tau, \theta)=\max \left(z_{\min ,-}(z, s, \sigma, \tau, \theta), z_{\min ,-}(z, r, \rho, \tau, \theta)\right)  \tag{3.16}\\
& Z_{\max }(z, s, r, \sigma, \rho, \tau, \theta)=\min \left(z_{\max ,-}(z, s, \sigma, \tau, \theta), z_{\max ,-}(z, r, \rho, \tau, \theta)\right) \tag{3.17}
\end{align*}
$$

Let $g(z, s, r, t)$ be supported in the set $0<\delta<z<Z$. As mentioned, the map $g \mapsto u$ given by (3.12) maps $g$ to the solution of the inhomogeneous DSR equation (3.13) at $z=0$. Motivated by (3.10), we define an operator $L$ by modifying (3.12) with pseudodifferential factors $Q_{-, s}, Q_{-, r}$ and setting $z=0$ as follows:

$$
\begin{equation*}
L g=Q_{-, s}^{*}(0) Q_{-, r}^{*}(0) \int_{0}^{Z} H(0, z) Q_{-, s}(z) Q_{-, r}(z) g(z, \cdot, \cdot, \cdot) \mathrm{d} z \tag{3.18}
\end{equation*}
$$

Our next result states that $H$ and $L$ are Fourier integral operators and gives a representation of the kernel of $H$ as an oscillatory integral. Consider the following set:

$$
\begin{align*}
& \{(\Gamma(0, z, s, r, t, \sigma, \rho, \tau) ; z, s, r, t,-b(z, s, \sigma, \tau)-b(z, r, \rho, \tau), \sigma, \rho, \tau) \mid  \tag{3.19}\\
& \left.\quad(s, r, t, \sigma, \rho, \tau) \in T^{*} \mathbb{R}_{(s, r, t)}^{2 n-1}, 0>Z_{\min }\left(z, s, r, t, \sigma, \rho, \tau, \theta_{2}\right)\right\}
\end{align*}
$$

As will be clear from the proof below, this set is a canonical relation. Let $y_{0}=$ $\left(s_{0}, r_{0}, t_{0}\right), \eta_{0}=\left(\sigma_{0}, \rho_{0}, \tau\right)$. A convenient choice of phase function for the canonical relation is described by Maslov and Fedoriuk [18]. They state that one can always use a subset of the cotangent vector components as phase variables. There is always a set of local coordinates for the canonical relation of the form

$$
\begin{equation*}
\left(z, y_{0 I}, \eta_{0 J}, s, r, t\right) \tag{3.20}
\end{equation*}
$$

where $I \cup J$ is a partition of $\{1, \ldots, 2 n-1\}$. It follows from Theorem 4.21 in Maslov and Fedoriuk [18] that there is a function $S=S\left(z, y_{0 I}, \eta_{0 J}, s, r, t\right)$, such that locally the canonical relation (3.19) is given by

$$
\begin{align*}
y_{0 J} & =-\frac{\partial S}{\partial \eta_{0 J}}, & \zeta & =\frac{\partial S}{\partial z}  \tag{3.21}\\
\eta_{0 I} & =\frac{\partial S}{\partial y_{0 I}}, & (\sigma, \rho, \tau) & =-\frac{\partial S}{\partial(s, r, t)} \tag{3.22}
\end{align*}
$$

Here we take into account the fact that we have a canonical relation, which introduces a minus sign for $(\sigma, \rho, \tau)$.

LEmma 3.1. $H\left(z, z_{0}\right)$ is a Fourier integral operator with canonical relation

$$
\begin{align*}
& \left\{\left(\Gamma\left(z, z_{0}, s, r, t, \sigma, \rho, \tau\right) ; s, r, t, \sigma, \rho, \tau\right) \mid\right.  \tag{3.23}\\
& \left.\quad(s, r, t, \sigma, \rho, \tau) \in T^{*} \mathbb{R}_{(s, r, t)}^{2 n-1} \backslash 0, z_{0}>Z_{\min }\left(z, s, r, t, \sigma, \rho, \tau, \theta_{2}\right)\right\}
\end{align*}
$$

The operator $L$ is a Fourier integral operator with canonical relation (3.19). The kernel of $H(0, z)$ admits microlocally an oscillatory integral representation with phase variables $\eta_{0 J}$, given by
$(H(0, z))\left(s_{0}, r_{0}, t_{0}, s, r, t\right)$
$=(2 \pi)^{-(2 n-1+|I|) / 2} \int A\left(z, y_{0}, \eta_{0 J}, s, r, t\right) \exp \left[\mathrm{i}\left(S\left(z, y_{0 I}, \eta_{0 J}, s, r, t\right)+\left\langle\eta_{0 J}, y_{0 J}\right\rangle\right)\right] \mathrm{d} \eta_{0 J}$
such that the principal part a of the amplitude $A$ satisfies

$$
\begin{equation*}
\left|a\left(z, y_{0}, \eta_{0 J}, s, r, t\right)\right|=\left|\frac{\partial(\sigma, \rho, \tau)}{\partial\left(y_{0 I}, \eta_{0 J}\right)}\right|^{1 / 2} \tag{3.25}
\end{equation*}
$$

with

$$
\begin{align*}
& \left(\sigma\left(z, y_{0 I}, \eta_{0 J}, s, r, t\right), \rho\left(z, y_{0 I}, \eta_{0 J}, s, r, t\right), \tau\left(z, y_{0 I}, \eta_{0 J}, s, r, t\right)\right)  \tag{3.26}\\
& \quad=-\frac{\partial S}{\partial(s, r, t)}\left(z, y_{0 I}, \eta_{0 J}, s, r, t\right)
\end{align*}
$$

in accordance with (3.22).
Proof. The operators $G_{-, s}\left(z, z_{0}\right)$ and $G_{-, r}\left(z, z_{0}\right)$ are Fourier integral operators as noted at the end of section 2 (subject to the substitution of $x$ by $s$ or $r$, respectively). We consider $G_{-, s}\left(z, z_{0}\right)$. Locally there are Maslov phase functions for its canonical relation (cf. (2.22)), similar to the one described above, here with phase variables $\left(\tau, \sigma_{0 J^{\prime}}\right)$, where $I^{\prime} \cup J^{\prime}$ is a partition of $\{1, \ldots, n-1\}$. Thus $G_{-, s}\left(z, z_{0}\right)$ is a locally
finite sum $\sum_{j} G_{-, s}^{(j)}\left(z, z_{0}\right)$, where the kernels of $G_{-, s}^{(j)}\left(z, z_{0}\right)$ admit oscillatory integral representations of the form

$$
\begin{align*}
& \left(G_{-, s}^{(j)}\left(z, z_{0}\right)\right)\left(s, t, s_{0}\right)  \tag{3.27}\\
= & \int A^{\prime}\left(s, s_{0}, \sigma_{0, J^{\prime}}, \tau\right) \exp \left[\mathrm{i}\left(S^{\prime}\left(z, z_{0}, s, s_{0 I^{\prime}}, \sigma_{0 J^{\prime}}, \tau\right)-\left\langle\sigma_{0 J^{\prime}}, s_{0 J^{\prime}}\right\rangle-\tau t\right)\right] \mathrm{d} \sigma_{0 J^{\prime}} \mathrm{d} \tau .
\end{align*}
$$

We denote the canonical relation of $G_{-, s}^{(j)}\left(z, z_{0}\right)$ by $\Lambda_{s}^{(j)}$ (cf. (2.22)). Similarly, we have $G_{-, r}\left(z, z_{0}\right)=\sum_{k} G_{-, r}^{(k)}\left(z, z_{0}\right)$ in which the kernels of $G_{-, r}^{(k)}\left(z, z_{0}\right)$ admit oscillatory integral representations of the above type with phase variables $\left(\tau, \rho_{0 J^{\prime \prime}}\right)$, amplitude $A^{\prime \prime}$, and phase function $S^{\prime \prime}\left(z, z_{0}, r, r_{0 I^{\prime \prime}}, \rho_{0 J^{\prime \prime}}, \tau\right)-\left\langle\rho_{0 J^{\prime \prime}}, r_{0 J^{\prime \prime}}\right\rangle-\tau t$. We denote the canonical relation of $G_{-, r}^{(k)}\left(z, z_{0}\right)$ by $\Lambda_{r}^{(k)}$. But then the kernel of $H\left(z, z_{0}\right)$ is given by a sum $\sum_{j, k} H^{(j, k)}\left(z, z_{0}\right)$. Entering expressions of the type (3.27) for $G_{-, s}^{(j)}\left(z, z_{0}\right)$ and $G_{-, r}^{(k)}\left(z, z_{0}\right)$ into (3.7), and performing the $\bar{t}_{0}$ integration, we find the following expression for the kernel of $H^{(j, k)}\left(z, z_{0}\right)$ :

$$
\begin{align*}
\left(H^{(j, k)}\left(z, z_{0}\right)\right. & )\left(s, r, t, s_{0}, r_{0}, t_{0}\right)=\int 2 \pi A^{\prime}\left(s, s_{0}, \sigma_{0, J^{\prime}}, \tau\right) A^{\prime \prime}\left(r, r_{0}, \rho_{0, J^{\prime \prime}}, \tau\right)  \tag{3.28}\\
& \times \exp \left[\mathrm { i } \left(S^{\prime}\left(z, z_{0}, s, s_{0 I^{\prime}}, \sigma_{0 J^{\prime}}, \tau\right)-\left\langle\sigma_{0 J^{\prime}}, s_{0 J^{\prime}}\right\rangle\right.\right. \\
& \left.\left.+S^{\prime \prime}\left(z, z_{0}, r, r_{0 I^{\prime \prime}}, \rho_{0 J^{\prime \prime}}, \tau\right)-\left\langle\rho_{0 J^{\prime \prime}}, r_{0 J^{\prime \prime}}\right\rangle-\tau t\right)\right] \mathrm{d} \sigma_{0 J^{\prime}} \mathrm{d} \rho_{0 J^{\prime \prime}} \mathrm{d} \tau
\end{align*}
$$

It is not difficult to verify that -i times the argument in the exponent is a nondegenerate phase function. Because $A^{\prime}$ and $A^{\prime \prime}$ are symbols supported inside a region with $\|\sigma\|<C|\tau|$ and $\|\rho\|<C|\tau|$ it follows that $A^{\prime} A^{\prime \prime}$ is a symbol and that (3.28) is a Fourier integral operator. From the phase function it follows that the canonical relation of $H^{(j, k)}\left(z, z_{0}\right)$ is given by the points

$$
\left(s, r, t_{0}+t_{1}+t_{2}, \sigma, \rho, \tau ; s_{0}, r_{0}, t_{0}, \sigma_{0}, \rho_{0}, \tau\right)
$$

with

$$
\left(s, t_{1}, \sigma, \tau ; s_{0}, 0, \sigma_{0}, \tau\right) \in \Lambda_{s}^{(j)} \text { and }\left(r, t_{2}, \rho, \tau ; r_{0}, 0, \rho_{0}, \tau\right) \in \Lambda_{r}^{(k)}
$$

Taking the union over $(j, k)$ results in (3.23).
Using (3.18) and the fact that $H$ is given by a sum of terms of the form (3.28), it also follows that $L$ is a Fourier integral operator with canonical relation (3.19), as usual for the solution operators of first-order hyperbolic equations.

The phase function $\left.S\left(z, y_{0 I}, \eta_{0 J}, s, r, t\right)-\left\langle\eta_{0 J}, y_{0 J}\right\rangle\right)$, with $S$ as described in (3.21)(3.22), describes locally the canonical relation of $H(0, z)$. Therefore the kernel of $H(0, z)$ has microlocally an oscillatory integral representation of the form

$$
\begin{align*}
& (H(0, z))\left(y_{0}, s, r, t\right)=(2 \pi)^{-(2 n-1+|I|) / 2}  \tag{3.29}\\
& \quad \times \int A\left(z, y_{0}, \eta_{0 J}, s, r, t\right) \exp \left[\mathrm{i}\left(S\left(z, y_{0 I}, \eta_{0 J}, s, r, t\right)+\left\langle\eta_{0 J}, y_{0 J}\right\rangle\right)\right] \mathrm{d} \eta_{0 J}
\end{align*}
$$

Then the adjoint $H(0, z)^{*}$ has amplitude $\overline{A\left(z, y_{0}, \eta_{0 J}, s, r, t\right)}$ and phase $-S\left(z, y_{0 I}, \eta_{0 J}\right.$, $s, r, t)-\left\langle\eta_{0 J}, y_{0 J}\right\rangle$. Hence, the kernel of the composition $H(0, z)^{*} H(0, z)$ has the
oscillatory integral representation

$$
\begin{align*}
(2 \pi)^{-(2 n-1)} & \int \overline{A\left(z, y_{0}, \eta_{0 J}, s^{\prime}, r^{\prime}, t^{\prime}\right)} A\left(z, y_{0}, \eta_{0 J}, s, r, t\right)  \tag{3.30}\\
& \times \exp \left(\mathrm{i}\left[-S\left(z, y_{0 I}, \eta_{0 J}, s^{\prime}, r^{\prime}, t^{\prime}\right)+S\left(z, y_{0 I}, \eta_{0 J}, s, r, t\right)\right]\right) \mathrm{d} y_{0 I} \mathrm{~d} \eta_{0 J}
\end{align*}
$$

We expand the phase as a function of $\left(s^{\prime}, r^{\prime}, t^{\prime}\right)$ in a Taylor series about $(s, r, t)$ and identify the gradient

$$
\begin{align*}
-\frac{\partial S}{\partial(s, r, t)} & \left(z, y_{0 I}, \eta_{0 J}, s, r, t\right)  \tag{3.31}\\
& =\left(\sigma\left(z, y_{0 I}, \eta_{0 J}, s, r, t\right), \rho\left(z, y_{0 I}, \eta_{0 J}, s, r, t\right), \tau\left(z, y_{0 I}, \eta_{0 J}, s, r, t\right)\right)
\end{align*}
$$

Applying a change of variables, $\left(y_{0 I}, \eta_{0 J}\right) \mapsto(\sigma, \rho, \tau)$, the phase takes the form

$$
\begin{equation*}
\left\langle(\sigma, \rho, \tau),\left(s^{\prime}-s, r^{\prime}-r, t^{\prime}-t\right)\right\rangle \tag{3.32}
\end{equation*}
$$

In the text preceding (2.23) it was noted that $G_{0,-}\left(z, z_{0}\right)$ is unitary. It follows using (3.8) that $H_{0}\left(z, z_{0}\right)$ is also unitary. Therefore, the operator $H(0, z)^{*} H(0, z)$ must be a pseudodifferential operator (in $(s, r, t)$ ) with symbol 1 in the set of $(s, r, t, \sigma, \rho, \tau)$, where $\psi_{2}$ is equal to 1 . We conclude that the principal part $a$ of the amplitude $A$ is given by

$$
\begin{equation*}
\left|a\left(z, y_{0}, \eta_{0 J}, s, r, t\right)\right|=\left|\frac{\partial(\sigma, \rho, \tau)}{\partial\left(y_{0 I}, \eta_{0 J}\right)}\right|^{1 / 2} \tag{3.33}
\end{equation*}
$$

4. Depth-to-time conversion. For $h=h(z, s, r)$ we consider the mapping

$$
\begin{equation*}
K: h \mapsto Q_{-, s}^{*}(0) Q_{-, r}^{*}(0) \int_{0}^{Z} H(0, z) Q_{-, s}(z) Q_{-, r}(z)\left(E_{2} h\right)(z, \cdot, \cdot, \cdot) \mathrm{d} z \tag{4.1}
\end{equation*}
$$

we have $K=L E_{2}$ (cf. (3.18)). The DSR modeling operator (cf. (3.10)) is then given by

$$
\begin{equation*}
F_{\mathrm{D}} \delta c=\frac{1}{2} D_{t}^{2} K E_{1} c_{0}^{-3} \delta c \tag{4.2}
\end{equation*}
$$

This factorization is exploited in seismic applications such as imaging.
First we make the following observation. We use the notation $\Theta=\Theta(z, s, r, \sigma, \rho, \tau)$ for the sum $-b(z, s, \sigma, \tau)-b(z, r, \rho, \tau)$ appearing in the canonical relation (3.19) of $L$,

$$
\begin{equation*}
\Theta(z, s, r, \sigma, \rho, \tau)=-b(z, s, \sigma, \tau)-b(z, r, \rho, \tau) \tag{4.3}
\end{equation*}
$$

Because of expression (2.1) the map $\tau \mapsto \zeta=\Theta$ is strictly monotone when $\Theta$ is real. Taking as domain only the $\tau$ where the two square roots are real, we find the following lemma. The inverse of this map will be denoted by $\Theta^{-1}$.

Lemma 4.1. Suppose $(z, s, r, \sigma, \rho)$ are given, let $c=\max (c(z, s)\|\sigma\|, c(z, r)\|\rho\|)$, and let $d=\sqrt{\left|\sigma^{2} \frac{c(z, s)^{2}}{c(z, r)^{2}}-\rho^{2}\right|}$ if $c(z, s)\|\sigma\| \geq c(z, r)\|\rho\|$ and $d=\sqrt{\left|\rho^{2} \frac{c(z, r)^{2}}{c(z, s)^{2}}-\sigma^{2}\right|}$ otherwise. The map $\tau \mapsto \Theta(z, s, r, \sigma, \rho, \tau)$ is a diffeomorphism $]-\infty,-c[\cup] c, \infty[\rightarrow$ $]-\infty,-d[\cup] d, \infty[$.

The maximal depth $Z_{\max }$ associated with $(z, s, r, \sigma, \rho, \tau, \theta)$ also has an associated maximal time, given by

$$
\begin{equation*}
T_{\max }(z, s, r, \sigma, \rho, \tau, \theta)=-\Gamma_{t}\left(Z_{\max }(z, s, r, \sigma, \rho, \tau, \theta), s, r, \sigma, \rho, \tau\right) \tag{4.4}
\end{equation*}
$$

We define a subset $\Omega_{\theta}$ of $T^{*} \mathbb{R}_{(s, r, t)}^{2 n-1}$, such that $t$ is bounded by $T_{\max }$,

$$
\begin{equation*}
\Omega_{\theta}=\left\{(s, r, t, \sigma, \rho, \tau) \mid 0<t<T_{\max }(0, s, r, \sigma, \rho, \tau, \theta)\right\} . \tag{4.5}
\end{equation*}
$$

We have the following result about $K$.
THEOREM 4.2. The operator $K$ is microlocally a Fourier integral operator with canonical relation consisting of a set of points,

$$
\begin{align*}
& \{(\Gamma(0, z, s, r, 0, \sigma, \rho, \tau) ; z, s, r, \Theta(z, s, r, \sigma, \rho, \tau), \sigma, \rho) \mid  \tag{4.6}\\
& \left.\quad z, s, r, \sigma, \rho, \tau \in \mathbb{R}^{4 n-2}, 0<Z_{\min }\left(z, s, r, \sigma, \rho, \tau, \theta_{2}\right)\right\}
\end{align*}
$$

This canonical relation is the graph of an invertible map $\Sigma$ :

$$
\begin{equation*}
\left\{(z, s, r, \zeta, \sigma, \rho) \mid 0\langle z, 0\rangle Z_{\min }\left(z, s, r, \sigma, \rho, \Theta^{-1}(z, s, r, \zeta, \sigma, \rho), \theta_{2}\right)\right\} \rightarrow \Omega_{\theta_{2}} \tag{4.7}
\end{equation*}
$$

The map $K$ converts depth to time, which is indeed the way seismologists often look at modeling.

Proof. The operator $K$ is the composition of (3.18) and $E_{2}$. The first is a Fourier integral operator with canonical relation given by (3.19). The operator $E_{2}$ is a Fourier integral operator with canonical relation given by

$$
\begin{equation*}
\left\{(z, s, r, 0, \zeta, \sigma, \rho, \tau ; z, s, r, \zeta, \sigma, \rho) \mid(z, s, r, \zeta, \sigma, \rho) \in T^{*} \mathbb{R}_{(z, s, r)}^{2 n-1} \backslash 0, \tau \in \mathbb{R} \backslash\{0\}\right\} \tag{4.8}
\end{equation*}
$$

In general, the composition of two canonical relations $\Lambda_{1} \subset T^{*}(X \times Y) \backslash 0, \Lambda_{2} \subset$ $T^{*}(Y \times Z) \backslash 0, X, Y, Z$ open subsets of $\mathbb{R}^{n_{X}}, \mathbb{R}^{n_{Y}}$, respectively, $\mathbb{R}^{n_{Z}}$, is said to be transversal if

$$
\Lambda_{1} \times \Lambda_{2} \text { intersects } T^{*} X \times\left(\operatorname{diag} T^{*} Y\right) \times T^{*} Z \text { transversally }
$$

In the particular case of the canonical relations of $L$ and $E_{2}$, their composition is transversal if at the solution $\tau$ of

$$
\begin{equation*}
-b_{s}-b_{r}=\zeta \tag{4.9}
\end{equation*}
$$

we have $\frac{\mathrm{d} \Theta}{\mathrm{d} \tau} \neq 0$; see, e.g., Theorem 2.4.1 in [10]. Because by the previous lemma this is the case, it then follows that the composition $L E_{2}$, hence $K$, is a Fourier integral operator. The composition of the canonical relations is equal to (4.6).

The canonical relation of $K$ is parameterized by $(z, s, r, \sigma, \rho, \tau)$ in a subset of $\mathbb{R}^{4 n-2}$. To show that it is invertible we must show that the projections of (4.6) on the two sets given in (4.7) are both diffeomorphisms. By the previous lemma this is clear for the projection on the right-hand side of (4.7). For the projection on the left-hand side of (4.7) it follows from Lemma 25.3.6 of [15] and the fact that the right projection has maximal rank that the linearization of this projection is invertible. Thus it remains to be shown that the equation

$$
\begin{equation*}
\left(s_{0}, r_{0}, t_{0}, \sigma_{0}, \rho_{0}, \tau_{0}\right)=\Gamma(0, z, s, r, 0, \sigma, \rho, \tau) \tag{4.10}
\end{equation*}
$$

determines a unique point $(z, s, r, \sigma, \rho, \tau)$ when $\left(s_{0}, r_{0}, t_{0}, \sigma_{0}, \rho_{0}, \tau_{0}\right)$ is in $\Omega_{\theta_{2}}$, the right-hand side of (4.7). The point $\left(s_{0}, r_{0}, t_{0}, \sigma_{0}, \rho_{0}, \tau_{0}\right)$ determines a DSR bicharacteristic $\Gamma\left(z, 0, s_{0}, r_{0}, t_{0}, \sigma_{0}, \rho_{0}, \tau_{0}\right)$. The $t$ component will be denoted here by $\Gamma_{t}=$ $t_{0}-\gamma_{t}\left(z, 0, s_{0}, \sigma_{0}, \tau\right)-\gamma_{t}\left(z, 0, r_{0}, \rho_{0}, \tau\right)$. We have a solution to (4.10) if and only if

$$
\begin{equation*}
\Gamma\left(z, 0, s_{0}, r_{0}, t_{0}, \sigma_{0}, \rho_{0}, \tau_{0}\right)-(s, r, 0, \sigma, \rho, \tau)=0 \tag{4.11}
\end{equation*}
$$

In particular, we have that $\Gamma_{t}\left(z, 0, s_{0}, r_{0}, t_{0}, \sigma_{0}, \rho_{0}, \tau_{0}\right)=0$. Because $\Gamma_{t}$ depends strictly monotonically on $z$, this equation uniquely determines $z$. The other equations uniquely determine $s, r, \sigma, \rho, \tau$. If $z<Z_{\max }\left(0, s_{0}, r_{0}, \sigma_{0}, \rho_{0}, \tau\right)$, then there is a DSR bicharacteristic connecting $\left(s_{0}, r_{0}, t_{0}, \sigma_{0}, \rho_{0}, \tau\right)$ at depth 0 with $(s, r, t, \sigma, \rho, \tau)=$ $\Gamma\left(z, 0, s, r, t_{0}, \sigma, \rho, \tau\right)$ at depth $z$; hence it follows that then $0>Z_{\min }(z, s, r, \sigma, \rho, \tau)$, and vice versa. So using definition (4.4) this point $(z, s, r, \sigma, \rho, \tau)$ is such that $0>$ $Z_{\min }\left(z, s, r, \sigma, \rho, \tau, \theta_{2}\right)$ precisely when $t<T_{\max }\left(0, s_{0}, r_{0}, \sigma_{0}, \rho_{0}, \tau_{0}, \theta_{2}\right)$. This completes the proof of the theorem.
5. Modeling in the single-scattering approximation. The replacement of the wave equation Green's function by a pair of one-way Green's functions leads to a cutoff in the modeling of the scattered wave field. To describe when all the singularities of the data are modeled by the DSR method, we need the following assumption. We use some angle $\theta, 0<\theta<\pi / 2$, with the vertical as introduced in section 2 .

ASSUMPTION 2 (DSR assumption). If $(z, x) \in X$ and $\alpha, \beta \in S^{n-1}, t_{\mathrm{s}}, t_{\mathrm{r}}>0$ depending on $(z, x, \alpha, \beta)$ are such that $\eta_{z}\left(t_{\mathrm{s}}, z, x, \beta, \tau\right)=\eta_{z}\left(t_{\mathrm{r}}, z, x, \alpha, \tau\right)=0$, then

$$
\begin{align*}
& c(z, x)^{-1} \frac{\partial \eta_{z}}{\partial t}(t, z, x, \beta, \tau)<-\cos (\theta), t \in\left[0, t_{\mathrm{s}}\right]  \tag{5.1}\\
& c(z, x)^{-1} \frac{\partial \eta_{z}}{\partial t}(t, z, x, \alpha, \tau)<-\cos (\theta), t \in\left[0, t_{\mathrm{r}}\right] \tag{5.2}
\end{align*}
$$

It is clear that this assumption is stronger than Assumption 1. In general the set of rays violating this assumption is not small, but it can contain an open subset of the canonical relation (1.7), depending on the properties of the background medium. This limits the applicability of the method discussed here, which however is still useful in many cases, as discussed in the introduction.

In the following theorem we give the DSR modeling formula, and we give the result in terms of a cutoff acting on $F \delta c$. The symbol $\psi_{2}(0, z, s, r, 0, \sigma, \rho, \tau)$ can be pulled back to a symbol that is a function of $(s, r, t, \sigma, \rho, \tau)$ by the inverse of the map $\Sigma$ given by (4.6), (4.7).

ThEOREM 5.1. If Assumption 2 is satisfied with $\theta=\theta_{1}$, then $F_{\mathrm{D}} \delta c \equiv F \delta c$. There is a pseudodifferential operator $\psi_{\mathrm{D}}=\psi_{\mathrm{D}}\left(s, r, t, D_{s}, D_{r}, D_{t}\right)$ with principal symbol given by the pull back mentioned just above of $\psi_{2}$, that is, 1 on $\Omega_{\theta_{1}}$, and is in $S^{-\infty}$ outside $\Omega_{\theta_{2}}$, such that

$$
\begin{equation*}
F_{\mathrm{D}} \delta c \equiv \psi_{\mathrm{D}} F \delta c \tag{5.3}
\end{equation*}
$$

Proof. We reconsider the modeling operator $F$ of Theorem 1.1 and use its description by (3.5). In this proof, we denote by $G_{s}$ the map from a function $f(z, s, t)$ to $\left(G_{s} f\right)(z, s, t)=\int_{\mathbb{R} \times \mathbb{R}^{n-1} \times \mathbb{R}} G\left(z, s, t-t_{0}, z_{0}, s_{0}\right) f\left(z_{0}, s_{0}, t_{0}\right) \mathrm{d} z_{0} \mathrm{~d} s_{0} \mathrm{~d} t_{0}$; cf. (1.2). Motivated by (3.5) and the introduction of $H$ in (3.8), we consider the operator $M=$ $\left(\operatorname{Id}_{r} \otimes G_{s}\right) \circ\left(G_{r} \otimes \operatorname{Id}_{s}\right)$, which maps functions of $\left(z_{s}, z_{r}, s, r, t\right)$ to functions of $\left(z_{s}, z_{r}, s\right.$, $r, t)$. In our application, we consider $M$ as a map of functions in $z>\delta$ to functions on a small neighborhood of $z_{s}=0, z_{r}=0$. By an argument similar to the first part of the proof of Lemma 3.1, it follows that $M$ is a Fourier integral operator, with canonical relation consisting of a set of points

$$
\begin{equation*}
\left\{\left(\eta_{z, s}, \eta_{z, r}, \eta_{x, s}, \eta_{x, r}, t+t_{s}+t_{r}, \eta_{\zeta, s}, \eta_{\zeta, r}, \eta_{\xi, s}, \eta_{\xi, r}, \tau ; z_{s}, z_{r}, s, r, t, \zeta_{s}, \zeta_{r}, \rho, \sigma, \tau\right)\right\} \tag{5.4}
\end{equation*}
$$

where $\left(\zeta_{s}, \sigma\right)=-\tau c\left(z_{s}, s\right)^{-1} \beta,\left(\zeta_{r}, \rho\right)=-\tau c\left(z_{r}, r\right)^{-1} \alpha, \eta_{z, s}=\eta_{z}\left(t_{s}, z_{s}, s, \beta, \tau\right)$, and similar for the other components, and for the $r$-components, cf. (1.6); $\alpha, \beta \in S^{n-1}$ as in Theorem 1.1.

Denote by $R_{4}(z)$ the restrictions to $z_{s}=z$ and $z_{r}=z$ of functions $f\left(z_{s}, z_{r}, s, r, t\right)$ and by $E_{4}(z)$ the map that maps a function $f(s, r, t)$ to $\left(E_{4}(z) f\right)\left(z_{s}, z_{r}, s, r, t\right)=$ $\delta\left(z_{s}-z\right) \delta\left(z_{r}-z\right) f(s, r, t)$. It follows, from writing out the distribution kernel of $M$, and using the remark below (2.20), that for distributions in $\left(z_{s}, z_{r}, s, r, t\right)$ with singularities with $\tau^{-1} \zeta_{s}>0$ and $\tau^{-1} \zeta_{r}>0$, we have

$$
\begin{equation*}
R_{4}(0) M E_{4}(z) \psi_{2}^{\prime}(z, 0)=-\frac{1}{4} Q_{-, s}^{*}(0) Q_{-, r}^{*}(0) H(0, z) Q_{-, s}(z) Q_{-, r}(z) \tag{5.5}
\end{equation*}
$$

modulo a regularizing operator, where $\psi_{2}^{\prime}=\psi_{2}-Q_{-, s}^{-1} Q_{-, r}^{-1}\left[Q_{-, s} Q_{-, r}, \psi_{2}\right]$. Since for $F$ the rays come from one side of the surface $z=0$, we can apply this to (3.5). Denote by $E_{5}$ the map that maps a function $f(z, s, r, t)$ to $\left(E_{5}(z) f\right)\left(z_{s}, z_{r}, s, r, t\right)=$ $\delta\left(z_{s}-z_{r}\right) f\left(\frac{z_{s}+z_{r}}{2}, s, r, t\right)$. It follows that we have

$$
\begin{equation*}
R_{4}(0) M E_{5} \psi_{2}^{\prime}(z, 0) E_{2} E_{1}\left(c_{0}^{-3} \delta c\right) \equiv \frac{1}{4} K E_{1}\left(c_{0}^{-3} \delta c\right) \tag{5.6}
\end{equation*}
$$

modulo a regularizing operator.
We can find an operator $\psi^{\prime}\left(z, s, r, D_{z}, D_{s}, D_{r}\right)$ such that the principal symbol $\psi_{2}^{\prime}-\psi^{\prime}$ is zero on the set $\zeta=-b(z, s, \sigma, \tau)-b(z, r, \rho, \tau)$. Namely, first set (for the principal symbol) $\psi^{\prime}(z, s, r, \zeta, \sigma, \rho)=\psi_{2}^{\prime}\left(z, 0, s, r, \sigma, \rho, \Theta^{-1}\right)$. Then the map $M E_{5}\left(\psi_{2}^{\prime}-\right.$ $\left.\psi^{\prime}\right)$ is a Fourier integral operator with highest-order amplitude equal to zero. With lower-order terms in $\psi^{\prime}$ we find that we can replace $\psi_{2}^{\prime}$ in (5.6) by an operator $\psi^{\prime}=$ $\psi^{\prime}\left(z, s, r, D_{z}, D_{s}, D_{r}\right)$. The operator $\psi^{\prime}$ commutes with $E_{2}$. Hence, if $h=h(z, s, r)$, we have that

$$
\begin{equation*}
R_{4}(0) M E_{5} E_{2} \psi^{\prime} h=K h \tag{5.7}
\end{equation*}
$$

modulo a smoothing operator. Because of equality (5.7), $R_{4}(0) M E_{5} E_{2}$ is an invertible Fourier integral operator with canonical relation given by (4.6), microlocally on a neighborhood of the set where $\psi^{\prime}$ is not in $S^{-\infty}$. Now define microlocally on a neighborhood of the set where $\psi^{\prime}$ is not in $S^{-\infty}$,

$$
\begin{equation*}
\psi_{\mathrm{D}}=R_{4}(0) M E_{5} E_{2} \psi^{\prime}\left(R_{4}(0) M E_{5} E_{2}\right)^{-1} \tag{5.8}
\end{equation*}
$$

By Egorov's theorem this is a pseudodifferential operator with symbol as in the theorem and we have

$$
\begin{equation*}
\psi_{\mathrm{D}} R_{4}(0) M E_{5} E_{2}=K \tag{5.9}
\end{equation*}
$$

modulo a smoothing operator. It follows that (5.3) is satisfied.
6. The Bolker condition. It follows from (4.2) and from Theorem 4.2 that the canonical relation of $F_{\mathrm{D}}$ in (3.10) satisfies Guillemin's [11] Bolker condition: The projection of the canonical relation (1.7) on $T^{*} Y \backslash 0$ is an embedding.

Indeed, Assumption 2 is stronger than this condition, as can be seen from the
arguments in the proof of Theorem 4.2. This fact will be important for the inverse scattering based on modeling data by $F_{D}$.
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#### Abstract

In a previous paper [B. A. Chiera and P. G. Taylor, Probab. Engrg. Inform. Sci., 16 (2002), pp. 513-522], two of the authors developed a method for ascribing a value to an extra unit of capacity on a telecommunications link. Specifically, they expressed the value of an extra unit of capacity as a function of current capacity, current occupancy, and a planning horizon. The intention was to use this function as an ingredient in a bandwidth reallocation scheme for ensuring efficient operation of a telecommunications network.

Unfortunately, direct evaluation of the function requires numerical inversion of a Laplace transform expressed in terms of Charlier polynomials, a task that is beyond the processing capabilities of typical switches in today's telecommunications networks. Because of this, it is desirable to have more easily computable methods of either calculating or approximating the capacity value function. We develop two approaches to this problem: the first is a recursive method of computing the Laplace transform of the capacity value function, and the second is a linear approximation to the capacity value function itself.
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1. Introduction. A topical issue in recent telecommunications literature revolves around the problem of how network resources should be reallocated from underutilized to overutilized links. One possible way to approach this problem is by calculating the expected amount of extra revenue that would be earned on a specified end-to-end link over some planning horizon if extra capacity were present on that link. A reallocation scheme can then be designed in which capacity is transferred from places in the network where its earning capacity is temporarily low to places where it is high. We would expect that such a scheme should maximize the overall rate at which the network earns revenue.

Previous approaches to allocating a value to capacity in a telecommunications context cover an extensive range. They include a simple model in which the value of capacity is an exponential function of the amount of free capacity [8], a model that values customers in a dynamic loss system [10], multimarket pricing scenarios that price resources on the basis of current and future usage [7], and constrained producer-consumer linear programming models requiring simultaneous solution [11].

For any capacity valuation model to be implementable in practice, it must satisfy the following criteria:

1. It must require only local information; that is, knowledge of the current state of the entire network should not be required to compute the value of capacity on any given route.

[^93]2. It should be scalable. This means that the model must allow for, and be easily adaptable to, changes in network size.
3. It should involve calculations that can be efficiently implemented by network switches.
Some of the above pricing schemes satisfy the first two requirements. However, with the exception of the exponential pricing function given in [8], it is not always clear that these schemes can be implemented and run in real time on network switches. In particular, the WALRAS model proposed by Wellman [11] possesses the disadvantage that the time for computation can potentially exceed the time it takes for the underlying market to change.

While the pricing function suggested by [8] does satisfy all three requirements, it is not derived from a realistic model for the value of capacity. Thus it is unlikely that a reallocation scheme based on this valuation would maximize the overall good of either the subnetwork to which the link belongs or the network as a whole.

An alternative method for valuing capacity was proposed by two of the authors in [4]. This model, derived from the basic tenets of renewal theory, is designed to reflect the difference between the amount of lost revenue that would ensue if a particular link were allocated an extra unit of capacity and if it were not. This difference can be thought of as the "value to the link" of the extra capacity.

In ongoing work, the authors are planning to incorporate this value function into a capacity reallocation scheme. The method allows for reallocations to occur between multiple-link routes and their constituent single-link routes, with the result that the model is decentralized and scalable while at the same time able to maximize the revenue in each part of the network.

A potential drawback, however, is that the calculation of the value function involves numerical computations that are beyond the capacity of today's switches. The numerical problems manifest themselves at two stages. First, it is necessary to calculate the Laplace transform of the capacity value function, which is expressed in terms of Charlier polynomials, in a stable and efficient manner. Second, it is necessary to invert the Laplace transform numerically.

In this paper, we shall address both of the above-mentioned difficulties. By concentrating on computing ratios of the Charlier polynomials, rather than the polynomials themselves, we shall develop a stable recursive method for computing the Laplace transform of the capacity value function. This can be used in conjunction with an efficient method of transform inversion if one is available. For situations when no such method is available, we propose a linear approximation to the capacity value function itself, together with a bound on its accuracy. Furthermore, we present efficient recursions for calculating the coefficients in the linear approximation. The value of capacity as given by the linear approximation can be thought of as consisting of an initial set-up cost and then a fixed per-unit cost. As such, it may prove to be useful in formulating optimization problems involving the allocation of capacity.

In section 2 we shall give a brief description of the value function of [4] and establish a preliminary result. In section 3 we shall introduce our recursion for the Laplace transform of the capacity value function. Section 4 contains our approximation of the capacity value function itself together with a discussion of the approximation error and how the various coefficients might be efficiently calculated, while section 5 presents a numerical comparison of the approximate model compared with the original pricing model. Finally, some conclusions are presented in section 6 .
2. The valuation model. The model of [4] is calculated on the assumption that an end-to-end link in a telecommunications network is well modeled by an M/M/C/C loss system. This is a continuous-time birth-and-death process with state space $\{0,1, \ldots, C\}[9]$. For $0 \leq n \leq C$, the state $n$ denotes the number of connections present at any one time. We assume that the arrival rate $\lambda$ and mean holding time $\mu^{-1}$ of connections are known. In practice, this may not be true in any a priori sense. However, methods for online evaluation of these parameters are currently a subject of great interest in the literature (see, for example, [3]) and it is reasonable to expect that estimates will be available. We denote the expected amount of revenue earned per connection by $\theta$.

In [4], two of the authors derived the function $R_{n, C}(T)$ that gives the expected revenue lost in the interval $[0, T]$ due to arriving connections being rejected, when the capacity is $C$ and the occupancy at time 0 is $n$. This model can be converted to a set of value functions for capacity via the relations

$$
\begin{align*}
& B_{n}(T)=R_{n, C}(T)-R_{n, C+1}(T),  \tag{2.1}\\
& S_{n}(T)= \begin{cases}R_{n, C-1}(T)-R_{n, C}(T) & \text { when } \quad n<C, \\
R_{C-1, C-1}(T)-R_{C, C}(T) & \text { when } \quad n=C,\end{cases} \tag{2.2}
\end{align*}
$$

respectively. The function $B_{n}(T)$ gives the amount that the link should "pay" for an extra unit of capacity. The logic behind (2.1) is that the value of an extra unit of capacity is given by the expected difference between the revenue that would be lost over the planning horizon $[0, T]$ if the extra capacity were present at time 0 and if it were not. Similarly, the function $S_{n}(T)$ gives the expected amount of extra revenue that would be lost over the planning horizon $[0, T]$ if the link were to give up a unit of capacity at time 0 .

The formula (2.2) was not explicitly given in [4] for the case $n=C$. In this case, if the link were to give up a unit of capacity, it would also have to eject one of its current customers. The issue then arises as to whether an extra penalty value should be added to reflect the negative consequences of such a decision. The right-hand side of (2.2) reflects the situation in which no such penalty is added. The opposite extreme would be to incorporate an infinite penalty, which would have the effect of precluding any capacity reallocation away from a full link.

We might envisage a capacity reallocation scheme in which the links act in a cooperative manner. If $S_{n}(T)$ for one link is less than or equal to $B_{n}(T)$ for another link with whom it shares physical capacity, then a unit of capacity will be reallocated from the first link to the second. Via this mechanism, capacity is moved to that part of the network in which it can have the greatest effect in reducing loss of revenue.

To evaluate $R_{n, C}(T)$, it is necessary to compute the numerical inversion of the Laplace transform,

$$
\begin{equation*}
\widetilde{R}_{n, C}(s)=\left(\frac{1}{s}\right)\left(\frac{\theta \lambda}{(s+C \mu) P_{C}(s / \lambda)-C \mu P_{C-1}(s / \lambda)}\right) P_{n}\left(\frac{s}{\lambda}\right) \tag{2.3}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{n}(s / \lambda)=(-\mu / \lambda)^{n} C_{n}^{(\lambda / \mu)}(-s / \mu) \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{n}^{(\lambda / \mu)}(-s / \mu)=\sum_{k=0}^{n}\binom{n}{k}\binom{-s / \mu}{k}\left(\frac{-\lambda}{\mu}\right)^{n-k} k! \tag{2.5}
\end{equation*}
$$



FIG. 1. $R_{n, C}(T)$ with $n=4,5,6, C=6, \lambda=3$, and $\mu^{-1}=0.5$.
is a Charlier polynomial as defined in [5]. For some purposes below it will be convenient to write $P_{n}(s / \lambda)$ in the form

$$
\begin{equation*}
P_{n}(s / \lambda)=\sum_{k=0}^{n}\binom{n}{k}\left(\frac{1}{\lambda}\right)^{k} s(s+\mu) \ldots(s+(k-1) \mu) \tag{2.6}
\end{equation*}
$$

which is easily derived by substituting (2.5) into (2.4). In [4] it was recommended that the Euler method (see Abate and Whitt [1]) be used for the numerical inversion of $\widetilde{R}_{n, C}(s)$ to yield $R_{n, C}(T)$. This involves numerical integration of the function $\widetilde{R}_{n, C}(s)$ along a contour which lies in the right complex half-plane. Thus, to implement the method, we need to be able to evaluate the right-hand side of (2.3) for complex numbers $s$ with $\Re(s)>0$.

An example of the lost revenue curves described by $R_{n, C}(T)$ is given in Figure 1. This example is adapted from one presented in [4]. Here the expected loss revenue curves are given for the case where $C=6, n \in\{4,5,6\}, \lambda=3$, and $\mu^{-1}=0.5$.

In practice, it is difficult to evaluate both the expression on the right-hand side of (2.3) and its inverse Laplace transform. The calculation of the Charlier polynomials and $\widetilde{R}_{n, C}(s)$, if not done carefully, may be subject to arithmetic overflow, while the Euler method, although straightforward from an implementation viewpoint, is numerically complex. It is therefore of interest to develop stable and efficient methods for the calculation of $\widetilde{R}_{n, C}(s)$ and $R_{n, C}(T)$. In the following sections, we develop a recursion for $\widetilde{R}_{n, C}(s)$ and a linear approximation for $R_{n, C}(T)$. Furthermore, we give a stable recursion for computing the coefficients and bounds on the accuracy of the approximation. To conclude this section, we prove the following lemma, which will be useful in the rest of the paper.

Lemma 2.1. Let

$$
\begin{equation*}
G_{C}(s)=(s+C \mu) P_{C}(s / \lambda)-C \mu P_{C-1}(s / \lambda) \tag{2.7}
\end{equation*}
$$

so that the denominator of the right-hand side of $(2.3)$ is $s G_{C}(s)$. Then
(i) $G_{C}(s)$ has a zero at $s=0$, which implies that $G_{C}(s)=s F_{C}(s)$, where $F_{C}(s)$ is a polynomial of degree $C$;
(ii) the zeros $-\sigma_{C}<-\sigma_{C-1} \cdots<-\sigma_{1}$ of $F_{C}(s)$ are all real and negative; and
(iii) the maximal zero $-\sigma_{1}$ of $F_{C}(s)$ is less than $-\mu$.

Proof. Clearly $G_{C}(s)$ is a polynomial of degree $C+1$. To get (i), observe that

$$
\begin{equation*}
G_{C}(s)=(s+C \mu)\left(\frac{-\mu}{\lambda}\right)^{C} C_{C}^{(\lambda / \mu)}(-s / \mu)-C \mu\left(\frac{-\mu}{\lambda}\right)^{C-1} C_{C-1}^{(\lambda / \mu)}(-s / \mu) \tag{2.8}
\end{equation*}
$$

where $C_{n}^{(\lambda / \mu)}(-s / \mu)$ is defined in (2.5). Substituting $s=0$ in (2.5), we see that $C_{n}^{(\lambda / \mu)}(0)=\left(\frac{-\lambda}{\mu}\right)^{n}$ and thus the right-hand side of (2.8) is zero at $s=0$. This gives (i).

Now let us think about (ii). It is known [5] that the zeros of $C_{n}^{(\lambda / \mu)}(x)$ are all real and positive. Moreover they interleave, that is, with $x_{n, i}$ the $i$ th zero of $C_{n}^{(\lambda / \mu)}(x)$,

$$
\begin{equation*}
0<x_{n, 1}<x_{n-1,1}<\cdots x_{n, i}<x_{n-1, i}<x_{n, i+1}<\cdots<x_{n-1, n-1}<x_{n, n}<\infty \tag{2.9}
\end{equation*}
$$

By (2.4), we can see that the zeros of $P_{n}(s / \lambda)$ occur at the points $s_{n, i}=-x_{n, i} \mu$, which are all real and negative. From (2.9) it thus follows that

```
\(-\infty<s_{n, n}<s_{n-1, n-1}<\cdots<s_{n, i+1}<s_{n-1, i}<s_{n, i}<\cdots<s_{n-1,1}<s_{n, 1}<0\).
```

For notational convenience, define $s_{n, 0}=0$ and $s_{n, n+1}=-\infty$. From (2.6), it is easy to see that the lead coefficient of $P_{n}(s / \lambda)$ is positive and so $P_{n}(s / \lambda)$ is negative in intervals of the form $\left(s_{n, 2 k}, s_{n, 2 k-1}\right)$ for $k=1,\lceil n / 2\rceil$ and positive in intervals of the form $\left(s_{n, 2 k+1}, s_{n, 2 k}\right)$ for $k=0,\lfloor n / 2\rfloor$.

It is clear from the representation (2.6) that $-C \mu$ is not a zero of $P_{C-1}(s / \lambda)$, so the point $-C \mu$ must lie in one of the intervals $\left(s_{C-1, i+1}, s_{C-1, i}\right)$ for $i=0, \ldots, C-1$. Define $j \in\{0, \ldots, C-1\}$ to be such that the interval that contains $-C \mu$ is $\left(s_{C-1, j+1}, s_{C-1, j}\right)$. It follows from the interleaving property (2.10) that for $i \neq j,(s+C \mu) P_{C}(s / \lambda)$ changes sign exactly once in each of the intervals $\left(s_{C-1, i+1}, s_{C-1, i}\right)$. Since $F_{C}(s)=$ $(s+C \mu) P_{C}(s / \lambda)$ at the zeros of $P_{C-1}(s / \lambda)$, it too must change sign at least once in each of the intervals $\left(s_{C-1, i+1}, s_{C-1, i}\right)$ for $i \neq j$. Thus there is at least one zero of $F_{C}(s)$ in each of the intervals $\left(s_{C-1, i+1}, s_{C-1, i}\right)$ for $i \neq j$.

Now consider the behavior of $F_{c}(s)$ in the interval $\left(s_{C-1, j+1}, s_{C-1, j}\right)$. The function $(s+C \mu) P_{C}(s / \lambda)$ changes sign twice in this interval. Assume that $j$ is odd and not equal to $C-1$. Then, by the interleaving property (2.10) and by the fact that $s_{C-1, j+1}<-C \mu<s_{C-1, j}$, it follows that $F_{C}\left(s_{C-1, j}\right)=\left(s_{C-1, j}+C \mu\right) P_{C}\left(s_{C-1, j} / \lambda\right)$ and $F_{C}\left(s_{C-1, j+1}\right)=\left(s_{C-1, j+1}+C \mu\right) P_{C}\left(s_{C-1, j+1} / \lambda\right)$ must both be negative. Moreover, $P_{C-1}(s / \lambda)$ is negative for $s \in\left(s_{C-1, j+1}, s_{C-1, j}\right)$, which gives us that $F_{C}\left(s_{C, j+1}\right)$ and $F_{C}(-C \mu)$ are both positive. There must therefore exist two zeros of $F_{C}(s)$ in the interval $\left(s_{C-1, j+1}, s_{C-1, j}\right)$. A similar argument holds if $j$ is even, equal to 0 , or equal to $C-1$.

We have thus shown that the degree- $C$ polynomial $F_{C}(s)$ has $C$ real and negative zeros, $C-2$ of them in intervals of the form $\left(s_{C-1, i+1}, s_{C-1, i}\right)$, for $i \neq j$, and two of them in the interval $\left(s_{C-1, j+1}, s_{C-1, j}\right)$. Part (ii) of the lemma is proved.

To prove part (iii), we substitute the form (2.6) of $P_{n}(s / \lambda)$ into (2.7). We have

$$
\begin{aligned}
G_{C}(s) & =s \sum_{k=0}^{C}\binom{C}{k}\left(\frac{1}{\lambda}\right)^{k} s(s+\mu) \ldots(s+(k-1) \mu) \\
& +C \mu \sum_{k=0}^{C-1}\left[\binom{C}{k}-\binom{C-1}{k}\right]\left(\frac{1}{\lambda}\right)^{k} s(s+\mu) \ldots(s+(k-1) \mu) \\
& +C \mu\left(\frac{1}{\lambda}\right)^{C} s(s+\mu) \ldots(s+(C-1) \mu)
\end{aligned}
$$

and so $F_{C}(s)=G_{C}(s) / s$ can be expressed as

$$
\begin{aligned}
F_{C}(s) & =\sum_{k=0}^{C}\binom{C}{k}\left(\frac{1}{\lambda}\right)^{k} s(s+\mu) \ldots(s+(k-1) \mu) \\
& +C \mu \sum_{k=1}^{C-1}\binom{C-1}{k-1}\left(\frac{1}{\lambda}\right)^{k}(s+\mu) \ldots(s+(k-1) \mu) \\
& +C \mu\left(\frac{1}{\lambda}\right)^{C}(s+\mu) \ldots(s+(C-1) \mu) \\
& =1+\sum_{k=1}^{C-1}\binom{C-1}{k-1}[C(s / k+\mu)]\left(\frac{1}{\lambda}\right)^{k}(s+\mu) \ldots(s+(k-1) \mu) \\
& +\left(\frac{1}{\lambda}\right)^{C}(s+\mu) \ldots(s+C \mu)
\end{aligned}
$$

which is easily seen to be positive for $s>-\mu$. All the zeros of $F_{c}(s)$ are thus less than $-\mu$ and part (iii) is proved.
3. A stable method for computing $\widetilde{\boldsymbol{R}}_{\boldsymbol{n}, \boldsymbol{C}}(\boldsymbol{s})$. In (11) of [4], it was shown that the polynomials $P_{n}(s / \lambda)$ satisfy the recurrence relation

$$
\begin{equation*}
P_{n+1}(s / \lambda)=\left(\frac{s}{\lambda}+\frac{\mu n}{\lambda}+1\right) P_{n}(s / \lambda)-\frac{\mu n}{\lambda} P_{n-1}(s / \lambda) \tag{3.1}
\end{equation*}
$$

for $n \geq 1$. With $H_{n}(s) \equiv P_{n-1}(s / \lambda) / P_{n}(s / \lambda)$, it follows that

$$
1=\left(\frac{s}{\lambda}+\frac{\mu n}{\lambda}+1\right) H_{n+1}(s)-\frac{\mu n}{\lambda} H_{n}(s) H_{n+1}(s)
$$

and so

$$
\begin{equation*}
H_{n+1}(s)=\frac{1}{\left(\frac{s}{\lambda}+\frac{\mu n}{\lambda}+1\right)-\left(\frac{\mu n}{\lambda}\right) H_{n}(s)} \tag{3.2}
\end{equation*}
$$

With the initial condition

$$
\begin{equation*}
H_{0}(s)=\frac{1}{s / \lambda+1} \tag{3.3}
\end{equation*}
$$

we can use (3.2) to calculate $H_{n}(s)$ for $s$ with $\Re(s)>0$.

Moreover, Lemma 3.1 below shows that $H_{n}(s)$ remains bounded for $s$ with $\Re(s)>$ 0 and so the recursion is stable. Having calculated $H_{n}(s)$ for $n=1, \ldots, C$, we can then calculate $\widetilde{R}_{C, C}(s)$ via the equation

$$
\begin{equation*}
\widetilde{R}_{C, C}(s)=\left(\frac{1}{s}\right)\left(\frac{\theta}{\frac{s}{\lambda}+\frac{\mu C}{\lambda}-\frac{\mu C}{\lambda} H_{C}(s)}\right) \tag{3.4}
\end{equation*}
$$

which is easily derived from (2.3), and $\widetilde{R}_{n, C}(s)$ from the relation

$$
\begin{equation*}
\widetilde{R}_{n, C}(s)=\widetilde{R}_{C, C}(s) \prod_{j=n+1}^{C} H_{j}(s) \tag{3.5}
\end{equation*}
$$

Lemma 3.1. For $s$ with $\Re(s)>0$ and $n \geq 1$, the ratios $H_{n}(s)$ are such that $\left|H_{n}(s)\right|<1$.

Proof. From (3.3), it follows that $\left|H_{0}(s)\right|$ is clearly less than one for $s$ with $\Re(s)>0$. Now assume that $\left|H_{n}(s)\right|$ is less than one for $s$ with $\Re(s)>0$. Then, from (3.2),

$$
\begin{aligned}
\left|H_{n+1}(s)\right| & =\left|\frac{1}{\left(\frac{s}{\lambda}+\frac{\mu n}{\lambda}+1\right)-\left(\frac{\mu n}{\lambda}\right) H_{n}(s)}\right| \\
& \leq \frac{1}{\left|\frac{s}{\lambda}+\frac{\mu n}{\lambda}+1\right|-\left|\frac{\mu n}{\lambda} H_{n}(s)\right|} \\
& \leq \frac{1}{\left|\frac{s}{\lambda}+1\right|}
\end{aligned}
$$

which is less than one for $s$ with $\Re(s)>0$. The lemma is thus proved by mathematical induction.
4. An approximation to $\boldsymbol{R}_{\boldsymbol{n}, \boldsymbol{C}}(\boldsymbol{T})$. As $T \rightarrow \infty$, the occupancy of the $\mathrm{M} / \mathrm{M} / \mathrm{C} / \mathrm{C}$ loss system will be distributed according to the system's stationary distribution. Hence, as pointed out in [4] we would expect that the loss curves described by $R_{n, C}(T)$ will have asymptotic slope $\theta \lambda \pi_{\rho, C}$, where the Erlang-B function

$$
\begin{equation*}
\pi_{\rho, C}=\frac{\rho^{C} / C!}{\sum_{i=0}^{C} \rho^{i} / i!} \tag{4.1}
\end{equation*}
$$

gives the stationary probability that the link is full when the traffic is $\rho \equiv \lambda / \mu$ and the capacity is $C$.

In this section, we shall verify that this is indeed the case and develop a straightline approximation to $R_{n, C}(T)$ of the form

$$
\begin{equation*}
\hat{R}_{n, C}(T)=\theta \lambda \pi_{\rho, C} T+a_{n, C} \tag{4.2}
\end{equation*}
$$

that can be used to compute approximate buying and selling prices following a process similar to that used in (2.1) and (2.2), that is,

$$
\begin{align*}
& \hat{B}_{n}(T)=\hat{R}_{n, C}(T)-\hat{R}_{n, C+1}(T),  \tag{4.3}\\
& \hat{S}_{n}(T)=\left\{\begin{array}{ll}
\hat{R}_{n, C-1}(T)-\hat{R}_{n, C}(T) & \text { when } \\
\hat{R}_{C-1, C-1}(T)-\hat{R}_{C, C}(T) & \text { when }
\end{array} \quad n=C .\right. \tag{4.4}
\end{align*}
$$

As with (2.2), it may be appropriate to add a penalty function to the right-hand side of (4.4) when $n=C$.

A key step in the development of the approximation is given in the following theorem.

Theorem 4.1. The function $R_{n, C}(T)$ defined in section 2 satisfies the following:

$$
\begin{align*}
& \lim _{T \rightarrow \infty}\left[R_{n, C}(T)-\theta \lambda \pi_{\rho, C} T\right]  \tag{4.5}\\
= & \frac{2 \theta \lambda g_{1}(n)-\theta \lambda \pi_{\rho, C}\left[2 g_{1}(C)+C \mu\left[g_{2}(C)-g_{2}(C-1)\right]\right]}{2\left[1+C \mu\left[g_{1}(C)-g_{1}(C-1)\right]\right]} \tag{4.6}
\end{align*}
$$

where, for $n \in\{0,1, \ldots, C\}$,

$$
\begin{equation*}
g_{1}(n)=\frac{1}{\mu} \sum_{k=1}^{n}\binom{n}{k}\left(\frac{\mu}{\lambda}\right)^{k}(k-1)! \tag{4.7}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{2}(n)=\frac{2}{\mu^{2}} \sum_{k=2}^{n}\binom{n}{k}\left(\frac{\mu}{\lambda}\right)^{k}(k-1)!\sum_{m=1}^{k-1} \frac{1}{m} . \tag{4.8}
\end{equation*}
$$

Proof. It is easily established by differentiating (2.6) that

$$
\begin{equation*}
g_{1}(n)=\left.\frac{d P_{n}(s / \lambda)}{d s}\right|_{s=0} \tag{4.9}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{2}(n)=\left.\frac{d^{2} P_{n}(s / \lambda)}{d s^{2}}\right|_{s=0} \tag{4.10}
\end{equation*}
$$

We also recall the previously used fact that $P_{n}(0)=1$.
By parts (i) and (ii) of Lemma 2.1, the rational function $s \widetilde{R}_{n, C}(s)$ has one pole at $s=0$ with all the other poles real and negative. Hence, as long as the function

$$
\begin{equation*}
A_{n, C}(s) \equiv\left[s \widetilde{R}_{n, C}(s)-\frac{\theta \lambda \pi_{\rho, C}}{s}\right] \tag{4.11}
\end{equation*}
$$

does not have a pole at $s=0$, all its poles are in the left half-plane; in particular, they are real and negative. It then follows by the final value theorem (see, for example, $[6$, pp. 110-111]) that the limit (4.5) exists and is equal to $\lim _{s \rightarrow 0} A_{n, C}(s)$.

Expansion of $A_{n, C}(s)$ gives

$$
A_{n, C}(s)=\frac{s \theta \lambda P_{n}\left(\frac{s}{\lambda}\right)-\theta \lambda \pi_{\rho, C}\left[(s+C \mu) P_{C}\left(\frac{s}{\lambda}\right)-C \mu P_{C-1}\left(\frac{s}{\lambda}\right)\right]}{s\left[(s+C \mu) P_{C}\left(\frac{s}{\lambda}\right)-C \mu P_{C-1}\left(\frac{s}{\lambda}\right)\right]}
$$

Both the numerator and the denominator of this are equal to zero at $s=0$. The derivative of the denominator is also equal to zero at $s=0$, which implies that for the limit as $s \rightarrow 0$ to exist, the derivative of the numerator must be equal to zero at $s=0$. Using (4.9), this derivative is equal to

$$
\begin{equation*}
\theta \lambda-\theta \lambda \pi_{\rho, C}\left[1+C \mu\left[g_{1}(C)-g_{1}(C-1)\right]\right] . \tag{4.12}
\end{equation*}
$$

Consider the factor $1+C \mu\left[g_{1}(C)-g_{1}(C-1)\right]$. By (4.7), this is equal to

$$
\begin{align*}
& 1+C\left[\sum_{k=1}^{C}\binom{C}{k}\left(\frac{\mu}{\lambda}\right)^{k}(k-1)!-\sum_{k=1}^{C-1}\binom{C-1}{k}\left(\frac{\mu}{\lambda}\right)^{k}(k-1)!\right] \\
= & 1+C \sum_{k=1}^{C-1}\binom{C-1}{k-1}\left(\frac{\mu}{\lambda}\right)^{k}(k-1)!+C!\left(\frac{\mu}{\lambda}\right)^{C} \\
= & 1+C!\sum_{k=0}^{C-1}\left(\frac{\mu}{\lambda}\right)^{C-k} / k! \\
= & 1+\frac{\sum_{k=0}^{C-1}\left(\frac{\lambda}{\mu}\right)^{k} / k!}{\left(\frac{\lambda}{\mu}\right)^{C} / C!} \\
= & \frac{1}{\pi_{\rho, C}} \tag{4.13}
\end{align*}
$$

by (4.1). It follows that (4.12) is equal to zero as required. This argument shows further that if the coefficient of $T$ in (4.2) were anything other than $\theta \lambda \pi_{\rho, C}$, then $\lim _{s \rightarrow 0} A_{n, C}(s)$ would not exist. This verifies that the approximation (4.2) has the correct asymptotic slope.

Now, using a further application of l'Hôpital's rule, together with (4.9) and (4.10), it is easily seen that $\lim _{s \rightarrow 0} A_{n, C}(s)$ is equal to the right-hand side of (4.6), which gives us the result.

Theorem 4.1 tells us that we should take the constant $a_{n, C}$ in (4.2) equal to the right-hand side of (4.6). Specifically, our linear approximation to $R_{n, C}(T)$ is given by

$$
\begin{equation*}
\hat{R}_{n, C}(T)=\theta \lambda \pi_{\rho, C} T+\frac{2 \theta \lambda g_{1}(n)-\theta \lambda \pi_{\rho, C}\left[2 g_{1}(C)+C \mu\left[g_{2}(C)-g_{2}(C-1)\right]\right]}{2\left[1+C \mu\left[g_{1}(C)-g_{1}(C-1)\right]\right]} . \tag{4.14}
\end{equation*}
$$

For large problems, we need to be careful in computing the coefficients in this linear approximation. There is certainly the potential for numerical problems if we attempt to calculate them directly using (4.1), (4.9), and (4.10). Fortunately, it is possible to design stable and efficient recursive methods for their evaluation.

It is well known (see, for example, [2]) that $\pi_{\rho, C}$ is most efficiently calculated using the recursion

$$
\begin{equation*}
\pi_{\rho, C+1}=\frac{\rho \pi_{\rho, C}}{C+1+\rho \pi_{\rho, C}} \tag{4.15}
\end{equation*}
$$

with $\pi_{\rho, C+1}=1$. This gives us the linear term in the approximation (4.14) and also, along with (4.13), the denominator of the constant term. Moreover, we can use (4.13) to derive the fact that, for $n \geq 1$,

$$
\begin{equation*}
g_{1}(n)=\frac{1}{\mu} \sum_{j=1}^{n} \frac{1-\pi_{\rho, j}}{j \pi_{\rho, j}} \tag{4.16}
\end{equation*}
$$

which can be computed at the same time as we generate the terms in the recursion (4.15). This gives us both $g_{1}(n)$ and $g_{1}(C)$ in the constant term. Finally, let $\psi_{\rho, n}=$ $\left[n \mu\left[g_{2}(n)-g_{2}(n-1)\right]\right]$.

Differentiating (3.1) twice and putting $s=0$, we get, for $n \geq 2$,

$$
\begin{equation*}
\psi_{\rho, n+1}=\frac{n+1}{\rho}\left[2 g_{1}(n)+\psi_{\rho, n}\right] \tag{4.17}
\end{equation*}
$$

This recursion can be initialized by observing that $\psi_{\rho, 2}=2 / \lambda^{2}$.
Generally a link will be dimensioned so that $\lambda / C \mu$ is close to one. Thus the coefficient of the multiplicative part of the recursion in (4.17) will be less than one for the values of interest. The recursion can thus be expected to remain stable for these values.

The above observations demonstrate that we can compute both coefficients in the linear approximation (4.2) in a stable and efficient manner. The final question of interest concerns the accuracy of the approximation. We can use the information in Lemma 2.1 about the roots of $G_{c}(s)$ to approach this question. The result is contained in the following lemma.

Lemma 4.2. The difference between the functions $R_{n, C}(T)$ and $\hat{R}_{n, C}(T)$, as defined in (4.14), satisfies
(i)

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{R_{n, C}(T)-\hat{R}_{n, C}(T)}{e^{-\sigma_{1} T}}=K_{1} \tag{4.18}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{1}=\lim _{s \rightarrow-\sigma_{1}}\left(s+\sigma_{1}\right)\left[s \tilde{R}_{n, C}(s)-\frac{\theta \lambda \pi_{\rho, C}}{s}\right] \tag{4.19}
\end{equation*}
$$

(ii)

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{R_{n, C}(T)-\hat{R}_{n, C}(T)}{e^{-\mu T}}=0 \tag{4.20}
\end{equation*}
$$

Proof. Using Lemma 2.1 and the proof of Theorem 4.1, we see that the partial fraction expansion of

$$
D_{n, C}(s) \equiv \tilde{R}_{n, C}(s)-\frac{\theta \lambda \pi_{\rho, C}}{s^{2}}-\frac{a_{n, C}}{s}
$$

is of the form

$$
\begin{equation*}
D_{n, C}(s)=\sum_{i=1}^{C} \frac{K_{i}}{s+\sigma_{i}} \tag{4.21}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{i}=\lim _{s \rightarrow-\sigma_{i}}\left(s+\sigma_{i}\right)\left[s \tilde{R}_{n, C}(s)-\frac{\theta \lambda \pi_{\rho, C}}{s}\right] . \tag{4.22}
\end{equation*}
$$

From this we can see that

$$
\begin{equation*}
R_{n, C}(T)-\hat{R}_{n, C}(T)=\sum_{i=1}^{C} K_{i} e^{-\sigma_{i} T} \tag{4.23}
\end{equation*}
$$



FIG. 2. $R_{n, C}(T)(--)$ versus $\hat{R}_{n, C}(T)(\cdot-)$ with $n=4,5,6, C=6, \lambda=3$, and $\mu^{-1}=0.5$.
and part (i) follows because $-\sigma_{1}$ is the largest root of $G_{c}(s)$. Part (iii) of Lemma 2.1 tells us that $-\sigma_{1}<-\mu$ and so part (ii) of this lemma is an easy consequence of part (i).

Lemma 4.2 tells us that the linear approximation $\hat{R}_{n, C}(T)$ approaches the actual function $R_{n, C}(T)$ at a rate that is better than exponential with coefficient $-\mu$. This gives us a useful indication as to the quality of the approximation.
5. A comparison of $\boldsymbol{R}_{\boldsymbol{n}, \boldsymbol{C}}(\boldsymbol{T})$ and $\hat{R}_{\boldsymbol{n}, \boldsymbol{C}}(\boldsymbol{T})$. As an illustration of the behavior of our approximation function $\hat{R}_{n, C}(T)$, we revisit the example presented in section 2. Figure 2 depicts the original loss curves $R_{n, C}(T)$ and also $\hat{R}_{n, C}(T)$ for $C=6, n \in$ $[4,6], \lambda=3$, and $\mu^{-1}=0.5$. Note that $R_{4,6}(T)<R_{5,6}(T)<R_{6,6}(T)$ and that similarly $\hat{R}_{4,6}(T)<\hat{R}_{5,6}(T)<\hat{R}_{6,6}(T)$.

From Figure 2 we immediately see that the curves $\hat{R}_{n, c}(T)$ are very good approximations for $R_{n, C}(T)$ for large $T$.

Next, we compare $\hat{B}_{n, C}(T)$ against $B_{n, C}(T)$ for a larger network where $C=$ $100, n=\{50,100\}, \lambda=85$, and $\mu^{-1}=1$. Both functions are displayed in Figure 3. We observe that the original and approximated functions coincide once the system has reached equilibrium.

Of particular interest in this example is the linear function described by $\hat{B}_{50,100}(T)$. We see that in this instance the approximation results in a negative value for the intercept. Moreover, $B_{50,100}(T)$ is very close to zero for $T$ such that $\hat{B}_{50,100}(T)$ is negative. In practice, this suggests that when $\hat{B}_{50,100}(T)$ is negative, we should treat the value of an extra unit of capacity as equal to zero. If we compare the negative values of $\hat{B}_{50,100}(T)$ with the corresponding values produced by $B_{50,100}(T)$, we see that this approximation is likely to be accurate.

Similar observations can be made with respect to Figure 4, where we compare $\hat{S}_{n, C}(T)$ against $S_{n, C}(T)$ for the larger network. In this instance we would once again interpret all negative values as zero in practice.


Fig. 3. $B_{n, C}(T)(--)$ versus $\hat{B}_{n, C}(T)(\cdot-)$ with $n=50,100, \lambda=85$, and $\mu^{-1}=1$.


Fig. 4. $S_{n, C}(T)(--)$ versus $\hat{S}_{n, C}(T)(\cdot-)$ with $n=50,100, \lambda=85$, and $\mu^{-1}=1$.
6. Conclusions. Of considerable importance in telecommunications is the ability to transfer capacity between network flows according to some scheme that ascribes a value to capacity, in order to alleviate network congestion. The value function must meet three specific criteria: it is decentralized, scalable, and able to be implemented by a simple network switch.

In this paper, we have considered the valuation model presented in [4] which satisfied the first two criteria, and we developed a suitable approximate equivalent. The calculations involved are sufficiently simple to be implemented by a network switch.

Further implementation issues, such as the online estimation of the traffic param-
eters required for these pricing models, are still to be explored. This topic has already attracted considerable interest in the field and will be the subject of future research.
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#### Abstract

A mathematical model describing cell migration by diffusion and chemotaxis is considered. The model is examined using phase plane, numerical, and perturbation techniques. For a proliferative cell population, traveling wave solutions are observed regardless of whether the migration is driven by diffusion, chemotaxis, or a combination of the two mechanisms. For pure chemotactic migration, both smooth and discontinuous solutions with shocks are shown to exist using phase plane analysis involving a curve of singularities, and identical results are obtained numerically. Alternatively, pure diffusive migration and combinations of diffusive and chemotactic migration yield smooth solutions only. For all cases the wave speed depends on the exponential decay rate of the initial cell density, and it is bounded by a minimum value which is numerically observed whenever the initial cell distribution has compact support. The minimum wave speed $c_{m i n}$ is proportional to $\sqrt{\chi}$ or $\sqrt{D}$ for pure chemotaxis and pure diffusion cases, respectively. The value of $c_{\text {min }}$ for combined diffusion and chemotactic migration is examined numerically. The rate at which the mixed migration system approaches either a diffusion-dominated or chemotaxis-dominated system is investigated as a function of a dimensionless parameter involving $D / \chi$. Finally, a perturbation analysis provides details of the steep critical layer when $D / \chi \ll 1$, and these are confirmed with numerical solutions. This analysis provides a deeper qualitative and quantitative understanding of the interplay between diffusion and chemotaxis for invading cell populations.
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1. Introduction. Cell migration is an essential feature of many important biological systems, including wound healing, tumor invasion, and several developmental biology processes [12, 27, 37]. Typically, to model cell migration, a system of conservation equations is proposed which incorporates the migratory processes in conjunction with kinetic terms to simulate proliferation of the migratory population. Additional kinetic processes (e.g., cell death, cell-receptor binding) can be included in the kinetic terms where required. Diffusion and chemotaxis are two common cell migration mechanisms [5].

Diffusion simulates random walk processes of cells. The Fisher equation [6] is the archetypal pure diffusion model which considers diffusive migration together with proliferation of cells via a logistic process.

Chemotaxis describes the movement of cells in the direction of a spatial gradient of a signaling species called the chemoattractant. The chemoattractant kinetics may be specified in several ways. An early chemotactic model was developed by Keller and Segel [13] describing bacterial motion. Other important contributions have been

[^94]made by Tranquillo [39], Tranquillo and Alt [40], Hillen [10], Othmer and Stevens [29], and Horstmann and Stevens [11], as well as those reviewed by Ford and Cummings [7].

The classical Fisher model and several pure chemotaxis models [1, 18, 24, 25, 31, 32] are known to support traveling wave solutions moving with a constant speed. For the Fisher model, the wave speed is bounded by a minimum value [25]. For pure chemotactic migration, Landman, Pettet, and Newgreen [18] recently demonstrated the existence of traveling wave solutions with a minimum wave speed. It should be noted that haptotaxis, which is based on migration along adhesive extracellular matrix gradients, is mathematically equivalent to chemotaxis; hence a pure haptotactic model can also support traveling wave solutions with a minimum wave speed [20, 22, 30]. The focus of these previous analyses has been to examine the characteristics of traveling wave solutions for cell migration in response to a single mechanism. The more complex case of multimechanism migration has received less attention and is therefore poorly understood.

In this article we consider a model of diffusive and chemotactic cell migration. The model is motivated by migration processes during embryological development. The rostral-to-caudal migration of neural crest cells along the developing avian and mammalian intestine is one of the most extensive migration paths known in developmental biology [15]. Neural crest cells show a variety of responses including chemotactic attraction to growth factors, which are thought to be produced uniformly along the intestine mesenchymal tissue (e.g., glial derived neurotrophic factor (GDNF) [43]). Local gradients in the chemoattractant concentration are postulated to arise from the binding of the chemoattractant to receptors on the migrating cells, rather than from diffusion of growth factors from a source. In addition to promoting migration, the chemoattractant also acts as a survival factor for the migrating population [9, 26, 43]. Interest in the migration of enteric neural crest cells stems from hypotheses which have linked neural crest cell migration to a common birth defect in humans called Hirschsprung's disease or aganglionic megacolon. This defect occurs when the caudal part of the gut lacks intrinsic nerve cells. Hirschsprung's disease is thought to occur when the rostral-to-caudal migration of the neural crest cells fails to completely colonize the developing intestine [17, 28].

This paper constructs a mathematical framework for the analysis of the combined diffusive and chemotactic migration, relevant to developmental biology processes. We utilize a holistic approach incorporating both analytical and numerical analyses of traveling wave solutions for the proposed model. For the case of purely chemotactic migration, the results presented here extend the previous work of Landman, Pettet, and Newgreen [18] in two significant ways. First, the relationship between the wave speed and the transition from smooth to discontinuous solutions is examined in detail. Second, an analysis of the functional dependence of the minimum wave speed for pure chemotaxis migration is presented. This analysis provides a useful relationship similar to the well-known expression for the Fisher equation.

For the more complex case of combined diffusion and chemotaxis migration we use a specifically designed numerical algorithm to examine the traveling wave solutions. In particular, the numerical results are used to show how the combined diffusive and chemotactic migration model approaches the limits of diffusion-only and chemotaxisonly cases as the relative contributions of diffusion and chemotaxis are altered. This kind of analysis is unexplored in previous studies [18, 21]. We use the numerically determined wave speeds to conjecture some useful bounds on the minimum wave speed
for the combined diffusion and chemotaxis problem.
The mathematical model for this problem is a coupled system of partial differential equations for cell density and chemoattractant concentration. A traveling wave coordinate system is introduced with an unknown wave speed to convert the system into a coupled system of ordinary differential equations. Phase plane and singular perturbation methods are then used to explore the solutions of the system. The numerical algorithm is applicable to pure hyperbolic problems including the formation of shock-fronted solutions as well as parabolic problems.
2. Diffusive and chemotactic cell migration in one dimension. A system of equations is introduced to describe the diffusive and chemotactic migration of cells in one dimension. Let $n(x, t)$ and $g(x, t)$ denote the cell density and chemoattractant concentration per unit length, respectively; $x$ and $t$ are position and time coordinates. A conservation-of-mass argument for a diffusion and chemotaxis transport of cells gives

$$
\begin{align*}
& \frac{\partial n}{\partial t}=D \frac{\partial^{2} n}{\partial x^{2}}-\chi \frac{\partial}{\partial x}\left(n \frac{\partial g}{\partial x}\right)+f(n, g),  \tag{2.1}\\
& \frac{\partial g}{\partial t}=h(n, g), \tag{2.2}
\end{align*}
$$

where the diffusion coefficient $D$ and the chemotactic factor $\chi$ are assumed to be constant [20, 21, 22]. The assumption of a constant chemotactic factor ignores saturation effects. Although alternative forms for $\chi(g)$ that incorporate saturation have been proposed [8], the specific relationship relevant to the system of interest is unknown and therefore a constant value is adopted. Preliminary investigations indicate that the results of this study are qualitatively insensitive to this assumption. The $f$ and $h$ terms in (2.1)-(2.2) represent the kinetic terms. Equation (2.2) reflects our assumption that the distribution of chemoattractant is governed by kinetic processes rather than diffusion. This is particularly relevant for the migration of neural crest cells where the chemoattractant GDNF is produced uniformly within the underlying tissues and not from diffusion from some external source [43]. For this case, the distribution of chemoattractant is governed by a balance between the underlying production of chemoattractant, the natural decay of chemoattractant, and also the uptake of chemoattractant by the migrating cells. Furthermore, care must be taken to ensure that the steady state of (2.2) does not permit a zero solution as the chemoattractant is a trophic factor necessary for the survival of the migratory population. Therefore, the chemoattractant concentration must be strictly positive at all times to sustain the migratory species.

In keeping with these biologically motivated considerations, the kinetic terms are chosen to reflect the following assumptions. The cells $n$ proliferate by mitosis and have a carrying capacity density; these characteristics can be described by a logistictype term for $f$. The chemoattractant $g$ is produced uniformly at a constant rate throughout the domain and decays with time. Furthermore, the chemoattractant binds to the cells. Therefore a localized initial distribution of cells creates a gradient of chemoattractant, which produces a chemoattractant migration velocity. These effects are described with the following choice of $f$ and $h$ :

$$
\begin{align*}
& f=\lambda_{1} n\left(1-\frac{n}{k_{1}}\right),  \tag{2.3}\\
& h=\lambda_{2}-\lambda_{3} g-\lambda_{4} n g . \tag{2.4}
\end{align*}
$$

For simplicity, a constant mitotic index $\lambda_{1}$ is assumed rather than a more complex form with $\lambda_{1}(g)$.

The system (2.1)-(2.4) reduces to some special cases. When the chemotactic factor $\chi$ is zero, the equation describing the cell population $n$ reduces to the Fisher equation [6, 25]. Alternatively, when the diffusivity $D$ is zero, cell migration is driven by chemotaxis alone. Several authors (e.g., $[2,18,32]$ ) have studied some aspects of simple chemotaxis models, or mathematically equivalent haptotaxis models, with a different choice of kinetic term $h$. The choice of $h$ here is governed by considerations relevant to developmental biology problems as discussed.

We are interested in cells at their maximum density migrating into a region without such cells, giving rise to an invading profile with a constant shape and moving at a constant speed. The well-studied Fisher equation allows such traveling wave solutions, while purely chemotactic systems also support such solutions [18]. The nature of such solutions, whether they are smooth or discontinuous functions, and their minimum wave speed will be investigated here.

Scaling time with the mitotic index and introducing a length scale $L$, all the variables can be made dimensionless using the definitions as shown:

$$
\begin{array}{rlrl}
n=k_{1} n^{*}, \quad g=\frac{\lambda_{2}}{\lambda_{3}} g^{*}, & t=\frac{1}{\lambda_{1}} t^{*}, & x=L x^{*}, \\
D^{*}=\frac{D}{L^{2} \lambda_{1}}, \quad \chi^{*}=\frac{\chi \lambda_{2}}{L^{2} \lambda_{1} \lambda_{3}}, \quad \beta=\frac{\lambda_{3}}{\lambda_{1}}, \quad \gamma=\frac{\lambda_{4} k_{1}}{\lambda_{1}} . \tag{2.6}
\end{array}
$$

In later sections we choose $L$ so that one of the dimensionless parameters $D^{*}$ or $\chi^{*}$ is equal to unity. Omitting the asterisk notation, the dimensionless system is

$$
\begin{align*}
& \frac{\partial n}{\partial t}=D \frac{\partial^{2} n}{\partial x^{2}}-\chi \frac{\partial}{\partial x}\left(n \frac{\partial g}{\partial x}\right)+n(1-n)  \tag{2.7}\\
& \frac{\partial g}{\partial t}=\beta(1-g)-\gamma n g \tag{2.8}
\end{align*}
$$

To explore the nature of the dynamics of the system (2.7)-(2.8), we consider numerical solutions in conjunction with phase plane and perturbation analyses.
3. Numerical solution. Numerical solutions to the full system (2.7)-(2.8) are sought. We are interested in obtaining results under a wide range of conditions where diffusion or chemotaxis can either dominate or be absent. Therefore, the numerical scheme must be sufficiently robust to solve either a purely hyperbolic system $(D=0)$ or the simpler diffusion-reaction system $(\chi=0)$. An operator splitting technique is used to overcome this difficulty $[16,38,36,41]$. Within each time increment, temporal integration of the system $(2.7)-(2.8)$ is split into two steps. First the purely hyperbolic system (2.7)-(2.8) with $D=0$, namely,

$$
\begin{align*}
& \frac{\partial n}{\partial t}=-\chi \frac{\partial}{\partial x}\left(n \frac{\partial g}{\partial x}\right)+n(1-n),  \tag{3.1}\\
& \frac{\partial g}{\partial t}=\beta(1-g)-\gamma n g, \tag{3.2}
\end{align*}
$$

is solved to yield intermediate solutions. Second, these intermediate solutions are used as initial conditions to solve the remaining parabolic system

$$
\begin{equation*}
\frac{\partial n}{\partial t}=D \frac{\partial^{2} n}{\partial x^{2}} \tag{3.3}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial g}{\partial t}=0 . \tag{3.4}
\end{equation*}
$$

Obtaining numerical solutions of linear hyperbolic problems using standard numerical schemes has been referred to as an "embarrassingly difficult problem" [42]. Therefore, the greatest of care must be exercised in obtaining numerical solutions of the nonlinear hyperbolic system (3.1)-(3.2). To this end, we spatially discretize (3.1)-(3.2) with the semidiscrete scheme described by Kurganov and Tadmor [14]. The resulting system of ordinary differential equations is explicitly integrated with a fourth-order Runge-Kutta algorithm using a constant time step [33]. The solution to the parabolic system (3.3)-(3.4) is obtained using a linear finite element mesh composed of uniformly spaced elements. Temporal integration of the discretized finite element equations is achieved with a mass-lumped backward Euler scheme [34]. Both spatial and temporal discretizations are uniform. We choose to include the kinetic terms in the hyperbolic step of the splitting scheme since this step is solved using an explicit method convenient for solving nonlinear kinetic terms; alternatively, if the kinetic terms are included in the parabolic step, then the implicit Euler stepping would require further iterations to solve the resulting nonlinear system of equations. From this point of view the splitting regime (3.1)-(3.4) is computationally efficient.

It should be noted that the main limitation with this numerical scheme is imposed through the hyperbolic solution method [14] which requires sufficiently small time steps so that the Courant condition is satisfied,

$$
\begin{equation*}
C r=\max \frac{\left|\lambda_{i}\right| \Delta t}{\Delta x} \leq M \tag{3.5}
\end{equation*}
$$

where the $\lambda_{i}$ are the eigenvalues associated with the Jacobian of the flux vector [14] and $M$ is some constant. The $\lambda_{i}$ relate to the speed of propagation of information for the system. Fortunately, since we are interested in traveling wave solutions which move with a constant wave speed, it is clear that a uniformly optimal time step $\Delta t$ exists for a particular uniform spatial mesh. The optimal time step can be determined using a straightforward trial-and-error approach. The finite element solution of the parabolic system (3.3)-(3.4) is not subject to any numerical stability limitation since the mass-lumped implicit Euler scheme is known to be unconditionally stable [34].

The numerical scheme outlined here is particularly convenient for analyzing general solutions of the system (2.7)-(2.8). The inclusion of Kurganov and Tadmor's central scheme is necessary so that the nonlinear hyperbolic term associated with chemotactic migration can be solved accurately without incurring any high Peclet number-induced oscillations and numerical diffusion associated with standard numerical techniques [44]. Furthermore, incorporating diffusion through an operator splitting scheme is required to maintain generality of the algorithm. Previous attempts at simulating a combined haptotactic and diffusive migration system discretized the diffusion term explicitly within the central scheme [21]. This previous approach is very restrictive as explicit solutions of the diffusion equation are subject to well-known stability criteria [4] which are satisfied only for small values of the diffusion coefficient. These limitations are completely overcome in this work as the diffusion term is split and solved implicitly thereby yielding an algorithm valid for any value of $\chi$ and $D$.

The problem is modeled on the infinite $x$ domain. However, for numerical computations the finite domain $[0, X]$ is selected with $X$ chosen to be sufficiently large to avoid boundary effects. Zero-flux conditions are specified for both boundaries. Since we are interested in the invasion of cells into the domain, the initial data are chosen to be primarily localized near the left boundary as discussed in section 4 .

After a particular time, the numerical solution converges to a fixed profile moving with a constant speed. The traveling wave speed $c$ is computed by selecting a particular contour, say, $n(x, t)=N$, and locating the position of that contour at each time interval using a linear interpolation scheme. Once the position of the contour is known over successive time intervals, the wave speed can be approximated by

$$
\begin{equation*}
c_{n}=\frac{x^{n+1}-x^{n}}{\Delta t} \tag{3.6}
\end{equation*}
$$

for large $n$, where $x^{n}$ and $x^{n+1}$ are the positions of the contour at the $n$ and $n+1$ time step, respectively, and $\Delta t$ is the time step. The speed of convergence varies with initial conditions and parameter values. Consequently, the domain length $X$ must be chosen sufficiently large if the convergence is slow. When $D=0$, the chemotactic migration cell profile is expected to develop a shock in the low-concentration region of the profile for some choices of initial condition [22]. It is impractical to use linear interpolation to determine the position of the contour within the shock because of the discontinuity. This complication is circumvented by choosing a concentration away from the shock region to compute the wave speed. Therefore, it is best to use a sufficiently large contour value $N$.
4. Traveling wave speed and dependence on the initial conditions. Traveling wave solutions with a range of possible wave speeds greater than some minimum value are known to occur for purely diffusive or purely chemotactic migration $[6,25,18]$. We expect the same behavior when both diffusion and chemotaxis are present. Here we investigate how various types of initial data evolve to traveling wave solutions with different wave speeds. To determine the minimum wave speed numerically, it is necessary to know the relationship between the initial conditions and the wave speed so that the appropriate initial conditions are specified.

It is possible to investigate the speed of the traveling waves by examining the leading edge of the wave, assuming it decays exponentially in space [25]. McKean [23] and Marchant [19] determine relationships between exponential decay rates of initial data and the wave speed of solutions for the Fisher equation (purely parabolic) and a haptotactic invasion (purely hyperbolic) system, respectively. We extend this work to our system with both diffusion and chemotaxis.

Consider initial conditions, where for large $x$

$$
\begin{align*}
n(x, 0) & =A_{1} e^{-\xi_{1} x}  \tag{4.1}\\
g(x, 0) & =1-A_{2} e^{-\xi_{2} x} \tag{4.2}
\end{align*}
$$

for arbitrary positive constant $A_{1}, A_{2}, \xi_{1}$ and $\xi_{2}$. Looking at the evolving wave near the leading edge and writing $n=\tilde{n}, g=1-\tilde{g}$, assuming that $\tilde{n}$ and $\tilde{g}$ are small, the system (2.7)-(2.8) simplifies to the linear system

$$
\begin{align*}
\frac{\partial \tilde{n}}{\partial t} & =D \frac{\partial^{2} \tilde{n}}{\partial x^{2}}+\tilde{n}  \tag{4.3}\\
-\frac{\partial \tilde{g}}{\partial t} & =\beta \tilde{g}-\gamma \tilde{n} \tag{4.4}
\end{align*}
$$

with the initial conditions (for large $x$ )

$$
\begin{align*}
& \tilde{n}(x, 0)=A_{1} e^{-\xi_{1} x}  \tag{4.5}\\
& \tilde{g}(x, 0)=A_{2} e^{-\xi_{2} x} \tag{4.6}
\end{align*}
$$



Fig. 4.1. Numerical wave speed c versus $\xi_{1}$ for initial data of the form (4.1)-(4.2). Numerical results are shown in squares, circles, and triangles. These results were generated using $\Delta x=0.05$ and $\Delta t=0.01$. The continuous curves are given by (4.7). The horizontal lines represent $c_{\text {min }}$. Here $\beta=1$ and $\gamma=1$. (a) With $D=0$ and increasing values of $\chi$. (b) With $D=1$ and increasing values of $\chi$.

A solution of the form $\tilde{n}=A_{1} e^{-\xi_{1}(x-c t)}$ is sought. Substitution into (4.3)-(4.4) requires

$$
\begin{equation*}
c=\frac{1}{\xi_{1}}+D \xi_{1} \tag{4.7}
\end{equation*}
$$

for large values of $x$. Then solving (4.4) with (4.6), the leading edge of chemoattractant concentration is

$$
\begin{equation*}
\tilde{g}=e^{-\beta t}\left[A_{2} e^{-\xi_{2} x}-\frac{\gamma A_{1}}{\beta+\xi_{1} c} e^{-\xi_{1} x}\right]+\frac{\gamma A_{1}}{\beta+\xi_{1} c} e^{-\xi_{1}(x-c t)} . \tag{4.8}
\end{equation*}
$$

For large values of $t$, both $\tilde{n}$ and $\tilde{g}$ are functions of the traveling wave coordinate $x-c t$, where $c$ is given by (4.7). This condition is independent of $\xi_{2}$ and hence independent of the initial conditions imposed on $g$.

The analytical result for $c$ given by (4.7) is confirmed by the numerical results illustrated in Figure 4.1. Two cases are described. In the first, $D=0$, so that the cells are purely chemotactically driven. For fixed values of the kinetic parameters $\beta$ and $\gamma$ and chemotactic factor $\chi$, Figure 4.1(a) shows that a traveling wave solution with wave speed satisfying (4.7) is realized when $\xi_{1}<1 / c_{\text {min }}$. Alternatively, when $\xi_{1}>1 / c_{\text {min }}$ a traveling wave of fixed wave speed develops where $c=c_{\text {min }}$. Furthermore Figure 4.1(a) shows that $c_{\text {min }}$ increases proportional to $\sqrt{\chi}$. In section 6.2 , both smooth and discontinuous solutions will be found numerically using initial data of the form (4.1)(4.2) (with $\xi_{2}=0$ ). (Note that (4.7) is also valid when both $D=\chi=0$; under these conditions a traveling wave results from the initial nonzero cell density distribution in conjunction with the kinetics.) The second case, $D=1, \chi>0$, illustrated in Figure 4.1(b), has the same qualitative behavior as the case $D=0$. The solution with $\chi=0$ corresponds to the Fisher equation $\left(c_{\min }=2,[25]\right)$ and is not shown here. As $\chi$ increases the value of $c_{\text {min }}$ again increases, but for the case of nonzero $D$, it clearly does not scale with $\sqrt{\chi}$.

In summary, numerical computations yield a suite of traveling waves with the wave speed dependent on the exponential decay rate of the initial cell population
$n(x, 0)$. There is a maximum exponential decay rate such that for $\xi_{1}$ larger than the maximum value, the initial data develops into a traveling wave moving with a minimum wave speed $c_{\text {min }}$. Further discussion of $c_{\text {min }}$ will appear in section 6.3.2.

The asymptotic form of the initial conditions given by (4.1)-(4.2) is useful for numerically investigating the dependence of the wave speed on the decay rate $\xi_{1}$. However, in the limit $\xi_{1} \rightarrow \infty$ the initial cell distribution tends towards having semicompact support, a typical choice being

$$
n(x, 0)= \begin{cases}1, & x<x_{1}  \tag{4.9}\\ q(x), & x_{1}<x<x_{2} \\ 0, & x>x_{2}\end{cases}
$$

where $q(x)$ is monotonic and continuous. Since all such functions decay faster than any exponential function, $n(x, t)$ will evolve to a traveling wave with speed $c=c_{\text {min }}$. Numerical solutions with such initial data confirm this result.

In light of this discussion, initial conditions used in this study take the form

$$
\begin{gather*}
n(x, 0)= \begin{cases}1, & x<10 \\
e^{-\xi_{1}(x-10)}, & x \geq 10\end{cases}  \tag{4.10}\\
g(x, 0) \equiv 1 . \tag{4.11}
\end{gather*}
$$

Altering the value of $\xi_{1}$ in (4.10) enables the leading front of the cell density distribution to decay exponentially with a variable rate. In the limit $\xi_{1} \rightarrow \infty$ the initial conditions (4.10) approach a step function at $x=10$. This is a particular case of the more general initial condition (4.9) with $x_{1}=x_{2}=10$. The location of the transition point to exponential decay is arbitrary as identical traveling wave behavior results regardless of the point chosen.
5. Traveling wave solution. Introducing the traveling wave coordinate transformation $z=x-c t$, where $c$ is the dimensionless wave speed, and the variable $v=\frac{\partial n}{\partial x}$, the dimensionless system (2.7)-(2.8) becomes the following first-order system of equations:

$$
\begin{align*}
c \frac{d g}{d z}= & -[\beta(1-g)-\gamma n g]  \tag{5.1}\\
\frac{d n}{d z}= & v  \tag{5.2}\\
D \frac{d v}{d z}= & \frac{\chi n}{c^{2}}[\gamma n+\beta][\gamma n g-\beta(1-g)]-n(1-n) \\
& -\left[1+\frac{\chi}{c^{2}}(\beta(1-g)-2 \gamma n g)\right] c v . \tag{5.3}
\end{align*}
$$

There are two steady states of this system, namely, $(g, n, v)=\left(\frac{\beta}{\beta+\gamma}, 1,0\right)$ and $(1,0,0)$. The first state corresponds to cells at their carrying capacity density and therefore can be thought of as the colonized or invaded state, whereas the second is the uncolonized state. We seek traveling wave solutions connecting the colonized to the uncolonized state. Note that $\frac{\beta}{\beta+\gamma}$ is a function which depends only on the ratio $\gamma / \beta$; it is an increasing function of the production rate $\beta$, is a decreasing function of binding rate $\gamma$, and is always less than unity, the value of the chemoattractant concentration in the absence of cells.


Fig. 6.1. Phase plane for the Fisher equation. Here $D=1, c=2.5$. The steady states are marked $(\bullet)$.
6. Phase plane, perturbation analysis, and numerical solutions. We first investigate phase plane and numerical solutions corresponding to the two special cases when one of $D$ or $\chi$ is zero and discuss the nature of the solutions and the minimum wave speed $c_{\text {min }}$. For the remaining case, when both migration mechanisms are active, the transition from Fisher type solutions to chemotactic solutions (and vice versa) is investigated, and the solutions and $c_{\min }$ are determined numerically. In addition, perturbation analysis provides some insight into any rapid transition zones.
6.1. Diffusion-driven migration, no chemotaxis. If the chemotactic coefficient is zero, then the model equations reduce to the Fisher equation which describes cell migration driven by diffusion and proliferation. Then the system (2.7)-(2.8), in the traveling wave coordinate, reduces to the differential equation system

$$
\begin{align*}
\frac{d n}{d z} & =v  \tag{6.1}\\
D \frac{d v}{d z} & =-n(1-n)-c v \tag{6.2}
\end{align*}
$$

It is well known that traveling waves exist and can be found by phase plane analysis in the $(n, v)$ plane, as illustrated in Figure 6.1. The state $(n, v)=(1,0)$ is a saddle for all values of $c$. The other steady state $(0,0)$ is a stable node if $c^{2}>4 D$ and a stable spiral if $c^{2}<4 D$. The population density $n$ is required to be nonnegative and hence cannot be oscillatory around zero; therefore, the wave speed must be restricted to $c^{2} \geq 4 D$ giving a minimum wave speed $c_{\text {min }}=2 \sqrt{D}$. The traveling wave solutions are smooth. Clearly, the cell density is independent of the chemoattractant kinetics.

Numerical solutions to (2.7)-(2.8) with $\chi=0$ are shown in Figure 6.2 with both rapid and slowly decaying initial conditions. In both cases, the profiles of $n(x, t)$ show clear traveling wave behavior characterized by a constant wave speed. For rapidly decaying initial conditions, Figure 6.2(a) demonstrates a minimum wave speed of $c_{\text {min }}=2.0$, which agrees with the theoretical result. Alternatively for slowly decaying initial conditions, Figure 6.2(b) illustrates an increased wave speed of $c=2.5$, as given by (4.7). This example confirms the result that the traveling wave speed $c$ depends on the exponential decay rate of the initial distribution of the cell population.
6.2. Chemotactically driven migration, no diffusion. If the diffusion coefficient is zero, then the variable $v$ does not need to be introduced. As discussed in section 2 , when there is no diffusion, we can choose the length scale $L$ so that the dimensionless $\chi$ is identically equal to unity. Then equations (5.1)-(5.3) reduce to the


Fig. 6.2. Numerical solutions of $n(x, t)$ for the Fisher equation with $D=1, \Delta x=0.05$, and $\Delta t=0.01$. (a) Solutions at $t=0,10,20,30$, and 40 left to right with $\xi_{1}=10$. The computed wave speed is $c=c_{\min }=2$. (b) Solutions at $t=0,10,20,30$, and 40 left to right with $\xi_{1}=0.5$. The computed wave speed is $c=2.5$.
following system:

$$
\begin{equation*}
c \frac{d g}{d z}=-[\beta(1-g)-\gamma n g] \tag{6.3}
\end{equation*}
$$

(6.4) $c\left[1+\frac{1}{c^{2}}(\beta(1-g)-2 \gamma n g)\right] \frac{d n}{d z}=\frac{n}{c^{2}}[\gamma n+\beta][\gamma n g-\beta(1-g)]-n(1-n)$.

The chemoattractant kinetic term $h$ chosen here differs from that in [18], resulting in a different system with different steady states. The steady states of (6.3)-(6.4) are $(g, n)=\left(\frac{\beta}{\beta+\gamma}, 1\right)$ and $(1,0)$. The point $\left(\frac{\beta}{\beta+\gamma}, 1\right)$ is an unstable focus when $c^{2}>\frac{\beta \gamma}{\beta+\gamma}$ and is a saddle when $c^{2}<\frac{\beta \gamma}{\beta+\gamma}$, while the point $(1,0)$ is always a saddle. It is worth noting that with no diffusion, the stability of the steady states does not provide a minimum for the wave speed, since the eigenvalues are always real.

When the function premultiplying $\frac{d n}{d z}$ in (6.4) is identically zero, the derivative $\frac{d n}{d z}$ is no longer defined. Pettet, McElwain, and Norbury [32] defined such a curve as a wall-of-singularities. Here the wall-of-singularities can be written as

$$
\begin{equation*}
n=\frac{1}{2 \gamma g}\left(c^{2}+\beta(1-g)\right) \tag{6.5}
\end{equation*}
$$

This wall is asymptotic to the $n$-axis, cutting the positive $g$-axis at

$$
g=1+\frac{c^{2}}{\beta}
$$

to the right of the steady state $(1,0)$. Hence when $c^{2}>\frac{\beta \gamma}{\beta+\gamma}$ the two steady states (an unstable focus and a saddle) are to the left of the wall. Alternatively, when $c^{2}<\frac{\beta \gamma}{\beta+\gamma}$, then the two steady states (both saddles) are on either side of the wall. The wall gets closer to the origin as $c^{2}$ decreases, and therefore it is possible for the wall to move below the steady state $\left(\frac{\beta}{\beta+\gamma}, 1\right)$.

Pettet, McElwain, and Norbury [32] showed that a solution approaching a wall-of-singularities could not cross the wall unless it passed through a special point called a hole in the wall. A hole is defined by both the function premultiplying $\frac{d n}{d z}$ and the
right-hand side of (6.4) being equal to zero simultaneously. Marchant, Norbury, and Perumpanani [20] and Landman, Pettet, and Newgreen [18] showed that for a system of equations (in the class of (2.1)-(2.2)) a trajectory exiting one steady state in the phase plane which passed through a hole in the wall could in fact recross the wall by way of a jump discontinuity to join up with the second steady state.

Similar behavior, where the two steady states are on same side of the wall, occurs for the system considered here. As noted, our system also allows the two steady states to be on the opposite sides of the wall. We will show that for this case the presence of a hole in the wall is irrelevant and all traveling wave solutions exhibit a shock or discontinuity. For this problem, there is at most one hole in the wall in the positive $(g, n)$ quadrant.

In seeking a trajectory connecting $\left(\frac{\beta}{\beta+\gamma}, 1\right)$ to $(1,0)$, two different types of behavior can occur, and these are explained with two examples.

Example 1. In our first example, Figure 6.3 illustrates the $(g, n)$ phase plane with decreasing values of wave speed $c$, for one choice of the kinetic parameters $\beta$ and $\gamma$. For sufficiently large wave speeds, the two steady states are below the wall as in Figure 6.3(a) and there is a unique trajectory to the left of the wall, connecting the two states; this gives a smooth traveling wave. However, as $c$ is decreased, there is a value $c=c_{\text {crit }}$ where the wall begins to interfere with trajectories emanating from the unstable node. At this value the trajectory just touches the hole in the wall as in Figure 6.3(b). For $c<c_{c r i t}$, we must determine whether a trajectory emanating from $\left(\frac{\beta}{\beta+\gamma}, 1\right)$ can cross the wall and connect to the other steady state $(1,0)$.

Marchant [19] and Landman, Pettet, and Newgreen [18] investigated a similar scenario. The arguments in section 4 of [18] for general kinetic terms apply to our system of equations, allowing us to summarize the results here. No smooth connection between the two states can be made; however, there is the possibility for the solution to be nonsmooth by containing a jump discontinuity. The method relies on hyperbolic partial differential equation theory, Lax entropy condition, and the Rankine-Hugoniot jump condition. A solution for $n$ with a shock or discontinuity, traveling of course with the constant wave speed $c$, is shown to exist. Let the subscripts $L$ and $R$ denote the value of the variable on the left and right side of the shock, respectively. Then from (4.10)-(4.12) in [18], with $h=\beta(1-g)-\gamma n g$, the shock conditions are

$$
\begin{align*}
g_{L} & =g_{R}=g  \tag{6.6}\\
n_{L}+n_{R} & =\frac{1}{\gamma g}\left(c^{2}+\beta(1-g)\right)  \tag{6.7}\\
u_{L}-u_{R} & =\frac{\gamma g}{c}\left(n_{L}-n_{R}\right) \tag{6.8}
\end{align*}
$$

where $u=\frac{\partial g}{\partial x}$. These equations establish that $g$ is continuous, while $n$ and the spatial gradient of the chemoattractant concentration $u$ support a discontinuity. The Lax entropy condition [3] is satisfied only if $n_{L}>n_{R}$. Recall that the wall-of-singularities satisfies (6.5). Hence, from (6.7) the geometric center of the jump $\frac{1}{2}\left(n_{L}+n_{R}\right)$ lies exactly on the wall-of-singularities, and therefore any jump takes the trajectory to the other side of the wall. In this way, it is possible for a trajectory to pass through the hole in the wall and then jump to a trajectory on the other side of the wall, thus connecting the colonized and uncolonized states when $c<c_{\text {crit }}$, although the wall prevents a smooth joining trajectory. Such a case is shown in Figure 6.3(c), where the discontinuity corresponds to the vertical portion of the trajectory that joins the colonized and uncolonized steady states. After the jump discontinuity, $n$ will have a


Fig. 6.3. Phase plane for $(g, n)$ for decreasing values of wave speed $c$. Here $\beta=0.25, \gamma=1.0$. The positions of the steady states $(\bullet)$, wall-of-singularities (dotted line), holes in the wall (•), and the trajectory joining the colonized and uncolonized steady states (thick line) are shown. The vertical lines in (c) and (d) correspond to the jump discontinuity in $n$. (a) $c=1.0$, (b) $c=c_{\text {crit }} \approx 0.88$, (c) $c=0.8,(\mathrm{~d}) c=c_{\text {min }} \approx 0.69$.
smooth leading edge which asymptotes to zero.
However, for a realistic solution, $n_{R}>0$, so the jump cannot be so large as to take the trajectory across the $g$-axis. As $c$ decreases, the jump size becomes larger, until at some $c=c_{\text {min }}$, the trajectory jumps directly from $(g, n)=\left(1, c^{2} / \gamma\right)$ to $(1,0)$, as illustrated in Figure $6.3(\mathrm{~d})$. This solution with $c=c_{\text {min }}$ is the only solution with a zero leading edge and hence has compact support. If $c<c_{m i n}$, no smooth or nonsmooth traveling shock wave solution exists.

Therefore, our system supports traveling shock wave solutions with wave speed $c_{c r i t}>c>c_{\text {min }}$. Clearly for this example $c_{\text {min }}^{2}>\frac{\beta \gamma}{\beta+\gamma}$, since both steady states remain on the same side of the wall. Example 2 considers the alternative case.

Example 2. In our second example, the value of the production rate $\beta$ is increased sufficiently, so that $c_{\text {min }}^{2}<\frac{\beta \gamma}{\beta+\gamma}$, allowing the possibility for the two steady states to lie on opposite sides of the wall, as shown in Figure 6.4. For sufficiently large wave


Fig. 6.4. Phase plane for $(g, n)$ for decreasing values of wave speed $c$. Here $\beta=1.0, \gamma=$ 1.0. The positions of the steady states (•), wall-of-singularities (dotted line), and the trajectory joining the colonized and uncolonized steady states (thick line) are shown. The vertical line in (b) corresponds to the jump discontinuity in $n$. (a) $c=1.0$, (b) $c=c_{\text {min }} \approx 0.556$.
speeds, the two steady states are below the wall, as in Figure 6.4(a), and there is a unique trajectory to the left of the wall, connecting the two states; this gives a smooth traveling wave. However, as $c$ is decreased to $c_{c r i t}$ where

$$
\begin{equation*}
c_{c r i t}^{2}=\frac{\beta \gamma}{\beta+\gamma} \tag{6.9}
\end{equation*}
$$

the steady state lies on the wall and so is also a hole in the wall. For $c<c_{c r i t}$, the steady state lies on the other side of the wall, as shown in Figure 6.4(b). The jump discontinuity theory can then be applied again, so that the trajectory emanating from $\left(\frac{\beta}{\beta+\gamma}, 1\right)$ can cross the wall to join with a trajectory which connects with the saddle at $(1,0)$. Again, the requirement that $n_{R}>0$ implies that as $c$ decreases, the jump size becomes larger, until at some $c=c_{m i n}$, the trajectory jumps directly from $(g, n)=\left(1, c^{2} / \gamma\right)$ to $(1,0)$. If $c<c_{m i n}$, no smooth or nonsmooth traveling shock wave solution exists. Note that, for this case, no hole is needed when the two steady states are on opposite sides of the wall, as shown here.

In addition to the phase plane analysis, a numerical solution to the system (2.7)(2.8) with $D=0$ illustrates the smooth and discontinuous solutions and their corresponding dependence on the wave speed. As discussed in section 4 the wave speed depends on the exponential decay rate of the initial data for $n$, and therefore the mechanism for generating the smooth and discontinuous traveling waves is through varying the rate of decay $\xi_{1}$.

With the same parameter values as in Figure 6.4, profiles of $n$ and $g$ at a fixed time for three cases where the initial cell density distribution decreases at a rapid, moderate, and slow exponential rate are given in Figure 6.5. The left-most profile corresponds to a rapidly decaying initial condition. The cell density profile shows that the cell front is discontinuous, with the discontinuity extending to $n=0$, and therefore the profile has compact support. The gradient of the chemoattractant profile is also discontinuous at the same position, namely, the smallest value of $x$ where $g=1$. This corresponds to the case where the trajectory in the phase plane jumps across the


Fig. 6.5. Numerical profiles for $n(x, t)$ (solid line) and $g(x, t)$ (dotted line) with $\gamma=1.0$, $\beta=1.0$. Left to right $n(x, t)$ : Discontinuous solution with maximum shock length $\left(n_{R}=0\right)$ with $\xi_{1}=3.0$; discontinuous solution with smaller shock length $\left(n_{R}>0\right)$ with $\xi_{1}=1.5$; continuous solution with $\xi_{1}=1$. The end points of the shocks (•) are shown. Numerical computations were performed with $\Delta x=0.05$ and $\Delta t=0.01$.
wall to the completely colonized steady state, as in Figure 6.4(b). The middle profile in Figure 6.5 corresponds to an initial condition where the decay is moderate. This profile shows a smaller discontinuity in the cell density; however, the discontinuity does not extend to the base of the profile as the toe of the profile is continuous. Again there is a discontinuity in the gradient of the chemoattractant at the same position where the discontinuity in the cell density occurs. Finally, with a slowly decaying initial condition, the distributions of the cell density, chemoattractant concentration, and the gradient of the chemoattractant concentration are continuous, as shown in the rightmost profile. The phase plane corresponding to this final case has the two steady states on the same side of the wall, as in Figure 6.4(a). With the parameter values used in Figure 6.3, the numerical solutions are qualitatively similar.

The profiles in Figure 6.5, together with the phase diagrams in Figures 6.3 and 6.4, give a comprehensive understanding of the behavior of the traveling wave solutions obtained from $(2.7)-(2.8)$ when $D=0$ and chemotaxis is the only cell migration process. Similar to the alternative diffusion-only case ( $\chi=0$ ), the existence of traveling wave solutions is established. In contrast, migration by pure diffusion cannot give rise to discontinuous solutions because of the smoothing nature of linear diffusion. However, both these limiting cases show that the speed of the resulting traveling wave solution is determined by the exponential decay rate of the initial distribution of the migrating cell population.

Finally, it follows from our scaling arguments (2.6), (6.3)-(6.4), that the minimum wave speed for the chemotaxis-only migration case scales with $\sqrt{\chi}$ and hence has the form

$$
\begin{equation*}
c_{\min }=K(\beta, \gamma) \sqrt{\chi} \tag{6.10}
\end{equation*}
$$

where $K(\beta, \gamma)$ is a constant dependent on the kinetic parameters. This was anticipated in the earlier numerical simulations presented in Figure 4.1(a). Therefore $c_{m i n}$ has a similar form to the minimum wave speed of $2 \sqrt{D}$ for the diffusion driven migration as discussed in section 6.1. The major difference is that the coefficient $K(\beta, \gamma)$ is
not a constant but varies in a complicated way with the kinetic parameters $\beta$ and $\gamma$. The two examples discussed above provide the criterion for determining $K$. As in Example 1, if $c_{\text {min }}^{2}>\frac{\beta \gamma}{\beta+\gamma}$, then $c_{\text {min }}$ is defined as that value of $c$ such that the trajectory from the hole in the wall passes through $\left(1, c^{2} / \gamma\right)$. Alternatively, as in Example 2, if $c_{\text {min }}^{2}<\frac{\beta \gamma}{\beta+\gamma}$, then $c_{\text {min }}$ is defined as that value of $c$ such that the trajectory from the steady state $\left(\frac{\beta}{\beta+\gamma}, 1\right)$ passes through $\left(1, c^{2} / \gamma\right)$.

An analytical solution for $K(\beta, \gamma)$ has been attempted but does not appear possible at the present time. Instead, numerical solutions are used to compute the minimum wave speed $K(\beta, \gamma)$ over a range of kinetic parameters $\beta$ and $\gamma$. The form of $K(\beta, \gamma)$ is shown in Figure 6.6. In general, $K(\beta, \gamma)$ decreases with increasing $\beta$ and increases with increasing $\gamma$, that is, $\frac{\partial K}{\partial \beta}<0$ and $\frac{\partial K}{\partial \gamma}>0$. These trends can be understood by considering the biological processes associated with the kinetic terms. The steady state concentration $g=\frac{\beta}{\gamma+\beta}$ increases with increasing $\beta$ or with decreasing $\gamma$. As this steady concentration increases, the chemotactic gradient decreases giving rise to slower traveling wave speeds and a reduced value of $K(\beta, \gamma)$. This intuitive argument agrees with the form of $K(\beta, \gamma)$ deduced with the numerical solutions shown in Figure 6.6. We also investigated whether $K(\beta, \gamma)$ depended on a similarity variable, such as the ratio $\frac{\beta}{\gamma}$ alone, as illustrated in Figure 6.6(c). It appears that $K(\beta, \gamma)$ has a similar shape for the wide range of $\frac{\beta}{\gamma}$ investigated. However, the location of the curve can vary considerably for various choices of $\beta$.

Incorporating both numerical and phase plane analyses in this work reveals a remarkable advantage regarding the development and testing of the numerical algorithm. In general, testing numerical schemes for coupled nonlinear migration problems can be very difficult because of a lack of suitable analytical solutions [35]. Using the phase plane for the pure chemotaxis problem quantifies certain properties of the solution, such as the critical wave speed $c_{c r i t}$, the minimum wave speed $c_{m i n}$, and the size of the discontinuity. This unique information is useful in developing the numerical scheme as these quantitative checks are invoked to ensure that the numerical scheme is accurate.
6.3. Migration with both diffusion and chemotaxis. A three-dimensional phase plane analysis of (5.1)-(5.3) does not provide a productive way for seeking traveling wave solutions. A numerical study is convenient for examining both the shape of the invading profile as well as the minimum wave speeds. In particular, the robust numerical algorithm presented here has no difficulty in generating numerical solutions for any value of the diffusion coefficient and chemotactic factor. Therefore, it is of interest to investigate how this general case of combined chemotaxis and diffusive migration relates to the two limiting cases when either $D$ or $\chi$ is zero.
6.3.1. Numerical solution profiles. Various solution profiles showing the influence of increasing the chemotactic factor $\chi$ for a fixed value of diffusivity $D=1$ are shown in Figure 6.7(a). Comparison of these profiles shows that their smooth shape evolves to one with a developing discontinuity as $\chi$ increases. Moreover, the gradient of both the cell density and chemoattractant concentration increases with $\chi$. Since the profiles are plotted at a fixed time starting from the same initial data, the wave speed clearly increases with $\chi$ from the minimum wave speed associated with the Fisher equation. This increase in wave speed with $\chi$ is expected because the inclusion of a second migration process enhances cell migration.

Similarly, the effect of increasing $D$ on the numerical solutions is shown in Figure 6.7(b). Now the steep profiles evolve to smooth, flatter profiles as the diffusivity


Fig. 6.6. Dependence of $K(\beta, \gamma)$ on the kinetic parameters. (a) $\beta$ for various $\gamma$ values; (b) $\gamma$ for various $\beta$ values; $(c) \beta / \gamma$ for $\beta=10$ (short dashed line), $\beta=1$ (solid line), $\beta=0.5$ (long dashed line), and $\beta=0.1$ (dotted line).
increases, which reflect the smoothing nature of linear diffusion. These flatter profiles travel at a faster rate, as for the Fisher equation [25].

It is interesting to compare the rate at which the added migration processes competes with the underlying migration. In Figure 6.7(a), with the addition of chemotaxis to diffusive migration, the shape of the front steepens with increasing $\chi$; however, the smooth shape is maintained fairly consistently up until $\chi=50$ and it is not until $\chi=100$ that the profile begins to tend toward the upper limit of chemotaxis-only migration with a discontinuous front. Conversely, in Figure 6.7(b), with the addition of diffusion to chemotactic migration, the shape of the front is very sensitive to the addition of a small amount of diffusion. The sharp front is smoothed with increasing $D$ and tends toward the limit of diffusion-only migration for $D=0.5$. These observations show that diffusion masks the influence of chemotaxis more efficiently than chemotaxis masks diffusion. These trends will now be more thoroughly explored in terms of the minimum wave speed $c_{\text {min }}$.
6.3.2. Minimum wave speed. For the system (5.1)-(5.3), a linear stability analysis of the steady state $(g, n, v)=(1,0,0)$ gives real eigenvalues if and only if $c \geq 2 \sqrt{D}$, ensuring the point is a saddle point, just like for the Fisher equation. This condition provides a lower bound for the minimum wave speed. Numerical computations provide an extended analysis of the influence of mixed migration on the minimum wave speed. We examine the case where one of $\chi$ or $D$ is held constant while simultaneously varying the other migration parameter. Numerical computations are


Fig. 6.7. Numerical profiles of $n(x, 20)$ (solid line) and $g(x, 20)$ (dotted line). (a) The influence of increasing chemotaxis with fixed $D=1$, with $\chi$ increasing from left to right with values indicated. (b) The influence of increasing diffusion with fixed $\chi=1$, with $D$ increasing from left to right with values indicated. All results were computed with $\beta=1, \gamma=1, \xi_{1}=10, \Delta x=0.05$, and $\Delta t$ was varied depending on $\chi$.
conducted to determine the effect on $c_{m i n}$.
Fixing the value of the chemotactic factor, namely, $\chi=1$, the minimum wave speed increases monotonically with the diffusion coefficient $D$, as shown in Figure 6.8(a). Furthermore, as the diffusion coefficient increases, the minimum wave speed asymptotes to $2 \sqrt{D}$. For this choice of kinetic parameters, $2 \sqrt{D}$ provides a good approximation to $c_{\min }$ when $D / \chi>0.2$. In general, for sufficiently large $D / \chi$, diffusion dominates over chemotaxis and the minimum wave speed is accurately approximated by the Fisher wave speed $c_{\text {min }}=2 \sqrt{D}$, while for smaller values of $D / \chi$, chemotaxis dominates and $c_{\text {min }}$ is greater than that associated with the Fisher equation or chemotaxis alone. The numerical results for large $D$ lie a little below $2 \sqrt{D}$; this trend was also found for haptotactic invasion with added diffusion [19].

Similarly, setting the diffusion coefficient as $D=1$, the $c_{\text {min }}$ monotonically increases with the chemotactic factor $\chi$ and asymptotes to $K(\beta, \gamma) \sqrt{\chi}$, as illustrated in Figure $6.8(\mathrm{~b})$. In this example, $K(\beta, \gamma) \sqrt{\chi}$ gives a good approximation to $c_{\min }$ when $\chi / D>50.0$. In general for sufficiently large $\chi / D$, chemotaxis dominates over diffusion and the minimum wave speed is well approximated by $c_{\text {min }}=K(\beta, \gamma) \sqrt{\chi}$ as given in (6.10). Conversely, for smaller values of $\chi / D$, diffusion dominates and $c_{\text {min }}$ is greater than that associated with chemotaxis or diffusion alone.

An explicit formula for $c_{\text {min }}$ as a function of $\chi$ and $D$ (as well as the kinetic parameters) has not been determined at this stage. However, some descriptive comments can be made. The discussion above indicates a natural lower bound for $c_{\text {min }}$ as $\max [K(\beta, \gamma) \sqrt{\chi}, 2 \sqrt{D}]$. An upper bound can be conjectured, as indicated in Figure 6.8. These can be combined as

$$
\begin{equation*}
\max [K(\beta, \gamma) \sqrt{\chi}, 2 \sqrt{D}]<c_{\min }<\sqrt{4 D+K^{2}(\beta, \gamma) \chi} \tag{6.11}
\end{equation*}
$$

This expression suggests that diffusion dominates over chemotaxis when $\frac{K^{2}(\beta, \gamma) \chi}{4 D} \ll 1$, and alternatively that chemotaxis dominates over diffusion when $\frac{4 D}{K^{2}(\beta, \gamma) \chi} \ll 1$.
6.3.3. Perturbation analysis. When chemotaxis is small compared to diffusive migration, namely, $\chi / D \ll 1$, a regular perturbation analysis could be undertaken to


FIG. 6.8. Numerically calculated minimum wave speed $c_{m i n}$ shown with squares evolving from initial data with $\xi_{1}=10$. Results computed with $\beta=1, \gamma=1$. (a) Dependence on $D$ with $\chi=1$. The solid curve is $c_{\text {min }}=2 \sqrt{D}$. (b) Dependence on $\chi$ with $D=1$. The solid curve is $c_{m i n}=$ $K(\beta, \gamma) \sqrt{\chi}$; for this example $K(\beta, \gamma) \approx 0.556$. The dotted curves are the conjectured upper bound $c_{\text {min }}=\sqrt{4 D+K^{2}(\beta, \gamma) \chi}$.
give a solution valid for small $\chi / D$. The first-order terms for $n$ would just be the solution to the Fisher equation. This analysis is not very insightful and therefore is not shown here. A more illuminating analysis comes from the alternative case when $D / \chi$ is small.

Marchant [19] examined the case where a small amount of diffusion was added to a haptotactic invasion problem, using singular perturbation and phase plane arguments. A similar analysis is performed here but can be taken further and solved exactly. As discussed in section 6.2 , when $D=0$, our model supports discontinuous traveling wave solutions for a range of values of $c$. We know that a small amount of diffusion added to a purely chemotactic system has the effect of smoothing out any discontinuities. However, the gradients are expected to remain large in a small region. When $D / \chi$ is small, a perturbation analysis provides an understanding of the transition region. The analysis determines the evolution from a discontinuous traveling wave solution ( $D=0$ ) to one which is smooth, but has large derivative, in a small critical layer. Set $\chi=1$ without any loss of generality. With $D \ll 1$, we seek solutions to (5.1)-(5.3) as an asymptotic expansion in terms of $D$ as

$$
\begin{align*}
g & =g_{0}(z)+D g_{1}(z)+D^{2} g_{2}(z)+\cdots,  \tag{6.12}\\
n & =n_{0}(z)+D n_{1}(z)+D^{2} n_{2}(z)+\cdots,  \tag{6.13}\\
v & =v_{0}(z)+D v_{1}(z)+D^{2} v_{2}(z)+\cdots . \tag{6.14}
\end{align*}
$$

Hence $g_{0}$ and $n_{0}$ will satisfy (6.3)-(6.4). We choose to consider the traveling wave solution with the minimum wave speed $c_{\text {min }}$. We shift the origin so that the jump occurs at $z=0$. This solution is the first term in the outer solution of the asymptotic expansion of the solution. At $z=0$, for small $D$, there will be a narrow region where the rates of change of $n$ are large, since $n$ has to connect the left-hand limit $n_{L}$ and right-hand limit $n_{R}=0$. In this critical layer we seek a solution in the expanded variable $\xi=z / D$ as

$$
\begin{align*}
& g=G_{0}(\xi)+D G_{1}(\xi)+D^{2} G_{2}(\xi)+\cdots,  \tag{6.15}\\
& n=N_{0}(\xi)+D N_{1}(\xi)+D^{2} N_{2}(\xi)+\cdots, \tag{6.16}
\end{align*}
$$

$$
\begin{equation*}
v=\frac{1}{D} V_{0}(\xi)+V_{1}(\xi)+D V_{2}(\xi)+\cdots \tag{6.17}
\end{equation*}
$$

Substitution into (5.1)-(5.3) yields the highest-order terms satisfying

$$
\begin{align*}
\frac{d G_{0}}{d \xi} & =0  \tag{6.18}\\
\frac{d N_{0}}{d \xi} & =V_{0}  \tag{6.19}\\
\frac{d V_{0}}{d \xi} & =-\left[1+\frac{1}{c_{\min }^{2}}\left(\beta\left(1-G_{0}\right)-2 \gamma N_{0} G_{0}\right)\right] c_{\min } V_{0} \tag{6.20}
\end{align*}
$$

For the inner solution to match the outer solution, we require

$$
\begin{align*}
& G_{0}=1, \quad \xi \rightarrow \pm \infty  \tag{6.21}\\
& N_{0}=n_{L}=\frac{c_{\min }^{2}}{\gamma}, \quad \xi \rightarrow-\infty, \quad N_{0}=n_{R}=0, \quad \xi \rightarrow \infty  \tag{6.22}\\
& V_{0}=0, \quad \xi \rightarrow \pm \infty \tag{6.23}
\end{align*}
$$

Note that the value of $n_{L}$ is obtained using the jump condition (6.7). Equations (6.18) and (6.21) give $G_{0}(\xi)=1$ for all $\xi$. This simplifies the coupled system (6.19)(6.20) as

$$
\begin{equation*}
\frac{d V_{0}}{d \xi}=-\left[1-\frac{2 \gamma}{c_{\min }^{2}} N_{0}\right] c_{\min } \frac{d N_{0}}{d \xi}=-c_{\min }\left[\frac{d N_{0}}{d \xi}-\frac{2 \gamma}{c_{\min }^{2}} N_{0} \frac{d N_{0}}{d \xi}\right] \tag{6.24}
\end{equation*}
$$

which integrates to

$$
\begin{equation*}
\frac{d N_{0}}{d \xi}=V_{0}=-c_{\min }\left(N_{0}-\frac{\gamma}{c_{\min }^{2}} N_{0}^{2}\right) \tag{6.25}
\end{equation*}
$$

where the integration constant is zero from the conditions at $\xi \rightarrow \infty$. This is a logistic equation with solution

$$
\begin{equation*}
N_{0}=\frac{c_{\min }^{2}}{\gamma} \frac{e^{-c_{\min } \xi}}{1+e^{-c_{\min } \xi}} \tag{6.26}
\end{equation*}
$$

where $N_{0}(0)=c_{\text {min }}^{2} /(2 \gamma)$ with no loss of generality. Therefore, adding a small amount of diffusion introduces a steep transition region, of width $D$ with exponential behavior depending on $c_{\min } z / D$ (having set $\chi=1$ ).

Figure 6.9 compares the numerically generated solutions to the perturbation analysis logistic solution (6.26). The region about the sharp front is stretched via the transformation $\xi=z / D$ so that the gradient is $\mathcal{O}(1)$ in the $\xi$ coordinate. The numerical profile is translated so that $n(\xi, t)=c_{\text {min }}^{2} /(2 \gamma)$ occurs at $\xi=0$, as it does for $N_{0}$. The profiles of the leading order perturbation analysis and the numerically generated solution compare very well in the leading edge for $\xi>0$ for small values of $D$ as shown. The perturbation solution does not match as well in the region $\xi<0$ for two reasons. First, we have matched with the jump density $n_{L}$ as $\xi \rightarrow-\infty$, whereas the full numerical solution goes to the $n=1$ state. Second, the slope of $n$ as $\xi \rightarrow-\infty$ does not match at this dominant order of the approximation. The next order term, $V_{1}$, would be required to match the slope of the outer solution $\frac{\partial n_{0}}{\partial z}$ at the left of the shock as $\xi \rightarrow-\infty$.


Fig. 6.9. Critical layer comparison of numerical solution with the dominant perturbation solution $N_{0}(\xi)$ in (6.26). The solid curve is the numerical solution $n(\xi, 20)$ and the dotted curve is $N_{0}(\xi)$. Results computed with $\chi=1, \beta=1, \gamma=1$ and using initial data with $\xi_{1}=10$. (a) $D=0.01$, (b) $D=0.05$, (c) $D=0.1$.
7. Conclusions. This article considers a mathematical model of cell invasion, where both diffusion and chemotaxis are the migration mechanisms. The details of the model were developed such that the results of the analysis are applicable to certain cell migration processes which are known to occur in developmental biology. A suite of traveling wave solutions is shown to exist regardless of whether the migration is pure diffusive, pure chemotaxis, or a combination of diffusive and chemotaxis migration. For all three cases, the traveling wave speed is bounded from below. The minimum wave speed is always observed whenever numerical simulations are performed using initial data where the cell density has compact support. Since the initial distribution of invading cells usually falls to zero for $x$ large enough, this seems to be the most biologically relevant situation. Therefore, in general the most biologically relevant solution for these cell migration models is the solution corresponding to the minimum wave speed.

An understanding of the nature of the minimum wave speed as a function of the migration parameters is important. Phase plane analysis can provide values for the minimum wave speed for the two limiting cases when either the migration is purely diffusive or chemotactic. These values and the explicit shapes of the solutions can also be found using numerical methods. In particular, a robust numerical algorithm is developed which gives stable traveling waves solutions including shocks. The numeri-
cal algorithm combines a high-accuracy explicit central scheme [14] for the nonlinear hyperbolic and reaction terms together with a standard implicit finite element solution of the diffusion term with an operator split approach. The use of operator splitting for this particular problem was critical in combining the numerical solutions of the chemotaxis and diffusion terms together in a way that conveniently minimized numerical stability issues. Therefore, the numerical algorithm presented in this work provides an extremely accurate and versatile means of solving combined chemotaxis and diffusive migration problems.

For the combined diffusion and chemotactic migration case, numerical results were used to determine an upper and a lower bound on the minimum wave speed. Numerical results also demonstrate how the diffusion and chemotaxis mechanisms interact in a combined migration problem. The rate at which the minimum wave speed for the mixed migration case approached the minimum wave speed for the two limiting cases indicated that diffusion dominates over chemotaxis for relatively small values of the ratio of $\frac{D^{*}}{\chi^{*}}=\frac{D \lambda_{3}}{\chi \lambda_{2}}$.

The results from the combined diffusion and chemotaxis case indicate that adding a small amount of diffusion to a pure chemotaxis problem can result in the chemotactic characteristics of the problem being completely masked by the added diffusion. This observation is particularly relevant for numerical computations, when parabolic solvers are often used for chemotaxis (or haptotaxis) dominated processes. Further, this result also implies that standard numerical solutions of chemotaxis problems might be extremely sensitive to numerical diffusion and so great care should be exercised in obtaining such solutions.

In summary, this analysis provides a deeper qualitative and quantitative understanding of the interplay between diffusion and chemotaxis for invading cell populations. Often, when modeling biological cell migration, parameter values are difficult to estimate. If the wave speed can be determined experimentally, and the diffusion rate estimated, then some reasonable estimates of the chemotactic term may be deduced from the results presented here.
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#### Abstract

In a porous medium such as the earth's subsurface, electromagnetic (EM) waves and mechanical waves are coupled through the phenomenon of electrokinetics, for which a complete set of partial differential equations was derived by S. Pride. In this paper, we derive from Pride's equations an asymptotic theory that enables forward modeling of the seismic response to an EM source in fully three-dimensional geometries on a scale that is relevant to exploration. For simplicity, we consider piecewise homogeneous media separated by interfaces which are curved surfaces in three dimensions. The following physical picture emerges: An EM source excites an EM wave which propagates into the earth, stirring up local mechanical movement. At an interface, EM energy is converted to seismic waves, which may be described by ray theory. Instantly, on the seismic time scale, every interface becomes a wavefront for both compressional and shear waves; that is, seismic P - and S -waves explode from both sides of each interface, at every point on it. The rays for these waves leave the interface in the orthogonal direction and propagate up and down into the homogeneous media on both sides of the surface. We derive formulas for the initial amplitudes of these waves. Conventional seismic ray theory then describes propagation of the P - and S -waves, including reflection, transmission, and mode conversion at any other interfaces that they may encounter. Thus, three-dimensional electroseismic modeling may be accomplished with conventional EM and conventional seismic modeling tools, using the present theory to provide the link between them.
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1. Introduction. In a porous medium such as the earth's subsurface, electromagnetic (EM) waves and mechanical waves are coupled through the phenomenon of electrokinetics [14]. Ions in the pore fluid are attracted to ions of the opposite sign in the solid at the pore walls, so that there is an electrical double layer, called the Debye layer, at the pore boundaries. An electric field acting on this double layer will move the ions relative to each other, creating movement of both the fluid and the solid. Conversely, a mechanical wave which moves the fluid and solid relative to each other will create an EM wave. This phenomenon was proposed as the basis of a hydrocarbon exploration method in 1936 by R. R. Thompson of Humble Oil Company, in volume 1 of Geophysics [19]. It was described theoretically 60 years ago [7] and has been demonstrated in the laboratory, where the magnitude of the coupling, called the electrokinetic mobility, has been measured (see [13] and references therein).

Starting with the microscopic description, Pride [14] derived from first principles a complete set of macroscopic equations describing electrokinetics. These are 19 scalar partial differential equations in which Maxwell's equations for EM are coupled with Biot's equations $[1,2,3,15]$ for movement of fluid and solid in a porous medium. Some general properties of these equations are known, including uniqueness, source/receiver reciprocity, energy conservation, and point source and plane wave responses in homogeneous media [17]. Also, computer codes have been written to compute the solution of Pride's equations in plane layered media [8], that is, media which are piecewise

[^95]homogeneous and which have material properties that vary only in one dimension, which is depth.

Techniques based on electrokinetics have been proposed for use in exploration of the earth's subsurface, and several groups have conducted field experiments [19, 18, $4,11,12]$. All of these experiments were seismoelectric, i.e., a mechanical (seismic) source was used, and an EM wave was detected. In this paper, we will analyze the electroseismic method, where an EM source is used and a seismic wave is detected.

Electrokinetic prospecting methods are especially promising for detecting materials whose electrical resistivity varies markedly from that of the background, e.g., hydrocarbons. EM methods $[20,6]$ may also be used for this, but their spatial resolution is usually less than desirable because of the long wavelengths of EM waves in the earth. Seismic methods [6] have much better spatial resolution, but they respond to much smaller contrasts in material properties. It may be hoped that electrokinetic methods can combine the virtues of both approaches.

In this paper, we will derive an asymptotic theory that enables forward modeling of the electroseismic response in fully three-dimensional geometries on a scale that is relevant to exploration. For these problems, the cost of direct calculation, for instance with finite differences, is prohibitive. In deriving the theory, we use three basic assumptions: first, that the EM and mechanical coupling is weak; second, that, as is common in seismology, conventional elasticity theory may be used in place of Biot's theory; and third, that the scales are such that seismic ray theory is valid. Each of these assumptions is specified in terms of a single parameter that is assumed to be large or small. Our asymptotic theory is then derived from a systematic perturbation expansion of Pride's full system of equations for electrokinetics. For simplicity, we consider only piecewise homogeneous media separated by interfaces which are curved surfaces in three dimensions.

The physical picture that emerges from the perturbation expansion is as follows: An EM source excites an EM wave which propagates into the earth, stirring up local mechanical movement as it passes. At an interface, EM energy is converted to seismic waves, which may be described by ray theory. Instantly, on the seismic time scale, every interface becomes a wavefront for both compressional and shear waves; that is, seismic P- and S-waves explode from both sides of each interface, at every point on it. The rays for these waves leave the interface in the orthogonal direction, and propagate up and down into the homogeneous media on both sides of the surface. Conventional seismic ray theory $[5,10]$ then describes propagation of the P - and S -waves, including reflection, transmission, and mode conversion at any other interfaces that they may encounter.

All that is necessary to complete this picture are the initial amplitudes of the P- and S-waves when they originate at the interfaces. Formulas for these initial amplitudes are given below in section 8. These formulas depend on the material parameters and on values of the electric field on both sides of the interface where the seismic waves originate.

With this theory, a general computer program for three-dimensional electroseismic modeling can be constructed, using commercially available software for the major computational tasks. First, the EM field is computed using, say, a finite element EM solver. A small subroutine then uses the formulas of section 8 , combined with the computed values of the electric field, to get the initial P - and S -wave amplitudes on every interface. Finally, a ray trace program may be used to follow the rays that are created. In this way, three-dimensional electroseismic modeling may be accomplished
with conventional EM and conventional seismic modeling tools, using the present theory to provide the link between them.

This paper is organized as follows.
In section 2, we nondimensionalize Pride's equations, and introduce the small and large parameters used for the perturbation analysis. In section 3 we show how the problem can be reduced to solving the usual homogeneous Biot's equations, but with inhomogeneous boundary conditions at all the interfaces. For each interface, we derive eight scalar jump conditions for Biot's equations, conditions that depend on the material parameters and on the computed values of the electric field on both sides of the interface.

In sections 4-7 we derive a two-parameter asymptotic expansion for Biot's equations. This approximation is applicable when seismic ray theory is valid, and when Biot's equations give rise to waves that look like the conventional seismic P - and S-waves which are derived from the theory of an elastic solid. Besides the P- and S-waves, we obtain the form, in our approximation, of the Biot slow wave.

The Biot slow wave is a diffusive wave, which decays rapidly to zero with propagation distance. It is therefore difficult to observe, and laboratory observation of it in real rocks has only been accomplished recently [9]. However, as is shown in section 8 , EM energy is converted to Biot slow waves at an interface, and slow waves must be considered in order to calculate the amplitudes of the P - and S -waves which also originate there. The necessity of including the Biot slow waves for energy conversion at an interface is consistent with the results of Pride and Garambois [16] for conversions of seismic to EM energy.

In section 8 , we combine our asymptotic Biot theory with the interface conditions of section 3 to derive the initial amplitudes of all the waves created at an interface by an EM source.

In section 9 , we compare the asymptotic theory to the results of a computer program which is designed to compute the electroseismic response in plane layered media.

Concluding remarks are in section 10.
2. An EM source in the seismic band. For an EM source current $\mathbf{j}_{\mathbf{s}}$ in a porous medium, Pride's equations for the electric and magnetic field vectors, $\mathbf{E}$ and $\mathbf{H}$, respectively, are

$$
\begin{gather*}
\nabla \mathbf{x} \mathbf{E}=i \omega \mu \mathbf{H}  \tag{1}\\
\nabla \mathbf{x H}=(\sigma-i \epsilon \omega) \mathbf{E}+L\left(-\nabla p+\omega^{2} \rho_{f} \mathbf{u}\right)+\mathbf{j}_{\mathbf{s}} \tag{2}
\end{gather*}
$$

where $\omega$ is frequency, $\sigma, \epsilon$, and $\mu$ are, respectively, conductivity, dielectric constant, and magnetic permeability, $L$ is the electrokinetic mobility parameter, $p$ is the pore pressure, $\rho_{f}$ is the density of the pore fluid, and $\mathbf{u}$ is the solid displacement.

Pride's equations for $\mathbf{u}$ and the relative fluid displacement $\mathbf{w}$ are

$$
\begin{gather*}
-\omega^{2}\left(\rho \mathbf{u}+\rho_{f} \mathbf{w}\right)=\nabla \cdot \tau  \tag{3}\\
-i \omega \mathbf{w}=L \mathbf{E}+(\kappa / \eta)\left(-\nabla p+\omega^{2} \rho_{f} \mathbf{u}\right)  \tag{4}\\
\tau=(\lambda \nabla \cdot \mathbf{u}+C \nabla \cdot \mathbf{w}) \mathbf{I}+G\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{\mathbf{T}}\right) \tag{5}
\end{gather*}
$$

$$
\begin{equation*}
-p=C \nabla \cdot \mathbf{u}+M \nabla \cdot \mathbf{w} \tag{6}
\end{equation*}
$$

where $\tau$ is the stress tensor, $\mathbf{I}$ is the $3 \times 3$ identity, $\kappa$ is the permeability, $\eta$ is the viscosity of the pore fluid, $\lambda$ and $G$ are the Lamé parameters of elasticity, and $C$ and $M$ are the Biot moduli parameters.

Note that in this theory, the electrokinetic mobility $L$ provides coupling between the EM system (1), (2) and the mechanical system (3)-(6). That is, when $L=0$ these systems are decoupled. We assume weak coupling so that to leading (i.e., zeroth) order in $L$, the EM field satisfies (1), (2) with $L=0$. These equations are the conventional Maxwell equations, and can be solved independently of the mechanical system. Then to leading (i.e., first) order in $L$ the mechanical system satisfies (3)-(6), which are Biot's equations with the EM field as a source.

We consider these equations in a homogeneous region of space, i.e., where all parameters are constant. Then putting (5) into (3) yields

$$
\begin{equation*}
-\omega^{2}\left(\rho \mathbf{u}+\rho_{f} \mathbf{w}\right)=(\lambda+G) \nabla(\nabla \cdot \mathbf{u})+G \nabla^{2} \mathbf{u}+C \nabla(\nabla \cdot \mathbf{w}) \tag{7}
\end{equation*}
$$

Putting (6) into (4) yields

$$
\begin{equation*}
-\omega^{2}\left(\rho_{f} \mathbf{u}+\tilde{\rho} \mathbf{w}\right)=C \nabla(\nabla \cdot \mathbf{u})+M \nabla(\nabla \cdot \mathbf{w})-i \omega \tilde{\rho} L \mathbf{E}, \tag{8}
\end{equation*}
$$

where the pure imaginary parameter

$$
\begin{equation*}
\tilde{\rho}=\frac{i \eta}{\omega \kappa} \tag{9}
\end{equation*}
$$

has units of density.
The equations may be nondimensionalized by introducing typical values $\bar{\rho}, \bar{\lambda}, \bar{G}$, $\bar{L}, \bar{E}$, and a typical length scale of the geometry, $\bar{l}$. Define

$$
\begin{align*}
\bar{v} & =\sqrt{\frac{(\bar{\lambda}+2 \bar{G})}{\bar{\rho}}},  \tag{10}\\
\bar{u} & =\frac{\bar{l}}{\bar{v}} \bar{L} \bar{E}
\end{align*}
$$

Note that $\bar{v}$ is a typical compressional wave speed in elasticity theory, i.e., a typical seismic P-wave speed.

Define the dimensionless variables

$$
\begin{align*}
& \mathbf{x}^{\prime}=\mathbf{x} / \bar{l}, \quad \omega^{\prime}=\omega \bar{l} / \bar{v}, \quad L^{\prime}=L / \bar{L} \\
& \rho^{\prime}=\rho / \bar{\rho}, \quad \rho_{f}^{\prime}=\rho_{f} / \bar{\rho}, \quad \tilde{\rho}^{\prime}=\tilde{\rho} / \bar{\rho}  \tag{11}\\
& \lambda^{\prime}=\lambda /(\bar{\lambda}+2 \bar{G}), \quad G^{\prime}=G /(\bar{\lambda}+2 \bar{G}), \quad M^{\prime}=M /(\bar{\lambda}+2 \bar{G}), \quad C^{\prime}=C /(\bar{\lambda}+2 \bar{G}), \\
& \mathbf{u}^{\prime}=\mathbf{u} / \bar{u}, \quad \mathbf{w}^{\prime}=\mathbf{w} / \bar{u}, \quad p^{\prime}=\frac{\bar{l}}{\bar{u}(\bar{\lambda}+2 \bar{G})} p, \quad \tau^{\prime}=\frac{\bar{l}}{\bar{u}(\bar{\lambda}+2 \bar{G})} \tau, \quad \mathbf{E}^{\prime}=\mathbf{E} / \bar{E} .
\end{align*}
$$

Use of (10) and (11) shows that (5)-(8) are also satisfied by the primed variables.
We consider the seismic ray theory regime when a typical seismic wavelength is much smaller than a typical dimension $\bar{l}$. Thus the dimensionless frequency $\omega^{\prime}$ satisfies the high frequency condition

$$
\begin{equation*}
\omega^{\prime} \gg 1 \tag{12}
\end{equation*}
$$

However, the frequency is assumed to be subcritical for the porous medium, i.e.,

$$
\begin{equation*}
\left|\tilde{\rho}^{\prime}\right| \gg 1 \tag{13}
\end{equation*}
$$

As is shown in sections $4-7$, condition (13) assures that the dynamics of the porous medium may in most regions of space be approximated by the dynamics of elasticity theory, as is commonly assumed in seismology. In particular, this condition is necessary to obtain wave modes that approximate those of seismic P - and S -waves. Condition (13) also plays a role in microscopic theory, where it guarantees that the frequency is much less than the transition frequency separating low frequency viscous flow in the pores from high frequency inertial flow [14]. Thus the present theory corresponds to that in [1] rather than that in [2].

Because a typical EM wavelength is much larger than a seismic wavelength, $\mathbf{E}$ is not rapidly varying on the length scale $\bar{l}$. Therefore, ray theory is not appropriate for the calculation of the EM field, and the full Maxwell equations (1), (2) with $L=0$ must be solved.

Equations (7) and (8) are satisfied in each homogeneous region of space. Let $\mathcal{S}$ be an interface, i.e., a surface separating two homogeneous regions, and let $\mathbf{n}$ be a normal to $\mathcal{S}$. Then Pride's interface conditions [17] are

$$
\begin{equation*}
\text { Continuity of } \mathbf{u}, p, \mathbf{w} \cdot \mathbf{n}, \tau \cdot \mathbf{n} \quad \text { across } \mathcal{S} \text {. } \tag{14}
\end{equation*}
$$

Note that (14) comprises eight scalar boundary conditions that must be satisfied at any interface between two homogeneous regions. Of course Maxwell's equations also require continuity of the tangential components of $\mathbf{E}$ and $\mathbf{H}$ across $\mathcal{S}$.

For notational convenience, we drop primes in what follows and use nondimensional units.

## 3. Interface conditions for the converted waves. Let

$$
\begin{equation*}
\mathbf{u}=\mathbf{u}^{(\mathbf{p})}+\hat{\mathbf{u}} \quad \mathbf{w}=\mathbf{w}^{(\mathbf{p})}+\hat{\mathbf{w}} \tag{15}
\end{equation*}
$$

where $\mathbf{u}=\mathbf{u}^{(\mathbf{p})}$ and $\mathbf{w}=\mathbf{w}^{(\mathbf{p})}$ are particular solutions of (7) and (8) that do not necessarily satisfy the interface conditions (14), and $\hat{\mathbf{u}}, \hat{\mathbf{w}}$ are solutions of the homogeneous equations, i.e., (7) and (8) with $\mathbf{E}=\mathbf{0}$.

Particular solutions are easy to find asymptotically by seeking $\mathbf{u}=\mathbf{u}^{(\mathbf{p})}$ and $\mathbf{w}=\mathbf{w}^{(\mathbf{p})}$ that are not rapidly varying in space. From (7) and (8) we obtain

$$
\begin{align*}
-i \omega \mathbf{u}^{(\mathbf{p})} & =-\left(\frac{\rho_{f}}{\rho}\right) L \mathbf{E}+O\left(\frac{1}{\omega^{2}}\right)+O\left(\frac{1}{|\tilde{\rho}|}\right) \\
-i \omega \mathbf{w}^{(\mathbf{p})} & =L \mathbf{E}+O\left(\frac{1}{|\tilde{\rho}|}\right) \tag{16}
\end{align*}
$$

In what follows, we neglect the small terms in this equation. Note, however, that this approximation is only valid in the far field of the source, where the interfaces are assumed to lie. Near the source, gradients of the electric field may be large, invalidating (16). This raises the possibility that some EM energy is converted directly to seismic waves where the EM source contacts the ground, but we will not investigate these near-source seismic waves in the present theory.

The particular solution given by (16) represents a mechanical disturbance that propagates along with the exciting EM wave. In a completely homogeneous space,
this represents the asymptotic solution. However, if there are interfaces, new waves must be generated at those interfaces in order for $\mathbf{u}$ and $\mathbf{w}$ to satisfy the conditions (14). Let $\mathbf{n}$ be a normal to the interface $\mathcal{S}$. Continuity of $\mathbf{u}$ across $\mathcal{S}$ yields the jump condition

$$
\begin{equation*}
[|\mathbf{u}|]=\left[\left|\mathbf{u}^{(\mathbf{p})}+\hat{\mathbf{u}}\right|\right]=\mathbf{0} \tag{17}
\end{equation*}
$$

where $[|\cdot|]$ represents the jump in the value of a quantity across the interface $\mathcal{S}$. That is, let the normal $\mathbf{n}$ point to the side of the interface $\mathcal{S}^{+}$and let $\mathcal{S}^{-}$be the other side. The jump in any quantity $A$ is

$$
\begin{equation*}
\left.[|A|] \equiv A\right|_{\mathcal{S}^{+}}-\left.A\right|_{\mathcal{S}^{-}} \tag{18}
\end{equation*}
$$

From (16) and (17) we obtain the jump condition for $\hat{\mathbf{u}}$

$$
\begin{equation*}
[|-i \omega \hat{\mathbf{u}}|]=\left[\left|\left(\frac{\rho_{f} L}{\rho}\right) \mathbf{E}\right|\right] . \tag{19}
\end{equation*}
$$

Similarly, from continuity of $\mathbf{w} \cdot \mathbf{n}$ across $\mathcal{S}$ and (15), (16), we obtain

$$
\begin{equation*}
[|-i \omega \hat{\mathbf{w}} \cdot \mathbf{n}|]=-[|L \mathbf{E} \cdot \mathbf{n}|] \tag{20}
\end{equation*}
$$

Next, pressure $p$ is decomposed into parts corresponding to the particular and homogeneous solutions

$$
\begin{equation*}
p=p^{(p)}+\hat{p} \tag{21}
\end{equation*}
$$

where $p^{(p)}$ satisfies (6) with $\mathbf{u}, \mathbf{w}$ replaced by $\mathbf{u}^{(\mathbf{p})}, \mathbf{w}^{(\mathbf{p})}$ and $\hat{p}$ satisfies (6) with $\mathbf{u}, \mathbf{w}$ replaced by $\hat{\mathbf{u}}, \hat{\mathbf{w}}$. However, in a homogeneous region of space

$$
\begin{equation*}
\nabla \cdot \mathbf{u}^{(\mathbf{p})}=\nabla \cdot \mathbf{w}^{(\mathbf{p})}=\mathbf{0} \tag{22}
\end{equation*}
$$

Equation (22) follows from taking the divergence of (16) and using the fact that the divergence of the electric field vanishes in a source-free region of homogeneous space. From (22) and (6) it follows that $p^{(p)}=0$ and so $p=\hat{p}$. Continuity of $p$ across $\mathcal{S}$ then yields the condition

$$
\begin{equation*}
[|\hat{p}|]=0 \tag{23}
\end{equation*}
$$

Finally, the stress tensor $\tau$ is decomposed into parts corresponding to the particular and homogeneous solutions

$$
\begin{equation*}
\tau=\tau^{(\mathbf{p})}+\hat{\tau} \tag{24}
\end{equation*}
$$

where $\tau^{(\mathbf{p})}, \hat{\tau}$ each satisfy (5) for $\mathbf{u}, \mathbf{w}$ replaced by, respectively, the particular or homogeneous quantities. Substituting (16) into (5) and using (22) yields

$$
\begin{equation*}
\tau^{(\mathbf{p})}=\left(\frac{-i G \rho_{f} L}{\rho \omega}\right)\left(\nabla \mathbf{E}+\nabla \mathbf{E}^{\mathbf{T}}\right) \tag{25}
\end{equation*}
$$

Now use of (24), (25) in the condition (14) that $\tau \cdot \mathbf{n}$ be continuous across $\mathcal{S}$ yields

$$
\begin{equation*}
[|-i \omega \hat{\tau} \cdot \mathbf{n}|]=\left[\left|\left(\frac{G \rho_{f} L}{\rho}\right)\left(\nabla \mathbf{E}+\nabla \mathbf{E}^{\mathbf{T}}\right) \cdot \mathbf{n}\right|\right] . \tag{26}
\end{equation*}
$$

In summary, new waves will be generated at an interface $\mathcal{S}$. These waves will satisfy the homogeneous equations (7) and (8) with the electric field set equal to zero. However, they will satisfy the inhomogeneous interface conditions (19), (20), (23), and (26). These jump conditions comprise eight scalar equations, with inhomogeneous terms that depend on the electric field and on the values of the material parameters on both sides of the interface.

For notational convenience, we will drop hats in what follows.
4. WKB expansion. The WKB ansatz [10] for a high frequency wave with phase $\phi$ is an asymptotic expansion, as $\omega \rightarrow \infty$, of the form

$$
\begin{align*}
\mathbf{u} & \sim e^{i \omega \phi}\left(\mathbf{u}_{\mathbf{0}}+\frac{1}{i \omega} \mathbf{u}_{\mathbf{1}}+\frac{1}{(i \omega)^{2}} \mathbf{u}_{\mathbf{2}}+\cdots\right) \\
\mathbf{w} & \sim e^{i \omega \phi}\left(\mathbf{w}_{\mathbf{0}}+\frac{1}{i \omega} \mathbf{w}_{\mathbf{1}}+\frac{1}{(i \omega)^{2}} \mathbf{w}_{\mathbf{2}}+\cdots\right) \tag{27}
\end{align*}
$$

From the form of the interface conditions derived in section 3, it may be anticipated that $-i \omega \mathbf{u},-i \omega \mathbf{w}$ are of order $O(1)$, i.e., $\mathbf{u}_{\mathbf{j}}, \mathbf{w}_{\mathbf{j}}$ are of order $O(1 / \omega)$. This is of no consequence in the expansion (27), since factors of $\omega$ may be divided through the homogeneous Biot equations. It will, however, insert an extra factor of $1 / \omega$ in the error estimates of sections 5-7.

Substituting (27) into (7) and equating coefficients of $(i \omega)^{k}$ to zero yields a series of equations. Similarly, substituting (27) into (8) with $\mathbf{E}=\mathbf{0}$ yields a second sequence of equations. The results are summarized below in matrix-vector form, where $\mathcal{L}$ is a $6 \times 6$ matrix defined below in terms of its $3 \times 3$ blocks. Let

$$
\begin{align*}
\mathcal{L}=\mathcal{L}(\nabla \phi)= & {\left[\begin{array}{lr}
\left(\rho-G(\nabla \phi)^{2}\right) \mathbf{I}-(\lambda+G) \nabla \phi \nabla \phi^{T} & \rho_{f} \mathbf{I}-C \nabla \phi \nabla \phi^{T} \\
\rho_{f} \mathbf{I}-C \nabla \phi \nabla \phi^{T} & \tilde{\rho} \mathbf{I}-M \nabla \phi \nabla \phi^{T}
\end{array}\right] }  \tag{28}\\
\mathbf{R}_{\mathbf{1}}(\nabla \phi, \mathbf{u}, \mathbf{w})= & (\lambda+G)\{(\nabla \cdot \mathbf{u}) \nabla \phi+\nabla(\nabla \phi \cdot \mathbf{u})\} \\
& +G\left\{2(\nabla \phi \cdot \nabla) \mathbf{u}+\left(\nabla^{2} \phi\right) \mathbf{u}\right\}+C\{(\nabla \cdot \mathbf{w}) \nabla \phi+\nabla(\nabla \phi \cdot \mathbf{w})\} \\
\mathbf{R}_{\mathbf{2}}(\nabla \phi, \mathbf{u}, \mathbf{w})= & C\{(\nabla \cdot \mathbf{u}) \nabla \phi+\nabla(\nabla \phi \cdot \mathbf{u})\}+M\{(\nabla \cdot \mathbf{w}) \nabla \phi+\nabla(\nabla \phi \cdot \mathbf{w})\}
\end{align*}
$$

Then we obtain

$$
\begin{gather*}
\mathcal{L}\left[\begin{array}{c}
\mathbf{u}_{\mathbf{0}} \\
\mathbf{w}_{\mathbf{0}}
\end{array}\right]=\mathbf{0}  \tag{31}\\
\mathcal{L}\left[\begin{array}{c}
\mathbf{u}_{\mathbf{1}} \\
\mathbf{w}_{\mathbf{1}}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{R}_{\mathbf{1}}\left(\nabla \phi, \mathbf{u}_{\mathbf{0}}, \mathbf{w}_{\mathbf{0}}\right) \\
\mathbf{R}_{\mathbf{2}}\left(\nabla \phi, \mathbf{u}_{\mathbf{0}}, \mathbf{w}_{\mathbf{0}}\right)
\end{array}\right] \tag{32}
\end{gather*}
$$

and for $j=2,3,4, \ldots$,

$$
\begin{align*}
\mathcal{L}\left[\begin{array}{c}
\mathbf{u}_{\mathbf{j}} \\
\mathbf{w}_{\mathbf{j}}
\end{array}\right]= & {\left[\begin{array}{l}
\mathbf{R}_{\mathbf{1}}\left(\nabla \phi, \mathbf{u}_{\mathbf{j}-\mathbf{1}}, \mathbf{w}_{\mathbf{j}-\mathbf{1}}\right) \\
\mathbf{R}_{\mathbf{2}}\left(\nabla \phi, \mathbf{u}_{\mathbf{j}-\mathbf{1}}, \mathbf{w}_{\mathbf{j}-\mathbf{1}}\right)
\end{array}\right] } \\
& +\left[\begin{array}{c}
(\lambda+G) \nabla\left(\nabla \cdot \mathbf{u}_{\mathbf{j}-\mathbf{2}}\right)+G \nabla^{2} \mathbf{u}_{\mathbf{j}-\mathbf{2}}+C \nabla\left(\nabla \cdot \mathbf{w}_{\mathbf{j}-\mathbf{2}}\right) \\
C \nabla\left(\nabla \cdot \mathbf{u}_{\mathbf{j}-\mathbf{2}}\right)+M \nabla\left(\nabla \cdot \mathbf{w}_{\mathbf{j}-\mathbf{2}}\right)
\end{array}\right] \tag{33}
\end{align*}
$$

From $(31), \mathcal{L}$ has a nontrivial null space, which contains the vector $\left[\mathbf{u}_{\mathbf{0}}, \mathbf{w}_{\mathbf{0}}\right]^{\mathbf{T}}$. Because $\mathcal{L}$ is complex symmetric, the complex conjugate $\left[\mathbf{u}_{\mathbf{0}}^{*}, \mathbf{w}_{\mathbf{0}}^{*}\right]^{\mathbf{T}}$ is in the null space of the adjoint of $\mathcal{L}$. The Fredholm alternative then implies that $\left[\mathbf{u}_{0}^{*}, \mathbf{w}_{0}^{*}\right]^{\mathbf{T}}$ is orthogonal to the right-hand side of (32), i.e.,

$$
\begin{equation*}
\mathbf{u}_{\mathbf{0}} \cdot \mathbf{R}_{\mathbf{1}}\left(\nabla \phi, \mathbf{u}_{\mathbf{0}}, \mathbf{w}_{\mathbf{0}}\right)+\mathbf{w}_{\mathbf{0}} \cdot \mathbf{R}_{\mathbf{2}}\left(\nabla \phi, \mathbf{u}_{\mathbf{0}}, \mathbf{w}_{\mathbf{0}}\right)=0 \tag{34}
\end{equation*}
$$

Similarly, $\left[\mathbf{u}_{\mathbf{0}}^{*}, \mathbf{w}_{\mathbf{0}}^{*}\right]^{\mathbf{T}}$ is orthogonal to the right-hand side of (33) for all $j=2,3,4, \ldots$.
Equation (31) reduces to the Biot theory dispersion relations if $\nabla \phi$ is identified as the slowness vector. This is because a sinusoidal wave is a special case of the form (27), when $\phi$ is linear in $\mathbf{x}$. Of course, wave fields that are much more complicated than sinusoidal can be constructed from the general WKB expansion given here. However, analogous to the classification of wave modes, we can classify three distinct types of waves, which, for large $|\tilde{\rho}|$, correspond to seismic S-waves, seismic P-waves, and the Biot slow wave. This is done in the next three sections.
5. S-waves. First consider transverse waves $\mathbf{u}_{\mathbf{0}}=\mathbf{u}_{\mathbf{S}}, \mathbf{w}_{\mathbf{0}}=\mathbf{w}_{\mathbf{S}}, \phi=\phi_{S}$, satisfying

$$
\begin{equation*}
\mathbf{u}_{\mathbf{S}} \cdot \nabla \phi_{S}=\mathbf{w}_{\mathbf{S}} \cdot \nabla \phi_{S}=\mathbf{0} \tag{35}
\end{equation*}
$$

Substitution of (35) into (31) gives

$$
\begin{gather*}
\left(\rho-G\left(\nabla \phi_{S}\right)^{2}\right) \mathbf{u}_{\mathbf{S}}+\rho_{f} \mathbf{w}_{\mathbf{S}}=\mathbf{0}  \tag{36}\\
\rho_{f} \mathbf{u}_{\mathbf{S}}+\tilde{\rho} \mathbf{w}_{\mathbf{S}}=\mathbf{0} \tag{37}
\end{gather*}
$$

From (36) and (37) we get the dispersion relation for transverse waves

$$
\begin{equation*}
\rho-G\left(\nabla \phi_{S}\right)^{2}=\rho_{f}^{2} / \tilde{\rho} \tag{38}
\end{equation*}
$$

which for $|\tilde{\rho}|$ large can be written as

$$
\begin{equation*}
\left(\nabla \phi_{S}\right)^{2}=\frac{1}{V_{S}^{2}}+O\left(\frac{1}{|\tilde{\rho}|}\right) \tag{39}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{S}=\sqrt{\frac{G}{\rho}} \tag{40}
\end{equation*}
$$

is the elastic shear wave (seismic S-wave) speed. The eikonal equation [5, 10], (39) with the small terms neglected, identifies the phase as approximately that of an S-wave. The S-wave ray system is derived as the subcharacteristic curves of this equation, which in a homogeneous medium are straight lines in the directions of $\nabla \phi_{S}$.

From (39), corrections to $\phi_{S}$ are of order $O(1 /|\tilde{\rho}|)$. Because of the exponential factor in (27) these terms are negligible only if $\omega /|\tilde{\rho}| \ll 1$. Thus, this condition is necessary for elasticity theory without significant modification, e.g., with attenuation, to be valid.

From (37)

$$
\begin{equation*}
\mathbf{w}_{\mathbf{S}}=-\frac{\rho_{f}}{\tilde{\rho}} \mathbf{u}_{\mathbf{S}} \tag{41}
\end{equation*}
$$

From (41) note that for an S-wave, the fluid displacement relative to the solid is small, of order $O(1 /|\tilde{\rho}|)$. Thus the fluid motion does not depart substantially from the solid motion, as would be expected if the porous medium is to approximate an elastic solid.

To get a transport equation for the S-wave amplitudes, assume that $\mathbf{w}_{\mathbf{S}}$ is small compared to $\mathbf{u}_{\mathbf{S}}$, so that the second term in (34) may be neglected. Then simplifying, using that $\mathbf{u}_{\mathbf{S}}$ is orthogonal to $\nabla \phi_{S}$ and $\mathbf{w}_{\mathbf{S}}$ is small yields

$$
\begin{equation*}
\mathbf{u}_{\mathbf{S}} \cdot \mathbf{R}_{\mathbf{1}}=G \mathbf{u}_{\mathbf{S}} \cdot\left\{2\left(\nabla \phi_{S} \cdot \nabla\right) \mathbf{u}_{\mathbf{S}}+\left(\nabla \phi_{S}\right)^{2} \mathbf{u}_{\mathbf{S}}\right\}=0 \tag{42}
\end{equation*}
$$

This equation reduces to the usual transport equation in which energy is conserved in a ray tube [10]:

$$
\begin{equation*}
\nabla \cdot\left(\left(\mathbf{u}_{\mathbf{S}}\right)^{2} \nabla \phi_{S}\right)=0 \tag{43}
\end{equation*}
$$

To determine the direction of $\mathbf{u}_{\mathbf{s}}$, note that $\mathbf{u}_{\mathbf{0}}^{\prime}=\nabla \phi_{S} \times \mathbf{u}_{\mathbf{s}}, \mathbf{w}_{\mathbf{0}}^{\prime}=-\left(\rho_{f} / \tilde{\rho}\right) \mathbf{u}_{\mathbf{0}}^{\prime}$ is also a solution of (31). That is, $\left[\nabla \phi_{S} \times \mathbf{u}_{\mathbf{S}},-\left(\rho_{f} / \tilde{\rho}\right) \nabla \phi_{S} \times \mathbf{u}_{\mathbf{S}}\right]^{T}$ is in the null space of $\mathcal{L}$, and so the complex conjugate of this vector is in the null space of the adjoint of $\mathcal{L}$. Therefore, the Fredholm alternative implies that $\left[\left(\nabla \phi_{S} \times \mathbf{u}_{\mathbf{S}}\right)^{*},\left(-\left(\rho_{f} / \tilde{\rho}\right) \nabla \phi_{S} \times \mathbf{u}_{\mathbf{S}}\right)^{*}\right]^{T}$ is orthogonal to $\left[\mathbf{R}_{\mathbf{1}}\left(\nabla \phi_{S}, \mathbf{u}_{\mathbf{S}}, \mathbf{w}_{\mathbf{S}}\right), \mathbf{R}_{\mathbf{2}}\left(\nabla \phi_{S}, \mathbf{u}_{\mathbf{S}}, \mathbf{w}_{\mathbf{S}}\right)\right]^{T}$. To leading order,

$$
\begin{equation*}
\left(\nabla \phi_{S} \times \mathbf{u}_{\mathbf{S}}\right) \cdot\left\{\left(\nabla \phi_{S} \cdot \nabla\right) \mathbf{u}_{\mathbf{S}}\right\}=0 \tag{44}
\end{equation*}
$$

Thus changes in $\mathbf{u}_{\mathbf{S}}$ in the direction of $\nabla \phi_{S}$ remain in the plane determined by $\nabla \phi_{S}$ and $\mathbf{u}_{\mathbf{s}}$. Since, in a homogeneous medium, the rays are straight lines in the direction of $\nabla \phi_{\mathbf{S}}$, the direction of $\mathbf{u}_{\mathbf{S}}$ remains constant along a ray.

To summarize, we will use the following approximation for S-waves when $-i \omega \mathbf{u}_{\mathbf{S}}$ is of order $O(1)$ :

$$
\begin{align*}
\mathbf{u} & =e^{i \omega \phi_{S}}\left[\mathbf{u}_{\mathbf{S}}+O\left(\frac{1}{\omega|\tilde{\rho}|}\right)+O\left(\frac{1}{\omega^{2}}\right)\right] \\
\mathbf{w} & =e^{i \omega \phi_{S}}\left[-\frac{\rho_{f}}{\tilde{\rho}} \mathbf{u}_{\mathbf{S}}+O\left(\frac{1}{\omega|\tilde{\rho}|^{2}}\right)+O\left(\frac{1}{\omega^{2}}\right)\right] \tag{45}
\end{align*}
$$

Here $\mathbf{u}_{\mathbf{S}}$, with $\mathbf{u}_{\mathbf{S}} \cdot \nabla \phi_{S}=0$, is determined by (43) and (44), and $\phi_{S}$ is determined, with error of order $O(1 /|\tilde{\rho}|)$, by (39).
6. P-waves. Next, consider longitudinal waves

$$
\begin{equation*}
\mathbf{u}_{\mathbf{0}}=u_{L} \nabla \phi, \quad \mathbf{w}_{\mathbf{0}}=w_{L} \nabla \phi, \tag{46}
\end{equation*}
$$

where $u_{L}, w_{L}$ are scalars. Putting (46) into (31) gives

$$
\begin{gather*}
\left(\rho-(\lambda+2 G)(\nabla \phi)^{2}\right) u_{L}+\left(\rho_{f}-C(\nabla \phi)^{2}\right) w_{L}=0  \tag{47}\\
\left(\rho_{f}-C(\nabla \phi)^{2}\right) u_{L}+\left(\tilde{\rho}-M(\nabla \phi)^{2}\right) w_{L}=0 \tag{48}
\end{gather*}
$$

From (47) and (48) we obtain the longitudinal dispersion relation

$$
\begin{equation*}
\left(\rho_{f}-C(\nabla \phi)^{2}\right)^{2}=\left(\tilde{\rho}-M(\nabla \phi)^{2}\right)\left(\rho-(\lambda+2 G)(\nabla \phi)^{2}\right) \tag{49}
\end{equation*}
$$

There are two roots of the quadratic equation (49) for $(\nabla \phi)^{2}$. One root $\phi_{P}$ is obtained asymptotically by a power series expansion in $(\tilde{\rho})^{-1}$ :

$$
\begin{equation*}
\left(\nabla \phi_{P}\right)^{2}=\frac{1}{V_{P}^{2}}+O\left(\frac{1}{|\tilde{\rho}|}\right) \tag{50}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{P}=\sqrt{\frac{(\lambda+2 G)}{\rho}} \tag{51}
\end{equation*}
$$

is the elastic compressional wave (seismic P-wave) speed. Neglecting the small terms in the eikonal equation (50) identifies these waves as, approximately, seismic P-waves. For this root, the solution is written as

$$
\begin{equation*}
\mathbf{u}_{\mathbf{0}}=u_{P} V_{P} \nabla \phi_{P}, \quad \mathbf{w}_{\mathbf{0}}=w_{P} V_{P} \nabla \phi_{P} \tag{52}
\end{equation*}
$$

The constant factor $V_{P}$ is inserted in (52) because $V_{p} \nabla \phi_{P}$ is a unit vector.
The ray system for P-waves are the subcharacteristic curves of equation (50), i.e., straight lines in the direction of $\nabla \phi_{P}$.

As for S-waves, the condition $\omega /|\tilde{\rho}| \ll 1$ must be assumed for accuracy of $\exp \left\{i \omega \phi_{P}\right\}$, when terms of order $O(1 /|\tilde{\rho}|)$ are dropped in determining $\phi_{P}$. Also, as for S-waves, the fluid motion does not depart substantially from that of the solid. This can be seen by combining (48), (52), and (50) to get

$$
\begin{equation*}
w_{P} \sim \frac{1}{\tilde{\rho}}\left(\frac{C}{V_{P}^{2}}-\rho_{f}\right) u_{P} \tag{53}
\end{equation*}
$$

To derive the transport equation, let $w_{P}$ be small compared to $u_{P}$, and substitute into (34). Then use of (50) yields again the transport equation for energy conservation in a ray tube:

$$
\begin{equation*}
\nabla \cdot\left(u_{P}^{2} \nabla \phi_{P}\right)=0 \tag{54}
\end{equation*}
$$

To summarize, we will use the following approximation for P -waves when $-i \omega u_{P}$ is of order $O(1)$ :

$$
\begin{align*}
\mathbf{u} & =e^{i \omega \phi_{P}}\left[u_{P} \frac{\nabla \phi_{P}}{\left|\nabla \phi_{P}\right|}+O\left(\frac{1}{\omega|\tilde{\rho}|}\right)+O\left(\frac{1}{\omega^{2}}\right)\right] \\
\mathbf{w} & =e^{i \omega \phi_{P}}\left[\frac{1}{\tilde{\rho}}\left(\frac{C}{V_{P}^{2}}-\rho_{f}\right) u_{P} \frac{\nabla \phi_{P}}{\left|\nabla \phi_{P}\right|}+O\left(\frac{1}{\omega|\tilde{\rho}|^{2}}\right)+O\left(\frac{1}{\omega^{2}}\right)\right] . \tag{55}
\end{align*}
$$

Here $u_{P}$ is determined by (54) and $\phi_{P}$ is determined, with error of order $O(1 /|\tilde{\rho}|)$, by (50).
7. Biot slow waves. To obtain asymptotically the second root of (49) let $\phi=$ $\phi_{B}$ be written as

$$
\begin{equation*}
\phi_{B}=\sqrt{\tilde{\rho}} \bar{\phi}_{B}, \tag{56}
\end{equation*}
$$

where the square root is in the first quadrant. Then asymptotically

$$
\begin{equation*}
\left(\nabla \bar{\phi}_{B}\right)^{2}=\frac{1}{\tilde{M}^{2}}+O\left(\frac{1}{|\tilde{\rho}|}\right) \tag{57}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{M}=\sqrt{M-\frac{C^{2}}{(\lambda+2 G)}} \tag{58}
\end{equation*}
$$

is real. The eikonal equation (57), with (56), identifies this wave as the Biot slow wave, which is slow because its speed, $V_{B}=\operatorname{Re}\{\tilde{M} / \sqrt{\tilde{\rho}}\}$, is small. It is a diffusive wave, which decays rapidly as it propagates away from where it originates. This is because the exponential factor in the WKB. expansion is

$$
\begin{equation*}
e^{i \omega \phi_{B}}=e^{\frac{(-1+i)}{\sqrt{2}} \omega \sqrt{|\tilde{\rho}| \bar{\phi}_{B}}} \tag{59}
\end{equation*}
$$

which is transcendentally small unless $\left|\omega \sqrt{|\tilde{\rho}|} \bar{\phi}_{B}\right|$ is $O(1)$.
If $\bar{\phi}_{B}$ is determined from (57) with the error terms dropped, then $\bar{\phi}_{B}$ is accurate up to an error of order $O(1 /|\tilde{\rho}|)$. In this case corrections to the argument of the exponential in (59) have an error of $O(\omega / \sqrt{|\tilde{\rho}|})$, and so higher order terms in $\tilde{\rho}^{-1}$ might be significant depending on the size of this ratio. Nevertheless, in what follows, we will not need to consider corrections to $\bar{\phi}_{B}$, because the leading order term is sufficient to determine when the slow wave is transcendentally small such that it need not be calculated at all; and because we will use the exponential only where $\bar{\phi}_{B} \equiv 0$ to all orders in $\tilde{\rho}$.

For the phase $\bar{\phi}_{B}$ the solution is written as

$$
\begin{equation*}
\mathbf{u}_{\mathbf{0}}=u_{B} \tilde{M} \nabla \bar{\phi}_{B}, \quad \mathbf{w}_{\mathbf{0}}=w_{B} \tilde{M} \nabla \bar{\phi}_{B} \tag{60}
\end{equation*}
$$

The constant factor $\tilde{M}$ is inserted in (60) because $\tilde{M} \nabla \bar{\phi}_{B}$ is a unit vector.
From (47), (57), and (58) we obtain that, dropping terms of order $O(1 /|\tilde{\rho}|)$,

$$
\begin{equation*}
w_{B} \sim-\frac{(\lambda+2 G)}{C} u_{B} \tag{61}
\end{equation*}
$$

Note that $w_{B}$ is not small compared to $u_{B}$ unlike the corresponding expressions for P - and S -waves. This is consistent with the fact that these waves have no analogue in elasticity theory. Thus differences from elasticity theory can occur, but only locally near where a Biot slow wave originates. We will show in the next section that at interfaces excited by an EM wave, Biot slow waves can play an important role in determining other wave amplitudes, even though the slow waves themselves are undetectably small away from the interfaces.

To obtain the transport equation for the slow wave amplitudes, substitute (60) (61) into (34) and use (56) and (57). After simplification, the result is again conservation of energy in a ray tube:

$$
\begin{equation*}
\nabla \cdot\left(u_{B}^{2} \nabla \bar{\phi}_{B}\right)=0 \tag{62}
\end{equation*}
$$

The above equations determine the amplitudes $u_{B}$ and $w_{B}$ to an error of order $O(1 /|\tilde{\rho}|)$.

In the next section, we will need to differentiate $\mathbf{u}$ and $\mathbf{w}$ in order to calculate the pressure and stress tensor from (6) and (5). A subtlety then arises in the case of the Biot slow wave, since differentiation of the exponential in (59) brings down a large factor of $\sqrt{\tilde{\rho}}$. In this case the higher order terms such as $\mathbf{u}_{\mathbf{1}}, \mathbf{w}_{\mathbf{1}}$ appear to be significant if $\sqrt{|\tilde{\rho}|} / \omega$ is not small. To obtain the form of these higher order terms in $\omega$, but to leading order in $|\tilde{\rho}|$, substitute (56) into (31)-(33) and write the result in matrix form. Let

$$
\mathcal{L}^{(0)}=\mathcal{L}^{(0)}\left(\nabla \bar{\phi}_{B}\right)=\left[\begin{array}{ll}
-G\left(\bar{\phi}_{B}\right)^{2} \mathbf{I}-(\lambda+G) \nabla \bar{\phi}_{B} \nabla \bar{\phi}_{B}^{T} & -C \nabla \bar{\phi}_{B} \nabla \bar{\phi}_{B}^{T}  \tag{63}\\
-C \nabla \bar{\phi}_{B} \nabla \bar{\phi}_{B}^{T} & \mathbf{I}-M \bar{\phi}_{B} \nabla \bar{\phi}_{B}^{T}
\end{array}\right] .
$$

Then the equations can be written as

$$
\mathcal{L}^{(0)}\left[\begin{array}{l}
\mathbf{u}_{\mathbf{0}}  \tag{64}\\
\mathbf{w}_{\mathbf{0}}
\end{array}\right]=O\left(\frac{1}{|\tilde{\rho}|}\right),
$$

and for $j=1,2, \ldots$,

$$
\mathcal{L}^{(0)}\left[\begin{array}{c}
\mathbf{u}_{\mathbf{j}}  \tag{65}\\
\mathbf{w}_{\mathbf{j}}
\end{array}\right]=\frac{1}{\sqrt{\tilde{\rho}}}\left[\begin{array}{l}
\mathbf{R}_{\mathbf{1}}\left(\nabla \bar{\phi}_{B}, \mathbf{u}_{\mathbf{j}-\mathbf{1}}, \mathbf{w}_{\mathbf{j}-\mathbf{1}}\right) \\
\mathbf{R}_{\mathbf{2}}\left(\nabla \bar{\phi}_{B}, \mathbf{u}_{\mathbf{j}-\mathbf{1}}, \mathbf{w}_{\mathbf{j}-\mathbf{1}}\right)
\end{array}\right]+O\left(\frac{1}{|\tilde{\rho}|}\right)
$$

The solution of (64) and (65) may be expanded as a power series in $(\tilde{\rho})^{-1 / 2}$ :

$$
\begin{align*}
\mathbf{u}_{\mathbf{j}} & =\sum_{m=0}^{\infty}(\tilde{\rho})^{(-m / 2)} \mathbf{u}_{\mathbf{j}, \mathbf{m}} \\
\mathbf{w}_{\mathbf{j}} & =\sum_{m=0}^{\infty}(\tilde{\rho})^{(-m / 2)} \mathbf{w}_{\mathbf{j}, \mathbf{m}} \tag{66}
\end{align*}
$$

Letting $|\tilde{\rho}| \rightarrow \infty$, the leading order terms, $\mathbf{u}_{\mathbf{j}, \mathbf{0}}, \mathbf{w}_{\mathbf{j}, \mathbf{0}}$, satisfy, for $j=0,1,2, \ldots$,

$$
\mathcal{L}^{(0)}\left[\begin{array}{l}
\mathbf{u}_{\mathbf{j}, \mathbf{0}}  \tag{67}\\
\mathbf{w}_{\mathbf{j}, \mathbf{0}}
\end{array}\right]=\mathbf{0} .
$$

Consideration of the null space of $\mathcal{L}^{(0)}$ shows that for $j=0,1,2, \ldots$

$$
\begin{equation*}
\mathbf{u}_{\mathbf{j}, \mathbf{0}}=u_{B, j} \tilde{M} \nabla \bar{\phi}_{B}, \quad \mathbf{w}_{\mathbf{j}, \mathbf{0}}=w_{B, j} \tilde{M} \nabla \bar{\phi}_{B} \tag{68}
\end{equation*}
$$

where

$$
\begin{equation*}
w_{B, j}=-\frac{(\lambda+2 G)}{C} u_{B, j} \tag{69}
\end{equation*}
$$

Finally, the Fredholm condition for the $j$ th term is that the vector $\left[\nabla \bar{\phi}_{B}\right.$, $\left.-C^{-1}(\lambda+2 G) \nabla \bar{\phi}_{B}\right]^{* T}$ is orthogonal to $\left[\mathbf{R}_{\mathbf{1}}\left(\nabla \bar{\phi}_{B}, \mathbf{u}_{\mathbf{j}, \mathbf{0}}, \mathbf{w}_{\mathbf{j}, \mathbf{0}}\right), \mathbf{R}_{\mathbf{2}}\left(\nabla \bar{\phi}_{B}, \mathbf{u}_{\mathbf{j}, \mathbf{0}}, \mathbf{w}_{\mathbf{j}, \mathbf{0}}\right)\right]$. As in the case of $j=0$, which was first done separately above, we derive the expression for energy conservation in a ray tube:

$$
\begin{equation*}
\nabla \cdot\left(u_{B, j}^{2} \nabla \bar{\phi}_{B}\right)=0 \tag{70}
\end{equation*}
$$

Therefore the same relations (68), (69), and (70) govern the slow wave amplitudes to leading order in $\tilde{\rho}^{-1 / 2}$ to all orders $j=0,1,2, \ldots$ in $(i \omega)^{-j}$. These are the same relations (60), (61), and (62) that were first derived for $j=0$. However, corrections to $\bar{\phi}_{B}$ and to the $j=0$ amplitude terms are of order $O(1 /|\tilde{\rho}|)$, while corrections to the amplitudes for $j \geq 1$ are larger, of order $O(1 / \sqrt{|\tilde{\rho}|})$.

To summarize, we will use the following approximation for Biot slow waves when $-i \omega u_{B}$ and $-i \omega u_{B, j}$ are of order $O(1)$ :

$$
\begin{align*}
& \mathbf{u} \sim e^{i \omega \sqrt{\tilde{\rho}} \bar{\phi}_{B}}\left[u_{B} \frac{\nabla \bar{\phi}_{B}}{\left|\nabla \bar{\phi}_{B}\right|}\right.\left.+O\left(\frac{1}{\omega|\tilde{\rho}|}\right)+\sum_{j=1}^{\infty}\left(\frac{u_{B, j}}{(i \omega)^{j}} \frac{\nabla \bar{\phi}_{B}}{\left|\nabla \bar{\phi}_{B}\right|}+O\left(\frac{1}{\omega^{j+1} \sqrt{|\tilde{\rho}|}}\right)\right)\right]  \tag{71}\\
& \mathbf{w} \sim-\frac{(\lambda+2 G)}{C} e^{i \omega \sqrt{\tilde{\rho}} \bar{\phi}_{B}}\left[u_{B} \frac{\nabla \bar{\phi}_{B}}{\left|\nabla \bar{\phi}_{B}\right|}+O\left(\frac{1}{\omega|\tilde{\rho}|}\right)\right. \\
&\left.+\sum_{j=1}^{\infty}\left(\frac{u_{B, j}}{(i \omega)^{j}} \frac{\nabla \bar{\phi}_{B}}{\left|\nabla \bar{\phi}_{B}\right|}+O\left(\frac{1}{\omega^{j+1} \sqrt{|\tilde{\rho}|}}\right)\right)\right]
\end{align*}
$$

Here $u_{B}, u_{B, j}$ are determined by (62) and (70), and $\tilde{\phi_{B}}$ is determined, with error of order $O(1 /|\tilde{\rho}|)$, by (57).
8. Initial amplitudes of the seismic waves. Combining (45), (55), and (71), a wavefield with the three types of waves is written as

$$
\begin{align*}
\mathbf{u} \sim & e^{i \omega \phi_{S}}\left[u_{S 1} \mathbf{e}_{1}+u_{S 2} \mathbf{e}_{\mathbf{2}}+O\left(\frac{1}{\omega|\tilde{\rho}|}\right)+O\left(\frac{1}{\omega^{2}}\right)\right]  \tag{72}\\
& +e^{i \omega \phi_{P}}\left[u_{P} \frac{\nabla \phi_{P}}{\left|\nabla \phi_{P}\right|}+O\left(\frac{1}{\omega|\tilde{\rho}|}\right)+O\left(\frac{1}{\omega^{2}}\right)\right] \\
& +e^{i \omega \sqrt{\tilde{\rho} \bar{\phi}_{B}}}\left[u_{B} \frac{\nabla \bar{\phi}_{B}}{\left|\nabla \bar{\phi}_{B}\right|}+O\left(\frac{1}{\omega|\tilde{\rho}|}\right)+\sum_{j=1}^{\infty}\left(\frac{u_{B, j}}{(i \omega)^{j}} \frac{\nabla \bar{\phi}_{B}}{\left|\nabla \bar{\phi}_{B}\right|}+O\left(\frac{1}{\omega^{j+1} \sqrt{|\tilde{\rho}|}}\right)\right)\right] \\
\mathbf{w} \sim & e^{i \omega \phi_{S}}\left[-\frac{\rho_{f}}{\tilde{\rho}}\left(u_{S 1} \mathbf{e}_{\mathbf{1}}+u_{S 2} \mathbf{e}_{\mathbf{2}}\right)+O\left(\frac{1}{\omega|\tilde{\rho}|^{2}}\right)+O\left(\frac{1}{\omega^{2}}\right)\right] \\
& +e^{i \omega \phi_{P}}\left[\frac{1}{\tilde{\rho}}\left(\frac{C}{V_{P}^{2}}-\rho_{f}\right) u_{P} \frac{\nabla \phi_{P}}{\left|\nabla \phi_{P}\right|}+O\left(\frac{1}{\omega|\tilde{\rho}|^{2}}\right)+O\left(\frac{1}{\omega^{2}}\right)\right]-\frac{(\lambda+2 G)}{C} \\
& \times e^{i \omega \sqrt{\tilde{\rho} \bar{\phi}_{B}}}\left[u_{B} \frac{\nabla \bar{\phi}_{B}}{\left|\nabla \bar{\phi}_{B}\right|}+O\left(\frac{1}{\omega|\tilde{\rho}|}\right)+\sum_{j=1}^{\infty}\left(\frac{u_{B, j}}{(i \omega)^{j}} \frac{\nabla \bar{\phi}_{B}}{\left|\nabla \bar{\phi}_{B}\right|}+O\left(\frac{1}{\omega^{j+1} \sqrt{|\tilde{\rho}|}}\right)\right)\right]
\end{align*}
$$

Here $\mathbf{e}_{\mathbf{1}}, \mathbf{e}_{\mathbf{2}}$ are orthogonal unit vectors, orthogonal to $\nabla \phi_{S}$, and $u_{S 1}, u_{S 2}, u_{P}, u_{B}$, $u_{B, j}$ are scalar wave amplitudes. As noted previously, each of these amplitudes is anticipated to be of order $O(1 / \omega)$, because of the form of interface conditions (19), (20), (23), and (26).

In the expression for $\mathbf{w}$ in equation (72) the small terms of order $O(1 /|\tilde{\rho}|)$ will dominate the exponentially small slow wave term, except when the slow wave phase $\bar{\phi}_{B}$ is near zero. However, as shown below, $\bar{\phi}_{B}=0$ at an interface where waves originate, and it is then the slow wave term that dominates the expression for $\mathbf{w}$.

Consider an interface $\mathcal{S}$ separating two homogeneous media, and at each point of $\mathcal{S}$ let $\mathbf{n}$ be a unit normal pointing into the side $\mathcal{S}^{+}$, i.e., away from $\mathcal{S}^{-}$. We will show that the interface conditions of section 3 can be satisfied by introducing two waves, $\mathbf{u}^{ \pm}, \mathbf{w}^{ \pm}$, each of the form of (72), originating at $\mathcal{S}^{ \pm}$and subsequently propagating up and down into the two homogeneous media separated by $\mathcal{S}$.

First note that none of the interface conditions from section 3 have rapid spatial oscillations. Therefore all the phases must vanish on $\mathcal{S}$ :

$$
\begin{equation*}
\phi_{S}^{ \pm}=\phi_{P}^{ \pm}=\bar{\phi}_{B}^{ \pm}=0 \quad \text { on } \mathcal{S} . \tag{73}
\end{equation*}
$$

From (73), every interface is a wavefront for every type of wave. In particular, $\nabla \phi_{S}^{ \pm}, \nabla \phi_{P}^{ \pm}, \nabla \bar{\phi}_{B}^{ \pm}$are all orthogonal to $\mathcal{S}$. Since rays propagate in the direction of the phase gradients, it is apparent that all P -, S -, and Biot slow wave rays leave $\mathcal{S}$ in the orthogonal direction. That is, the rays for $\mathbf{u}^{+}, \mathbf{w}^{+}$originating at $\mathcal{S}^{+}$are in the direction $\mathbf{n}$, while those for $\mathbf{u}^{-}, \mathbf{w}^{-}$originating at $\mathcal{S}^{-}$are in the direction $-\mathbf{n}$. These observations are sufficient for determination of the phases to leading order in $\tilde{\rho}$, via conventional ray tracing.

Similarly, the transport (43), (54), and (62) are sufficient to determine the eight wave amplitudes, provided that their initial values $u_{S 1}^{ \pm}, u_{S 2}^{ \pm}, u_{P}^{ \pm}, u_{B}^{ \pm}$are known on $\mathcal{S}^{ \pm}$. We next determine those initial values by using the eight scalar interface conditions derived in section 3.

First, we obtain from (72) and (73) that to leading order

$$
\begin{gather*}
\mathbf{u}^{ \pm} \sim u_{S 1}^{ \pm} \mathbf{e}_{\mathbf{1}}+u_{S 2}^{ \pm} \mathbf{e}_{\mathbf{2}} \pm u_{P}^{ \pm} \mathbf{n} \pm u_{B}^{ \pm} \mathbf{n} \quad \text { on } \mathcal{S}^{ \pm},  \tag{74}\\
\mathbf{w}^{ \pm} \cdot \mathbf{n} \sim \mp \frac{\left(\lambda^{ \pm}+2 G^{ \pm}\right)}{C^{ \pm}} u_{B}^{ \pm} \quad \text { on } \mathcal{S}^{ \pm}, \tag{75}
\end{gather*}
$$

since the slow wave dominates the expression for $\mathbf{w}$ on $\mathcal{S}$. In these equations $\lambda^{+}$ denotes the value of this parameter on $\mathcal{S}^{+}, \lambda^{-}$denotes the value of this parameter on $\mathcal{S}^{-}$, with a similar notation for the other parameters.

Next, differentiation of (72) yields

$$
\begin{align*}
& \nabla \cdot \mathbf{u}^{ \pm}=\sqrt{\tilde{\rho}^{ \pm}} \frac{\left(i \omega u_{B}^{ \pm}\right)}{\tilde{M}^{ \pm}}+\frac{\sqrt{\tilde{\rho}^{ \pm}}}{\tilde{M}^{ \pm}} \sum_{j=1}^{\infty} \frac{\left(i \omega u_{B, j}^{ \pm}\right)}{(i \omega)^{j}}+\frac{\left(i \omega u_{P}^{ \pm}\right)}{V_{P}}+o(1) \quad \text { on } \mathcal{S}^{ \pm}, \\
& \nabla \cdot \mathbf{w}^{ \pm}=-\frac{\sqrt{\tilde{\rho}^{ \pm}}}{\tilde{M}^{ \pm}} \frac{\left(\lambda^{ \pm}+2 G^{ \pm}\right)}{C^{ \pm}}\left[\left(i \omega u_{B}^{ \pm}\right)+\sum_{j=1}^{\infty} \frac{\left(i \omega u_{B, j}^{ \pm}\right)}{(i \omega)^{j}}\right]+o(1) \quad \text { on } \mathcal{S}^{ \pm} . \tag{76}
\end{align*}
$$

Inserting (76) into (6) and use of (57) yields that to leading order

$$
\begin{equation*}
p^{ \pm} \sim \sqrt{\tilde{\rho}^{ \pm}} \tilde{M}^{ \pm} \frac{\left(\lambda^{ \pm}+2 G^{ \pm}\right)}{C^{ \pm}}\left(i \omega u_{B}^{ \pm}\right) \quad \text { on } \mathcal{S}^{ \pm} . \tag{77}
\end{equation*}
$$

From (77) the Biot slow wave determines the fluid pressure on the boundary.

We next compute the normal stress on the interface. To do this, compute from (72),

$$
\begin{align*}
\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{\mathbf{T}}\right)^{ \pm}= & \pm \frac{\left(i \omega u_{S 1}^{ \pm}\right)}{V_{S}^{ \pm}}\left(\mathbf{e}_{\mathbf{1}} \mathbf{n}^{\mathbf{T}}+\mathbf{\mathbf { n e } _ { \mathbf { 1 } } ^ { \mathbf { T } } ) \pm \frac { ( i \omega u _ { S 2 } ^ { \pm } ) } { V _ { S } ^ { \pm } } ( \mathbf { e } _ { \mathbf { 2 } } \mathbf { n } ^ { \mathbf { T } } + \mathbf { n e } _ { \mathbf { 2 } } ^ { \mathbf { T } } )}\right.  \tag{78}\\
& +2 \frac{\left(i \omega u_{P}^{ \pm}\right)}{V_{P}^{ \pm}} \mathbf{n} \mathbf{n}^{\mathbf{T}}+2 \frac{\sqrt{\tilde{\rho}^{ \pm}}}{\tilde{M}^{ \pm}}\left(\left(i \omega u_{B}^{ \pm}\right)+\sum_{j=1}^{\infty} \frac{\left(i \omega u_{B, j}^{ \pm}\right)}{(i \omega)^{j}}\right) \mathbf{n n}^{\mathbf{T}}+o(1)
\end{align*}
$$

Again, the Biot slow wave term dominates this expression, because of the factor of $\sqrt{\tilde{\rho}^{ \pm}}$. However, on substitution of (76) and (78) into (5) and taking the dot product with $\mathbf{n}$ it is found that the slow wave contributions cancel out to all orders in $\omega$ in the expression for the normal stress. Because of this remarkable cancellation, it is not necessary to make assumptions about the size of the ratio of large parameters $\sqrt{|\tilde{\rho}|} / \omega^{j}$. The final expression for the normal stress is

$$
\begin{equation*}
\tau^{ \pm} \cdot \mathbf{n}=\frac{\left(\lambda^{ \pm}+2 G^{ \pm}\right)}{V_{P}^{ \pm}}\left(i \omega u_{P}^{ \pm}\right) \mathbf{n} \pm \frac{G^{ \pm}}{V_{S}^{ \pm}}\left(i \omega u_{S 1}^{ \pm}\right) \mathbf{e}_{\mathbf{1}} \pm \frac{G^{ \pm}}{V_{S}^{ \pm}}\left(i \omega u_{S 2}^{ \pm}\right) \mathbf{e}_{\mathbf{2}}+o(1) \tag{79}
\end{equation*}
$$

Now substitution of (74) into (19), (75) into (20), (77) into (23), and (79) into (26) yields eight scalar equations for the eight amplitudes $u_{S 1}^{ \pm}, u_{S 2}^{ \pm}, u_{P}^{ \pm}, u_{B}^{ \pm}$. After some algebra, and discarding higher order terms in $(i \omega)^{-1}$ the following formulas are obtained. Let

$$
\begin{align*}
& \gamma_{1}=\frac{\sqrt{\tilde{\rho}^{+}} \tilde{M}^{+}\left(\lambda^{+}+2 G^{+}\right) C^{-}}{\sqrt{\tilde{\rho}^{-}} \tilde{M}^{-}\left(\lambda^{-}+2 G^{-}\right) C^{+}}  \tag{80}\\
& \gamma_{2}=\left[1+\frac{\left(\lambda^{+}+2 G^{+}\right) V_{P}^{-}}{\left(\lambda^{-}+2 G^{-}\right) V_{P}^{+}}\right]^{-1}  \tag{81}\\
& \gamma_{3}=\left[1+\frac{V_{S}^{-} G^{+}}{V_{S}^{+} G^{-}}\right]^{-1} \tag{82}
\end{align*}
$$

Then

$$
\begin{align*}
& -i \omega u_{B}^{+}=\left[\frac{\left(\lambda^{+}+2 G^{+}\right)}{C^{+}}+\frac{\left(\lambda^{-}+2 G^{-}\right)}{C^{-}} \gamma_{1}\right]^{-1}[|L \mathbf{E} \cdot \mathbf{n}|]  \tag{83}\\
& -i \omega u_{P}^{+}=\gamma_{2}\left[\left|\left(\frac{\rho_{f}}{\rho}\right) L \mathbf{E} \cdot \mathbf{n}\right|\right]-\gamma_{2}\left(1+\gamma_{1}\right)\left(-i \omega u_{B}^{+}\right)  \tag{84}\\
& -i \omega u_{S j}^{+}=\gamma_{3}\left[\left|\left(\frac{\rho_{f}}{\rho}\right) L \mathbf{E} \cdot \mathbf{e}_{\mathbf{j}}\right|\right] \text { for } j=1,2 . \tag{85}
\end{align*}
$$

The corresponding formulas for $u_{B}^{-}, u_{P}^{-}, u_{S j}^{-}$may be obtained from those above by replacing $\mathbf{n}$ by $-\mathbf{n}$, and reversing the roles of + and - . Alternatively, the following
formulas may be used:

$$
\begin{align*}
& u_{B}^{-}=\gamma_{1} u_{B}^{+} \\
& u_{P}^{-}=\frac{V_{P}^{-}}{V_{P}^{+}} \frac{\left(\lambda^{+}+2 G^{+}\right)}{\left(\lambda^{-}+2 G^{-}\right)} u_{P}^{+}  \tag{86}\\
& u_{S j}^{-}=-\frac{V_{S}^{-}}{V_{S}^{+}} \frac{G^{+}}{G^{-}} u_{S j}^{+} \quad \text { for } \quad j=1,2 .
\end{align*}
$$

9. Comparison with an exact solution. To assess the accuracy of the asymptotic solution, we compared it to the results of a computer program designed to solve electroseismic problems in piecewise homogeneous media that are plane layered. For such media, where the material properties vary only with the depth dimension, special methods exist which are based on two-dimensional Fourier transformation of the lateral spatial dimensions. Consequently, plane layered media are the only class of piecewise homogeneous problems in electroseismic prospecting for which solutions that are exact, to within roundoff error and the numerical accuracy of the Fourier transforms, can be computed. One example of such a computer code for layered media is described in [8]. Details of the computer code used here will be described in a separate publication.

For simplicity, we ignored the earth-air boundary, considering a medium consisting of just two homogeneous half spaces joined at an interface at depth $D$. The source is a single, positive 1 amp point electrode at the origin $x=y=z=0$, with the corresponding negative electrode at $\infty$. For comparison, conversions at the EM source were removed. For a negative electrode at a finite location on the surface $z=0$, the solution computed here is translated spatially to the location of the electrode and the sign reversed. If both electrodes are at finite locations, i.e., the source is a bipole, then the solutions for the two electrodes are summed. Finally, from linearity of the equations, the results can be scaled for any current.

We computed a number of cases that fell well within the regime for which seismic ray tracing is valid. Figures 1 and 2 show the predicted geophone response, that is, the vertical velocity of the solid caused by seismic waves converted from EM at the interface, for one of these cases. Plotted are the amplitude vs. offset and phase vs. offset for geophones located on the surface $z=0$ at a distance from the source corresponding to the offset coordinate. Note that the phase plotted here is just the phase of the complex number representing the geophone response at a point, not one of the WKB phases, as defined in previous sections. For many of the parameter values we investigated there were no discernible differences between the asymptotic solution and that of the layer code when the results were displayed graphically. However, for the example plotted in Figures 1 and 2 the amplitude vs. offset and phase vs. offset plots do show some small differences near zero offset. Still, the comparison is excellent, as would be expected if we were testing the accuracy of ray tracing for this example.

The parameter values used for Figures 1 and 2 were as follows: $D=1000 \mathrm{~m}$; frequency is $30 \mathrm{~Hz} ; \sigma=0.1(\mathrm{ohm}-\mathrm{m})^{-1}$ in the upper layer and $\sigma=0.001(\mathrm{ohm}-\mathrm{m})^{-1}$ in the lower layer; $\epsilon=0$ throughout, i.e., displacement currents have been neglected, as is common in geoelectric prospecting [20]; $\mu=4 \pi \times 10^{-7} \mathrm{H} / \mathrm{m}$ throughout, i.e., the magnetic permeability of free space; $\eta=1.0 \times 10^{-3} \mathrm{~Pa}$-sec in both layers; $\kappa=$ $1.0 \times 10^{-16} \mathrm{~m}^{2}$ in the upper layer and $\kappa=1.0 \times 10^{-13} \mathrm{~m}^{2}$ in the lower layer; $L=$ $1.0 \times 10^{-9} \mathrm{~m}^{2} / \mathrm{V}$-sec in both layers.


Fig. 1. Vertical velocity, amplitude vs. offset.


Fig. 2. Vertical velocity, phase vs. offset.

For both layers the solid density was taken as $\rho_{s}=2650 \mathrm{~kg} / \mathrm{m}^{2}$ and the porosity as 0.3 . The fluid density was taken as $\rho_{f}=980 \mathrm{~kg} / \mathrm{m}^{2}$ in the upper layer and $\rho_{f}=$ $784 \mathrm{~kg} / \mathrm{m}^{2}$. The density in each layer was then calculated as the porosity weighted average of the fluid and solid densities.

The Biot theory parameters were calculated using the theory of Pride, Gangi, and Morgan [15] and reasonable numbers for the variables. Values were $V_{P}=1800 \mathrm{~m} / \mathrm{sec}$


Fig. 3. Vertical velocity at zero offset. Amplitude vs. density of reservoir fluid.
and $V_{S}=1080 \mathrm{~m} / \mathrm{sec}$ for both layers. Then calculated values in $\mathrm{N} / \mathrm{m}^{2}$ were $\lambda=$ $1,949,572,601, G=2,506,593,700, M=22,436,559$, and $C=21,603,901$ in the upper layer and $\lambda=1,896,229,249, G=2,438,009,381, M=22,436,554$, and $C=21,626,820$ in the lower layer.

Comparison of the asymptotic theory with the geophone response for plane layered media is really only a test of the P -wave amplitude theory. This is because the Biot slow wave does not propagate back to the surface; moreover, since all rays are orthogonal to the plane of the layering, shear waves cannot contribute to the vertical velocity of the solid. However, from the derivation of the theory, it is expected that the S -wave accuracy will be comparable to that of the P -waves.

In Figure 3 the amplitude of the vertical velocity at zero offset is plotted as a function of fluid density in the lower layer, with excellent agreement of the asymptotic theory and the layer code over four orders of magnitude in fluid density. From (84) the vertical velocity, which is determined by the P-waves, is the sum of two terms: the first term in (84) and the second, i.e., the Biot slow wave term. As seen in Figure 3 , for small fluid densities both terms contribute about equally, while for large fluid densities the first term dominates, and the slow wave term is unimportant. There is, however, a narrow range of fluid densities for which the Biot slow wave determines the response, and the first term is unimportant. Altogether, both terms are needed to cover the full range of possibilities.
10. Conclusions. As stated in section 1, the theory developed here can be used to link conventional EM modeling software with conventional seismic ray tracing software to model the electroseismic response of three-dimensional subsurface structures in the earth. The theory can also be used to obtain simple estimates of the electroseismic response if the electric field can be estimated at depth; then use can be made of the fact that the tangential component of the electric field is continuous across the interface, while the normal components on both sides of the interface are in inverse
proportion to the conductivities. For example, since conductivities of a hydrocarbon reservoir are often orders of magnitude less than that of other kinds of rock, good P -wave responses are to be expected from reservoir boundaries, because of the large discontinuities in the normal electric field there.

In addition, the amplitude formulas (80)-(85) can be used to estimate other parametric dependencies of the electroseismic response. For example, note from (84) and (85) that all permeability dependencies in both the P- and S-waves are contained in the Biot slow wave term, through the dependence of $\gamma_{1}$ on $\tilde{\rho}$. Thus there is no permeability information in the S -waves, and the P -waves will also lack permeability information in cases where the slow wave term is unimportant compared to the other term in (84). In general, determination of permeability using the type of electroseismic prospecting described here is expected to be problematic. This contrasts with the permeability estimates obtained from EM conversions in the near field of a Stonely wave, as described in [12].

The theory derived here is expected to be of about the same order of accuracy as seismic ray theory. It also suffers from naive ray theory's defects, which include, for instance, edge diffraction. While this phenomenon must surely occur in electroseismics, it and other diffraction phenomena have not been included in the present theory.
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#### Abstract

The DC response of an electrochemical thin film, such as the separator in a microbattery, is analyzed by solving the Poisson-Nernst-Planck equations, subject to boundary conditions appropriate for an electrolytic/galvanic cell. The model system consists of a binary electrolyte between parallel-plate electrodes, each possessing a compact Stern layer, which mediates Faradaic reactions with nonlinear Butler-Volmer kinetics. Analytical results are obtained by matched asymptotic expansions in the limit of thin double layers and compared with full numerical solutions. The analysis shows that (i) decreasing the system size relative to the Debye screening length decreases the voltage of the cell and allows currents higher than the classical diffusion-limited current; (ii) finite reaction rates lead to the important possibility of a reaction-limited current; (iii) the Stern-layer capacitance is critical for allowing the cell to achieve currents above the reaction-limited current; and (iv) all polarographic (current-voltage) curves tend to the same limit as reaction kinetics become fast. Dimensional analysis, however, shows that "fast" reactions tend to become "slow" with decreasing system size, so the nonlinear effects of surface polarization may dominate the DC response of thin films.
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Introduction. Microelectrochemical systems pose interesting problems for applied mathematics because traditional "macroscopic" approximations of electroneutrality and thermal equilibrium [1], which make the classical transport equations more tractable [2], break down at small scales, approaching the Debye screening length. Of course, the relative importance of surface phenomena also increases with miniaturization. Microelectrochemical systems of current interest include ion channels in biological membranes $[3,4,5]$ and thin-film batteries $[6,7,8,9,10]$, which could revolutionize the design of modern electronics with distributed on-chip power sources. In the latter context, the internal resistance of the battery is related to the nonlinear current-voltage characteristics of the separator, consisting of a thin-film electrolyte (solid, liquid, or gel) sandwiched between flat electrodes and interfacial layers where Faradaic electron-transfer reactions occur [11]. Under such conditions, the internal resistance is unlikely to be simply constant, as is usually assumed.

Motivated by the application to thin-film batteries, here we revisit the classical problem of steady conduction between parallel, flat electrodes, studied by Nernst [12] and Brunner $[13,14]$ a century ago. As in subsequent studies of liquid $[15,16]$ and solid $[17,18]$ electrolytes, we do not make Nernst's assumption of bulk electroneutrality and work instead with the Poisson-Nernst-Planck (PNP) equations, allowing

[^96]for diffuse charge in solution [1, 2]. What distinguishes our analysis from previous work on current-voltage relations (or "polarographic curves") is the use of more realistic nonlinear boundary conditions describing (i) Butler-Volmer reaction kinetics and (ii) the surface capacitance of the compact Stern layer, as in the recent paper of Bonnefont, Argoul, and Bazant [19]. Such boundary conditions, although complicating mathematical analysis, generally cannot be ignored in microelectrochemical cells, where interfaces play a crucial role. Diffuse-charge dynamics, which can be important for high-power applications, also complicates analysis [20], but in most cases it is reasonable to assume that electrochemical thin films are in a steady state, due to the short distances for electrodiffusion.

We stress, however, that steady state does not imply thermal equilibrium when the system sustains a current, driven by an applied voltage. In this paper, we focus on applied voltages small enough to justify the standard boundary-layer analysis of the PNP equations, which yields charge densities in thermal equilibrium at leading order in the limit of thin double layers [21]. In a companion paper [22], we extend the analysis to larger voltages, at [23] and above [24] the Nernst's diffusion-limited current, and show how more realistic boundary conditions affect diffuse charge, far from thermal equilibrium. In both cases, we obtain novel formulae for polarographic curves by asymptotic analysis in the limit of thin double layers, which we compare with numerical solutions, and we focus on a variety of dimensionless physical parameters: the reaction-rate constants (scaled to the typical diffusive flux) and the ratios of the Stern length to the Debye length to the electrode separation.

1. Mathematical model. Let us consider uniform conduction through a dilute, binary electrolyte between parallel-plate electrodes separated by a distance, $L$. Our goal is to determine the steady-state response of the electrochemical cell to either an applied voltage, $V$, or an applied current, $I$. Specifically, we seek the electric potential $\Phi(X)$ and the concentrations $C_{+}(X)$ and $C_{-}(X)$ of cations and anions in the region $0 \leq X \leq L$. The Faradaic current is driven by redox reactions occurring at the electrodes, and we neglect any other chemical reactions, such as dissociation/ recombination in the bulk solution or hydrogen production. Since we do not assume electroneutrality, the region of integration extends to the point where the continuum approximation breaks down near each electrode, roughly a few molecules away. In other words, our integration region includes the "diffuse part" but not the "compact part" of the double layer $[1,11,25,26]$.
1.1. Transport equations. In the context of dilute solution theory $[1,2]$, the governing equations for this situation are the steady PNP equations:

$$
\begin{align*}
& \frac{d}{d X}\left(D_{+} \frac{d C_{+}}{d X}+\mu_{+} z_{+} F C_{+} \frac{d \Phi}{d X}\right)=0  \tag{1}\\
& \frac{d}{d X}\left(D_{-} \frac{d C_{-}}{d X}+\mu_{-} z_{-} F C_{-} \frac{d \Phi}{d X}\right)=0  \tag{2}\\
& -\frac{d}{d X}\left(\epsilon_{s} \frac{d \Phi}{d X}\right)=\left(z_{+} C_{+}-z_{-} C_{-}\right) F \tag{3}
\end{align*}
$$

where $F$ is Faraday's constant (a mole of charge), $z_{ \pm}, \mu_{ \pm}$, and $D_{ \pm}$are the charge numbers, mobilities, and diffusivities of each ionic species, respectively, and $\epsilon_{s}$ is the permittivity of the solvent, all taken to be constant in the limit of infinite dilution. The first two equations set divergences of the ionic fluxes to zero in order to maintain the steady state, and the third is Poisson's equation relating the electric potential to
the charge density. In each flux expression, the first term represents diffusion and the second electromigration. The Einstein relation, $\mu_{ \pm}=D_{ \pm} / R T$, relates mobilities and diffusion coefficients via the absolute temperature, $T$, and the universal gas constant, $R$.

Due to the potentially large electric fields in thin films, as in interfacial double layers, these classical approximations could break down [1, 25, 26]. For example, the polarization of solvent molecules in large electric fields can lower the solvent dielectric permittivity by an order of magnitude, while also affecting diffusivity and mobility. The solution can also become locally so concentrated or depleted of certain ions as to make finite sizes and/or interactions (and thus ionic activities) important. In spite of these concerns, however, it is reasonable to analyze the PNP equations before considering more complicated transport models, especially because our focus is on the effect of boundary conditions.
1.2. Electrode boundary conditions. Although PNP equations constitute a well-understood and widely accepted approximation, appropriate boundary conditions for them are not so clear, and drastic approximations, such as constant concentration, potential or surface charge (or zeta potential), are usually made, largely out of mathematical convenience. On the other hand, in the context of electric circuit models for electrochemical cells [20, 27, 28], much effort has been made to describe the nonlinear response of the electrode-electrolyte interface, while describing the bulk solution as a simple circuit element, such as a resistor. Here, we formulate general boundary conditions based on classical models of the double layer [11, 25, 26], with a unified description of ion transport by the PNP equations.

Our first pair of boundary conditions sets the normal anion flux to zero at each electrode,

$$
\begin{align*}
D_{-} \frac{d C_{-}}{d X}(0)+\mu_{-} z_{-} F C_{-}(0) \frac{d \Phi}{d X}(0) & =0  \tag{4}\\
D_{-} \frac{d C_{-}}{d X}(L)+\mu_{-} z_{-} F C_{-}(L) \frac{d \Phi}{d X}(L) & =0 \tag{5}
\end{align*}
$$

on the assumption that anions do not specifically adsorb onto the surfaces, which holds for many anions at typical metal surfaces (e.g., $\mathrm{SO}_{4}^{-2}, \mathrm{OH}^{-}, \mathrm{F}^{-}$). The second pair relates the normal cation flux to the net deposition (or dissolution) flux, or reactionrate density, $R\left(C_{+}, \Delta \Phi_{S}\right)$, which in the dilute limit is assumed to depend only on cation concentration and potential drop, $\Delta \Phi_{S}$, across the compact part of the double layer, originally proposed by Stern [29]. Following the convention in electrochemistry, we take $\Delta \Phi_{S}$ to be the potential of the electrode surface measured relative to the solution. The reference potential is chosen so that the cathode, located at $X=0$, is at zero potential and the anode, located at $X=1$, is at the applied cell voltage $V$. Therefore, we have the following two boundary conditions:

$$
\begin{align*}
D_{+} \frac{d C_{+}}{d X}(0)+\mu_{+} z_{+} F C_{+}(0) \frac{d \Phi}{d X}(0) & =R\left(C_{+}(0), \Phi(0)\right)  \tag{6}\\
-D_{+} \frac{d C_{+}}{d X}(L)-\mu_{+} z_{+} F C_{+}(L) \frac{d \Phi}{d X}(L) & =R\left(C_{+}(L), \Phi(L)-V\right) . \tag{7}
\end{align*}
$$

For electrodes, it is typical to assume a balance of forward (deposition) and backward (dissolution) reaction rates biased by the Stern voltage with an Arrhenius temperature dependence,

$$
\begin{equation*}
R\left(C_{+}, \Delta \Phi_{S}\right)=K_{c} C_{+} \exp \left(\frac{-\alpha_{c} z F \Delta \Phi_{S}}{R T}\right)-K_{a} C_{M} \exp \left(\frac{\alpha_{a} z F \Delta \Phi_{S}}{R T}\right), \tag{8}
\end{equation*}
$$

where $C_{M}$ is the (constant) density of electrode metal and $K_{c}$ and $K_{a}$ are rate constants for the cathodic and anodic reactions [1]. (Expressing the reaction rate in terms of the surface overpotential, $\eta_{S}=\Delta \Phi_{S}-\Delta \Phi_{S}^{e q}$, where $\Delta \Phi_{S}^{e q}$ is the Stern-layer voltage in the absence of current, $R=0$, yields the more common form of the Butler-Volmer equation [1, 26].) The Stern-layer voltage contributes $-z F \Delta \Phi_{S}$ to the activation energy barriers multiplied by transfer coefficients $\alpha_{c}$ and $\alpha_{a}$ for the cathodic and anodic reactions, respectively, where $\alpha_{c} \approx \alpha_{a} \approx \frac{1}{2}$, for single electron transfer reactions [1, 26, 30].

Following Frumkin [31], we apply (8) just outside the Stern layer, in contrast to "macroscopic" models which postulate the Butler-Volmer equation as a purely empirical description of reactions between the electrode surface and the electrically neutral bulk solution. Physically, the Frumkin approach makes more sense since the activation energy barrier described by the Butler-Volmer equation actually exists at the atomic scale in the Stern layer, not across the entire "interface" including diffuse charge in solution. We are not aware of any prior analysis with the full, nonlinear Butler-Volmer equation as a boundary condition on the PNP equations other than that of Bonnefont, Argoul, and Bazant [19]. Earlier analyses by Chang and Jaffé [15], Jaffé and LeMay [16], and Itskovich, Kornyshev, and Vorotyntsev [17] also include electrode reactions, but only for small perturbations around equilibrium.

The final pair of boundary conditions determines the electric potential by specifying the voltage drop across the Stern layer in terms of the local electric field and concentrations,

$$
\begin{align*}
0-\Phi(0) & =\Delta \Phi_{S}\left(\frac{d \Phi}{d X}(0), C_{+}(0), C_{-}(0)\right),  \tag{9}\\
V-\Phi(L) & =\Delta \Phi_{S}\left(-\frac{d \Phi}{d X}(L), C_{+}(L), C_{-}(L)\right) . \tag{10}
\end{align*}
$$

In macroscopic electrochemistry, these boundary conditions are usually replaced by the assumption of electroneutrality (which eliminates the need to solve Poisson's equation) or by simple Dirichlet boundary conditions on the potential [1]. In colloidal science, they are likewise replaced by simple boundary conditions of constant surface charge (or zeta potential) [32,33]. Here, we incorporate more realistic properties of the interface as follows: Neglecting the specific adsorption of anions, the Stern layer acts as a nonlinear capacitor in series with the diffuse layer. Grahame's celebrated electrocapillary measurements [34, 35] suggest that (i) the Stern-layer capacitance, $C_{S}$, is roughly independent of concentration, depending mainly on the (variable) total charge, $\sigma$,

$$
\begin{equation*}
\frac{d\left(\Delta \Phi_{S}\right)}{d \sigma}=\frac{1}{C_{S}(\sigma)}, \tag{11}
\end{equation*}
$$

and (ii) dilute solution theory accurately describes the capacitance, $C_{D}\left(\sigma, C_{+}\right)$, of the diffuse layer, at least when the charge and current are small enough to be well described by the Poisson-Boltzmann theory (as derived below). Using Gauss's law, the surface charge density can be expressed in terms of the normal electric field, $\sigma=-\epsilon_{S} d \Phi / d X$, where $\epsilon_{S}$ is an effective permittivity of the compact layer. Therefore,
integrating (11), Grahame's model corresponds to the assumption

$$
\begin{equation*}
\Delta \Phi_{S}=\int_{0}^{-\epsilon_{S} d \Phi / d x} \frac{d \sigma}{C_{S}(\sigma)} \tag{12}
\end{equation*}
$$

which determines how the voltage across the compact layer (relative to the point of zero charge for which $\Delta \Phi_{S}=0$ ) varies as the two capacitors become charged. The function, $C_{S}(\sigma)$, should be fit to experimental or theoretical electrocapillary curves at large concentrations (since $1 / C_{\text {total }}=1 / C_{D}+1 / C_{S} \approx 1 / C_{S}$ in that case).

The simplest model that captures this interplay between the compact and diffuse layers is the Stern model [11, 26], which assumes the capacitance of the compact layer, $C_{S}$, to be constant [29]. While more complicated models for the compact layer have been proposed [36, 37, 25], the Stern model suffices for our purposes, because it allows us to describe surface capacitance easily in the context of our model of Faradaic reactions. Following Itskovich, Kornyshev, and Vorotyntsev [17] and Bonnefont, Argoul, and Bazant [19], let us introduce an effective width, $\lambda_{S}$, for the compact layer, $\lambda_{S}=\epsilon_{S} / C_{S}$, so that (12) reduces to a linear extrapolation of the potential across the compact layer, $-\Delta \Phi_{S}=\lambda_{S} d \Phi / d x$. Substituting this expression into (9) and (10) yields two Robin boundary conditions,

$$
\begin{align*}
\Phi(0)-\lambda_{S} \frac{d \Phi}{d X}(0) & =0  \tag{13}\\
\Phi(L)+\lambda_{S} \frac{d \Phi}{d X}(L) & =V \tag{14}
\end{align*}
$$

completing a set of six boundary conditions for our three second-order differential equations. Physically, the Stern layer, as an effective solvation shell for the electrode, is only a few molecules wide, so it is best to think of $\lambda_{S}$ as simply a measure of the capacitance of the Stern layer. More generally, the same boundary condition could also describe a thin dielectric layer on the electrode [38, 39, 40], e.g., arising from surface contamination or a passivating monolayer.

Note that since the anion flux is zero, the current passing through the cell is proportional to the cation flux (everywhere in the cell, since it is constant),

$$
\begin{equation*}
I=z_{+} F A\left(D_{+} \frac{d C_{+}}{d X}+\mu_{+} z_{+} F C_{+} \frac{d \Phi}{d X}\right) \tag{15}
\end{equation*}
$$

where $A$ is the electrode area and a current flow towards the cathode $(x=0)$ is taken to be positive. Under potentiostatic conditions, the cell voltage $V$ is given, and the steady-state polarization curve $I(V)$ is determined by solving the equations. Conversely, under galvanostatic conditions, $I$ is fixed, and we solve for $V(I)$.
1.3. An integral constraint. As formulated above, the boundary value problem is not well posed. Since the anion flux is constant throughout the cell according to (2), the two anion flux boundary conditions are degenerate, leaving one constant of integration undetermined. This is not surprising, as we have omitted one crucial physical parameter: the total number of anions. More precisely, because anions do not react, we must specify their total number, which remains constant as the steady state is reached. This corresponds to the constraint

$$
\begin{equation*}
\frac{1}{L} \int_{0}^{L} C_{-}(X) d X=C_{r e f} \tag{16}
\end{equation*}
$$

where $C_{r e f}$ is the initial concentration of anions.

Note that the total number of cations (and hence the total charge) is not known a priori because the removal of cations at the cathode and the injection of cations at the anode may significantly alter their total number. This may seem counterintuitive since we are accustomed to assuming that we know the total cation concentration at all times based on the original molarity of the solution, but this "macroscopic" thinking does not apply when the physics at the microscopic level are explicitly being studied (e.g., diffuse charge layers or microelectrochemical systems). Mathematically, the reaction boundary conditions at the electrodes (6) and (7) are sufficient to determine the total cation concentration (and total charge), as long as the total anion concentration is specified.
1.4. Dimensionless formulation. To facilitate our analysis, we formulate the problem in dimensionless form. For simplicity we also assume that the electrolyte is symmetric, $z_{+}=-z_{-} \equiv z$, which does not qualitatively affect any of our conclusions as long as $z_{+} /\left|z_{-}\right|$is not too different from 1 (which holds for most simple, aqueous electrolytes). Scaling the basic variables

$$
\begin{equation*}
x \equiv X / L, \quad c_{ \pm}(x) \equiv C_{ \pm}(x L) / C_{r e f}, \quad \phi(x) \equiv \frac{z F \Phi(x L)}{R T} \tag{17}
\end{equation*}
$$

equations (1)-(3) become

$$
\begin{gather*}
\frac{d^{2} c_{+}}{d x^{2}}+\frac{d}{d x}\left(c_{+} \frac{d \phi}{d x}\right)=0  \tag{18}\\
\frac{d^{2} c_{-}}{d x^{2}}-\frac{d}{d x}\left(c_{-} \frac{d \phi}{d x}\right)=0  \tag{19}\\
-\epsilon^{2} \frac{d^{2} \phi}{d x^{2}}=\frac{1}{2}\left(c_{+}-c_{-}\right) \tag{20}
\end{gather*}
$$

where $\epsilon \equiv \lambda_{D} / L$ is the ratio of the Debye screening length $\lambda_{D} \equiv \sqrt{\frac{\epsilon_{s} R T}{2 z^{2} F^{2} C_{r e f}}}$ to the distance between electrodes. The Debye length is typically on the order of nanometers, so $\epsilon$ is always extremely small for macroscopic electrochemical cells. This situation changes, however, as $L$ or $C_{r e f}$ is decreased, and in the case of nanoelectrochemical systems $\epsilon$ could be as large as 10 .

The two flux equations are easily integrated, using (4) to evaluate one constant and leaving the other constant expressed in terms of the current via (15),

$$
\begin{align*}
& \frac{d c_{+}}{d x}+c_{+} \frac{d \phi}{d x}=4 j  \tag{21}\\
& \frac{d c_{-}}{d x}-c_{-} \frac{d \phi}{d x}=0 \tag{22}
\end{align*}
$$

where we have defined a dimensionless current density, $j \equiv I / I_{d}$, scaled to the Nernst's diffusion-limited current density (see section 2.1), $I_{d} \equiv 4 z F D_{+} C_{r e f} A / L$. Since diffuse charge is of primary interest here, it is convenient to introduce

$$
\begin{equation*}
c=\frac{1}{2}\left(c_{+}+c_{-}\right) \quad \text { and } \quad \rho=\frac{1}{2}\left(c_{+}-c_{-}\right) \tag{23}
\end{equation*}
$$

the average concentration of ions and (half) the charge density, respectively, which leaves us with a coupled set of one second-order and two first-order differential
equations,

$$
\begin{gather*}
\frac{d c}{d x}+\rho \frac{d \phi}{d x}=2 j,  \tag{24}\\
\frac{d \rho}{d x}+c \frac{d \phi}{d x}=2 j,  \tag{25}\\
-\epsilon^{2} \frac{d^{2} \phi}{d x^{2}}=\rho \tag{26}
\end{gather*}
$$

Nondimensionalizing the boundary conditions (remembering that there is an extra condition needed to determine the current-voltage relation, $j(v)$ or $v(j)$ ), we obtain

$$
\begin{align*}
\phi(0)-\delta \epsilon \frac{d \phi}{d x}(0) & =0,  \tag{27}\\
\phi(1)+\delta \epsilon \frac{d \phi}{d x}(1) & =v,  \tag{28}\\
k_{c}[c(0)+\rho(0)] e^{\alpha_{c} \phi(0)}-j_{r} e^{-\alpha_{a} \phi(0)} & =j,  \tag{29}\\
-k_{c}[c(1)+\rho(1)] e^{\alpha_{c}(\phi(1)-v)}+j_{r} e^{-\alpha_{a}(\phi(1)-v)} & =j,  \tag{30}\\
\int_{0}^{1}[c(x)-\rho(x)] d x & =1, \tag{31}
\end{align*}
$$

where

$$
\begin{equation*}
k_{c} \equiv \frac{K_{c} L}{4 D_{+}}, \quad j_{r} \equiv \frac{K_{a} L C_{M}}{4 D_{+} C_{r e f}}, \quad v \equiv \frac{z F V}{R T}, \quad \text { and } \quad \delta \equiv \frac{\lambda_{S}}{\lambda_{D}} . \tag{32}
\end{equation*}
$$

Keep in mind that the dimensionless rate constants decrease with system size, so that "fast reactions" $\left(k_{c}, j_{r} \gg 1\right)$ may become "slow reactions" $\left(k_{c}, j_{r}=O(1)\right)$ as $L$ is reduced to the micron or submicron scale.

It is important to note that we have scaled the effective Stern-layer width, $\lambda_{S}$, with the Debye screening length, $\lambda_{D}$, rather than the electrode separation $L$, thus introducing the factor $\epsilon=\lambda_{D} / L$ in (27) and (28). This choice is important for our asymptotic analysis of the limit $\epsilon \rightarrow 0$ at fixed $\delta$, which is intended to describe situations in which $L$ is much larger than both $\lambda_{S}$ and $\lambda_{D}$. Without it, our analysis would assume that as $\epsilon \rightarrow 0$ the Stern layer becomes infinitely wide compared to the diffuse layer, even though it is mainly the macroscopic electrode separation which varies. The limit of very small Stern layer capacitance, which amounts to the Helmholtz model of the double layer [41], is best studied by letting $\delta \rightarrow \infty$ after $\epsilon \rightarrow 0$. In contrast, because $\epsilon$ and $\delta$ would both be small, the limit of very large Stern-layer capacitance can be studied by simply letting $\delta=0$, yielding the Dirichlet boundary conditions

$$
\begin{equation*}
\phi(0)=0, \quad \phi(1)=1 \tag{33}
\end{equation*}
$$

of the Gouy-Chapman model of the double layer [42, 43]. In our work, we shall consider both limits, starting with the assumption that $\delta=O(1)$, which corresponds to the Gouy-Chapman-Stern model of the double layer [11, 26].

For one-dimensional problems, galvanostatic conditions are more mathematically convenient than potentiostatic conditions. In the former case, $j$ is given, and $v(j)$ is easily obtained from the Stern boundary condition at the anode (28). In the latter case, however, $v$ is specified and $j(v)$ must be determined self-consistently to satisfy (28). Therefore, we shall assume that the current $j$ is specified and solve (24)-(26) subject to the boundary conditions (29) and (30) and the integral constraint (31).
2. Boundary-layer analysis. In this section, we briefly review the classical asymptotic analysis of the PNP equations, pioneered independently by Chernenko [44], Newman [21], and MacGillivray [45], which involves boundary layers of width $\epsilon$ (corresponding to diffuse-charge layers of dimensional width, $\lambda_{D}$ ). As discussed below, the classical asymptotics breaks down at large currents approaching diffusion limitation. Unlike most previous authors, who assume either a fixed potential [42, 43] or fixed interfacial charge [21] at an isolated electrode or fixed concentrations at cell boundaries with ion-permeable membranes $[4,5,24]$, we solve for the response of a complete, two-electrode galvanic cell with boundary conditions for Faradaic reactions and Stern-layer capacitance.

Throughout this section, the reader may refer to Figure 1, which compares the uniform asymptotic solutions derived below to numerical solutions at several values of $\epsilon$. These figures illustrate the structure of the field variables in the cell as well as give an indication of the quality of the asymptotic solutions. The numerical solutions are obtained by a straightforward iterative spectral method, described in a companion paper [22].
2.1. Electroneutrality in the bulk solution. The most fundamental approximation in electrochemistry is that of bulk electroneutrality [1]. As first emphasized by Newman [21], however, this does not mean that the charge density is vanishing or unimportant, but rather that over macroscopic distances the charge density is small compared to the total concentration, $\left|C_{+}-C_{-}\right| \ll C_{+}+C_{-}$, or, in our dimensionless notation, $|\rho| \ll c$. Mathematically, the "macroscopic limit" corresponds to the limit $\epsilon=\lambda_{D} / L \rightarrow 0$. The electroneutral solution is just the leading order solution when asymptotic series of the form $f(x)=f^{(0)}(x)+\epsilon f^{(1)}(x)+\epsilon^{2} f^{(2)}(x)+\cdots$ are substituted for the field variables in (24)-(26).

Carrying out these substitutions and collecting terms with like powers of $\epsilon$, we obtain a hierarchy of differential equations for the expansion functions. At $O(1)$ we have

$$
\begin{equation*}
\frac{d \bar{c}^{(0)}}{d x}=2 j, \quad-\bar{c}^{(0)} \bar{E}^{(0)}=2 j, \quad \bar{\rho}^{(0)}=0 \tag{34}
\end{equation*}
$$

where the bar accent indicates that these expansions are valid in the "bulk region" $\epsilon \ll x \ll 1-\epsilon$ ( or $\lambda_{D} \ll X \ll L-\lambda_{D}$ ). Integrating these equations, we obtain the leading order bulk solution:

$$
\begin{align*}
\bar{c}^{(0)}(x) & =c_{o}+2 j x  \tag{35}\\
\bar{E}^{(0)}(x) & =\frac{-1}{x+c_{o} / 2 j}  \tag{36}\\
\bar{\phi}^{(0)}(x) & =\phi_{o}+\log \left(1+\frac{2 j x}{c_{o}}\right), \tag{37}
\end{align*}
$$

where the constants of integration $c_{o}$ and $\phi_{o}$ are the values of the bulk concentration and potential extrapolated to the cathode surface at $x=0$. Note that, despite quasielectroneutrality, the electrostatic potential does not satisfy Laplace's equation at leading order in the bulk, as emphasized by Levich [46] and Newman [1]. Noting the presence of $\epsilon^{2}$ in (26) for the dimensionless potential, it is clear that a negligible charge density, $\rho=O\left(\epsilon^{2}\right)$, is perfectly consistent with a nonvanishing Laplacian of the potential. More precisely, we have


FIG. 1. Numerical solutions (solid lines) compared with the leading order uniformly valid approximations (dashed lines) given by (58)-(61) for the dimensionless potential $\phi(x)$, electric field $E(x)$, concentration $c(x)$, and charge density $\rho(x)$ for the case $j=0.9, k_{c}=10, j_{r}=10, \delta=0$, and $\epsilon=0.001,0.01,0.1$. Linear scales on the left show the entire cell, while log scales on the left zoom in on the cathodic region. Note that in the concentration and charge density profiles, the numerical and asymptotic solutions are barely distinguishable for $\epsilon \leq 0.01$.

$$
\begin{equation*}
\bar{\rho}^{(2)}(x)=\frac{d^{2} \bar{\phi}^{(0)}}{d x^{2}}(x)=\frac{1}{\left(x+c_{o} / 2 j\right)^{2}} \tag{38}
\end{equation*}
$$

at $O\left(\epsilon^{2}\right)$ in (26).
The integral constraint, (31), can be used to evaluate the constant $c_{o}$. If we assume that $c_{-}$in the boundary layers does not diverge as $\epsilon \rightarrow 0$, then they contribute only $O(\epsilon)$ to the total anion number. Therefore,

$$
\begin{equation*}
1=\int_{0}^{1} c_{-}(x) d x=\int_{0}^{1} \bar{c}^{(0)}(x) d x+O(\epsilon)=c_{o}+j+O(\epsilon) \tag{39}
\end{equation*}
$$

which implies that $c_{o}=1-j$.
At leading order in the bulk, we have recovered the classical theory dating back a century to Nernst $[12,13,14]$. The solution is electrically neutral with a linear concentration profile whose slope is proportional to the current. This approximation leads to one of the fundamental concepts in electrochemistry, that there exists a "limiting current," $j=1$, or

$$
\begin{equation*}
I=I_{d}=\frac{4 z F D_{+} C_{r e f} A}{L} \tag{40}
\end{equation*}
$$

corresponding to zero concentration at the cathode, $c_{o}=1-j=0$. The current is limited by the maximum rate of mass transfer allowed by diffusion, and larger currents would lead to unphysical and mathematically inconsistent negative concentrations (see the appendix).

Examination of the electric field exposes the same limitation on the current: a singularity exists at $j=1$ that blocks larger currents from being attained. The leading-order bulk approximation to the electric field, $\bar{E}^{(0)}=1 /[x+(1-j) / 2 j]$, diverges near the cathode like $1 / x$ in the limit $j \rightarrow 1$. This would imply that the cell voltage $v$ (calculated below) diverges as $j \rightarrow 1$, thus providing a satisfactory theory of the limiting current since an infinite voltage would be necessary to exceed (or even attain) it. Unfortunately, this classical picture due to Nernst [12], based on passing to the singular limit $\epsilon=0$, is not valid for any finite value of $\epsilon$ because the solution is, in general, unable to satisfy all of the boundary conditions.
2.2. Diffuse charge layers in thermal equilibrium. We now derive the leading order description of the boundary layers in the standard way $[21,5,26,1]$, using (24)-(25). The singular perturbation in (26) can be eliminated with the rescaling $y=x / \epsilon$ indicating that the boundary layer at $x=0$ has a width $O(\epsilon)$. In terms of this inner variable, the governing equations in the cathode boundary layer are

$$
\begin{align*}
\frac{d c}{d y}+\rho \frac{d \phi}{d y} & =2 j \epsilon  \tag{41}\\
\frac{d \rho}{d y}+c \frac{d \phi}{d y} & =2 j \epsilon  \tag{42}\\
-\frac{d^{2} \phi}{d y^{2}} & =\rho \tag{43}
\end{align*}
$$

where $\epsilon$ now appears as a regular perturbation since solutions satisfying the cathode boundary conditions and the matching conditions still exist when $\epsilon=0$. At the anode, the appropriate inner variable is $y=(1-x) / \epsilon$, and the equations are the same as above except that $j$ is replaced with $-j$, since current is leaving the anode layer, while it is entering the cathode boundary layer.

Expanding the cathode boundary-layer fields (indicated by the check accent) as asymptotic series in powers of $\epsilon$, we obtain at leading order

$$
\begin{align*}
& \frac{d \check{c}^{(0)}}{d y}+\check{\rho}^{(0)} \frac{d \check{\phi}^{(0)}}{d y}=0,  \tag{44}\\
& \frac{d \check{\rho}^{(0)}}{d y}+\check{c}^{(0)} \frac{d \check{\phi}^{(0)}}{d y}=0 . \tag{45}
\end{align*}
$$

Using (23) to rewrite these equations in terms of $c_{+}$and $c_{-}$, we find that the flux of each ionic species in the boundary layer is zero at leading order:

$$
\begin{equation*}
\frac{d \check{c}_{ \pm}^{(0)}}{d y} \pm \check{c}_{ \pm}^{(0)} \frac{d \check{\phi}^{(0)}}{d y}=0 . \tag{46}
\end{equation*}
$$

While this equation appears to contradict the fact that the current is nonzero, the paradox is resolved in the same way as electroneutrality is reconciled with a nonharmonic potential in the bulk region: tiny fluctuations about the boundary-layer equilibrium concentration profiles at $O(\epsilon)$ are amplified by a scaling factor of $1 / \epsilon$ to sustain the $O(1)$ current. Thus, the leading order contribution to the current in the boundary layer is

$$
\begin{equation*}
\epsilon\left(\frac{d \check{c}_{+}^{(1)}}{d x}+\check{c}_{+}^{(1)} \frac{d \check{\phi}^{(0)}}{d x}+\check{c}_{+}^{(0)} \frac{d \check{\phi}^{(1)}}{d x}\right)=\frac{d \check{c}_{+}^{(1)}}{d y}+\check{c}_{+}^{(1)} \frac{d \check{\phi}^{(0)}}{d y}+\tilde{c}_{+}^{(0)} \frac{d \check{\phi}^{(1)}}{d y}=4 j . \tag{47}
\end{equation*}
$$

Integrating (46) and matching with the bulk, we find that the leading order ionic concentrations are Boltzmann equilibrium distributions: ${ }^{1}$

$$
\begin{equation*}
\check{c}_{ \pm}^{(0)}(y)=c_{o} e^{ \pm\left[\phi_{o}-\check{\phi}^{(0)}(y)\right]} \tag{48}
\end{equation*}
$$

where $c_{o}=1-j$ and $\phi_{o}=\bar{\phi}^{(0)}(0)$ are obtained by matching with the solution in the bulk. Note that the Boltzmann distribution arises not from an assumption of thermal equilibrium in the boundary layer but as the leading order concentration distribution, even in the presence of a nonnegligible $O(1)$ current.

The general leading-order solution was first derived by Gouy [42] and Chapman [43] and appears in numerous books $[1,26,32,33]$ and recent papers $[5,19]$ :

$$
\begin{align*}
\check{c}^{(0)}(y) & =c_{o} \cosh \left[\phi_{o}-\check{\phi}^{(0)}(y)\right],  \tag{49}\\
\check{\rho}^{(0)}(y) & =c_{o} \sinh \left[\phi_{o}-\check{\phi}^{(0)}(y)\right],  \tag{50}\\
\frac{d \check{\phi}^{(0)}}{d y} & =2 \sqrt{c_{o}} \sinh \left(\frac{\phi_{o}-\check{\phi}^{(0)}(y)}{2}\right),  \tag{51}\\
\check{\phi}^{(0)}(y) & =\phi_{o}+4 \tanh ^{-1}\left(\gamma_{o} e^{-\sqrt{c_{o}} y}\right), \tag{52}
\end{align*}
$$

where $\gamma_{o} \equiv \tanh \left(\zeta_{o} / 4\right)$ and $\zeta_{o} \equiv \check{\phi}^{(0)}(0)-\phi_{o}$ is the leading-order "zeta potential" across the cathodic diffuse layer, which plays a central role in electrokinetic phenomena $[32,33]$. Note that the magnitude of the diffuse layer electric field scales as $1 / \epsilon$, as illustrated in Figure 1.

The value of $\check{\phi}^{(0)}(0)$ hidden in the zeta potential $\zeta_{o}$ is determined by the Stern boundary condition, (27). If $\delta=0$ (Gouy-Chapman model), then $\check{\phi}^{(0)}(0)=0$, or $\zeta_{o}=-\phi_{o}$, which means that the entire voltage drop $\phi_{o}$ across the cathodic double layer occurs in the diffuse layer. If $\delta=\infty$ (Helmholtz model), then $\check{\phi}^{(0)}(0)=\phi_{o}$, or $\zeta_{o}=0$, in which case the Stern layer carries all the double-layer voltage. For finite $\delta>0$ (Stern model), $\zeta_{o}$ is obtained in terms of $\phi_{o}$ by solving a transcendental algebraic equation,

$$
\begin{equation*}
-\zeta_{o}=2 \delta \sqrt{c_{o}} \sinh \left(\zeta_{o} / 2\right)+\phi_{o}, \tag{53}
\end{equation*}
$$

[^97]which can be linearized about the two limiting cases and solved for $\zeta_{o}$,
\[

-\zeta_{o} \sim $$
\begin{cases}\phi_{o}-2 \delta \sqrt{c_{o}} \sinh \left(\phi_{o} / 2\right) & \text { if } \delta \ll \phi_{o} / 2 \sqrt{c_{o}} \sinh \left(\phi_{o} / 2\right)  \tag{54}\\ \phi_{o} / \delta \sqrt{c_{o}} & \text { if } \delta \gg \phi_{o} / 2 \sqrt{c_{o}}\end{cases}
$$
\]

Note that if $\phi_{o} \ll 1$, then $-\zeta_{o} \approx \frac{\phi_{o}}{1+\delta \sqrt{c_{o}}}$ is a reasonable approximation for any value of $\delta \geq 0$. Finally, we solve for $\phi_{o}$ by applying the Butler-Volmer rate equation, (29), which yields a transcendental algebraic equation for $\phi_{o}$ :

$$
\begin{equation*}
k_{c} c_{o} e^{-\zeta_{o}+\alpha_{c}\left(\zeta_{o}+\phi_{o}\right)}-j_{r} e^{-\alpha_{a}\left(\zeta_{o}+\phi_{o}\right)}=j \tag{55}
\end{equation*}
$$

Simultaneously solving the pair of (53) and (55) exactly is not possible in general, but below we will analyze various limiting cases.

In the anodic boundary layer, we find the same set of equations as (41)-(43) except that $j$ is replaced by $-j$. Therefore, since the fields do not depend on $j$ at leading order, the anodic boundary layer has the same structure but with different constants of integration. Thus, we find that the leading order description of the anodic boundary layer is given by (49)-(52) with $c_{o}, \phi_{o}, \gamma_{o}$, and $\zeta_{o}$ replaced by different constants $c_{1}, \phi_{1}, \gamma_{1}$, and $\zeta_{1}$, respectively. Moreover, it is straightforward to show that $c_{1}=\bar{c}^{(0)}(1)=1+j$ and $\phi_{1}=\phi_{o}+\log \left(\frac{1+j}{1-j}\right)$.

The leading-order anodic zeta potential, $\zeta_{1}$, and the potential drop across the entire anodic double layer, $v-\phi_{1}$, are found by solving another pair of transcendental algebraic equations resulting from the anode Stern and Butler-Volmer boundary conditions, (28) and (30),

$$
\begin{align*}
-\zeta_{1} & =2 \delta \sqrt{c_{1}} \sinh \left(\zeta_{1} / 2\right)+\phi_{1}-v,  \tag{56}\\
j & =-k_{c} c_{1} e^{-\zeta_{1}+\alpha_{c}\left(\zeta_{1}+\phi_{1}-v\right)}+j_{r} e^{-\alpha_{a}\left(\zeta_{1}+\phi_{1}-v\right)} . \tag{57}
\end{align*}
$$

As before, the Gouy-Chapman and Helmholtz limits are $\zeta_{1}=v-\phi_{1}$ and $\zeta_{1}=0$, respectively, and for small voltages (or currents) the approximation $\zeta_{1} \approx\left(v-\phi_{1}\right) /(1+$ $\left.\delta \sqrt{c_{1}}\right)$ is valid for all $\delta \geq 0$.
2.3. Leading order uniformly valid approximations. We obtain asymptotic approximations that are uniformly valid across the cell by adding the bulk and boundary-layer approximations and subtracting the overlapping parts:

$$
\begin{align*}
c(x) & =\left[\check{c}^{(0)}(x / \epsilon)-c_{o}\right]+\bar{c}^{(0)}(x)+\left[\hat{c}^{(0)}((1-x) / \epsilon)-c_{1}\right]+O(\epsilon)  \tag{58}\\
\rho(x) & =\check{\rho}^{(0)}(x / \epsilon)+\epsilon^{2} \bar{\rho}^{(2)}(x)+\hat{\rho}^{(0)}((1-x) / \epsilon)+O(\epsilon)  \tag{59}\\
E(x) & =\frac{1}{\epsilon} \frac{d \check{\phi}^{(0)}}{d y}(x / \epsilon)+\frac{d \bar{\phi}^{(0)}}{d x}(x)-\frac{1}{\epsilon} \frac{d \hat{\phi}^{(0)}}{d y}((1-x) / \epsilon)+O(\epsilon)  \tag{60}\\
\phi(x) & =\left[\check{\phi}^{(0)}(x / \epsilon)-\phi_{o}\right]+\bar{\phi}^{(0)}(x)+\left[\hat{\phi}^{(0)}((1-x) / \epsilon)-\phi_{1}\right]+O(\epsilon) . \tag{61}
\end{align*}
$$

Note that we have kept the $O\left(\epsilon^{2}\right)$ term in the charge density since it is the leadingorder contribution in the bulk region and is easily computed from (38). As shown in Figure 1, the leading-order uniformly valid solutions are very accurate for $\epsilon \leq 0.01$ (or $L \geq 100 \lambda_{D}$ ) and reasonably good for $\epsilon=0.1$. Since higher-order terms are not analytically tractable, it seems numerical solutions must suffice for nanolayers, where $\epsilon \approx 1$, or else other limits of various parameters must be considered, as below.

The discrepancy in electric potential profile at large $\epsilon$ in Figure 1 is particularly interesting because it arises from a constraint on the total potential drop across the cell.

To understand the origin of this voltage constraint, recall that the total cell voltage is determined by the current density flowing through the cell (via the voltage-current relationship). While $\epsilon$ is technically a parameter in the voltage-current relationship, a leading-order analysis does not capture the $\epsilon$ dependence. Thus, the leading-order cell voltage must be the same for all $\epsilon$, which is what we observe in Figure 1. A close examination of the potential and electric field profiles reveals that most of the error in the asymptotic solution for the potential comes from an over-prediction of the electric field strength (and therefore the potential drop) in the cathode region.
3. Polarographic curves for thin double layers, $\boldsymbol{\epsilon} \rightarrow \mathbf{0}$. The relationship between current and cell voltage is of primary importance in the study of any electrochemical system, so we now use the results from the previous section to calculate theoretical polarographic curves in several physically relevant regimes. We focus on the effects of the Stern capacitance and the reaction-rate constants through the dimensionless parameters, $\delta, k_{c}$, and $j_{r}$, with $\alpha_{c}=\alpha_{a}=1 / 2$. For a fixed voltage, the mathematical results are valid in the asymptotic limit of thin double layers, $\epsilon \rightarrow 0$.
3.1. Exact results at leading order. Using the uniformly valid approximation (61), we can write the leading-order approximation for the cell voltage as

$$
\begin{equation*}
v=\phi_{o}+2 \tanh ^{-1}(j)+\left(v-\phi_{1}\right) \tag{62}
\end{equation*}
$$

We can interpret this expression as a decomposition of the cell voltage into the potential drop across the cathode, bulk, and anode layers, respectively. Note the divergence in the bulk contribution to the cell voltage as $j \rightarrow 1$, which we expect from our earlier analysis. In the next section, we explore analytic solutions for several limiting cases and compare them to exact solutions given by (62) with the leading-order cathode and anode diffuse layer potential drops determined implicitly by (53), (55), (56). To make plots in our figures, we use Newton iteration to solve for $\phi_{o}$ and $v-\phi_{1}$ in this algebraic system.
3.2. Cell resistance at low current. Given the common practice of using linear circuit models to describe electrochemical systems [27, 28, 20], it is important to consider the low-current regime, where the cell acts as a simple resistance, $R=V / I$. First, we compute the potential drop across the double layers. Since the procedure is almost identical for the two boundary layers, we focus on the calculation for the cathode. By writing the boundary conditions (29) in the standard Butler-Volmer form involving the exchange current and surface overpotential $[26,1]$,

$$
\begin{equation*}
j=j_{o}^{c}\left(e^{-\alpha_{c} \eta_{s}^{c}}-e^{\alpha_{a} \eta_{s}^{c}}\right) \tag{63}
\end{equation*}
$$

where $j_{o}^{c}=\left(k_{c} c_{o} e^{-\zeta_{o}}\right)^{\alpha_{a}} j_{r}^{\alpha_{c}}$ and $\eta_{s}^{c}=\Delta \phi_{S}-\Delta \phi_{S}^{e q}$ are the cathode exchange current and surface overpotential, respectively. Note that the exchange current contains the Frumkin correction through the factor $e^{-\zeta_{o}}[26]$. For low-current densities, we expect the surface overpotential to be small, so we can linearize this equation to obtain

$$
\begin{equation*}
j \sim-j_{o}^{c} \eta_{s}^{c} \tag{64}
\end{equation*}
$$

where we have used the fact that $\alpha_{c}+\alpha_{a}=1$. Rewriting this equation in terms of $\check{\phi}(0)$, we find that

$$
\begin{equation*}
\check{\phi}(0) \sim \frac{j}{j_{o}^{c}}+\check{\phi}_{e q}(0) \tag{65}
\end{equation*}
$$

where $\check{\phi}_{e q}(0)$ is the value of $\check{\phi}(0)$ calculated from the cathode Butler-Volmer rate equation when there is no current flowing through the electrode. The zeta potential $\zeta_{o}$ in the formula for the exchange current is determined by combining (65) with (53) to obtain a single equation for $\zeta_{o}$ :

$$
\begin{equation*}
-2 \delta \sqrt{c_{o}} \sinh \left(\zeta_{o} / 2\right) \sim \frac{j}{\left(k_{c} c_{o} e^{-\zeta_{o}}\right)^{\alpha_{a}} j_{r}^{\alpha_{c}}}+\log \left(\frac{j_{r}}{k_{c} c_{o}}\right)+\zeta_{o} \tag{66}
\end{equation*}
$$

Finally, to compute the total double-layer potential drop, we add the potential drop across the diffuse layer to $\check{\phi}(0)$ :

$$
\begin{equation*}
\phi_{o}=\check{\phi}(0)-\zeta_{o} \sim \frac{j}{j_{o}^{c}}+\log \left(\frac{j_{r}}{k_{c} c_{o}}\right) \tag{67}
\end{equation*}
$$

A similar calculation at the anode results in

$$
\begin{equation*}
v-\phi_{1} \sim \frac{j}{j_{o}^{a}}+\log \left(\frac{k_{c} c_{1}}{j_{r}}\right) \tag{68}
\end{equation*}
$$

where $j_{o}^{a}=\left(k_{c} c_{1} e^{-\zeta_{1}}\right)^{\alpha_{a}} j_{r}^{\alpha_{c}}$ and $\zeta_{1}$ is determined by the anode equivalent of (66).
Combining these results with the potential drop across the bulk solution, we find that the total cell voltage is given by

$$
\begin{align*}
v(j) & \sim 4 \tanh ^{-1}(j)+\frac{j}{j_{o}^{c}}+\frac{j}{j_{o}^{a}} \\
& \approx j\left(4+\frac{1}{j_{o}^{c}}+\frac{1}{j_{o}^{a}}\right)  \tag{69}\\
& =j r .
\end{align*}
$$

This result gives the dimensionless resistance, $r$, of the electrochemical thin film as a function of the physical properties of the electrodes and the electrolyte. Note that the Stern-layer capacitance is accounted for implicitly via the calculation of the electrode zeta potentials.
3.3. Simple analytical formulae. The exact leading-order current-voltage relation simplifies considerably in a variety of physically relevant limits. These approximate formulae provide insight into the basic physics and may be useful in interpreting experimental data.
3.3.1. The Gouy-Chapman limit $(\boldsymbol{\delta} \rightarrow \mathbf{0})$. In this limit, the capacitance of the diffuse layer of the charged double layer is negligible compared to the capacitance of the compact layer. As a result, the voltage drop across the diffuse layer accounts for the entire potential drop across the charged double layer. Physically, this limit corresponds to the limits of low ionic concentration or zero ionic volume [26]. Since $\zeta_{o}=-\phi_{o}$ and $\zeta_{1}=v-\phi_{1}$ when $\delta=0$, the Butler-Volmer rate equations, (55) and (57), reduce to

$$
\begin{equation*}
k_{c}(1-j) e^{-\zeta_{o}}-j_{r}=j \quad \text { and } \quad-k_{c}(1+j) e^{-\zeta_{1}}+j_{r}=j \tag{70}
\end{equation*}
$$

Solving for $\zeta_{o}$ and $\zeta_{1}$, we find that

$$
\begin{equation*}
\zeta_{o}=\ln (1-j)-\ln \left(\frac{j_{r}+j}{k_{c}}\right) \quad \text { and } \quad \zeta_{1}=\ln (1+j)+\ln \left(\frac{k_{c}}{j_{r}-j}\right) \tag{71}
\end{equation*}
$$



Fig. 2. Exact polarographic curves (dashed lines) for varying $\delta$ values compared to polarographic curves for the Gouy-Chapman $(\delta=0)$ and Helmholtz $(\delta=\infty)$ limits (solid lines). Top: a reactionlimited cell $\left(j_{r}<1\right)$ with physical parameters, $k_{c}=0.03, j_{r}=0.7$. Notice that above the reactionlimited current density, $j_{r}$, the highest cell voltages occur for $\delta$ values near 0 . Bottom: a diffusionlimited cell $\left(j_{r}>1\right)$ with physical parameters, $k_{c}=0.05, j_{r}=1.5$. In both cases, $\delta$ increases as the curves move upwards.
which can be substituted into (62) to obtain

$$
\begin{equation*}
v(j)=4 \tanh ^{-1}(j)+2 \tanh ^{-1}\left(j / j_{r}\right) . \tag{72}
\end{equation*}
$$

Notice that the boundary layers make a nontrivial contribution to the leading-order cell voltage. The $2 \tanh ^{-1}\left(j / j_{r}\right)$ term is especially interesting because it indicates the existence of a reaction-limited current when $j_{r}<1$. In hindsight, it is obvious that reaction-limited currents exist in the Gouy-Chapman limit because the reaction kinetics at the anode do not permit a current greater than $j_{r}$. We emphasize, however, that the Gouy-Chapman limit is singular because there is no problem achieving current densities above $j_{r}$ for any $\delta>0$ (see Figure 2). For any finite $\delta>0$, the shift of the anode double-layer potential drop to the Stern layer helps the dissolution reaction while suppressing the deposition reaction, which permits the current density to rise greater than $j_{r}$.

Note that the cathodic and anodic boundary layers do not evenly contribute to
the cell voltage near the limiting currents. In a diffusion-limited cell, the cathodic layer makes the greater contribution because as $j \rightarrow 1$, $\zeta_{o}$ diverges while $\zeta_{1}$ approaches a finite limit. We expect this behavior because as $j \rightarrow 1$, the electric field diverges only at $x=0$. However, when the cell is reaction-limited, the division of cell voltage between the boundary layers is reversed as $j$ approaches the limiting current $j_{r}$. Even the voltage drop in the bulk becomes negligible compared to $\zeta_{1}$ in the reaction-limited case. In this situation, the cell voltage diverges as $j \rightarrow j_{r}$ because the only way to achieve a current near $j_{r}$ is to drastically reduce the deposition reaction at the anode. In other words, the cation concentration at the anode must be made extremely small, which requires a huge anodic zeta potential.
3.3.2. The Helmholtz limit $(\delta \rightarrow \infty)$. This is the reverse of the GouyChapman limit. Here, the capacitance of the compact layer is negligible, so the potential drop across the double layer resides completely in the compact layer. The Helmholtz limit holds for concentrated solutions or solvents with low dielectric constants and other situations where the Debye screening length becomes negligible [26]. It also describes a thick dielectric or insulating layer on an electrode [38, 20].

In the Helmholtz limit, $\zeta_{o}=0=\zeta_{1}$, so the Butler-Volmer rate equations take the form

$$
\begin{align*}
k_{c}(1-j) e^{\alpha_{c} \phi_{o}}-j_{r} e^{-\alpha_{a} \phi_{o}} & =j,  \tag{73}\\
-k_{c}(1+j) e^{\alpha_{c}\left(\phi_{1}-v\right)}+j_{r} e^{-\alpha_{a}\left(\phi_{1}-v\right)} & =j . \tag{74}
\end{align*}
$$

Solving these equations for $\phi_{o}$ and $v-\phi_{1}$ under the assumption of a symmetric electron-transfer reaction (i.e., $\alpha_{c}=1 / 2=\alpha_{a}$ ) and substituting into the formula for the cell voltage, we find that

$$
\begin{equation*}
v(j)=6 \tanh ^{-1}(j)+2 \ln \left(\frac{j+\sqrt{j^{2}+4 j_{r} k_{c}(1-j)}}{-j+\sqrt{j^{2}+4 j_{r} k_{c}(1+j)}}\right) \tag{75}
\end{equation*}
$$

While this expression appears to be more complicated than the one obtained for the Gouy-Chapman model, it is not very different when $j_{r}>1$, as can be seen in Figures 2 and 3. In fact, the wide spread in the polarographic curves observed in Figure 2 requires that $k_{c} \ll j_{r}$; otherwise, all of the curves would be difficult to distinguish. Moreover, as we shall see in the next section, in the limit of fast reactions, both models lead to the same expression for the cell voltage for $j_{r}>1$. On the other hand, when $j_{r}<1$, the two models are qualitatively very different. While the Gouy-Chapman model gives rise to a reaction-limited current, the Helmholtz model does not.
3.3.3. The fast-reaction limit $\left(j_{r} \gg 1,\left(j_{r}\right)^{\alpha_{a}}\left(k_{c}\right)^{\alpha_{c}} \gg j /(1-j)^{\alpha_{a}}\right)$. The polarographic curves for all $\delta$ values collapse onto each other in the limit of fastreaction kinetics (Figure 3). Even the assumption of symmetry in the electron-transfer reaction is not required. When reaction rates are much larger than the current, the two reaction-rate terms in the Butler-Volmer equations, (55) and (57), must balance each other at leading order:

$$
\begin{align*}
k_{c}(1-j) e^{-\zeta_{o}+\alpha_{c}\left(\zeta_{o}+\phi_{o}\right)}-j_{r} e^{-\alpha_{a}\left(\zeta_{o}+\phi_{o}\right)} & \approx 0,  \tag{76}\\
-k_{c}(1+j) e^{-\zeta_{1}+\alpha_{c}\left(\zeta_{1}+\phi_{1}-v\right)}+j_{r} e^{-\alpha_{a}\left(\zeta_{1}+\phi_{1}-v\right)} & \approx 0 . \tag{77}
\end{align*}
$$



Fig. 3. Polarographic curves in (a) the Gouy-Chapman limit and (b) the Helmholtz limit as the reaction-rate constants are increased (dashed lines). For these plots, the reaction-rate constants ( $j_{r}=1,2,5$, and 10) increase as the curves shift towards the lower right and are related by $k_{c}=j_{r} / 2$. It should be noted that the fast-reaction limit is reached very quickly; in both plots, the curve closest to the fast-reaction curve has a $j_{r}$ value of only 10.

Since $\alpha_{c}+\alpha_{a}=1$ for theoretical models of single electron-transfer reactions [1, 11, 30], we can solve explicitly for $\phi_{o}$ and $v-\phi_{1}$ to obtain

$$
\begin{equation*}
\phi_{o}=\ln \left(\frac{j_{r}}{k_{c}(1-j)}\right), \quad v-\phi_{1}=\ln \left(\frac{k_{c}(1+j)}{j_{r}}\right) . \tag{78}
\end{equation*}
$$

Thus, for fast-reaction kinetics, the leading-order cell voltage is given by

$$
\begin{equation*}
v(j)=4 \tanh ^{-1}(j) \tag{79}
\end{equation*}
$$

Notice that this is exactly the fast-reaction limit of $v(j)$ that we find in both the GouyChapman and Helmholtz limits. It is straightforward to check the validity of the


FIG. 4. Polarographic curves for $\epsilon$ values of $0,0.0001,0.001,0.01$, and 0.1 (listed in order from uppermost to lowest curves) with the other physical parameters taken to be $\delta=0, k_{c}=10$, and $j_{r}=10$. Notice that for any $\epsilon>0$, the cell has no problem achieving current densities higher than the diffusion-limited current (dashed vertical line). All of these curves, with the exception of the exact $\epsilon=0$ curve, were generated by numerically solving (24)-(26) subject to the boundary conditions (27)-(31) using the method of our companion paper [22].
assumptions made in (76) and (77) by substituting these results into the expressions for the reaction rates and observing that the zeta potentials satisfy the bounds $\zeta_{o} \leq 0$ and $\zeta_{1} \leq \ln \left(\frac{k_{c}(1+j)}{j_{r}-j}\right)$, which follow from the monotonicity of $\zeta_{o}$ and $\zeta_{1}$ as functions of $\delta$.
4. Thick double layers, $\boldsymbol{\epsilon}=\boldsymbol{O}(\mathbf{1})$. Up to this point, we have examined only the current-voltage characteristics in the singular limit $\epsilon \rightarrow 0$, where the current density cannot exceed its diffusion-limited value, $j=1$. The situation changes for any finite $\epsilon>0$.
4.1. What limiting current? As is clearly evident in Figure 4, the cell has no problem breaking through the classical limiting current for $\epsilon>0$. Figure 4 also shows that the $\epsilon$ dependence of the polarographic curves becomes significant only at currents approaching the diffusion-limited current; below $j \approx 0.5$, the curves are nearly indistinguishable. Moreover, as $\epsilon$ increases, the upper ends of the polarographic curves flatten out and shift downwards. This decrease in the cell voltage for large $\epsilon$ values arises because the diffuse charge layers overlap and are able to interact with each other. More precisely, the cell has become so small (relative to the Debye screening length) that the electric fields from the two diffuse layers partially cancel each other out throughout the cell, resulting in a lower total cell voltage. It should be emphasized that this effect is observable only because we are studying a two-electrode system. Single-electrode systems (in addition to being not physically achievable) are not capable of showing this behavior because they always implicitly assume an infinite system size, which effectively discards any interactions from "far away" electrodes.
4.2. Breakdown of the classical approximation. For a diffusion-limited cell, the classical nonlinear asymptotic analysis just presented leads to an aesthetically appealing theory that predicts a limiting current at $j=1$. The existence of this limiting current fits nicely with our physical intuition that the concentration of cations in a solution must always remain nonnegative. In reality, however, the analysis breaks
down as the current approaches (and exceeds) its limiting value.
The breakdown of the classical asymptotics is evident upon examining the expansions for the bulk field variables as the current is increased toward its diffusion-limited value. Calculating a few of the higher-order terms in the bulk asymptotic expansion, we find that

$$
\begin{align*}
-\bar{E}(x) & =\frac{2 j}{\bar{c}^{(0)}}+\frac{3}{2} \epsilon^{2} \frac{(2 j)^{3}}{\left(\bar{c}^{(0)}\right)^{4}}+\frac{111}{4} \epsilon^{4} \frac{(2 j)^{5}}{\left(\bar{c}^{(0)}\right)^{7}}+\frac{6045}{4} \epsilon^{6} \frac{(2 j)^{7}}{\left(\bar{c}^{(0)}\right)^{10}}+O\left(\epsilon^{8}\right)  \tag{80}\\
\bar{c}(x) & =\bar{c}^{(0)}+\frac{1}{2} \epsilon^{2} \frac{(2 j)^{2}}{\left(\bar{c}^{(0)}\right)^{2}}+\frac{3}{2} \epsilon^{4} \frac{(2 j)^{4}}{\left(\bar{c}^{(0)}\right)^{5}}+\frac{231}{8} \epsilon^{6} \frac{(2 j)^{6}}{\left(\bar{c}^{(0)}\right)^{8}}+O\left(\epsilon^{8}\right)  \tag{81}\\
\bar{\rho}(x) & =0+\epsilon^{2} \frac{(2 j)^{2}}{\left(\bar{c}^{(0)}\right)^{2}}+6 \epsilon^{4} \frac{(2 j)^{4}}{\left(\bar{c}^{(0)}\right)^{5}}+\frac{777}{4} \epsilon^{6} \frac{(2 j)^{6}}{\left(\bar{c}^{(0)}\right)^{8}}+O\left(\epsilon^{8}\right) \tag{82}
\end{align*}
$$

Since $\bar{c}^{(0)} \rightarrow 2 x$ as $j \rightarrow 1$, the higher-order terms are clearly more singular than the leading-order term at the limiting current. Rubinstein and Shtilman make a similar observation from a potentiostatic perspective; they note that the asymptotic expansions are not uniform in the cell voltage [24].

The inconsistency in the classical approximation was apparently first noticed by Levich, who observed that the leading-order solution in the bulk predicts an infinite charge density when the current density reaches 1 , which directly contradicts the assumption of bulk charge neutrality [46]. As $j \rightarrow 1$, the bulk charge density is given by

$$
\begin{equation*}
\bar{\rho}=-\epsilon^{2} \frac{d^{2} \bar{\phi}}{d x^{2}}=\frac{\epsilon^{2}}{[x+(1-j) / 2 j]^{2}} \approx \frac{\epsilon^{2}}{x^{2}} \tag{83}
\end{equation*}
$$

which diverges at the cathode.
Smyrl and Newman first showed that these paradoxical results are related to the breakdown of thermal equilibrium charge profiles near the cathode, leading to a significant expansion of the double layer into the bulk solution [23]. They argue that the assumption of electroneutrality breaks down when $\bar{\rho} \approx \bar{c}$. Since $\bar{c}$ is proportional to $x$ at the limiting current, the bulk approximation fails to be valid for $x$ smaller than $O\left(\epsilon^{2 / 3}\right)$, which leads to a boundary layer that is thicker than the usual Debye length. From an alternative perspective, the problems begin when $\bar{\rho}(0) / \bar{c}(0) \approx 1$ (see Figure 5). Using this criterion, we find that the classical asymptotic theory is appropriate only when $c_{o} \gg(2 j \epsilon)^{2 / 3}$ or, equivalently, $j \ll 1-(2 \epsilon)^{2 / 3}$. Since the cell voltage is approximately $4 \tanh ^{-1}(j)$ in many situations, this regime also corresponds to $v=O(|\ln \epsilon|)$. This shows that in thin films, where $\epsilon$ is not so small, it is easy to exceed the classical limiting current and achieve rather different charge profiles [22].
5. Conclusion. In summary, we have revisited the classical PNP equations, analyzing for the first time the effect of physically realistic boundary conditions for thin-film galvanic cells and other microelectrochemical systems. In particular, we focused on the effect of Stern-layer capacitance and Faradaic reactions with ButlerVolmer kinetics. Such boundary conditions contain new physics, such as the possibility of a reaction-limited current due to the slow injection of ions at the anode. We also find that the Stern layer generally allows the cell to exceed limiting currents by carrying diverging portions of the cell voltage, which would otherwise end up in the diffuse part of the double layer. We have provided analytical formulae for current-voltage relations that should prove useful in characterizing the differential resistance of thin films, such as those used in on-chip microbatteries. Here, we have focused on the classical nonlinear regime in which thin double layers remain in thermal equilibrium; the more


Fig. 5. Numerical solutions for the dimensionless cation concentration $c_{+}(x)$ and (full) charge density $2 \rho(x)$ at the diffusion-limited current ( $j=1.0$ ) with physical parameters $k_{c}=10, j_{r}=10$, $\alpha_{c}=\alpha_{a}=0.5, \delta=0.0$, and $\epsilon=0.0001$. In the cathode region, electroneutrality breaks down as the solution becomes cation rich in order to satisfy the reaction boundary conditions. Note that when $x=O\left(\epsilon^{2 / 3}\right), c_{+}$and $\rho$ are both $O\left(\epsilon^{2 / 3}\right)$. For reference, the dashed vertical line shows where $x=\epsilon^{2 / 3}$, and the dashed horizontal line shows where $y=\epsilon^{2 / 3}\left[\left(2+2^{2 / 3}\right)+4 /\left(2+2^{2 / 3}\right)^{2}\right] \approx c_{+}\left(\epsilon^{2 / 3}\right)$.
exotic, nonequilibrium regime, which arises at and above the classical limiting current, is analyzed in the companion paper [22].

Appendix. Positivity of ion concentrations. The positivity of the ion concentrations follows directly from the mathematical formulation of the problem. For the anion concentration, (22) can be integrated exactly using the integrating factor $e^{\phi}$ to yield

$$
\begin{equation*}
c_{-}(x)=A e^{\phi(x)} \tag{84}
\end{equation*}
$$

which implies that the sign of $c_{-}(x)$ is the same across the entire domain. Since the integral constraint (31) requires that $c_{-}(x)$ is positive somewhere in the domain, $c_{-}(x)$ must be positive everywhere in the domain.

For the cation concentration, we make use of the reaction boundary conditions. Integrating (21) with the integrating factor $e^{\phi}$, we obtain

$$
\begin{equation*}
c_{+}(x)=c_{+}(0) e^{\phi(0)-\phi(x)}+4 j e^{-\phi(x)} \int_{0}^{x} e^{\phi(y)} d y \tag{85}
\end{equation*}
$$

Clearly, the integral term is positive because $e^{\phi}$ is positive everywhere. Moreover, the reaction boundary condition (29) implies that $c_{+}(0)>0$ because both $j_{r}$ and $k_{c}$ are positive. Thus, we find that the cation concentration is strictly positive.
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#### Abstract

We study a model electrochemical thin film at DC currents exceeding the classical diffusion-limited value. The mathematical problem involves the steady Poisson-Nernst-Planck equations for a binary electrolyte with nonlinear boundary conditions for reaction kinetics and Stern-layer capacitance, as well as an integral constraint on the number of anions. At the limiting current, we find a nested boundary-layer structure at the cathode, which is required by the reaction boundary condition. Above the limiting current, a depletion of anions generally characterizes the cathode side of the cell. In this regime, we derive leading-order asymptotic approximations for the (i) classical bulk space-charge layer and (ii) another nested highly charged boundary layer at the cathode. The former involves an exact solution to the Nernst-Planck equations for a single, unscreened ionic species, which may apply more generally to Faradaic conduction through very thin insulating films. By matching expansions, we derive current-voltage relations well into the space-charge regime. Throughout our analysis, we emphasize the strong influence of the Stern-layer capacitance on cell behavior.
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Introduction. Thin-film technologies offer a promising way to construct rechargeable microbatteries, which can be directly integrated into modern electronic circuits $[1,2,3,4,5,6]$. Due to the power-density requirements of many applications, such as portable electronics, microbatteries are likely to be operated at high-current density, possibly exceeding diffusion limitation. In a thin film, very large electric fields are easily produced by applying only small voltages, due to the small electrode separation, which may be comparable to the Debye screening length. Under such conditions, the traditional postulates of macroscopic electrochemical systems [7, 8]bulk electroneutrality and equilibrium double layers-break down near the classical diffusion-limited current [9]. The mathematical justification for these postulates is based on matched asymptotic expansions in the limit of thin double layers $[10,11,12]$, which require subtle modifications at large currents.

The concept of a "limiting current," due to the maximum steady-state flux of diffusion across an electrochemical cell, was introduced by Nernst a century ago [13]. Consider the simplest case of a binary electrolyte between parallel plate electrodes with cation redox reactions and inert anions. Assuming neutrality, the bulk concentration is a linear function of distance (due to steady diffusion) with a gradient proportional to the current. Since the total number of anions is fixed, the total integral of the bulk concentration must also be fixed, which implies that the concentration at the cathode decreases linearly with current. The "diffusion-limited current" corre-

[^98]

Fig. 1. Profiles of the dimensionless potential (top left), electric field (top right), total ionic concentration (bottom left), and charge density (bottom right) in three regimes: below the classical diffusion-limited current ( $j=0.5$ ), at the limiting current ( $j=1$ ), and above the limiting current $(j=1.5)$. These are numerical solutions to our model problem with the following dimensionless parameters: $\epsilon=0.01, \delta=0, k_{c}=10, j_{r}=10$.
sponds to a vanishing bulk concentration at the cathode, and, as the name suggests, it can never be reached, except with an infinite voltage.

It was eventually realized that the classical theory is flawed, as illustrated in Figure 1 by numerical solutions to our model problem below. The bulk concentration remains linear, but the system is clearly able to achieve and even exceed the classical limiting current (as shown in the lower left panel of the figure). Levich was perhaps the first to notice that the assumption of bulk electroneutrality yields approximate solutions to the Poisson-Nernst-Planck (PNP) equations, which are not self-consistent near the limiting current, since the predicted charge density eventually exceeds the salt concentration near the cathode [14]. This paradox was first resolved by Smyrl and Newman, who showed that the double layer expands at the limiting current as the Poisson-Boltzmann approximation of thermal equilibrium breaks down [15]. Rubinstein and Shtilman later pointed out that mathematical solutions also exist for larger currents, well above the classical limiting value, characterized by a region of nonequilibrium "space charge" extending significantly into the neutral bulk [16]. As shown in Figure 1, the space-charge layer exhibits anomalously large electric fields and charge densities, compared to the equilibrium double layers at smaller currents.

The possibility of superlimiting currents has been studied extensively in the different context of bulk liquid electrolytes, where a thin space-charge layer drives nonlinear electro-osmotic slip. This phenomenon of "electro-osmosis of the second kind" was introduced by Dukhin for the nonlinear electrophoresis of ion-selective, conducting colloidal particles [17], and Ben and Chang have recently studied it in microfluidics [18]. The mathematical analysis of second-kind electro-osmosis using matched asymptotic expansions, similar to the approach taken here, was first developed by Rubinstein
and Zaltzman for related phenomena at electrodialysis membranes [19, 20]. In earlier studies, the space-charge layer was also invoked by Bruinsma and Alexander [21] to predict hydrodynamic instability during electrodeposition and by Chazalviel [22] in a controversial theory of fractal electrochemical growth.

As in our companion paper on sublimiting currents [9], here we consider (typically solid or gel) thin films, e.g., arising in microbatteries, which approach the classical limiting current without hydrodynamic instability. At micron or smaller length scales, the space-charge layer need not be "thin" compared to the film thickness, so we also analyze currents well above the classical limiting current, apparently for the first time. In both regimes, close to and far above the classical limiting current, we derive matched asymptotic expansions for the concentration profiles and potential, which we compare against numerical solutions. In addition to our focus on superlimiting currents and small systems, a notable difference with the literature on second-kind electro-osmosis is our use of nonlinear boundary conditions for Faradaic electrontransfer reactions, assuming Butler-Volmer kinetics and a compact Stern layer. We also analyze the current-voltage relation, thus extending our analogous results for thin films below the limiting current [9].

1. Statement of problem. Before delving into the analysis (and to make the paper self-contained), we review governing equations and boundary conditions. We shall focus solely on the dimensionless formulation of the problem, derived and discussed in the companion paper [9].

The transport of cations and anions is described by the steady Nernst-Planck equations

$$
\begin{align*}
& \frac{d^{2} c_{+}}{d x^{2}}+\frac{d}{d x}\left(c_{+} \frac{d \phi}{d x}\right)=0  \tag{1}\\
& \frac{d^{2} c_{-}}{d x^{2}}-\frac{d}{d x}\left(c_{-} \frac{d \phi}{d x}\right)=0 \tag{2}
\end{align*}
$$

while Poisson's equation relates the electric potential to the charge density,

$$
\begin{equation*}
-\epsilon^{2} \frac{d^{2} \phi}{d x^{2}}=\frac{1}{2}\left(c_{+}-c_{-}\right) \tag{3}
\end{equation*}
$$

Here $\epsilon$ is a small dimensionless parameter equal to the ratio of the Debye screening length to the electrode separation (or film thickness). Note that this formulation assumes constant material properties, such as diffusivity, mobility, and dielectric coefficient, and neglects any variations which may occur at large electric fields. The factor of $1 / 2$ multiplying the charge density $c_{+}-c_{-}$is present merely for convenience. The domain for the system of (1)-(3) is $0<x<1$.

The two Nernst-Planck equations are easily integrated under the physical constraint that the boundaries are impermeable to anions (i.e., zero flux of anions at $x=0$ ) and taking the nondimensional current density at the electrodes to be $4 j$ :

$$
\begin{align*}
\frac{d c_{+}}{d x}+c_{+} \frac{d \phi}{d x} & =4 j  \tag{4}\\
\frac{d c_{-}}{d x}-c_{-} \frac{d \phi}{d x} & =0 \tag{5}
\end{align*}
$$

Then by introducing the average ion concentration and (half) the charge density,

$$
\begin{equation*}
c=\frac{1}{2}\left(c_{+}+c_{-}\right) \quad \text { and } \quad \rho=\frac{1}{2}\left(c_{+}-c_{-}\right), \tag{6}
\end{equation*}
$$

we can derive a more symmetric form for the coupled PNP equations:

$$
\begin{align*}
\frac{d c}{d x}+\rho \frac{d \phi}{d x} & =2 j  \tag{7}\\
\frac{d \rho}{d x}+c \frac{d \phi}{d x} & =2 j  \tag{8}\\
-\epsilon^{2} \frac{d^{2} \phi}{d x^{2}} & =\rho \tag{9}
\end{align*}
$$

For this system of one second-order and two first-order differential equations, we require four boundary conditions and one integral constraint:

$$
\begin{align*}
\phi(0)-\delta \epsilon \frac{d \phi}{d x}(0) & =0,  \tag{10}\\
\phi(1)+\delta \epsilon \frac{d \phi}{d x}(1) & =v,  \tag{11}\\
k_{c}[c(0)+\rho(0)] e^{\alpha_{c} \phi(0)}-j_{r} e^{-\alpha_{a} \phi(0)} & =j,  \tag{12}\\
-k_{c}[c(1)+\rho(1)] e^{\alpha_{c}(\phi(1)-v)}+j_{r} e^{-\alpha_{a}(\phi(1)-v)} & =j,  \tag{13}\\
\int_{0}^{1}[c(x)-\rho(x)] d x & =1 . \tag{14}
\end{align*}
$$

These conditions, which are often simplified or omitted in electrochemical modeling, are central to our analysis. A detailed discussion can be found in the companion paper [9], so here we simply give an overview.

The first two boundary conditions, (10)-(11), account for the intrinsic capacitance of the compact part of the electrode-electrolyte interface, which is taken to be linear (the "Stern model"). The compact-layer charge could contain solvated ions at the point of closest approach to the electrode, as well as adsorbed ions on the surface. The capacitance also accounts for the dielectric polarization of the solvation layer and/or impurities or coatings on the surface. In these boundary conditions, $\delta$ is a dimensionless parameter which measures the strength of the surface capacitance, and $v$ is the total dimensionless voltage drop across the cell.

The next two boundary conditions, (12)-(13), are Butler-Volmer rate equations, which represent the kinetics of Faradaic electron-transfer reactions at each electrode, with an Arrhenius dependence on the compact-layer voltage. In these equations, $k_{c}$ and $j_{r}$ are dimensionless reaction-rate constants and $\alpha_{c}$ and $\alpha_{a}$ are transfer coefficients for the electrode reaction. It is worth noting that $\alpha_{c}$ and $\alpha_{a}$ do not vary too much from system to system; typically they have values between 0 and 1 , and often both take on values near $1 / 2$.

Finally, the integral constraint, (14), reflects the fact that the total number of anions is fixed, assuming that anions are not allowed to leave the electrolyte by Faradaic processes or specific adsorption. When solving time-dependent problems with the same mathematical model [23, 24], the constraint is not needed, since the total number of anions is set by the initial condition. Here, we solve for the steady state at different voltages (and currents), assuming the same average concentration of anions to allow a meaningful comparison for the same cell.

It is important to understand that the need for an extra constraint reflects that the current-voltage relationship, $j(v)$, or "polarographic curve," is not given a priori. As usual in one-dimensional problems [9], it is easier to assume galvanostatic forcing at fixed current, $j$, and then solve for the cell voltage, $v(j)$, by applying the boundary
condition (11), rather than the more common case of potentiostatic forcing at fixed voltage, $v$. For this reason, we take the former approach in our analysis. For steadystate problems, the two kinds of forcing are equivalent and yield the same (invertible) polarographic curve, $j(v)$ or $v(j)$.

For some of our analysis, it will be convenient to further simplify the problem by introducing the dimensionless electric field, $E \equiv-\frac{d \phi}{d x}$. This transformation is useful because three of the five independent constraints can be expressed in terms of these variables, without explicit dependence on $\phi(x)$, namely, the two Butler-Volmer rate equations,

$$
\begin{align*}
k_{c}(c(0)+\rho(0)) e^{-\alpha_{c} \delta \epsilon E(0)}-j_{r} e^{\alpha_{a} \delta \epsilon E(0)} & =j,  \tag{15}\\
-k_{c}(c(1)+\rho(1)) e^{\alpha_{c} \delta \epsilon E(1)}+j_{r} e^{-\alpha_{a} \delta \epsilon E(1)} & =j, \tag{16}
\end{align*}
$$

and the integral constraint on the total number of anions, (14). The potential is recovered by integrating the electric field and applying the Stern boundary conditions (10) and (11).

## 2. Unified analysis at all currents.

2.1. Master equation for the electrostatic potential. We begin our analysis by reducing the governing equations, (7) through (9), to a single master equation for the electrostatic potential. Substituting (9) into (7) and integrating, we obtain an expression for the average concentration:

$$
\begin{equation*}
c(x)=\underline{\mathrm{c}}_{o}+2 j x+\frac{\epsilon^{2}}{2}\left(\frac{d \phi}{d x}\right)^{2} \tag{17}
\end{equation*}
$$

Then by applying the integral constraint, (14), we find that the integration constant, $\underline{\mathrm{c}}_{o}$, is given by

$$
\begin{equation*}
\underline{\mathrm{c}}_{o}=(1-j)-\epsilon^{2}\left[\left.\left(\frac{d \phi}{d x}\right)\right|_{x=1}-\left.\left(\frac{d \phi}{d x}\right)\right|_{x=0}+\frac{1}{2} \int_{0}^{1}\left(\frac{d \phi}{d x}\right)^{2} d x\right] \tag{18}
\end{equation*}
$$

Note that when the electric field is $O(1),(17)$ and (18) reduce to the leading-order concentration in the bulk when $j$ is sufficiently below the limiting current [9]. We can now eliminate $\rho$ and $c$ from (8) to arrive at a single master equation for $\phi$,

$$
\begin{equation*}
\epsilon^{2}\left[-\frac{d^{3} \phi}{d x^{3}}+\frac{1}{2}\left(\frac{d \phi}{d x}\right)^{3}\right]+\left(\underline{\mathrm{c}}_{o}+2 j x\right) \frac{d \phi}{d x}=2 j \tag{19}
\end{equation*}
$$

or, equivalently, for the electric field $E$,

$$
\begin{equation*}
\epsilon^{2}\left[\frac{d^{2} E}{d x^{2}}-\frac{1}{2} E^{3}\right]-\left(\underline{c}_{o}+2 j x\right) E=2 j . \tag{20}
\end{equation*}
$$

Once this equation is solved, the concentration, $c$, and charge density, $\rho$, are computed using (17) and Poisson's equation, (9).

The master equation has been derived in various equivalent forms since the 1960s. Grafov and Chernenko [25] first combined (4), (5), and (9) to obtain a single nonlinear differential equation for the anion concentration, $c_{-}$, whose general solution they expressed in terms of Painlevé's transcendents. The master equation for the
electric field, (20), was first derived by Smyrl and Newman [15] in the special case of the classical limiting current, where $j=1$ and $\underline{\mathrm{c}}_{o}=0$, where they discovered a nonequilibrium double layer of width $\epsilon^{2 / 3}$, which is apparent from the form of the master equation. We shall study the general electric-field and potential equations for an arbitrary current, $j$, focusing on boundary-layer structure in the limiting and superlimiting regimes.
2.2. Efficient numerical solution. To solve the master equation for the electric field with the boundary conditions and integral constraint, we use the NewtonKantorovich method [26]. Specifically, we use a Chebyshev pseudospectral discretization to solve the linearized boundary-value problem at each iteration [26, 27]. Our decision to use this method is motivated by its natural ability to resolve boundary layers and its efficient use of grid points. We are able to get accurate results for many parameter regimes very quickly (typically less than a few minutes on a workstation) with only a few hundred grid points, which would not be possible at large currents and/or thin double layers using a naive finite-difference scheme. It is important to stress that the boundary conditions and the integral constraint are explicitly included as part of the Newton-Kantorovich iteration. Therefore, the linear boundary-value problem solved in each iteration is actually an integrodifferential equation with boundary conditions that are integroalgebraic equations.

To ensure convergence at high currents, we use continuation in the current density parameter, $j$, and start with a sufficiently low initial $j$ that the bulk electroneutral solution is a reasonable initial guess; often, initial $j$ values relatively high compared to the diffusion-limited current are acceptable. After a small increase in current, we check that the iteration converges to a correspondingly small perturbation of the previous solution. Analogous continuation in the $\delta$ parameter is also sometimes necessary to compute solutions at high $\delta$ values.

The results of the numerical method are presented in the figures below and in [9] to test our analytical approximations obtained by asymptotic analysis.
2.3. Recovery of classical results below the limiting current, $j \ll 1-$ $\boldsymbol{O}\left(\boldsymbol{\epsilon}^{\mathbf{2 / 3}}\right)$. In the low-current regime, the master equation admits the two distinguished limits around $x=0$ that arise in the classical analysis: $x=O(1)$ and $x=O(\epsilon)$. When $x=O(1)$, we find the usual bulk electric field from (19) and the bulk concentration from (17). When $x=O(\epsilon)$, the master equation can be rescaled using $x=\epsilon y$ to obtain

$$
\begin{equation*}
-\frac{d^{3} \phi}{d y^{3}}+\frac{1}{2}\left(\frac{d \phi}{d y}\right)^{3}+\underline{\mathrm{c}}_{o} \frac{d \phi}{d y}+2 j y \epsilon \frac{d \phi}{d y}=2 j \epsilon \tag{21}
\end{equation*}
$$

which is equivalent to the classical theory at leading order [9]. In particular, the Gouy-Chapman structure of the double layer can be derived directly from the SmyrlNewman equation in this limit [23].

The anode boundary layer comes from a similar $O(\epsilon)$ scaling around $x=1$. Note that in the $j \ll 1-\epsilon^{2 / 3}$ regime, the scaling $x=O\left(\epsilon^{2 / 3}\right)$ is not a distinguished limit because the $\underline{\mathrm{c}}_{o}\left(\frac{d \phi}{d x}\right)$ term would dominate all other terms in (19).
3. Nested boundary layers at the limiting current, $j=1-O\left(\epsilon^{2 / 3}\right)$. In this section, we show that a nontrivial nested boundary-layer structure emerges at the classical limiting current when general boundary conditions are considered.


FIG. 2. Numerical solutions for the dimensionless electric field $E(x)$ at current densities of $j=0.9$ and $j=1.0$ demonstrating the expansion of the diffuse layer at the limiting current ( $k_{c}=1$, $j_{r}=2, \delta=0.1$, and $\epsilon=0.0001$ ). For reference, the vertical line shows where $x=\epsilon^{2 / 3}$.
3.1. Expansion of the double layer out of equilibrium. As discussed in the companion paper [9], the classical analysis breaks down as the current approaches the diffusion-limited current, $j \rightarrow 1$. One sign of the problem is that the charge density at $j=1$ grows near the cathode $(x \rightarrow 0)$,

$$
\begin{equation*}
\rho=\epsilon^{2} \frac{d^{2} \phi}{d x^{2}} \sim \frac{\epsilon^{2}}{x^{2}} . \tag{22}
\end{equation*}
$$

The classical assumption of charged boundary layers of $O(\epsilon)$ width, therefore, fails because the charge density, $\rho=O(1)$, would be much larger than the salt concentration, $c \sim 2 x=O(\epsilon)$, at $x=O(\epsilon)$, which violates bulk electroneutrality. This paradox, noted by Levich [14], was resolved by Smyrl and Newman [15], who realized that the structure of the double layer must change near the classical limiting current. In particular, the width of the diffuse part expands to $x=O\left(\epsilon^{2 / 3}\right)$, beyond which the bulk charge density remains small, $\rho=O\left(\epsilon^{2 / 3}\right)$, as shown in Figure 2. Here, we revisit this problem with more general boundary conditions and also consider currents above the classical limiting current.

Mathematically, the classical asymptotics fails because a new distinguished limit for the master equation appears as $j \rightarrow 1$. Rescaling the master equation using $x=\epsilon^{2 / 3} z$ gives us

$$
\begin{equation*}
-\frac{d^{3} \phi}{d z^{3}}+\frac{1}{2}\left(\frac{d \phi}{d z}\right)^{3}+\frac{\underline{\mathrm{c}}_{o}}{\epsilon^{2 / 3}} \frac{d \phi}{d z}+2 j z \frac{d \phi}{d z}=2 j, \tag{23}
\end{equation*}
$$

which implies that we have a meaningful distinguished limit if $\underline{\mathrm{c}}_{o}=O\left(\epsilon^{2 / 3}\right)$ or, equivalently, $j=1-O\left(\epsilon^{2 / 3}\right)$. In this regime, the double layer is no longer in PoissonBoltzmann equilibrium at leading order, and the potential satisfies the more general equation, (23), for $z=O(1)$ or $x=O\left(\epsilon^{2 / 3}\right)$.

Unfortunately, at this scale, all terms in (23) are $O(1)$, so we are forced to solve the full equation. Although general solutions can be expressed in terms of Painlevé's transcendents [8, 18, 25], these are not convenient for applying our nonlinear boundary conditions or obtaining physical insight. Even when $\underline{c}_{o}=o\left(\epsilon^{2 / 3}\right)$, we are left with a
complicated differential equation which does not admit a simple analytical solution. However, in the case $\underline{\mathrm{c}}_{o}=o\left(\epsilon^{2 / 3}\right)$, it is possible to study the asymptotic behavior of the solution in the limits $z \rightarrow 0$ and $z \rightarrow \infty$ by considering the behavior of the neighboring asymptotic layers.
3.2. Nested boundary layers when $|\mathbf{1}-\boldsymbol{j}|=\boldsymbol{o}\left(\epsilon^{\mathbf{2 / 3}}\right)$. The appearance of the new distinguished limit for $j=1-O\left(\epsilon^{2 / 3}\right)$ does not destroy the ones that exist in the classical analysis. In particular, the $O(\epsilon)$ boundary layer at $x=0$ does not vanish. This inner layer was overlooked by Smyrl and Newman because they assumed a fixed surface charge density given by the equilibrium zeta potential [15], rather than more realistic boundary conditions allowing for surface charge variations and electrochemical reactions.

In the general case, a set of nested boundary layers must exist when the current is near (or above) the classical limiting current. For convenience, we shall refer to the $x=O\left(\epsilon^{2 / 3}\right)$ and the $x=O(\epsilon)$ regions as the "Smyrl-Newman" and "inner diffuse" layers, respectively. It is important to realize that, without the inner layer, it would be impossible to satisfy any reasonable boundary conditions describing the electrochemical reactions which support the current. In the Smyrl-Newman layer, the concentration of the active species (here, cations) nearly vanishes at the limiting current, since $\underline{c}_{0}=O\left(\epsilon^{2 / 3}\right)$, but this would imply a very small reaction rate density. The paradox of the original Smyrl-Newman solution (which ignores reactions) is that there are very few ions available at the cathode, and yet there is a very large reaction rate and current. The resolution involves an inner layer where the cation concentration increases to $O(1)$.

In the context of our model of electrochemical reactions, we can also understand the nested boundary layers on mathematical grounds. Consider the reaction boundary condition at the cathode, (12). To estimate the $c$ and $\rho$ at the electrode surface, we rescale (17) and Poisson's equation using $x=\epsilon^{2 / 3} z$ to obtain

$$
\begin{align*}
& c=\underline{\mathrm{c}}_{o}+2 j \epsilon^{2 / 3} z+\frac{\epsilon^{2 / 3}}{2}\left(\frac{d \phi}{d z}\right)^{2}  \tag{24}\\
& \rho=-\epsilon^{2 / 3} \frac{d^{2} \phi}{d z^{2}} \tag{25}
\end{align*}
$$

which means that the concentration and charge density are both $O\left(\epsilon^{2 / 3}\right)$ since $\underline{\mathrm{c}}_{o}=$ $o\left(\epsilon^{2 / 3}\right)$ when $|1-j|=o\left(\epsilon^{2 / 3}\right)$. Then, from the Stern boundary condition, we have $\phi(0)=-\delta \epsilon \bar{E}=-\delta \epsilon^{1 / 3} \dot{E}=O\left(\delta \epsilon^{1 / 3}\right)$. Plugging these estimates into the reaction boundary condition, we find

$$
\begin{equation*}
k_{c} O\left(\epsilon^{2 / 3}\right) e^{\alpha_{c} \delta \epsilon^{1 / 3} \grave{E}(0)}=j+j_{r} e^{-\alpha_{a} \delta \epsilon^{1 / 3} \grave{E}(0)}=O(1) . \tag{26}
\end{equation*}
$$

This equation cannot be satisfied in the limit $\epsilon \rightarrow 0$ with $\delta \geq 0$ fixed, which implies the existence of the inner diffuse layer. In the Gouy-Chapman model without any compact layer $(\delta=0)$, (26) reduces to a contradiction, $O\left(\epsilon^{2 / 3}\right)=j=$ constant, and thus implies the existence of the inner diffuse layer. In the Stern model $(\delta>0)$, it can only be satisfied for very large values, $\delta=O\left(\left|\log \epsilon^{2 / 3}\right| / \epsilon^{1 / 3}\right)$, but, since $\delta$ is fixed, the nested inner layer must appear as $\epsilon \rightarrow 0$. However, this calculation predicts that the magnitude of the concentration at the cathode (within the inner layer) decreases with increasing $\delta$, which is clearly seen in the numerical solutions of Figure 3.

To analyze (23), it is convenient to focus on the electric field rather than the


Fig. 3. Numerical solutions (solid lines) for the dimensionless electric field $E(x)$ and concentration $c(x)$ at the classical diffusion-limited current ( $j=1$ ) compared with leading-order asymptotic approximations (dashed and dot-dashed lines) for $k_{c}=1, j_{r}=2, \epsilon=0.01$, and $\delta=0.1,10$. The leading-order bulk approximations for $E(x)$ and $c(x)$ are given by (28) and $c(x)=2 j x$, respectively. In the diffuse layer, the leading-order approximations are given by (30) and (31). For the $\delta=10$ curves, the difference between the dashed and dot-dashed curves is that the dashed curve uses an approximate value for $B$ given by (36), while the dot-dashed curve uses a $B$ value calculated by numerically solving (33). For reference, the vertical lines show where $x=\epsilon$ and $x=\epsilon^{2 / 3}$. The thin anode diffuse-layer field is not shown.
potential. In terms of the scaled electric field, $\grave{E}(z) \equiv-\frac{d \phi}{d z}=\epsilon^{2 / 3} E(x)$, (23) becomes

$$
\begin{equation*}
\frac{d^{2} \grave{E}}{d z^{2}}-\frac{1}{2} \grave{E}^{3}-2 j(z \grave{E}+1)=\frac{\underline{\mathrm{c}}_{o}}{\epsilon^{2 / 3}} \grave{E} \tag{27}
\end{equation*}
$$

which we shall refer to as the "Smyrl-Newman equation." From (71) in [9], we know that the first few terms in the expansion for the bulk electric field at the limiting current are

$$
\begin{align*}
-\bar{E}(x) & =\frac{1}{x}+\frac{3 \epsilon^{2}}{4 x^{4}}+\frac{111 \epsilon^{4}}{16 x^{7}}+\frac{6045 \epsilon^{6}}{32 x^{10}}+\cdots  \tag{28}\\
& =\frac{1}{\epsilon^{2 / 3}}\left(\frac{1}{z}+\frac{3}{4 z^{4}}+\frac{111}{16 z^{7}}+\frac{6045}{32 z^{10}}+\cdots\right)
\end{align*}
$$

Since the second series is asymptotic for $z \gg 1$, the expansion in the bulk is valid for $x \gg \epsilon^{2 / 3}$. In order to match the solution in the Smyrl-Newman layer to the bulk, we expect the asymptotic solution to (27) as $z \rightarrow \infty$ to be given by the expression in parentheses in (28). We could also have arrived at this result by directly substituting an asymptotic expansion in $1 / z$ and matching coefficients. As we can see in Figure 3 the leading-order term in (28) is a good approximation to the exact solution in the bulk and is matched by the solution in the Smyrl-Newman layer as it extends into the bulk.

We now turn our attention towards the "inner diffuse" layer, which gives us the asymptotic behavior of the Smyrl-Newman equation in the limit $z \rightarrow 0$. Introducing the scaled variables $y=x / \epsilon=z / \epsilon^{1 / 3}$ and $\breve{E}=\epsilon \bar{E}=\epsilon^{1 / 3} \grave{E}$, (27) becomes

$$
\begin{equation*}
\frac{d^{2} \breve{E}}{d y^{2}}-\frac{1}{2} \breve{E}^{3}-2 j \epsilon(y \breve{E}+1)=\underline{\mathrm{c}}_{o} \breve{E} \tag{29}
\end{equation*}
$$

Near the limiting current (i.e., $\left.\underline{c}_{o}=O\left(\epsilon^{2 / 3}\right)\right), \breve{E}$ satisfies $\frac{d^{2} \breve{E}}{d y^{2}}=\frac{1}{2} \breve{E}^{3}$ at leading order with the boundary condition $\breve{E} \rightarrow 0$ as $y \rightarrow \infty$ from the matching condition that $\dot{E}$ remains bounded as $z \rightarrow 0$. Integrating this equation twice with the observation that $\frac{d \breve{E}}{d y}>0$ gives us

$$
\begin{equation*}
\breve{E}(y) \sim-\frac{2}{y+b}, \tag{30}
\end{equation*}
$$

where $b$ is a constant determined by applying the Butler-Volmer reaction boundary condition at the cathode. We can estimate $\breve{c}(y)$ and $\breve{\rho}(y)$ by substituting (30) into (17) and Poisson's equation to find

$$
\begin{align*}
& \breve{c}(y)=\underline{\mathrm{c}}_{o}+2 j x+\frac{\epsilon^{2}}{2} \bar{E}(x)^{2}=\underline{\mathrm{c}}_{o}+2 j \epsilon y+\frac{1}{2} \breve{E}(y)^{2}=\frac{2}{(y+b)^{2}}+O(\epsilon),  \tag{31}\\
& \breve{\rho}(y)=\epsilon^{2} \frac{d \bar{E}}{d x}=\frac{d \breve{E}}{d y}=\frac{2}{(y+b)^{2}}+O(\epsilon) . \tag{32}
\end{align*}
$$

Therefore, $b$ satisfies the following transcendental equation at leading order:

$$
\begin{equation*}
k_{c} \frac{4}{b^{2}} e^{2 \alpha_{c} \delta / b}=j+j_{r} e^{-2 \alpha_{a} \delta / b} \tag{33}
\end{equation*}
$$

While this equation does not admit a simple closed-form solution, we can compute approximate solutions in the limits of small and large $\delta$ values. In the small $\delta$ limit, we can linearize (33) and expand $b$ in a power series in $\delta$ to obtain

$$
\begin{equation*}
b \sim 2 \sqrt{\frac{k_{c}}{j+j_{r}}}+\delta\left(\alpha_{c}+\frac{\alpha_{a} j_{r}}{j+j_{r}}\right)+O\left(\delta^{2}\right) \tag{34}
\end{equation*}
$$

At the other extreme, for $\delta \gg 1$, (33) can be approximated by

$$
\begin{equation*}
k_{c} \frac{4}{b^{2}} e^{2 \alpha_{c} \delta / b} \approx j \tag{35}
\end{equation*}
$$

Then, using fixed-point iteration on the approximate equation, we find that

$$
\begin{equation*}
b \sim \frac{2 \alpha_{c} \delta}{\log \kappa-2 \log \log \kappa+O\left(\log \log \log \delta^{2}\right)} \tag{36}
\end{equation*}
$$

where $\kappa \equiv j \alpha_{c}^{2} \delta^{2} / k_{c}$. Figure 3 shows that the leading-order approximation (30) is very good in the inner diffuse layer as long as an accurate estimate for $b$ is used. While the small $\delta$ approximation for $b$ is amazingly good (the asymptotic and numerical solutions are nearly indistinguishable), the large $\delta$ estimate for $b$ is not as good but is only off by an $O(1)$ multiplicative factor.

Before moving on, it is worth noting that the asymptotic behavior of the concentration and charge density in the Smyrl-Newman layer as $z \rightarrow 0$ and $z \rightarrow \infty$ suggests that the charge density is low throughout the entire Smyrl-Newman layer. Figure 3 shows how the Smyrl-Newman layer acts as a transition layer, allowing the bulk concentration to become small near the cathode while still ensuring a sufficiently high cation concentration at the cathode surface to satisfy the reaction boundary conditions. The transitional nature of the Smyrl-Newman layer becomes even more pronounced for smaller values of $\epsilon$.
4. Bulk space charge above the limiting current, $1+O\left(\epsilon^{2 / 3}\right) \ll j \ll$ $\boldsymbol{O}(\mathbf{1} / \boldsymbol{\epsilon})$. As current exceeds the classical limiting value, the overlap region between the inner diffuse and Smyrl-Newman layers grows to become a layer having $O(1)$ width. Following other authors [16, 22], we shall refer to this new layer as the "spacecharge" layer because, as we shall see, it has a nonnegligible charge density compared to the rest of the bulk. Therefore, in this current regime, the central region of the electrochemical cell is split into two pieces having $O(1)$ width separated by an $o(1)$ transition layer.

In the bulk, the solution remains unchanged except that $\underline{c}_{o}$ cannot be approximated by $1-j$; the contribution from the integral term is no longer negligible. The need for this correction arises from the high electric fields required to drive current through the electrically charged space-charge layer. With this minor modification, we find that the bulk solution is

$$
\begin{align*}
\bar{c}(x) & =\underline{\mathrm{c}}_{o}+2 j x \\
\bar{E}(x) & =\frac{1}{x_{o}-x} \tag{37}
\end{align*}
$$

where $x_{o} \equiv-\underline{\mathrm{c}}_{o} / 2 j$ is the point where the bulk concentration vanishes (see Figure 4 ).
Between the two $O(1)$ layers, there is a small transition layer. Rescaling the master equation using the change of variables $z=\left(x-x_{o}\right) / \epsilon^{2 / 3}$ and $\dot{E}(z)=\epsilon^{2 / 3} \bar{E}(x)$, we again obtain the Smyrl-Newman equation, (27), with right-hand side equal to zero. As before, we find that the solution in the transition layer approaches $-1 / z$ as $z \rightarrow \infty$. In the other direction as $z \rightarrow-\infty$, we will find that the appropriate boundary condition is $\dot{E} \rightarrow-2 \sqrt{j|z|}$ to match the electric field in space-charge layer.
4.1. Structure of the space-charge layer. Physically, we could argue that the concentration of ions in the space-charge layer is very small (i.e., zero at leading order) because the layer is essentially the result of stretching the ionic content of the overlap between the inner diffuse and Smyrl-Newman layers, which is small to begin with, over an $O(1)$ region. This physical intuition is confirmed by the numerical solutions shown in Figures 4, 5, and 6. Therefore, using (17), we obtain the leadingorder solution for the electric field

$$
\begin{equation*}
\tilde{E} \sim \frac{-2 \sqrt{j\left(x_{o}-x\right)}}{\epsilon} \tag{38}
\end{equation*}
$$

Note that the magnitude of the field is exactly what is required to make the integral term in $\underline{c}_{o}$ an $O(1)$ contribution. From this formula, it is easy to compute the charge


FIG. 4. Numerical solutions (solid lines) for the dimensionless electric field $E(x)$, average concentration $c(x)$, and charge density $\rho(x)$ above the diffusion-limited current $(j=1.5)$ compared with leading-order asymptotic approximations (dashed lines) for $k_{c}=1, j_{r}=2, \epsilon=0.01$, and $\delta=0.1,10$. The leading-order bulk approximations are given by (37). In the space-charge layer, the leading-order electric field is given by (38), and leading-order concentration is 0 . Finally, (58) and (59) are the diffuse-layer asymptotic approximations for the electric field and concentration, respectively. For reference, the vertical lines show where $x=\epsilon$ and $x=x_{o}$.
density in the space-charge layer:

$$
\begin{equation*}
\tilde{\rho}=\epsilon^{2} \frac{d \tilde{E}}{d x} \sim \epsilon \sqrt{\frac{j}{x_{o}-x}}, \tag{39}
\end{equation*}
$$

which is an order of magnitude larger than the $O\left(\epsilon^{2}\right)$ charge density in the bulk. The $O(\epsilon)$ charge density also implies that the concentration must be at least $O(\epsilon)$ because


FIG. 5. Numerical solutions for the dimensionless cation and anion concentrations above the diffusion-limited current $(j=1.5)$ for $k_{c}=1, j_{r}=2, \epsilon=0.01$, and $\delta=0.1,10$. For reference, the vertical lines show where $x=\epsilon$ and $x=x_{o}$.
the anion concentration, $c-\rho$, is positive.
With the electric field given by (38), we can determine the values of $x_{o}$ and $\underline{\mathrm{c}}_{o}$ by solving the system of equations given by the definition of $x_{o}$ and $\underline{c}_{o}$. Using (18) to calculate $\underline{\mathrm{c}}_{o}$ and noticing that the leading-order contribution to the integral comes from the space-charge layer, we obtain

$$
\begin{equation*}
\underline{\mathrm{c}}_{o} \sim 1-j\left(1+x_{o}^{2}\right) . \tag{40}
\end{equation*}
$$

Combining this result with $x_{o}=-\underline{\mathrm{c}}_{o} / 2 j$, we find that

$$
\begin{equation*}
x_{o} \sim 1-j^{-1 / 2}, \quad \underline{\mathrm{c}}_{o} \sim 2\left(j^{1 / 2}-j\right) \tag{41}
\end{equation*}
$$

which can be substituted into (37) and (38) to yield the leading-order solutions in the bulk and space-charge layers. It should be noted that the expression for $x_{o}$ is consistent with the estimate for the width found by Bruinsma and Alexander [21] and Chazaviel [22] in the limits $j-1 \ll 1$ and small space-charge layer ( $x_{o} \ll 1$ ), although our analysis also applies to much larger voltages.

The results obtained via physical arguments in the previous few paragraphs motivate an asymptotic series expansion for $E$ whose leading-order term is $O(1 / \epsilon)$. Moreover, because we want to be able to balance the current density at second order, we


Fig. 6. Numerical solutions (solid lines) for the dimensionless electric field $E(x)$, average concentration $c(x)$, and charge density $\rho(x)$ far above the diffusion-limited current $(j=10.0)$ compared with leading-order asymptotic approximations (dashed lines) for $k_{c}=1, j_{r}=2, \epsilon=0.01$, and $\delta=0.1$. Each field is shown twice: (1) with $x$ on $\log$ scale to focus on the cathode region and (2) with $x$ on a linear scale to emphasize the interior of the cell. Note that $j \epsilon=0.1$, so the asymptotic approximations are not as good as at lower current densities. For reference, the vertical lines show where $x=\epsilon$ and $x=x_{o}$.
choose the second-order term to be $O(j)$. Thus, we have

$$
\begin{equation*}
\tilde{E}=\frac{1}{\epsilon} E_{-1}+E_{0} j+\cdots \tag{42}
\end{equation*}
$$

Note that in this asymptotic series, the first term dominates the second term only as long as $j \ll 1 / \epsilon$, so the following analysis holds exclusively for current densities far below $O(1 / \epsilon)$. Figure 6 illustrates the breakdown of the leading-order asymptotic solutions at very high current densities. While the qualitative features of the asymptotic approximation are correct (e.g., the shape of $E(x)$ in the diffuse layer and the slope of $c(x)$ in the bulk), the quality of the approximation is clearly less than at lower values of $j$.

The key advantage of a more systematic asymptotic analysis is that we are able to calculate the leading-order behavior of the space-charge layer concentration $\tilde{c}$, which
is not possible with only knowledge of the leading-order behavior for the electric field. Substituting (42) into the master equation (20), it is straightforward to obtain

$$
\begin{equation*}
\tilde{E} \sim-\frac{2}{\epsilon} \sqrt{j\left(x_{o}-x\right)}-\frac{1}{2\left(x_{o}-x\right)}+\cdots \tag{43}
\end{equation*}
$$

Using this expression in (17), we find the dominant contribution to $\tilde{c}$ is exactly the same as $\tilde{\rho}$ :

$$
\begin{equation*}
\tilde{c} \sim \epsilon \sqrt{\frac{j}{x_{o}-x}} \tag{44}
\end{equation*}
$$

Since $c_{-}=c-\rho$, this result leads to an important physical conclusion: The spacecharge layer is essentially depleted of anions, $c_{-}=o(\epsilon)$, as is clearly seen in Figures 4 and 5 . This contradicts our macroscopic intuition about electrolytes, but, in very thin films, complete anion deplection might occur. For example, in a microbattery developed for on-chip power sources using the $\mathrm{Li} / \mathrm{SiO}_{2} / \mathrm{Si}$ system, lithium ion conduction has recently been demonstrated in nanoscale films of silicon oxide, where there should not be any counterions or excess electrons [6].

At leading order as $\epsilon \rightarrow 0$, the anion concentration, $c_{-}$, can be set to zero in the space-charge layer, leaving the following two governing equations:

$$
\begin{align*}
\frac{d c_{+}}{d x}+c_{+} \frac{d \phi}{d x} & =4 j  \tag{45}\\
-\epsilon^{2} \frac{d^{2} \phi}{d x^{2}} & =\frac{1}{2} c_{+} \tag{46}
\end{align*}
$$

As with the binary electrolyte case, these equations can be reduced to a single equation for the electric potential:

$$
\begin{equation*}
\frac{d^{3} \phi}{d x^{3}}+\frac{d^{2} \phi}{d x^{2}} \frac{d \phi}{d x}=-\frac{2 j}{\epsilon^{2}} \tag{47}
\end{equation*}
$$

Integrating this equation once, we obtain a Riccati equation for $\frac{d \phi}{d x}$ :

$$
\begin{equation*}
\frac{d^{2} \phi}{d x^{2}}+\frac{1}{2}\left(\frac{d \phi}{d x}\right)^{2}=-\frac{2 j}{\epsilon^{2}}\left(x-x_{o}\right)+h \tag{48}
\end{equation*}
$$

where $h$ is an integration constant. Using the transformations

$$
\begin{equation*}
u \equiv e^{\phi / 2}, \quad z \equiv-\frac{j^{1 / 3}}{\epsilon^{2 / 3}}\left(x-x_{o}\right)+\frac{\epsilon^{4 / 3} h}{2 j^{2 / 3}} \tag{49}
\end{equation*}
$$

we find that $u$ satisfies Airy's equation,

$$
\begin{equation*}
\frac{d^{2} u}{d z^{2}}-z u=0 \tag{50}
\end{equation*}
$$

Thus, the general solution for $\phi(x)$ is

$$
\begin{equation*}
\phi(x)=2 \log \left[a_{1} A i\left(\frac{j^{1 / 3}}{\epsilon^{2 / 3}}\left(x_{o}-x\right)+\beta h\right)+a_{2} B i\left(\frac{j^{1 / 3}}{\epsilon^{2 / 3}}\left(x_{o}-x\right)+\beta h\right)\right] \tag{51}
\end{equation*}
$$

where $a_{1}$ and $a_{2}$ are constants determined by boundary conditions and $\beta=\frac{\epsilon^{4 / 3}}{2 j^{2 / 3}}$.

To simplify this expression, note that in the limit $\epsilon \rightarrow 0$, the potential drop between $x=x_{o}$ and $x=0$ is approximately

$$
\begin{equation*}
\phi\left(x_{o}\right)-\phi(0) \sim 2 \log \left[\frac{a_{1} A i(0)+a_{2} B i(0)}{a_{1} A i\left(\frac{x_{o} j^{1 / 3}}{\epsilon^{2 / 3}}\right)+a_{2} B i\left(\frac{x_{o} j^{1 / 3}}{\epsilon^{2 / 3}}\right)}\right] . \tag{52}
\end{equation*}
$$

Now, using the large argument behavior of the Airy functions, we see that as $\epsilon \rightarrow 0$, the argument of the logarithm approaches zero. Thus, we are lead to the conclusion that the electric potential at $x=x_{o}$ is less than at $x=0$. However, this is completely inconsistent with our physical intuition and the numerical results, which show that $\phi\left(x_{o}\right)-\phi(0)>0$. Therefore, it must be the case that $a_{2} \approx 0$, so that

$$
\begin{equation*}
\phi(x)=2 \log \left[a_{1} A i\left(\frac{j^{1 / 3}}{\epsilon^{2 / 3}}\left(x_{o}-x\right)+\beta h\right)\right] \tag{53}
\end{equation*}
$$

and

$$
\begin{equation*}
E(x)=\frac{2 j^{1 / 3}}{\epsilon^{2 / 3}} \frac{A i^{\prime}\left(\frac{j^{1 / 3}}{\epsilon^{2 / 3}}\left(x_{o}-x\right)+\beta h\right)}{A i\left(\frac{j^{1 / 3}}{\epsilon^{2 / 3}}\left(x_{o}-x\right)+\beta h\right)} . \tag{54}
\end{equation*}
$$

In principle, the integration constants $h$ and $a_{1}$ can be determined by matching to the inner diffuse layer, $x=O(\epsilon)$ (described below), and the bulk transition layer, $\left|x_{0}-x\right|=O\left(\epsilon^{2 / 3}\right)$ (described above). Here, the main point is that the leadingorder approximation for the electric field when the region is depleted of anions is exactly (38), which follows from the asymptotic form of $A i(z)$ and $A i^{\prime}(z)$ as $z \rightarrow \infty$ in (54). The equivalence of the single-ion equations and the full governing equations at leading order mathematically confirms the physically interpretation of the spacecharge layer as a region of anion depletion.
4.2. Boundary layers above the limiting current. To complete our analysis of the high-current regime, $1+O\left(\epsilon^{2 / 3}\right) \ll j \ll O(1 / \epsilon)$, we must consider the boundary layers. At the anode, all fields are $O(1)$, so we recover the usual Gouy-Chapman solution with the minor modification that $c_{1}=2 \sqrt{j}$, which is the value $\bar{c}$ takes as $x \rightarrow 1$. The cathode structure, however, is much more interesting because it is depleted of anions (see Figure 5). To our knowledge, this nonequilibrium inner boundary layer on the space-charge region, related to the reaction boundary condition at the cathode, has not been analyzed before.

As in the space-charge layer, the leading-order governing equations in this layer are those of a single ionic species with no counterions (45) and (46). Rescaling those equations using $x=\epsilon y$, we obtain

$$
\begin{gather*}
\frac{d \check{c}_{+}}{d y}+\check{c}_{+} \frac{d \check{\phi}}{d y}=4 j \epsilon \approx 0,  \tag{55}\\
-\frac{d^{2} \check{\phi}}{d y^{2}}=\frac{1}{2} \check{c}_{+} . \tag{56}
\end{gather*}
$$

From these equations, it is immediately clear that the cations have a Boltzmann equilibrium profile at leading order: $c_{+} \propto e^{-\phi(y)}$. As in the analysis for the spacecharge layer, it is possible to find a general solution to (55) and (56). By combining
these equations and integrating, we find that the potential in the cathode boundary layer has the form

$$
\begin{equation*}
\check{\phi} \sim \log \left[\sinh ^{2}(p y+q)\right]+r \tag{57}
\end{equation*}
$$

where $p, q$, and $r$ are integration constants. Therefore, the electric field and concentration are

$$
\begin{align*}
\check{E}(y) & \sim-2 p \operatorname{coth}(p y+q)  \tag{58}\\
\check{c}(y) & =\frac{1}{2} \check{c}_{+}(y) \sim \frac{2 p^{2}}{\sinh ^{2}(p y+q)} \tag{59}
\end{align*}
$$

Matching the electric fields in the diffuse and space-charge layers, we find that $p \sim \sqrt{j x_{o}}$. Note that because $p=O(\sqrt{j})$, the electric field in the diffuse charge layer is $O(\sqrt{j} / \epsilon)$, which is the same order of magnitude as in the space-charge layer. To solve for $q$, we use the expression for $p$ in the cathode Stern and Butler-Volmer boundary conditions, which leads to the following nonlinear equation:

$$
\begin{equation*}
\frac{4 k_{c} j x_{o}}{\sinh ^{2} q} \exp \left(2 \alpha_{c} \delta \sqrt{j x_{o}} \operatorname{coth} q\right)-j_{r} \exp \left(-2 \alpha_{a} \delta \sqrt{j x_{o}} \operatorname{coth} q\right)=j \tag{60}
\end{equation*}
$$

In the limit of small $\delta$, we can use fixed-point iteration to obtain an approximate solution,

$$
\begin{equation*}
q \sim \sinh ^{-1}\left(2 \sqrt{\frac{k_{c} j x_{o} \exp \left(2 \alpha_{c} \delta \sqrt{j x_{o}} \operatorname{coth} q_{o}\right)}{j+j_{r} \exp \left(-2 \alpha_{a} \delta \sqrt{j x_{o}} \operatorname{coth} q_{o}\right)}}\right) \tag{61}
\end{equation*}
$$

where $q_{o}$ has the same form as $q$ with $\left(\operatorname{coth} q_{o}\right)$ set equal to 1 . For $\delta \gg 1$, the leading-order equation is

$$
\begin{equation*}
\frac{4 k_{c} j x_{o}}{\sinh ^{2} q} \exp \left(2 \alpha_{c} \delta \sqrt{j x_{o}} \operatorname{coth} q\right) \sim j \tag{62}
\end{equation*}
$$

which implies that $q \gg 1$, so that the left-hand side can be small enough to balance the current. Thus, by using $\operatorname{coth} q \approx 1$ and $\sinh q \approx \exp (q) / 2$, we find that $q \sim$ $\alpha_{c} \delta \sqrt{j x_{o}}+\frac{1}{2} \log \left(16 k_{c} x_{o}\right)$. The agreement of these asymptotic approximations with the numerical solutions in the diffuse charge layer is illustrated in Figure 4.
5. Polarographic curves. We are now in a position to compute the leadingorder behavior of the polarographic curve at and above the classical limiting current. Recall that the formula for the cell voltage is given by

$$
\begin{equation*}
v=-\delta \epsilon E(0)+\int_{0}^{1}-E(x) d x-\delta \epsilon E(1) \tag{63}
\end{equation*}
$$

The integral is the voltage drop through the interior of the cell, and the first and last terms account for the potential drop across the Stern layers.

At the limiting current, $j=1$, we can estimate the voltage drop across the cell by using the bulk and diffuse-layer electric field to approximate the field in the SmyrlNewman transition layer to obtain

$$
\begin{align*}
v & \sim-\delta \epsilon E(0)+\int_{0}^{\epsilon^{2^{/ 3}}}-E(x) d x+\int_{\epsilon^{2 / 3}}^{1}-E(x) d x-\delta \epsilon E(1)  \tag{64}\\
& \sim 2 \frac{\delta}{b}+2 \log \left(\frac{\epsilon^{-1 / 3}+b}{b}\right)-\frac{2}{3} \log \epsilon \tag{65}
\end{align*}
$$

Notice that in the small $\delta$ limit, this expression reduces to $v \sim-\frac{4}{3} \ln \epsilon$ as $\epsilon \rightarrow 0$. The


Fig. 7. Comparison of numerical polarographic curves (dashed lines) with leading-order asymptotic approximations (solid lines) given in (66) for several values of $\epsilon$ with $\delta=1.0, k_{c}=1$, and $j_{r}=2$. For $\epsilon=0.001$, the numerical and asymptotic polarographic curves are indistinguishable on this graph. For reference, the vertical dashed line shows the classical diffusion-limited current $j=1$.

TABLE 1
Comparison of the asymptotic approximations (65) and (66) with numerically calculated values for the cell voltage at various $\epsilon$ and $\delta$ values. These cell voltages were computed with $k_{c}=1$ and $j_{r}=2$.

|  |  | $j=1.0$ |  | $j=1.5$ |  |
| :---: | ---: | ---: | ---: | ---: | ---: |
| $\epsilon$ | $\delta$ | $v_{\text {exact }}$ | $v_{\text {asym }}$ | $v_{\text {exact }}$ | $v_{\text {asym }}$ |
| $1 \mathrm{e}-4$ | 0.01 | 13.125 | 12.101 | 1297.799 | 1289.621 |
| $1 \mathrm{e}-4$ | 1.00 | 13.222 | 12.374 | 1297.048 | 1291.101 |
| $1 \mathrm{e}-4$ | 10.0 | 14.290 | 13.571 | 1305.318 | 1300.129 |
| $1 \mathrm{e}-3$ | 0.01 | 10.165 | 9.146 | 140.207 | 132.790 |
| $1 \mathrm{e}-3$ | 1.00 | 10.277 | 9.475 | 139.450 | 134.270 |
| $1 \mathrm{e}-3$ | 10.0 | 11.552 | 10.890 | 147.717 | 143.299 |
| $1 \mathrm{e}-2$ | 0.01 | 7.339 | 6.303 | 22.434 | 15.725 |
| $1 \mathrm{e}-2$ | 1.00 | 7.479 | 6.729 | 21.624 | 17.206 |
| $1 \mathrm{e}-2$ | 10.0 | 9.228 | 8.465 | 29.886 | 26.234 |
| $1 \mathrm{e}-1$ | 0.01 | 4.922 | 3.649 | 9.479 | 2.637 |
| $1 \mathrm{e}-1$ | 1.00 | 5.005 | 4.219 | 7.790 | 4.118 |
| $1 \mathrm{e}-1$ | 10.0 | 7.995 | 6.327 | 16.088 | 13.146 |

dependence, $v(j=0) \propto \ln \epsilon$, is clear in the numerical polarographic curves shown in Figure 7. (See also Figure 4 of the companion paper [9].) Table 1 compares this approximation with the exact cell voltage for a few $\epsilon$ and $\delta$ values. For small $\epsilon$ values $(\epsilon \leq 0.01)$, the asymptotic approximations are fairly good (within $5 \%$ to $10 \%$ ).

Above the limiting current, the space-charge layer makes the dominant contribution to the cell voltage. Using (37) and (38) in the formula for the cell voltage, we find that

$$
\begin{equation*}
v \sim \frac{4 \sqrt{j}}{3 \epsilon}\left(1-j^{-1 / 2}\right)^{3 / 2}+2 \delta(j-\sqrt{j})^{1 / 2} \operatorname{coth} q-\frac{1}{2} \log j-2 / 3 \log \epsilon \tag{66}
\end{equation*}
$$

The first two terms in this expression estimate the voltage drop across the space-charge and the cathode Stern layers, respectively. The last two terms are the subdominant
contribution from the bulk where we have somewhat arbitrarily taken $x=x_{o}+\epsilon^{2 / 3}$ as the boundary between the bulk layer and the Smyrl-Newman transition layer. Notice that we ignore the contribution from the cathode diffuse and Smyrl-Newman layers. It is safe to neglect the diffuse layer because it is an $O(1)$ contribution. However, the Smyrl-Newman layer has a nonnegligible potential drop that we have to accept as error since we do not have an analytic form for the solution in that region.

Figure 7 shows that the asymptotic polarographic curves are quite accurate for sufficiently small $\epsilon$ values. In Table 1, we compare the results predicted by the asymptotic formula with numerical results for a few specific values of $\epsilon$ and $\delta$. It is interesting that the approximation is also better for large $\delta$ values (we explain this observation in the next section). Also, while the $\log \epsilon$ term is subdominant, it makes a significant contribution to the cell voltage for $\epsilon$ values as small as 0.01 .

As with the width of the space-charge layer, $x_{o}$, our expression for the cell voltage, (66), is consistent with the results of Bruinsma and Alexander [21] and Chazaviel [22] near the limiting current, $j \rightarrow 1^{+}$, while remaining valid at much larger currents, $j=O(1 / \epsilon)$.
6. Effects of the Stern-layer capacitance. The inclusion of the Stern layer in the boundary conditions allows us to explore the effects of the intrinsic surface capacitance on the structure of the cell. From Figures 3 through 5, we can see that smaller Stern-layer capacitances (i.e., larger $\delta$ values) decrease the concentration and electric-field strength in the cathode diffuse layer. This behavior arises primarily from the influence of the electric field on the chemical kinetics at the electrode surfaces. When the capacitance of the Stern layer is low, small electric fields at the cathode surface translate into large potential drops across the Stern layer, (10), which help drive the deposition reaction, (12). As a result, neither the electric field nor the cation concentration need to be very large at the cathode to support high-current densities. These results confirm our physical intuition that it is only important to pay attention to the diffuse layer when the Stern-layer potential drop is negligible (i.e., $\delta \ll 1$ ).

At high currents, another important effect of the Stern-layer capacitance is that the total cell voltage becomes dominated by the potential drop across the Stern layer at large $\delta$ values (i.e., small capacitances). This behavior is clearly illustrated in Figure 8. Notice that for currents below the classical diffusion-limited current, the total cell voltage does not show a strong dependence on $\delta$. However, for $j>1$, the total cell voltage increases with $\delta$ - the increase being driven by the strong $\delta$ dependence of the Stern voltage.
7. Conclusion. In summary, we have studied the classical problem of direct current in an electrochemical cell, focusing on the exotic regime of high-current densities. A notable new feature of our study is the use of nonlinear Butler-Volmer and Stern boundary conditions to model a thin film passing a Faradaic current, as in a microbattery. We have derived leading-order approximations for the fields at and above the classical, diffusion-limited current, paying special attention to the structure of the cathodic boundary layer, which must be present to satisfy the reaction boundary conditions. In our analysis of superlimiting current, we have shown that the key feature of the bulk space-charge layer is the depletion of anions. Our exact solution of the leading-order problem in the space-charge region, (51), could thus also have relevance for Faradaic conduction through very thin insulating films.

Using the asymptotic approximations to the fields, we are able to derive a currentvoltage relation, (66), which compares well with numerical results, far beyond the limiting current. Combined with the analogous formulae in the companion paper [9],


FIG. 8. These graphs break the total cell voltage into contributions from the cell interior and the Stern layer as a function of $\delta$ for $\epsilon=0.01, k_{c}=2$, and $j_{r}=2$. Note that at and above the classical limiting current, the Stern-layer voltage dominates the total cell voltage for large values of $\delta$.
which hold below the limiting current, we have essentially analyzed the full range of the current-voltage relation. These results could be useful in interpreting experimental data, e.g., on the internal resistance of thin-film microbatteries.

A general conclusion of this study is that boundary conditions strongly affect the solution. For example, the Stern-layer capacitance, often ignored in theoretical analysis, plays an important role in determining the qualitative structure of the cell near the cathode, as well as the total cell voltage. The nonlinear boundary conditions for Butler-Volmer reaction kinetics also profoundly affect charge distribution and current-voltage relation, compared to the ubiquitous case of Dirichlet boundary conditions. The latter rely on the assumption of surface equilibrium, which is of questionable validity at very large currents.

We leave the reader with a word of caution. The results presented here are valid mathematical solutions of standard model equations, but their physical relevance should be met with some skepticism under extreme conditions, such as superlimiting current. For example, the PNP equations are meant to describe infinitely dilute solutions in relatively small electric fields [7, 28, 29]. Even for quasi-equilibrium double layers, their validity is not so clear when the zeta potential greatly exceeds the thermal voltage, because co-ion concentrations may exceed the physical limit required by discreteness (accounting also for solvation shells) and counterion concentrations may become small enough to violate the continuum assumption. Large electric fields can cause the permittivity to vary, by some estimates up to a factor of ten, as solvent dipoles become aligned. Including such effects, however, introduces further ad hoc parameters into the model, which may be difficult to infer from experimental data. Instead, we suggest using our analytical results (especially current-voltage relations) to test the validity of the basic model equations in thin-film experiments.
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#### Abstract

In many experimental observation systems where the goal is to record a threedimensional observation of an object, or a set of objects, a lower-dimensional projection of the intended subject is obtained. In some situations only the statistical properties of such objects are desired: the three-dimensional probability density function. This article demonstrates that under special symmetries this function can be obtained from either a one- or two-dimensional probability density function which has been obtained from the observed, projected data. Standard tomographic theorems can be used to guarantee the uniqueness of this function, and a natural basis set can be used in computing the three-dimensional function from the one- or two-dimensional projection. The theory of this inversion is explored using theoretical and computational methods with examples of data taken from scientific experiments.
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Introduction. In many experimental observation systems whose goal is to record a "true" three-dimensional observation of an object, or a set of objects, a lowerdimensional projection of the intended subject is obtained. In general, the tomographic inversion theorems for many such systems have been known for some time and have been used to expedite the inversion of projected data sets: one- and twodimensional projections of such structures to obtain the three-dimensional data (Herman, 1980; Kak and Slaney, 1987). For the most part, the data collection and subsequent inversions have considered the reconstruction of individual three-dimensional structures whose unique features are desired.

An alternate problem which utilizes the exact same tomographic theory arises in a situation where the interest is in some statistical parameterization of a set of three-dimensional objects and where the data that have been measured are lowerdimensional projections of these three-dimensional structures. This is true in certain situations such as the x-ray diffraction of molecules in suspension, where the molecules are assumed to be randomly oriented and the observed diffraction patterns are a result of the incoherent superposition of the magnitude of the Fourier transforms of the various orientations. In this case, the correlation distances between atoms are the desirable parameter, and in favorable situations the relationships between the ensemble of projections and the observed data can be used to infer the average distances between such entities (Hukins, 1981).

Another example concerns the case treated in this article: the recording of the displacements of animals using either optical or acoustic systems. In this situation, one type of desired knowledge is the probability density function for velocities $p d f(\vec{v})$, that is to say, the probability that a given animal is moving with velocity between $\vec{v}$ and $\vec{v}+d \vec{v}$, where $\vec{v}$ is a three-dimensional velocity. Assuming that the system is temporally

[^99]

(b) Reflectivity vs. range for a sonar pencil beam.

(c) A two dimensional image of the three dimensional distribution.

Fig. 1. A diagram which illustrates the utility of the methodology developed. (a) shows a threedimensional distribution of objects. The distribution can be measured with either (b) an essentially one-dimensional sonar system producing a record of animal reflectivity along a line or (c) an image of the same phenomenon observed with a camera system.
stationary, this statistic provides an interesting parameterization of the state of the system. Valuable ecological information can be inferred from such a function which includes the metabolic energy level of the animal (Torres and Childress, 1983) as well as a knowledge of the animal's lifestyle and the factors which govern its success in either foraging or mating.

Two special cases that are treated in the article are illustrated in Figure 1. The native environment for many observational phenomena is three-dimensional. However, in many cases it is much easier to measure either one- or two-dimensional data sets in which the three-dimensional information is embedded. As one example, we remark that the inferences about the behavior of animal aggregations (swarms, flocks)
(Okubo, 1980; Parrish and Edelstein-Keshet, 1999; Parrish and Hamner, 1997) could benefit from the methodology described herein. The figure depicts reflections from an essentially one-dimensional sonar system (b) and images from a camera (c). In the case of the sonar, a very narrow beam can be used to measure the range-dependent locations of animals along a single line. In the case of the camera, the projected two-dimensional locations of the animals can be inferred.

Mathematical formulation. The starting point for our discussion of the algorithm concerns the existence of a data matrix of object positions as a function of time: $\mathcal{R}=\left\{\vec{r}_{i, j}\right\}$, where the $i, j$ th element corresponds to the three-dimensional position of object $i$ observed at time $t_{j}$. Considering this matrix, a set of displacements can be computed for a set of objects at two time instants, $\left\{t_{j}, t_{k}\right\}$ as $\left\{\Delta \vec{r}_{i}=\vec{r}_{i j}-\vec{r}_{i k} \mid t_{j}-t_{k}, i=1, M\right\}$, where there are $M$ objects. Computing this set of displacements over all objects and over all time intervals and assuming temporal stationarity allows the computation of a set of displacements as a function of time interval $\Delta \vec{r}(\Delta T)=\left\{\Delta \vec{r}_{i} \mid \Delta T, i=1, M\right\}$. Dividing this data matrix by the time difference $\Delta T=t_{j}-t_{k}$ provides an estimate of the instantaneous velocities of the objects. However, we choose to leave the data as positions, as they are a bit easier to visualize.

Forming a histogram of the object displacements provides an estimate of the underlying probability density function for object displacement $p d f(\Delta \vec{r} \mid \Delta T)$ for a fixed time interval, $\Delta T$. Dividing three-dimensional space into small three-dimensional boxes of dimensions, $\delta \Delta \vec{r}$, the approximate three-dimensional probability density function, derived from the measured data, can be computed by assuming, given $n(\Delta \vec{r})$ as the number of occurrences of the length $\Delta \vec{r}$ in the interval $\Delta \vec{r}-\frac{\delta \Delta \vec{r}}{2}<$ $\Delta \vec{r} \leq \Delta \vec{r}+\frac{\delta \Delta \vec{r}}{2}$, that

$$
p d f_{3 d}(\Delta \vec{r} \mid \Delta T)=\lim _{N, t \rightarrow \infty} \frac{n(\Delta \vec{r})}{N}
$$

We next consider the data collection process and the consequences of a system that can measure only a subset of the vector components of the range displacement. In one case examined here a set of narrow sonar beams constituted the measurement which transformed the three-dimensional data vector into one that considered only range. A more common occurrence occurs when a conventional optical camera is used to obtain a two-dimensional picture of a set of three-dimensional objects. In this case, a conventional camera system provides a projected view of the animals' three-dimensional positions. In either case, a linear transformation projects the higher-dimensional data onto the measured lower-dimensional coordinates, resulting in a loss of information. For a single object or scene, a multitude of views can be obtained, resulting in a set of projections which can be used to invert for the true three-dimensional object (Kak and Slaney, 1987). In the special case when the object has some inherent degree of symmetry, the structure of the object can be obtained from a reduced set of data. So, for example, in the case of an object which displays complete three-dimensional symmetry, the three-dimensional structure can be obtained from a single projection.

The purpose of this article is to extend the theory of the reconstruction of projected functions to the case of probability density functions. As such, given an ensemble of objects with features $\{\Delta \vec{r}\}$, a probability density function $p d f_{3 d}(\Delta \vec{r})$ is used to describe their characteristics. In our case, the resultant measurement of such objects is a new set of objects with reduced dimensionality. This set of objects has lower dimensionality, say $\rho$ (a scalar), and a new and different probability density function
$p d f_{1 d}(\rho)$ (in the one-dimensional case) is obtained which is dependent on measurement geometry.

Defining a new matrix $\mathcal{D}=\left\{\rho_{i j}\right\}$, where the $i, j$ th element is the projected position of object $i$ at time $t_{j}$, the treatment above can be extended in a similar way to obtain an estimate for the probability density function of this one-dimensional function. Given $n(\Delta \rho)$ as the number of occurrences of the length $\Delta \rho$ in the interval $\Delta \rho-\frac{\delta \Delta \rho}{2}<\Delta \rho \leq \Delta \rho+\frac{\delta \Delta \rho}{2}$, then

$$
p d f_{1 d}(\Delta \rho \mid \Delta T)=\lim _{N, t \rightarrow \infty} \frac{n(\Delta \rho)}{N}
$$

Although we suspect that this theory can be generalized to measurements other than displacements, only the straightforward relationships between the displacements in one, two and three dimensions and their respective probability density functions will be addressed here. In the case of displacement, under the assumption of threedimensional isotropy, the inversion from $p d f_{3 d}(\Delta \rho)$ to $p d f_{3 d}(\Delta \vec{r})$ can be formulated using the theory of reconstruction of functions from their projections. The next section demonstrates that the one-dimensional probability density function obtained this way is a projection of the three-dimensional probability density function. Additional theorems are proved relating to our specific formulation as well.

## Theorems.

The spherically symmetric case. Our first proof examines the relationship between the three-dimensional probability density function for a fixed time delay $\Delta T$, $p d f_{3 d}(\Delta \vec{r} \mid \Delta T)$, and a one-dimensional projection of it, $p d f_{1 d}(\Delta \rho \mid \Delta T)$. Figure 2 illustrates that the formulation concerns the existence of two sets of data and their respective probability density functions. The two data sets are the "true" three-dimensional set of object displacements which would be obtained from a "true" three-dimensional imaging system $\{\Delta \vec{r} \mid \Delta T\}$. The measured data $\{\Delta \rho \mid \Delta T\}$ is obtained via the measurement process $M_{3 d \rightarrow 1 d}$ as shown in the diagram (as, for example, using a pencil sonar beam). The probability density functions, $p d f_{3 d}(\Delta \vec{r} \mid \Delta T)$ and $p d f_{1 d}(\Delta \rho \mid \Delta T)$ are obtained from each of these data sets via the binning transformations as above and represent the underlying statistics of the processes from one point of view. $P d f_{3 d \rightarrow 1 d}$ is the resultant transformation that occurs when one computes $p d f_{1 d}(\Delta \rho \mid \Delta T)$ from the inherent three-dimensional probability density function by projecting it to a onedimensional function.


FIG. 2. A diagram illustrating the relationships (clockwise from upper right) between the data $\{\Delta \vec{r} \mid \Delta T\}$, the projected data $\{\Delta \rho \mid \Delta T\}$, the probability density function for the one-dimensional data $p d f_{1 d}(\Delta \rho \mid \Delta T)$, and the probability density function for the three-dimensional data $p d f_{3 d}(\Delta \vec{r} \mid \Delta T)$. The transformations $M_{3 d \rightarrow 1 d}$ and $p d f_{1 d}(\Delta \rho \mid \Delta T)$ are the projection operator on the data set and the projection operator on the three-dimensional data.

The first theorem concerns the consistency of the above diagram. That is, the arrows indicate that the one-dimensional probability density function can be obtained
in one of two ways: by recording the three-dimensional data and computing the onedimensional pdf via a projection of the three-dimensional probability density function, or by recording the one-dimensional data and computing the probability density function from this scalar data set. The two methods produce equivalent functions as indicated by the theorem.

THEOREM 1. The one-dimensional probability density function obtained from the projected data is identical to that obtained via a projection of the three-dimensional probability density function.

Proof. The question asked here is whether the diagram in Figure 2 "commutes." To demonstrate that this is so, assume an arbitrary three-dimensional probability density function $p d f_{3 d}(\Delta \vec{r} \mid \Delta T)$ and consider a finite realization of this process in that a set of $N$ three-dimensional vectors has been observed, $\left\{\Delta \vec{r}_{1}, \Delta \vec{r}_{2}, \ldots, \Delta \vec{r}_{N}\right\}$. From the definition of a probability density function, $p d f_{3 d}\left(\Delta \vec{r}_{i}\right)=\lim _{N \rightarrow \infty} \frac{n\left(\Delta \vec{r}_{i}\right)}{N}$, where $n\left(\Delta \vec{r}_{i}\right)$ has been defined as the number of occurrences of event $\Delta \vec{r}_{i}$ in the interval $\Delta \vec{r}_{i}-\frac{\delta \Delta \vec{r}_{i}}{2}<\Delta \vec{r}_{i} \leq \Delta \vec{r}_{i}+\frac{\delta \Delta \vec{r}_{i}}{2}$. These cells also have dimensions $\delta \Delta x, \delta \Delta y, \delta \Delta z$, with the corresponding definition of the probability density function as above for $\delta \Delta \vec{r}$. Now the transformation $M_{3 d \rightarrow 1 d}$ maps the data vector $\{\Delta \vec{r} \mid \Delta T\}$ into $\{\Delta \rho \mid \Delta T\}$. Without loss of generality, consider the measurement system to be able to resolve objects in the direction $\Delta z$ so that $\{\Delta \vec{r} \mid \Delta T\} \rightarrow\{\Delta z \mid \Delta T\}$ and the $\Delta x$ and $\Delta y$ components are lost in the measurement process. Then, for a given cell $\delta \Delta z, n(\Delta z \mid \Delta T)=$ $\sum_{\Delta y} \sum_{\Delta x} n(\Delta z, \Delta x, \Delta y \mid \Delta t)$. Dividing by the total number of observations $N$ and taking the limit $N \rightarrow \infty$ permits the integration to be approximated as $\sum_{\Delta y} \sum_{\Delta x} \frac{n(\Delta z, \Delta y, \Delta x \mid \Delta T)}{N}=\int p d f_{3 d}(\Delta \vec{r}) d x d y$, which is the marginal probability density function $p d f_{1 d}(\Delta z) d x d y$, the projection of $p d f_{3 d}(\Delta r)$ onto the $z$ axis. In the limit as $N \rightarrow \infty$ the marginal distribution can be computed either directly from the threedimensional probability density function or by projecting the data to one dimension and then performing the computation of the probability density function.

We next turn our attention to the class of three-dimensional functions which have some special symmetry. The simplest case is when the three-dimensional probability density function has spherical symmetry. In this case, assuming spherical coordinates, the entire function can be represented by a radial slice so that $p d f_{3 d}(\Delta \vec{r})=p d f_{3 d}(\rho)$, where $\rho$ is the distance from the origin. Although the ultimate interest is in reconstructing such functions from a single projection, we pause briefly to state and prove a simple theorem.

THEOREM 2. Given a separable and isotropic probability density function, the projection of the three-dimensional function is identical to the one-dimensional probability density function.

This theorem is almost trivial to prove; however, we present it for completeness and because it also illustrates the well-known and important fact that if the three-dimensional data are normally distributed, no inversion is necessary, as the one-dimensional probability density function and the three-dimensional probability density function are identical.

So, for example, if (for fixed $\Delta T$ )

$$
\begin{equation*}
p d f_{3 d}(\rho)=p d f_{1 d}(x) p d f_{1 d}(y) p d f_{1 d}(z) \tag{1}
\end{equation*}
$$

then integrating with respect to $y$ and $z$ yields

$$
\begin{equation*}
p d f_{3 d}(\rho)=p d f_{1 d}(x) \int p d f_{1 d}(y) d y \int p d f_{1 d}(z) d z \tag{2}
\end{equation*}
$$

so that

$$
\begin{equation*}
p d f_{3 d}(\rho)=p d f_{1 d}(x) \tag{3}
\end{equation*}
$$

As an example, consider a set of object displacements that are normally distributed in three dimensions with mean 0 and variance $\sigma$. The three-dimensional probability density function of the displacements can be represented as

$$
\begin{equation*}
p d f_{3 d}(\Delta \vec{r})=\frac{1}{2 \pi \sigma^{2}} \exp ^{-\frac{\Delta x^{2}+\Delta y^{2}+\Delta z^{2}}{2 \sigma^{2}}} \tag{4}
\end{equation*}
$$

In this case, the projection of this function onto a one-dimensional axis (here taken to be the $z$ axis with no loss of generality since this function is isotropic) is the marginal probability distribution function

$$
\begin{equation*}
p d f_{1 d}(\Delta z)=\iint \frac{1}{2 \pi \sigma^{2}} \exp ^{-\frac{\Delta x^{2}+\Delta y^{2}+\Delta z^{2}}{2 \sigma^{2}}} d x d y \tag{5}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
p d f_{1 d}(\Delta z)=\frac{1}{2 \pi \sigma^{2}} \exp ^{-\frac{\Delta z^{2}}{2 \sigma^{2}}} \tag{6}
\end{equation*}
$$

Evidently, since the projection of this normally distributed function onto a single axis results in a normally distributed function with equal variance, there is no need to invert for the "true" three-dimensional function.

We next continue to pursue our interest in the reconstruction of the three-dimensional probability density function from the projected data and hence the one-dimensional probability density function. In particular, our interest is in the invertibility of the projection operator $p d f_{3 d \rightarrow 1 d}$. We remark that this inversion is possible for the general class of centrosymmetric functions and can be obtained via some standard techniques such as the projection slice theorem and its ramifications. Therefore, given $\mathcal{F}$, a one-dimensional Fourier transform, and $\mathcal{H}$ as a Hankel transform, with $\mathcal{H}^{-1}$ as an inverse Hankel transform, the transformation $p d f_{1 d}(\rho) \rightarrow p d f_{3 d}(\rho)$ can be obtained neglecting normalization coefficients as

$$
\begin{equation*}
p d f_{3 d}(\rho)=\mathcal{H}^{-1} \mathcal{F}\left[p d f_{1 d}(\rho)\right] \tag{7}
\end{equation*}
$$

In order to pursue this interest we examine more closely the transformation between the three-dimensional centrosymmetric function and its one dimensional projection:

$$
\begin{equation*}
p d f_{3 d}(\rho) \leftrightarrow p d f_{1 d}(\rho) \tag{8}
\end{equation*}
$$

Initially, assume that the three-dimensional probability density function is unimodal so that

$$
\begin{equation*}
p d f_{3 d}(\rho)=\delta\left(\rho-\rho_{0}\right) \tag{9}
\end{equation*}
$$

In a physical sense, this probability density function corresponds to a set of threedimensional translations where the displacement is isotropic, though of a fixed value. Under this assumption the set of projected vector lengths, and hence the distribution of the projected lengths, can be computed. The following theorem expresses the relationship between this simple unimodal distribution and its projection.

THEOREM 3. If $p d f_{3 d}(\rho)=\delta\left(\rho-\rho_{0}\right)$, then

$$
\begin{equation*}
p d f_{1 d}(\rho)=\frac{\Pi\left(\frac{\rho}{2 \rho_{0}}\right)}{2 \rho_{0}} \tag{10}
\end{equation*}
$$

where

$$
\begin{array}{lr}
\Pi(x)=1 & \text { if }|x| \leq 1 / 2 \\
\Pi(x)=0 & \text { otherwise } \tag{12}
\end{array}
$$

As an outline of the proof, we first assume a spherical coordinate system with $\phi$ in the $x, y$ plane and $\theta$ as the angle between a vector and the $z$ axis. Next, we compute the probability distribution function for $\theta$ and $\phi$ which will lead to the construction of a set of three-dimensional isotropic vectors of length $\rho_{0}$. Following this, the one-dimensional probability density function $p d f_{1 d}(\rho)$ is obtained by taking a set of projections and computing the probability density function. Since the distribution is isotropic, we choose the $z$ axis for convenience.

In order to compute the probability density functions for $\theta$ and $\phi$ we first assume that an ensemble of values has been chosen for $0 \leq \theta^{\prime} \leq \pi$ and $0 \leq \phi^{\prime} \leq 2 \pi$ that are uniformly distributed on these intervals. We seek a set of two functions $g\left(\theta^{\prime}\right)$ and $h\left(\phi^{\prime}\right)$ which will transform this $\theta^{\prime}$ and $\phi^{\prime}$ into a new set of variables, $\theta$ and $\phi$. Imagine the end points of a set of three-dimensional vectors whose origin is at the coordinate system origin and of length $\rho_{0}$ as being uniformly distributed on the surface of a sphere of radius $\rho_{0}$. Points drawn from this isotropic distribution should sample the surface area of the sphere uniformly so that, as a function of $\theta$ and assuming that $h\left(\phi^{\prime}\right)$ is an identity mapping, an increment in total area $A$ is equal to

$$
\begin{equation*}
\Delta A=\int_{0}^{\theta=g\left(\theta^{\prime}\right)} r^{2} \sin (\theta) d \theta d \phi=4 \pi r^{2}\left(\theta^{\prime} / \pi\right) \tag{13}
\end{equation*}
$$

The integral can be solved for $\theta$ so that

$$
\begin{equation*}
\cos \left(g\left(\theta^{\prime}\right)\right)=1-\frac{2 \theta^{\prime}}{\pi} \tag{14}
\end{equation*}
$$

yielding

$$
\begin{equation*}
\theta=g\left(\theta^{\prime}\right)=\cos ^{-1}\left(1-\frac{2 \theta^{\prime}}{\pi}\right) \tag{15}
\end{equation*}
$$

Taking the projection of this distribution is particularly simple with respect to the $z$ axis, since $z=\rho_{0} \cos \theta$ :

$$
\begin{equation*}
z=\rho_{0}\left(1-\frac{2 \theta^{\prime}}{\pi}\right) \tag{16}
\end{equation*}
$$

Since $\theta^{\prime}$ is uniformly distributed on the interval $0 \leq \theta^{\prime} \leq \pi$, this implies that $z$ is uniformly distributed on the interval $-\rho_{0}<z<\rho_{0}$, and that

$$
\begin{array}{rc}
p(z)=1 / 2 \rho_{0} & \text { if }|z| \leq \rho_{0} \\
0 & \text { otherwise } \tag{17}
\end{array}
$$

which proves the theorem.


FIG. 3. The relationship between $p d f_{3} d$ and $p d f_{1} d$ when $p d f_{3 d}=\delta\left(\rho-\rho_{0}\right)$.

We prefer to think of (10) as defining an "impulse response" of the transformation, as illustrated in Figure 3. Since, strictly, the response is a function of position, it is not spatially stationary. Nevertheless, it provides a particularly simple method for inverting the one-dimensional probability density function as shown. Assuming that $p d f_{3 d}(\rho)$ can be represented by a set of discrete samples as

$$
\begin{equation*}
p d f_{3 d}(\rho)=\left\{p d f_{3 d}\left(\rho_{i}\right) \mid i=1, N\right\}=\sum_{i=1}^{N} \int p d f_{3 d}(\rho) \delta\left(\rho-\rho_{i}\right) d \rho \tag{18}
\end{equation*}
$$

and noting that the transformation from $p d f_{3 d}$ to $p d f_{1 d}$ can be made as

$$
\begin{equation*}
p d f_{1 d}(\rho)=\mathcal{P}\left[p d f_{3 d}(\rho)\right] \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{P}\left[\sum_{i=1}^{N} \int p d f_{3 d}(\rho) \delta\left(\rho-\rho_{i}\right) d \rho\right]=p d f_{3 d}\left(\rho_{i}\right) \frac{\Pi\left(\frac{\rho}{2 \rho_{i}}\right)}{2 \rho_{i}} \tag{20}
\end{equation*}
$$

implies that

$$
\begin{equation*}
p d f_{1 d}(\rho)=\sum_{i=1}^{N} p d f_{3 d}\left(\rho_{i}\right) \frac{\Pi\left(\frac{\rho}{2 \rho_{i}}\right)}{2 \rho_{i}} . \tag{21}
\end{equation*}
$$

This is a system of linear equations which, in principle, can be inverted to obtain an estimate for $p d f_{3 d}(\rho)$ from $p d f_{1 d}(\rho)$.

An interesting corollary guarantees that these functions are nonincreasing.
Corollary. The one-dimensional probability density function, considered on the positive axis, is always a nonincreasing function.

The proof follows from Theorem 3 as the final function is a set of nonincreasing functions via (22), and since a sum of nondecreasing functions is nondecreasing, the resultant function is also nondecreasing.

The cylindrically symmetric case. Next, we demonstrate the utility of the general methodology as applied to cylindrically symmetric functions. One example of its use is when a camera system monitors the movements of animals. In this case, a set of two-dimensional projections of the three-dimensional trajectories is obtained. The treatment here is motivated by the fact that many ecosystems can be regarded as
having a distribution of animal motions which are isotropic in the horizontal plane but not the vertical. This is a reasonable assumption when considering some terrestrial and aquatic ecosystems where the force of gravity can permit the animal to differentiate between vertical versus horizontal movement and the environment is azimuthally isotropic in the horizontal plane.

In this case the desired probability density function can be considered to have isotropy in the $x, y$ plane so that the function has cylindrical symmetry, that is, $p d f_{3 d}(\rho, \theta, z)=p d f_{3 d}(\rho, z)$, where the $z, \theta$, and $\rho$ axes are the ones commonly associated with the cylindrical coordinate system ( $\rho$ being the length of a vector in the $x, y$ plane and $\theta$ the angle between the vector and the $x, y$ plane). Also, the set of three-dimensional trajectories are projected onto the $x, z$ axes, resulting in the measurement of a set of vectors in the $x, z$ plane. Accordingly, we seek a transform from $p d f_{2 d}(x, z)$, the measured data to the "true" probability density function, $p d f_{3 d}(\rho, z)$. Note that $\Delta$ has been dropped, as it is assumed that the functions are defined on physical variables that obey the geometric requirements of being "projected" via the measurement process.

If $\rho$ and $z$ are independent variables, the three-dimensional probability density function $p d f_{3 d}(\rho, z)$ can be expressed as $p d f_{2 d}(\rho) p d f_{1 d}(z)$, a product of these lowerdimensional functions. In the case where the probability density function cannot be written as a product of the two probability density functions, an alternate strategy for data categorization can be used where the joint probability density function, $p d f_{3 d}(\rho, z)$, can be estimated by creating a finite number of bins for the variable $z$, $\delta z_{i}$, and by observing the probability density function $p d f\left(x ; \delta z_{i}\right)$ for each one of these $\delta z_{i}$. In either case, the goal here is to invert for the function $p d f_{2 d}(\rho, z)$ given the function $p d f_{1 d}(x)$ of measured data. Note that, as before, the one-dimensional function $p d f_{1 d}(x)$ of measured (projected) data is not equivalent to $p d f_{3 d}(x, 0,0)$, a slice through the three-dimensional probability density function.

Considering the probability density function only in the plane, we state a theorem similar to Theorem 3, but this time for the two-dimensional to one-dimensional projection.

Theorem 4. If $p d f_{2 d}(\rho)=\delta\left(\rho-\rho_{0}\right)$, then

$$
\begin{array}{rc}
p d f_{1 d}(\rho)=\frac{2}{\pi \rho_{0}\left(1-\frac{\rho^{2}}{\rho_{0}^{2}} \frac{1}{2}\right.} & \text { for } 0 \leq \rho \leq \rho_{0}, \\
0, & \rho_{0}<\rho . \tag{23}
\end{array}
$$

The theorem states that if one has a unimodal two-dimensional probability density function which is circularly symmetric in the plane, then the probability density function for the projection of the set of vectors of length $\rho_{0}$ will be equal to the above $p d f_{1 d}(\rho)$.

For this cylindrically symmetric case, the measurement process will "project" these vectors located in the $x, y$ plane onto the $x$ axis. Here, a linear transformation is derived between the probability density function for the set of projected lengths (uniformly distributed in $\theta$, now assumed to be the angle between the vector $\rho$ and the $x$ axis) and the observed one-dimensional probability density function for their distribution, $p d f_{1 d}(x)$.

The proof is as follows: Given a set of vectors in the $x, y$ plane of length $\rho_{0}$ and uniformly distributed on $0 \leq \theta \leq 2 \pi$ we seek the $p d f_{1 d}(x)$ of their projected lengths. Geometrically, the cumulative distribution function of $x$ in the positive quadrant $(x \geq 0, y \geq 0)$ for uniform $\theta$ is proportional to the length of the arc of a circle
of radius $\rho_{0}$ for $0 \leq \theta \leq \pi / 2$. Now, considering a new angle, $\theta^{\prime}=\pi / 2-\theta$ (the angle between the vector and the $y$ axis), the cumulative distribution function for the normalized length of the arc of the circle from $\theta^{\prime}=0$ to some value $\theta^{\prime}$ is

$$
\begin{equation*}
C D F\left(\theta^{\prime}\right)=\frac{2}{\pi \rho_{0}} \int_{0}^{\theta^{\prime}} \rho_{0} d \theta=\frac{2 \theta^{\prime}}{\pi} \tag{24}
\end{equation*}
$$

Transforming back to the original polar angle $\theta$ via $\theta^{\prime}=\frac{\pi}{2}-\theta$ yields

$$
\begin{equation*}
C D F(\theta)=1-\frac{2 \theta}{\pi} \tag{25}
\end{equation*}
$$

Since $\cos (\theta)=\frac{\rho}{\rho_{0}}$,

$$
\begin{equation*}
C D F(\rho)=1-\frac{2}{\pi} \cos ^{-1}\left(\frac{\rho}{\rho_{0}}\right) \tag{26}
\end{equation*}
$$

where we limit

$$
\begin{equation*}
0 \leq \cos ^{-1}\left(\frac{\rho}{\rho_{0}}\right) \leq \pi / 2 \tag{27}
\end{equation*}
$$

Taking the derivate with respect to $x$ yields the probability density function, so that $p d f_{1 d}(\rho)=\delta\left(\rho-\rho_{0}\right)$ is transformed to

$$
\begin{equation*}
\frac{2}{\pi \rho_{0}\left(1-\frac{\rho^{2}}{\rho_{0}^{2}}\right)^{\frac{1}{2}}} \quad \text { for } \quad 0 \leq \rho \leq \rho_{0}, \quad 0 \quad \text { otherwise } \tag{28}
\end{equation*}
$$

by the measurement process.
Interestingly, this function goes to infinity at $\frac{\rho}{\rho_{0}}=1$; however, its integral exists and can be used to define the probability of events over any finite interval. The consideration of the other quadrants is accomplished most easily by assuming first that the absolute value of the measurements $|\Delta x|$ are used. This simplifies the bookkeeping needed to keep track of the inverse cosine argument and renders the positive and negative $x$ axes the same. Second, a similar treatment for the negative $y$ axis which defines a new angle which goes from $-\frac{\pi}{2} \leq \theta \leq 0$ yields the same result. Thus, the theorem is proved.

In examining the probability density function, it can be noted that the transformation from two dimensions to one dimension, this time, is somewhat more merciful to the data interpretation in the absence of inversion. So, for example, the most likely value for the projected data is identical to the length of the vector (i.e., when $\frac{\rho}{\rho_{0}}=1$ ). Nevertheless, the transformation does occur and it behooves the experimenter to examine the effects of this projection process in every case. This motivates the development of inversion techniques which will allow the computation of the radially symmetric function from the measured data. As before, a useful view of (22) is as a basis set for the observed data. In this view, the collected data is composed of a superposition of this set of stretched and renormalized functions. The development of inversion techniques that will allow the estimation of $p d f_{2 d}(\rho)$ from $p d f_{1 d}(\rho)$ will be considered in the next section.

## Numerical analysis.

The spherically symmetric case. We next consider the numerical inversion of the set of equations that can be generated from Theorem 3. Assuming discrete
sampling of both the projected data and the proposed inverse solution, a set of matrix equations can be formulated using (21). Assuming the form $\vec{b}=A \vec{x}$, where $\vec{b}$ is the observed data (the one-dimensional probability density function) and $\vec{x}$ is the desired inverse (a radial slice through the three-dimensional probability density function), a numerical inversion can be performed.

A discrete version of the system of equations can be obtained by integrating the observed data $p d f_{1 d}(\rho)$ over intervals $\delta \rho$ so that $p d f_{1 d}\left(\delta \rho_{j}\right)=\sum_{i=1}^{N} p d f_{3 d}\left(\rho_{i}\right) \Pi\left(\frac{\delta \rho_{j}}{2 \rho_{i}}\right)$. In addition, considering only positive displacements allows the distribution to be onesided so that

$$
\begin{equation*}
p d f_{1 d}\left(\delta \rho_{j}\right)=\sum_{i=1}^{N} p d f_{3 d}\left(\rho_{i}\right) \Pi\left(\frac{\delta \rho_{j}}{\rho_{i}}\right), \text { where } \rho_{i}, \rho_{j} \geq 0 \tag{29}
\end{equation*}
$$

Assuming bin widths of unit value, the system of equations can be represented as

$$
\left[\begin{array}{c}
b_{1} \\
b_{2} \\
\cdot \\
\cdot \\
\cdot \\
b_{N}
\end{array}\right]=\left[\begin{array}{cccccc}
1 & \frac{1}{2} & \cdot & \cdot & \cdot & \frac{1}{N} \\
& \frac{1}{2} & \cdot & \cdot & \cdot & \frac{1}{N} \\
& & \cdot & \cdot & \cdot & \cdot \\
& & & \cdot & \cdot & \cdot \\
& & & & \cdot & \cdot \\
& & & & & \frac{1}{N}
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\cdot \\
\cdot \\
\cdot \\
x_{N}
\end{array}\right]
$$

Since this matrix is upper right triangular, a solution can be written down so that

$$
\begin{aligned}
x_{N} & =b_{N} N, \\
x_{N-1} & =(N-1)\left(b_{N-1}-b_{N}\right),
\end{aligned}
$$

which implies

$$
\begin{aligned}
x_{i} & =i\left(b_{i}-b_{i+1}\right) & & \text { for } i<N \\
& =i b_{i} & & \text { for } i=N .
\end{aligned}
$$

Thus, the inverse matrix can be written as

$$
A^{-1}=\left[\begin{array}{ccccc}
1 & -1 & & & \\
& 2 & -2 & & \\
& & \cdot & & \\
& & & & (N-1) \\
& & & & -(N-1) \\
& & & & N
\end{array}\right]
$$

Computing the signal-to-noise of this inversion can be accomplished by adding noise to the observed data vector, $\vec{b}_{o b s}=\vec{b}+\vec{\epsilon}$, where $\vec{\epsilon}$ is a noise vector, and then computing the inversion. Substituting back into the expression for $x$ yields a computed $\vec{x}_{c}$, where

$$
\begin{equation*}
x_{c_{i}}=i\left(\left(b_{i}+\epsilon_{i}\right)-\left(b_{i+1}+\epsilon_{i+1}\right)\right), \tag{30}
\end{equation*}
$$

or

$$
\begin{equation*}
x_{c_{i}}=i\left(b_{o i}-b_{o i+1}\right), \tag{31}
\end{equation*}
$$

where $b_{o i}$ and $b_{o i+1}$ are random variables which consist of the observed values of the parameters. Therefore, $x_{c_{i}}$ is a function of two random variables. If $b_{o i}$ and $b_{o i+1}$ can be described by probability density functions which are independent and, moreover, normally distributed with variance $\sigma_{i}$ and $\sigma_{i+1}$, then the random variable $x_{c_{i}}$ has a probability density function which is normal and has variance of

$$
\begin{equation*}
\sigma_{x_{c_{i}}}^{2}=i^{2}\left(\sigma_{i}^{2}+\sigma_{i+1}^{2}\right) \tag{32}
\end{equation*}
$$

which demonstrates that the variance increases with the square of value $i$ and is a sum of the variances of the observed data values.

The cylindrically symmetric case. The cylindrically symmetric case can be treated in a manner almost identical to that of the spherically symmetric case. The situation is somewhat more complicated in this case due to the form of the transformation from two-dimensional to one-dimensional probability density function as represented by (22). The two-dimensional probability $p d f_{2 d}(\rho)$ can be represented by a discretely sampled version as

$$
\begin{equation*}
p d f_{1 d}(\rho)=\sum_{i=1}^{N} p d f_{2 d}\left(\rho_{i}\right) \frac{2}{\pi \rho_{i}\left(1-\frac{\rho^{2}}{\rho_{i}^{2}}\right)^{\frac{1}{2}}} . \tag{33}
\end{equation*}
$$

As before, we prefer to think of this as a "system response" to a unimodal probability density function $\left(p d f_{2 d}(\rho)=\delta\left(\rho-\rho_{i}\right)\right)$. Integrating this equation over finite bin widths of size $\Delta \rho$ to accommodate the data collection process yields

$$
\begin{equation*}
p d f_{1 d}\left(\delta \rho_{j}\right)=\int_{\rho_{j}-\frac{\Delta \rho}{2}}^{\rho_{j}+\frac{\Delta \rho}{2}} \sum_{i=1}^{N} p d f_{2 d}\left(\rho_{i}\right) \frac{2}{\pi \rho_{i}\left(1-\frac{\rho_{j}^{2}}{\rho_{i}^{2}} \frac{1}{2}\right.} d \rho_{j} . \tag{34}
\end{equation*}
$$

Taking the integral inside of the sum and noting that

$$
\begin{equation*}
\int_{\rho_{j}-\frac{\Delta \rho}{2}}^{\rho_{j}+\frac{\Delta \rho}{2}} \frac{2}{\pi \rho_{i}\left(1-\frac{\rho_{j}^{2}}{\rho_{i}^{2}}\right)^{\frac{1}{2}}} d \rho_{j}=C D F\left(\rho_{j}+\frac{\Delta \rho}{2} ; \rho_{i}\right)-C D F\left(\rho_{j}-\frac{\Delta \rho}{2} ; \rho_{i}\right) \tag{35}
\end{equation*}
$$

where CDF stands for the cumulative distribution function for $p d f_{1 d}(\rho)$ as in (26), implies that

$$
\begin{equation*}
p d f_{1 d}\left(\delta \rho_{j}\right)=\sum_{i=1}^{N} p d f_{2 d}\left(\rho_{i}\right)\left(C D F\left(\rho_{j}+\frac{\Delta \rho}{2} ; \rho_{i}\right)-C D F\left(\rho_{j}+\frac{\Delta \rho}{2} ; \rho_{i}\right)\right) \tag{36}
\end{equation*}
$$

This equation can then be transformed into a more compact notation as

$$
\begin{equation*}
p d f_{1 d}\left(\delta \rho_{j}\right)=\sum_{i=1}^{N} p d f_{2 d}\left(\rho_{i}\right) \Delta C D F\left(\rho_{j}, \rho_{i}\right) \tag{37}
\end{equation*}
$$

where

$$
\begin{align*}
\Delta C D F\left(\rho_{j}, \rho_{i}\right) & =C D F\left(\rho_{j}+\frac{\Delta \rho}{2} ; \rho_{i}\right)-C D F\left(\rho_{j}+\frac{\Delta \rho}{2} ; \rho_{i}\right)  \tag{38}\\
& =\frac{2}{\pi}\left(\cos \left(\frac{\rho_{j}-\frac{\Delta \rho}{2}}{\rho_{i}}\right)-\cos \left(\frac{\rho_{j}+\frac{\Delta \rho}{2}}{\rho_{i}}\right)\right) \tag{39}
\end{align*}
$$

The matrix is, again, upper right triangular because via (23)

$$
\begin{equation*}
\Delta C D F\left(\rho_{j}, \rho_{i}\right)=0 \quad \text { if } \rho_{i}>\rho_{j} \tag{40}
\end{equation*}
$$

Therefore, the numerical solution of the set of linear equations can be computed as before. The noise analysis can also be performed; however, we have not derived an analytic expression, as above, as the inverse matrix has a much more complicated structure. We defer these considerations to a future publication.

## Experimental results.

The spherically symmetric case. As an example of the use of the method for the analysis of collected data we present results that utilize data generated from the FishTV sonar system (Jaffe et al., 1995). Briefly, the FishTV system is a multibeam sonar system which operates at a frequency of 445 kHz with bandwidth of 25 kHz and at frame rates of up to 4 Hz . The system provides acoustic backscatter from a set of 64 beams whose beam widths are 2 degrees by 2 degrees. The system resolves 512 range bins at a range increment of 0.75 cm , which yields a three-dimensional data set of dimensions 16 degrees by 16 degrees by 3.8 meters. The system has been used to measure the sonar reflectivity (Jaffe, Ohman, and De Robertis, 1998) and behavior (Jaffe, De Robertis, and Ohman, 1999) of small animals in the water column (zooplankton).

Given that the azimuthal resolution of the system is 2 degrees by 2 degrees, at a range of 3 m the cross-track resolution of the system is 10.5 cm by 10.5 cm . In contrast, the range resolution of the system, dictated by the bandwidth of the signal, in excellent signal-to-noise can be as small as 1 cm . Clearly, an algorithm which takes advantage of the superior range resolution in order to estimate the $p d f(\vec{v})$, the probability density function for velocity, is desired. This was especially appealing since the animal motions were suspected to be small, as they are quiescent during some of our observation times (daylight). In addition, during this time, there is good reason to believe that this probability density function is spherically symmetric. One advantage of the algorithm proposed here is that it permits use of this much better range resolution in order to compute the three-dimensional probability density function from the one-dimensional observations.

Data shown here were collected in a fjord in British Columbia over a period of approximately 10 minutes. The sonar was suspended below an anchored ship and oriented into the current via the use of a current vane which was placed on the data collection package. The sonar was operated at a rate of 2 Hz and was aimed slightly downward into the layer of animals that collects at depth during the daytime. Suspended at 85 meters, the system recorded the time varying reflections from targets that were between 7 and 10 meters in range. The recording process yielded a set of time varying reflections from each of the 64 sonar beams. Additional information describing the system can be found in Jaffe et al. (1995).

Extensive software development in conjunction with validation of the system's performance has been performed over a period of several years (De Robertis, 2001). The first step is to identify the presence of individual targets in each of the 64 sonar beams. This is accomplished via the use of a correlation receiver and also by inspecting the neighboring beams for side lobes as our targets are azimuthally spread. The output of this first step is an estimate for the three-dimensional voxel (horizontal and vertical bearing angle and range) in which the target is located, and its acoustic cross section (reflectivity). This set of three-dimensional locations, which are obtained over


Fig. 4. A set of displacement distribution functions: the number of targets that underwent translation $\Delta X$ in time interval $\Delta T$ as a function of time delay.
a relatively short period of time for one complete system transmission-and-receive cycle, is referred to as a frame.

The next step in our treatment of the data, for the purposes of this article, is to consider the range displacements only. The histogram of these values provides the data from which the probability density function can be estimated. The histogram formed solely from the range estimates forms an estimate for $p d f_{1 d}(\rho)$. In order to compute this function from the target lists as a function of frame number, various approaches can be used. Probably the most sophisticated approach would be to track the targets temporally and to estimate their range displacements accordingly. A simpler approach was taken here which should yield approximately the same results. That is, given a time interval, the range displacement vectors were computed for all targets in successive frames, which were separated by the given time interval from the two lists (with reflectivities above a certain value). This is computationally very simple, and under the assumption that the individual target locations are uncorrelated (among themselves), the extra displacements from targets that were not the same should produce a "dc value" or plateau upon which the true target displacements are observable. The displacements were binned into bins of width 1.5 cm . Although the data recording interval results in a range increment of .75 cm , this value was used, as it was closer to the "true" resolution of the system as measured by the width of the autocorrelated pulse.

Figure 4 contains a set of four histograms for these estimated range displacements from this data set. These displacement distributions can easily be converted into an
estimate for $p d f_{1 d}(\rho)$ by simply dividing through by the total number of observations. The data indicate that there is a mean translation of the animals' positions (due to the current) which is superimposed upon a broadening of the distribution, which we have assumed is due to animal motion. It is evident that the majority of the animals are hardly moving at all, that is to say, the majority of their displacement is due to the current. This further motivated our interest in using this inversion algorithm to obtain a higher resolution estimate than could be obtained from just the threedimensional positions, which suffer from poor azimuth resolution (relative to animal displacement).

The data in Figure 4 were obtained by forming the histograms for each of the individual beams for each of the time delays and then shifting them by small amounts in order to line them up. The reason that they had different modes for their displacements was due to the small differences in pointing angles for each of the 64 beams. This resulted in a different value for the projection of the current vector onto each of the beam-pointing angles. The correction assumes that the width of the peaks will change little as a function of this systematic correction.

Since these data were obtained by regarding only changes in animal position in range, the data reflects an estimate for $p d f_{1 d}(\Delta \rho \mid \Delta T)$. Moreover, since it is likely that the "true" animal displacement probability density function is isotropic, the data were treated using the above analysis. Note that this probability density function might be due to both turbulence as well as animal movement. In the case that both of those are isotropic, the analysis considered here can be rightfully applied. In addition, since the current regime where the study was done was extremely laminar, the broadening of the probability density function was interpreted as due to animal movement. The inverse was computed by multiplying the data by the matrix $A^{-1}$ to obtain an estimate for the radial slice through the three-dimensional function (here kept in the form of a displacement histogram). Figure 5 shows the result. An interesting feature of the inverse is that there is a significant decrease in the estimated number of targets that are simply drifting with the current, as contrasted with the estimate that would be obtained by simply taking the one-dimensional displacements histograms.

In order to test whether this inversion differs significantly from the measured data and to explore its stability, a simulation was done. Under the assumption that (1) the measured data was not subject to any systematic error and (2) the underlying probability density function for the measured data is Poisson distributed with expectation and standard deviation equal to the measured value, an ensemble of potential measured waveforms was simulated. Each member of the ensemble was then multiplied by the inverse matrix (as above) to compute a new inverse. This yielded an ensemble of inverses whose standard deviations are shown as dashed lines in Figure 5. The error curves indicate that, at the origin, the computed inverse is significantly different from the measured data; however, at larger displacements the inversion is not. This is an interesting and significant observation. Perhaps some degree of active swimming is needed for survival.

The cylindrically symmetric case. In this section we consider the utilization of the methodology which was developed for the cylindrically symmetric case. In the above spherically symmetric case we described the application of the methodology to data that were measured using a specially designed sonar system. Here, standard camera technology has been used to view the behavior of animals from a single direction. Under the assumption that the underlying probability density function for velocity has cylindrical symmetry, a temporally changing set of data from this sin-


Fig. 5. The result of performing the matrix inversion $A^{-1}$ on the one-dimensional sonar data for different time delays. The solid black line is the observed histogram of the range displacement data. The gray line is the result obtained after multiplying by the inverse matrix. The dashed gray lines indicate plus or minus one standard deviation. The output of this process is an estimate for a radial slice through the spherically symmetric, three-dimensional histogram.
gle camera can be used to infer a radial line through the cylindrically symmetric distribution.

Here we consider experiments that were performed to observe the behavior of small underwater animals (zooplankton of size 1 mm ) in order to study the differences in their behavior in the presence and absence of food. The animals were placed in an aquarium and photographed with a video camera under dim red light. Postprocessing of the data yielded a set of displacement vectors for the animals $\left\{\Delta x_{i}, \Delta z_{i} ; t, i=1, N\right\}$ as a function of time.

This section contains the results of processing the set of five animal trajectories which consisted of approximately 100 positions each, yielding about 500 animal displacements (Leising and Franks, 2002). These vectors were then assembled into two histograms of displacements, one for $\Delta x$ and the other for $\Delta z$, under the assumption that the two probability density functions are independent, as described above. The displacements for both positive and negative values were combined under the assumption that the distribution is symmetric.

As described above, the forward problem was modeled using a finite number of bins, and the algorithm was tested on several simulated distributions. Here, the experimental data of the recorded animal positions were used to obtain a set of animal displacements which were binned into 11 size classes. In order to compute the inver-
sion, an 11 by 11 matrix was created for the forward problem. The forward matrix was computed as

| 1. | .356 | .227 | .167 | .132 | .110 | .093 | .081 | .072 | .065 | .059 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0. | .644 | .249 | .174 | .136 | .111 | .095 | .082 | .073 | .066 | .059 |
| 0. | 0. | .523 | .206 | .148 | .118 | .095 | .082 | .073 | .065 | .060 |
| 0. | 0. | 0. | .452 | .180 | .131 | .105 | .089 | .077 | .068 | .061 |
| 0. | 0. | 0. | 0. | .404 | .162 | .119 | .096 | .820 | .072 | .064 |
| 0. | 0. | 0. | 0. | 0. | .368 | .148 | .110 | .089 | .076 | .067 |
| 0. | 0. | 0. | 0. | 0. | 0. | .341 | .138 | .102 | .084 | .072 |
| 0. | 0. | 0. | 0. | 0. | 0. | 0. | .319 | .129 | .096 | .079 |
| 0. | 0. | 0. | 0. | 0. | 0. | 0. | 0. | .301 | .122 | .091 |
| 0. | 0. | 0. | 0. | 0. | 0. | 0. | 0. | 0. | .285 | .116 |
| 0. | 0. | 0. | 0. | 0. | 0. | 0. | 0. | 0. | 0. | .272 |

The inverse matrix will not be shown here; however, the inverted data set is shown in Figure 6, along with the original data histogram of the displacements. As the figure indicates, the estimate for the true data set is somewhat different than the observed data. Curves of plus or minus one standard deviation, computed in an identical way to the spherically symmetric case, are also shown. Interestingly, in the same way as in the spherically symmetric case, a decrease in targets that were practically still is evident. This inversion then also suggests that there are fewer targets moving with very small velocities than would be measured from just computing the probability density function from the projected data. In this case, it is widely known that the animals execute a "hop and sink" strategy for foraging, indicating that they indeed spend little of their time not moving at all. Since the animals are somewhat negatively buoyant, they cannot simply suspend movement and maintain their depth.


FIG. 6. A histogram of observed animal displacements, proportional to $p d f_{1 d}(\Delta x)$ (solid black), and the inversion for the "true" three-dimensional histogram, proportional to pdf $3 d(\Delta r)$ (gray). The dashed gray lines indicate plus or minus one standard deviation. The data was collected with a camera system which viewed animal displacements in dim red light.

Discussion and conclusions. In this article a theory of tomographic inversions for probability density functions from observed data has been proposed. The theory is motivated by the many data collection systems that observe a lower-dimensional projection of the data where both one-dimensional and two-dimensional projections of three-dimensional vectors are observed. In the two cases considered here, a threedimensional sonar system and an optical camera, animal displacement distributions were processed to obtain an estimate for radial slices through the two- and threedimensional displacement probability density functions. The identical nature of this problem to the standard theories relating to tomographic inversion is emphasized. Several theorems are proved which demonstrate the utility of inverting symmetric marginal probability density functions using tomographic theorems. The utility of these ideas is demonstrated via the application of the numerical implications to experimentally collected data.

From the scientific point of view there are a host of interesting problems that could be explored using the methodology described here. In this regard, this author's primary interest has been in tracking individual animals in various aquatic environments. Other applications of the methodology may relate to tracking animals both on land and in the air. As demonstrated, even one-dimensional range information from a simple device can be transformed into a radial slice of a multidimensional probability density function using the methodology presented here. In the case of animals that fly, the similarities are clear between observing birds or insects and the aquatic examples in the applications given here. Other interesting probability moments exist as well. So, for example, one might be interested in the joint distribution of some predator and prey via their relative distances in some reduced-dimensional coordinate system. Inversion for the true joint probability density function from this joint distribution, under assumptions here of various symmetries, therefore seems like an interesting future application of the technique.

In a similar context, we remark that other work by this author involves the projection of fluorescent organisms onto a plane (Jaffe, Franks, and Leising, 1998; Franks and Jaffe, 2001). Under various assumptions about symmetry, the correlation distances can be computed.

From the point of view of the reconstruction of multidimensional functions from projections, there are a number of theoretical questions which arise as a result of this work. A significant issue concerns the underlying assumptions of isotropy, either in three dimensions or in two, and how strictly isotropic the distributions need to be in order for the results to apply. So, for example, in the analysis of the sonar system's measurements of one-dimensional displacements, it was assumed that the animals' movements could be described by an isotropic probability density function. However, since the animals remain at a depth strata during the day, it cannot be strictly true that their distribution is isotropic, as over time they would diffuse into the entire volume. If the underlying three- or two-dimensional probability density function is not strictly isotropic, the above theorems do not apply; however, if the distribution is "almost" isotropic, then one might hope that some variation of the theorems can be used. Moreover, when the system is not truly isotropic, perhaps one can use some fewer number of projections than would be required for a true multidimensional inversion without arbitrary assumptions about the underlying structure of the desired object. The application of the theory and methodology described here to situations of pragmatic interest is an interesting area for future research.

Additional issues which relate to the numerical solution of the system of equations remain. These issues are generic to the theory of the reconstruction of functions from
projections and thus relate to the field in general. Under the special symmetries considered here, the inversions would benefit from additional work. So, for example, only a straightforward multiplication by the matrix inverse was performed here. However, in the presence of noise, this inversion is probably neither a maximum likelihood nor maximum a priori estimate for the solution. So, for example, in both cases considered here, it is likely that there is some noise amplification as a result of the simplicity of the inversions.

Another issue relates to the numerical implementation of the inverse. Tomographic reconstructions are typically performed through the use of filtered backprojection. It would be interesting to characterize the performance of that algorithm in comparison to the more analytically based algorithms that capitalize on the symmetry which have been proposed here.

Finally, perhaps the most surprising and significant conclusion is that it is productive to perform tomographic inversions on marginal probability density functions. As shown, these inversions can provide an estimate for a true underlying two- or threedimensional probability density function when performed on one- and two-dimensional projected data. Collection of these lower-dimensional data sets can vastly simplify an experimental setup, as the collection of true three-dimensional data requires both careful calibration and additional hardware when compared with the lower-dimensional case.
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#### Abstract

The capacity for multiple equilibria in an isothermal homogeneous continuous flow stirred tank reactor is determined by the reaction network. Examples show that there is a very delicate relationship between reaction network structure and the possibility of multiple equilibria. We suggest a new method for discriminating between networks that have the capacity for multiple equilibria and those that do not. Our method can be implemented using standard computer algebra software and gives answers for many reaction networks for which previous methods give no information.
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1. Introduction. We are interested in studying the uniqueness of positive equilibrium points of a special but large class of systems of nonlinear ordinary differential equations (ODEs): those that derive from chemical reaction networks. In order to understand how these equations arise, we will first look informally at an example of a reaction network and see how it induces a system of ODEs.

Consider some chemical species A, B, C, D, W, X, Y, and Z, and suppose that the chemical reactions occurring among these species are

$$
\begin{equation*}
A+B \rightleftharpoons C, \quad X \rightleftharpoons 2 A+D \rightleftharpoons Y, \quad D \rightleftharpoons C+W, \quad B+D \rightleftharpoons Z \tag{1.1}
\end{equation*}
$$

We will study a particular kind of reactor, called a continuous flow stirred tank reactor (CFSTR; see [3]) by chemical engineers. Think of a CFSTR as just some enclosed volume endowed with a feed stream and an outflow stream. Suppose that its contents are kept at constant temperature and are spatially uniform. Now imagine that a liquid mixture of species $\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}, \mathrm{W}, \mathrm{X}, \mathrm{Y}$, and Z is continuously supplied to some CFSTR at a constant volumetric flow rate $g$ (volume/time). Also, the contents of the CFSTR are continuously removed at the same volumetric flow rate $g$. Chemical reactions occur in the CFSTR, according to (1.1). We would like to investigate the temporal evolution of the composition of the mixture within the CFSTR. Let us denote by $c_{A}^{f}, c_{B}^{f}, \ldots, c_{Z}^{f}$ the molar concentrations (moles/volume) in the feed stream and by $c_{A}(t), c_{B}(t), \ldots, c_{Z}(t)$ the molar concentrations within the CFSTR (and effluent stream) at time $t$. We will denote the vector of all molar concentrations within the CFSTR by $c(t)$. We get the picture shown in Figure 1.1.

One source of change in composition is the occurrence of chemical reactions. It is generally assumed that the occurrence rate of each reaction at time $t$ depends just
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Fig. 1.1. The CFSTR of the reaction network (1.1).
on the mixture composition $c(t)$. For example, for the reaction $A+B \rightarrow C$ there exists a nonnegative real-valued rate function $K_{A+B \rightarrow C}$ such that $K_{A+B \rightarrow C}(c)$ is the occurrence rate of reaction $A+B \rightarrow C$ per unit volume of mixture when the mixture composition is given by the vector $c$. Let us now think about the instantaneous rate of change of $c_{A}$. Whenever the reaction $A+B \rightarrow C$ occurs we lose one molecule of $A$. Also, whenever the reaction $C \rightarrow A+B$ occurs we gain one molecule of $A$. Similarly, whenever the reaction $X \rightarrow 2 A+C$ occurs we gain two molecules of $A$, and so on.

The other source of changes in composition is the difference between the composition $c^{f}$ in the feed stream and the composition $c$ in the effluent stream. (Note that the composition of the effluent stream is presumed to be identical to that of the homogeneous mixture within the vessel.) If $V$ is the total volume of the mixture within the CFSTR, ${ }^{1}$ we get

$$
\begin{align*}
V \dot{c}_{A}=g\left(c_{A}^{f}-c_{A}\right) & -V K_{A+B \rightarrow C}(c)+V K_{C \rightarrow A+B}(c)  \tag{1.2}\\
& -2 V K_{2 A+D \rightarrow X}(c)+2 V K_{X \rightarrow 2 A+D}(c) \\
& -2 V K_{2 A+D \rightarrow Y}(c)+2 V K_{Y \rightarrow 2 A+D}(c)
\end{align*}
$$

We will now look more closely at the structure of the rate functions. In most cases chemists suppose the rate functions to be of mass-action type (see [26]). This means that, for example, for the reaction $A+B \rightarrow C$, the more $A$ there is in the CFSTR, the more occurrences of the reaction there will be, and similarly for $B$. More precisely, we presume that the occurrence rate of the reaction $A+B \rightarrow C$ is proportional to the probability of $A$ and $B$ meeting in the CFSTR, which, in turn, is proportional to the value of $c_{A} c_{B}$. Thus, we write

$$
K_{A+B \rightarrow C}(c)=k_{A+B \rightarrow C} c_{A} c_{B}
$$

where $k_{A+B \rightarrow C}$ is a positive rate constant for the reaction $A+B \rightarrow C$. For the reaction $2 A+D \rightarrow X$ an occurrence requires two molecules of $A$ and one molecule of $D$ to meet in the CFSTR, and we consider the probability of this encounter to be proportional to $c_{A}^{2} c_{D}$. Therefore we get

$$
K_{2 A+D \rightarrow X}(c)=k_{2 A+D \rightarrow X} c_{A}^{2} c_{D}
$$

[^101]where $k_{2 A+D \rightarrow X}$ is the rate constant for the reaction $2 A+D \rightarrow X$. In the case of a reaction such as $D \rightarrow C+W$ it is presumed that the occurrence rate is simply proportional to the molar concentration of $D$, i.e.,
$$
K_{D \rightarrow C+W}(c)=k_{D \rightarrow C+W} c_{D}
$$

The rate constants are usually either approximated on the basis of chemical principles or are deduced from experiments. If we assume mass-action kinetics for the network (1.1), then we get the following associated system of differential equations:

$$
\begin{align*}
\dot{c}_{A}= & (g / V)\left(c_{A}^{f}-c_{A}\right)-k_{A+B \rightarrow C} c_{A} c_{B}+k_{C \rightarrow A+B} c_{C}-2 k_{2 A+D \rightarrow X} c_{A}^{2} c_{D}  \tag{1.3}\\
& +2 k_{X \rightarrow 2 A+D} c_{X}-2 k_{2 A+D \rightarrow Y} c_{A}^{2} c_{D}+2 k_{Y \rightarrow 2 A+D} c_{Y}, \\
\dot{c}_{B}= & (g / V)\left(c_{B}^{f}-c_{B}\right)-k_{A+B \rightarrow C} c_{A} c_{B}+k_{C \rightarrow A+B} c_{C} \\
& +k_{Z \rightarrow B+D} c_{Z}-k_{B+D \rightarrow Z} c_{B} c_{D}, \\
\dot{c}_{C}= & (g / V)\left(c_{C}^{f}-c_{C}\right)+k_{A+B \rightarrow C} c_{A} c_{B}-k_{C \rightarrow A+B} c_{C} \\
& +k_{D \rightarrow C+W} c_{D}-k_{C+W \rightarrow D} c_{C} c_{W} \\
\dot{c}_{D}= & (g / V)\left(c_{D}^{f}-c_{D}\right)+k_{X \rightarrow 2 A+D} c_{X}-k_{2 A+D \rightarrow X} c_{A}^{2} c_{D} \\
& +k_{Y \rightarrow 2 A+D} c_{Y}-k_{2 A+D \rightarrow Y} c_{A}^{2} c_{D}-k_{D \rightarrow C+W} c_{D}+k_{C+W \rightarrow D} c_{C} c_{W} \\
& -k_{B+D \rightarrow Z} c_{B} c_{D}+k_{Z \rightarrow B+D} c_{Z} \\
\dot{c}_{W}= & (g / V)\left(c_{W}^{f}-c_{W}\right)+k_{D \rightarrow C+W} c_{D}-k_{C+W \rightarrow D} c_{C} c_{W}, \\
\dot{c}_{X}= & (g / V)\left(c_{X}^{f}-c_{X}\right)-k_{X \rightarrow 2 A+D} c_{X}+k_{2 A+D \rightarrow X} c_{A}^{2} c_{D}, \\
\dot{c}_{Y}= & (g / V)\left(c_{Y}^{f}-c_{Y}\right)+k_{2 A+D \rightarrow Y} c_{A}^{2} c_{D}-k_{Y \rightarrow 2 A+D} c_{Y}, \\
\dot{c}_{Z}= & (g / V)\left(c_{Z}^{f}-c_{Z}\right)+k_{B+D \rightarrow Z} c_{B} c_{D}-k_{Z \rightarrow B+D} c_{Z} .
\end{align*}
$$

Therefore we obtain a system of ODEs where all equations are determined by the reaction network up to some constants: $c_{A}^{f}, c_{B}^{f}, \ldots, c_{Z}^{f}, g / V$, and $k_{A+B \rightarrow C}$, $k_{C \rightarrow A+B}, \ldots, k_{Z \rightarrow B+D}$. We are now going to ask the question: does this system of ODEs have no more than one positive equilibrium for all positive values of $g / V$, all positive values of the rate constants, and all nonnegative values of the feed concentrations $c_{A}^{f}, c_{B}^{f}, \ldots, c_{Z}^{f}$ ?

This question is motivated by experiments. For homogeneous liquid phase CFSTRs, there are very few reports of reaction networks with more than one positive equilibrium, despite hundreds of reaction networks being studied (see [9] for one such report). We are asking this question for all positive rate constants since in practice there is poor knowledge of the rate constants of reactions.

This question is not easy to answer, in general. Even if, for the simple example above, we could decide one way or the other by some ad-hoc method, there will be thousands of other reaction networks for which we will still not know the answer. There are important reaction networks with hundreds of reactions. Ideally, there will be a simple way to decide on the uniqueness of equilibria.

We say that a mass-action network has the capacity for multiple positive equilibria (in an isothermal homogeneous CFSTR context) if there are positive values of the flow rate, the volume, the rate constants, and nonnegative values of the feed concentrations such that the resulting differential equations admit two or more distinct positive equilibria.

According to [30], there are examples of very similar reaction networks with very different capacities for multiple positive equilibria (see Table 1.1). Networks (i) and

TABLE 1.1
Some examples of reaction networks and their capacity for multiple positive equilibria [30].

| Reaction <br> network |  | Has the capacity for <br> multiple equilibria? |
| :---: | :---: | :---: |
| (i) | $A+B \rightleftharpoons P$ |  |
|  | $B+C \rightleftharpoons Q$ | Yes |
|  | $C \rightleftharpoons 2 A$ |  |
| (ii) | $A+B \rightleftharpoons P$ |  |
|  | $B+C \rightleftharpoons Q$ | No |
|  | $C+D \rightleftharpoons R$ |  |
|  | $D \rightleftharpoons 2 A$ |  |
|  | $A+B \rightleftharpoons P$ |  |
|  | $B+C \rightleftharpoons Q$ |  |
|  | $C+D \rightleftharpoons R$ | Yes |
|  | $E+E \rightleftharpoons S$ |  |
| (iii) | $A+B \rightleftharpoons P$ |  |
|  | $B+C \rightleftharpoons Q$ | No |
|  | $C \rightleftharpoons A$ |  |
|  | $A+B \rightleftharpoons F$ | Yes |
|  | $A+C \rightleftharpoons G$ |  |
|  | $C+D \rightleftharpoons B$ |  |
|  | $C+E \rightleftharpoons D$ | No |
| (vi) | $A+B \rightleftharpoons 2 A$ | Yes |
| (vii) | $2 A+B \rightleftharpoons 3 A$ | No |
| (viii) | $A+2 B \rightleftharpoons 3 A$ |  |

(iii) in Table 1.1 have the capacity for multiple positive equilibria, but the "middle case" network (ii) does not. Similarly, network (iv) is almost identical to (i), but does not have the capacity for multiple positive equilibria. Moreover, network (v) is an example that shows that we don't need two or more copies of the same species to appear in the same reaction for the network to admit multiple positive equilibria. Also, changing (vi) to (vii) does bring in multiple positive equilibria, but changing (vi) to (viii) does not. Therefore, a good theory of multiple positive equilibria in CFSTRs should be able to differentiate between these subtle differences.

Let us look again at the system of ODEs in (1.3). If we are just interested in equilibria, we set all the left-hand side terms equal to zero, and we get a system of polynomial (algebraic) equations. Let us also move the feed terms $c_{A}^{f}, \ldots, c_{Z}^{f}$ to the other side of the equations. We choose units such that $g / V=1$. If we now change signs in both sides and rearrange terms, then we get the following system of eight polynomial equations:

$$
\begin{align*}
c_{A}^{f}= & c_{A}+k_{A+B \rightarrow C} c_{A} c_{B}-k_{C \rightarrow A+B} c_{C}+2 k_{2 A+D \rightarrow X} c_{A}^{2} c_{D}  \tag{1.4}\\
& -2 k_{X \rightarrow 2 A+D} c_{X}+2 k_{2 A+D \rightarrow Y} c_{A}^{2} c_{D}-2 k_{Y \rightarrow 2 A+D} c_{Y} \\
c_{B}^{f}= & c_{B}+k_{A+B \rightarrow C} c_{A} c_{B}-k_{C \rightarrow A+B} c_{C}-k_{Z \rightarrow B+D} c_{Z} \\
& +k_{B+D \rightarrow Z} c_{B} c_{D} \\
c_{C}^{f}= & c_{C}-k_{A+B \rightarrow C} c_{A} c_{B}+k_{C \rightarrow A+B} c_{C}-k_{D \rightarrow C+W} c_{D} \\
& +k_{C+W \rightarrow D} c_{C} c_{W},
\end{align*}
$$

$$
\begin{aligned}
c_{D}^{f}= & c_{D}-k_{X \rightarrow 2 A+D} c_{X}+k_{2 A+D \rightarrow X} c_{A}^{2} c_{D}-k_{Y \rightarrow 2 A+D} c_{Y} \\
& +k_{2 A+D \rightarrow Y} c_{A}^{2} c_{D}+k_{D \rightarrow C+W} c_{D}-k_{C+W \rightarrow D} c_{C} c_{W} \\
& +k_{B+D \rightarrow Z} c_{B} c_{D}-k_{Z \rightarrow B+D} c_{Z} \\
c_{W}^{f}= & c_{W}-k_{D \rightarrow C+W} c_{D}+k_{C+W \rightarrow D} c_{C} c_{W} \\
c_{X}^{f}= & c_{X}+k_{X \rightarrow 2 A+D} c_{X}-k_{2 A+D \rightarrow X} c_{A}^{2} c_{D} \\
c_{Y}^{f}= & c_{Y}-k_{2 A+D \rightarrow Y} c_{A}^{2} c_{D}+k_{Y \rightarrow 2 A+D} c_{Y} \\
c_{Z}^{f}= & c_{Z}-k_{B+D \rightarrow Z} c_{B} c_{D}+k_{Z \rightarrow B+D} c_{Z}
\end{aligned}
$$

Let us denote by $k$ the vector formed by the parameters $k_{A+B \rightarrow C}, k_{C \rightarrow A+B}, \ldots$, $k_{Z \rightarrow B+D}$. Now we denote by $p(c, k)$ the vector of right-hand sides of the system of polynomial equations (1.4), and we call it the polynomial function associated to the reaction network (1.1). We regard $p(c, k)$ as a vector-valued function of a (positive) composition vector $c$ and depending on a (positive) vector of rate constants $k$.

We say that the reaction network (1.1) is an injective reaction network if the function $c \rightarrow p(c, k)$ is injective for all positive $k$.

The following simple fact is a key observation: If a reaction network has the capacity for multiple positive equilibria, then there exists some choice of positive vector $k_{0}$ such that the function $c \rightarrow p\left(c, k_{0}\right)$ is not injective. In particular, $p\left(c^{*}, k_{0}\right)=$ $p\left(c^{\#}, k_{0}\right)=c^{f}$ for some feed composition $c^{f}$ and some distinct compositions $c^{*}, c^{\#}$. In other words, an injective reaction network does not have the capacity for multiple positive equilibria; i.e., injectivity is a sufficient condition for the absence of multiple positive equilibria.

Remark 1.1. Injectivity is not a necessary condition for the absence of multiple positive equilibria. The reason is that, for a network to admit multiple positive equilibria, there must be a $k_{0}$ such that $p\left(\cdot, k_{0}\right)$ maps two distinct compositions not only into the same vector, but, in fact, also into a nonnegative feed composition $c^{f}$ (see (1.4), (3.10)). Were it not for this nonnegativity condition, injectivity would be equivalent to uniqueness of equilibria.

Nevertheless, the class of injective reaction networks subsumes the largest class of reaction networks for which the answer was previously found in [20, 30, 31]. The main purpose of this paper is to describe a method that allows us to decide whether a given reaction network is injective or not.

Remark 1.2. In general, it is of course very difficult to check whether a given multidimensional polynomial function is injective or not. Moreover, the function $c \rightarrow p(c, k)$ involves several unknown parameters. Our method derives, first, from a theoretical observation about the function $p(\cdot, \cdot)$ and, second, from a rather remarkable empirical observation.

The theoretical observation, discussed in section 3, is that a reaction network is injective whenever its associated polynomial function has the property that $\frac{\partial p(c, k)}{\partial c}$ is nonsingular for all positive $c$ and all positive $k$. (There is no claim here that any such assertion is true for polynomial functions in general; rather, the assertion is made specifically for polynomial functions that derive, in the manner indicated, from chemical reaction networks.)

To describe the empirical observation, we first note that the nonsingularity property is, of course, equivalent to the requirement that $\operatorname{det}\left(\frac{\partial p(c, k)}{\partial c}\right)$ be nonzero for all positive $c$ and all positive $k$. For moderately large networks, the calculation of $\operatorname{det}\left(\frac{\partial p(c, k)}{\partial c}\right)$ will result in hundreds or thousands of terms, even after combining all similar monomials. Each resulting nonzero term will be a monomial in the (positive)
species concentrations and the (positive) rate constants, with each term containing an integer coefficient. Thus the sign of each term is carried by the sign of its integer coefficient. The empirical observation is this: For very large and robust classes of networks it is the case that, despite the huge number of terms, the integer coefficient in every term is positive! In this case, $\operatorname{det}\left(\frac{\partial p(c, k)}{\partial c}\right)$ cannot vanish, and injectivity of the network is ensured (as is the impossibility of multiple positive equilibria). In fact, we will show that positivity of all nonzero coefficients is both necessary and sufficient for injectivity of the network.

In a subsequent article we intend to characterize, in graph-theoretical terms, large classes of networks for which all coefficients are positive. In the meantime, we observe that, for a given network of interest, checking for positivity of the coefficients is a matter that can be resolved by presently available computer algebra systems.

By way of example, we show in (1.5) the first few terms of the expansion of $\operatorname{det}\left(\frac{\partial p(c, k)}{\partial c}\right)$ for network (1.1):

$$
\begin{align*}
& \operatorname{det}\left(\frac{\partial p(c, k)}{\partial c}\right)  \tag{1.5}\\
& =10 k_{C \rightarrow A+B} k_{D \rightarrow C+W} k_{2 A+D \rightarrow X} c_{A} c_{D}^{2} k_{W \rightarrow 0} k_{B+D \rightarrow Z} k_{X \rightarrow 0} k_{Y \rightarrow 0} k_{Z \rightarrow 0} \\
& +4 k_{C \rightarrow A+B} k_{D \rightarrow 0} k_{2 A+D \rightarrow X} c_{A} c_{D}^{2} k_{W \rightarrow 0} k_{B+D \rightarrow Z} k_{X \rightarrow 0} k_{Y \rightarrow 2 A+D} k_{Z \rightarrow 0} \\
& +4 k_{C \rightarrow A+B} k_{D \rightarrow 0} k_{2 A+D \rightarrow Y} c_{A} c_{D} k_{W \rightarrow 0} k_{B \rightarrow 0} k_{X \rightarrow 0} k_{Y \rightarrow 0} k_{Z \rightarrow 0} \\
& +k_{C \rightarrow A+B} k_{2 A+D \rightarrow X} c_{A}^{2} k_{A \rightarrow 0} k_{W \rightarrow 0} k_{B+D \rightarrow Z} c_{D} k_{X \rightarrow 0} k_{Y \rightarrow 2 A+D} k_{Z \rightarrow 0} \\
& +4 k_{C \rightarrow A+B} k_{D \rightarrow 0} k_{2 A+D \rightarrow Y} c_{A} c_{D} k_{W \rightarrow 0} k_{B \rightarrow 0} k_{X \rightarrow 2 A+D} k_{Y \rightarrow 0} k_{Z \rightarrow 0} \\
& +6 k_{C \rightarrow A+B} k_{D \rightarrow C+W} k_{2 A+D \rightarrow Y} c_{A} c_{D} k_{W \rightarrow 0} k_{B \rightarrow 0} k_{X \rightarrow 2 A+D} k_{Y \rightarrow 0} k_{Z \rightarrow B+D} \\
& +9 k_{C \rightarrow 0} k_{2 A+D \rightarrow Y} c_{A}^{2} c_{D} k_{A+B \rightarrow C} k_{C+W \rightarrow D} c_{C} k_{B+D \rightarrow Z} c_{B} k_{Z \rightarrow 0} k_{X \rightarrow 0} k_{Y \rightarrow 0} \\
& +9 k_{C \rightarrow 0} k_{2 A+D \rightarrow Y} c_{A}^{2} c_{D} k_{A+B \rightarrow C} k_{C+W \rightarrow D} c_{C} k_{B+D \rightarrow Z} c_{B} k_{Z \rightarrow 0} k_{X \rightarrow 2 A+D} k_{Y \rightarrow 0} \\
& +\cdots .
\end{align*}
$$

In Table 1.2 we exhibit the (computer-generated) set of all coefficients that would have resulted had the expansion been completed. Note that all the entries are positive. Thus, we conclude that network (1.1) does not have the capacity for multiple positive equilibria in an isothermal CFSTR context.

Our claim that, across wide varieties of reaction networks, it is common for all coefficients to be positive is consistent with the paucity of experimental observations of multiple equilibria in isothermal homogeneous CFSTRs.

In section 3 we provide elaboration on the remarks made here.
Before we describe our results we would like to specify their place in the general landscape of chemical reaction network theory.

Stability results are discussed in $[6,7,8,11,12,13,14,15,16,18,20,24]$.
In $[12,13,14,15,16,17,18,19,20,25]$ reaction networks are classified by means of a nonnegative integer index called the deficiency. It is then shown how, for reaction networks of small deficiency, one can decide whether they have the capacity for multiple positive equilibria (see also the software package [21]).

On the other hand, it is also shown (see [27]) that the deficiency-oriented theory is not likely to give information for a large class of isothermal homogeneous CFSTRs. Work that is complementary to the deficiency-oriented theory, and aimed specifically at CFSTRs, was originated in [29] and then substantially broadened in [30, 31].

In $[30,31]$ Schlosser and Feinberg associate to any reaction network a graph called the Species-Complex-Linkage (SCL) graph of the reaction network. Then they describe

TABLE 1.2
The list of all nonzero coefficients in the expansion of the determinant of the Jacobian of the function $c \rightarrow p(c, k)$ for the reaction network (1.1). Note that they are all positive.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | 4 | 4 | 1 | 4 | 6 | 9 | 9 | 4 | 4 | 4 | 1 | 4 | 1 | 4 | 4 | 4 | 4 | 9 | 4 | 4 |
| 1 | 4 | 4 | 1 | 1 | 4 | 4 | 1 | 1 | 1 | 4 | 4 | 4 | 4 | 4 | 4 | 6 | 4 | 4 | 4 | 4 |
| 1 | 1 | 4 | 1 | 1 | 4 | 1 | 1 | 1 | 4 | 4 | 1 | 1 | 15 | 4 | 1 | 4 | 4 | 4 | 1 | 1 |
| 9 | 1 | 4 | 9 | 4 | 4 | 4 | 1 | 1 | 4 | 15 | 4 | 1 | 9 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 3 | 3 | 3 | 4 | 1 | 4 | 4 | 4 | 1 | 1 | 4 | 4 | 9 | 1 | 1 | 4 | 4 | 4 | 4 | 15 | 1 |
| 1 | 4 | 4 | 1 | 1 | 4 | 1 | 6 | 4 | 4 | 4 | 4 | 1 | 1 | 4 | 4 | 4 | 4 | 10 | 1 | 4 |
| 4 | 4 | 4 | 4 | 6 | 1 | 1 | 4 | 4 | 4 | 6 | 4 | 2 | 1 | 2 | 1 | 1 | 1 | 4 | 10 | 1 |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 3 | 1 | 3 | 1 | 3 | 1 | 1 | 4 |
| 4 | 4 | 1 | 1 | 1 | 1 | 1 | 4 | 4 | 1 | 1 | 6 | 4 | 4 | 1 | 4 | 1 | 1 | 9 | 1 | 1 |
| 1 | 4 | 1 | 1 | 1 | 1 | 4 | 1 | 4 | 4 | 4 | 2 | 1 | 10 | 4 | 4 | 4 | 4 | 1 | 4 | 1 |
| 1 | 1 | 4 | 1 | 1 | 1 | 1 | 4 | 1 | 4 | 2 | 1 | 1 | 6 | 4 | 4 | 4 | 15 | 1 | 1 | 6 |
| 2 | 4 | 1 | 1 | 4 | 4 | 1 | 4 | 1 | 4 | 4 | 1 | 4 | 4 | 4 | 4 | 1 | 4 | 1 | 1 | 2 |
| 4 | 4 | 4 | 4 | 4 | 4 | 4 | 1 | 4 | 4 | 1 | 1 | 1 | 1 | 4 | 4 | 1 | 4 | 1 | 1 | 1 |
| 1 | 4 | 1 | 1 | 2 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 2 | 1 | 1 |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 3 | 1 | 1 | 1 | 1 | 3 | 1 | 1 | 1 | 1 | 4 | 4 | 1 | 1 |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 1 | 4 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 4 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

a criterion in terms of the SCL graph that implies that the CFSTR associated to the reaction network does not have the capacity for multiple positive equilibria. This SCL graph criterion of $[30,31]$ describes large classes of reaction networks that do not have the capacity for multiple positive equilibria. On the other hand, it is not conclusive for some reaction networks (including (1.1)), and it is not easy to implement as a computer algorithm.

In Theorems 3.1-3.3 we describe equivalent formulations of the injectivity criterion that allow us to decide whether a given reaction network is injective or not using a simple computer algorithm (recall that an injective reaction network cannot have the capacity for multiple positive equilibria). Moreover, the injectivity criterion is less restrictive than the SCL graph criterion in [30, 31]: if the SCL graph criterion can be applied, then our criterion can be applied as well, but sometimes the SCL graph criterion is not conclusive, while our criterion is conclusive.

Applications of chemical reaction network theory are very diverse. There has been a recent surge of interest in applications of dynamics arising from complex reaction networks in biology. A very interesting discussion of biological applications appears in [4]. Also, recent articles address the role of reaction networks in cellular biochemistry $[1,2,5,10]$, in genetics [22, 23, 33], in bioengineering [32], and immunology [34].

In section 2 we give a precise definition of a reaction network, and we discuss some associated ideas. In section 3 we prove equivalent formulations of injectivity for reaction networks (recall that injectivity implies the absence of multiple positive equilibria). We will see that some of these equivalent formulations of injectivity allow us to test whether a given reaction network is injective or not, using a very simple algorithm. In section 4 we describe a condition which implies that a reaction network does have the capacity for multiple positive equilibria. Section 5 contains concluding remarks.
2. Definitions and notation. We denote by $\mathbb{R}_{+}$the set of strictly positive real numbers, and by $\overline{\mathbb{R}}_{+}$the set of nonnegative real numbers. For an arbitrary finite set $I$ we denote by $\mathbb{R}^{I}$ the real vector space of all formal sums $\sum_{i \in I} \alpha_{i} i$ for all $\alpha_{i} \in \mathbb{R}$. Note that $I$ becomes a basis of $\mathbb{R}^{I}$. By $\mathbb{R}_{+}^{I}$ we mean the set of sums $\sum_{i \in I} \alpha_{i} i$ in which all $\alpha_{i}$ are strictly positive. By $\overline{\mathbb{R}}_{+}^{I}$ we mean the set of sums $\sum_{i \in I} \alpha_{i} i$ in which all $\alpha_{i}$ are nonnegative.

In the following definition the complexes of a reaction network are to be understood as the objects (such as $A+B$ ) at the heads and tails of the reaction arrows.

Definition 2.1 (see [14, 18]). A chemical reaction network consists of three finite sets:
(i) a set $\mathscr{S}$ of species of the network;
(ii) a set $\mathscr{C} \subset \overline{\mathbb{R}}_{+}^{\mathscr{S}}$ of complexes of the network;
(iii) a set $\mathscr{R} \subset \mathscr{C} \times \mathscr{C}$ of reactions, with the following properties:
(a) $(y, y) \notin \mathscr{R}$ for any $y \in \mathscr{C}$;
(b) for each $y \in \mathscr{C}$ there exists $y^{\prime} \in \mathscr{C}$ such that $\left(y, y^{\prime}\right) \in \mathscr{R}$ or such that $\left(y^{\prime}, y\right) \in \mathscr{R}$.
When $\left(y, y^{\prime}\right) \in \mathscr{R}$ we say that the complex $y$ reacts to complex $y^{\prime}$. When this is the case we will write $y \rightarrow y^{\prime}$, since it is the usual notation in chemistry.

If we look at the differential equations in (1.3), it is clear that, for CFSTRs in general, there will be not only terms that derive from the occurrence of chemical reactions but also linear terms (such as $-(g / V) c_{A}$ ) that derive from the presence of the outflow stream, and constant terms (such as $(g / V) c_{A}^{f}$ ) that derive from the presence of the feed stream. So that all such terms can be brought into a common reaction network theory framework, it will be useful to regard such "flow" terms as having derived from formal chemical "reactions" such as $A \rightarrow 0$ (corresponding to the outflow of $A$ ) and $0 \rightarrow A$ (corresponding to the feed of $A$ ); see [12, 25]. Here we view " 0 " as the zero vector of $\mathbb{R}^{\mathscr{S}}$. If we imagine $A \rightarrow 0$ to be governed by massaction kinetics with rate constant $k_{A \rightarrow 0}=g / V$, then the contribution to $\dot{c}_{A}$ in (1.3) will be precisely $-(g / V) c_{A}$. We adopt the convention that the mass-action rate of a reaction of the form $0 \rightarrow A$ is constant (and equal to the associated rate constant $\left.k_{0 \rightarrow A}\right)$. Thus, if we choose $k_{0 \rightarrow A}=(g / V) c_{A}^{f}$, then the contribution of the reaction $0 \rightarrow A$ to $\dot{c}_{A}$ is just $(g / V) c_{A}^{f}$. In this way, the formal "flow reactions" $A \rightarrow 0$ and $0 \rightarrow A$ account for the flow terms that appear in the equation for $\dot{c}_{A}$. More generally, there are advantages to viewing CFSTR mass-action differential equations as having derived from a mass-action system in which the set of "true" reactions is augmented with the set of "flow reactions," with appropriately chosen rate constants. (Recall that we have chosen units such that $g / V=1$ so that, for us, $k_{s \rightarrow 0}=1$ for all $s \in \mathscr{S}$.)

Hereafter, we shall regard the operative reaction network under discussion to be the augmented one. If, for example, all species are present in the feed stream, then we augment the set of reactions in (1.1) by adding the following flow reactions:

$$
\begin{align*}
& 0 \rightarrow A, 0 \rightarrow B, 0 \rightarrow C, 0 \rightarrow D, 0 \rightarrow W, 0 \rightarrow X, 0 \rightarrow Y, 0 \rightarrow Z  \tag{2.1}\\
& A \rightarrow 0, B \rightarrow 0, C \rightarrow 0, D \rightarrow 0, W \rightarrow 0, X \rightarrow 0, Y \rightarrow 0, Z \rightarrow 0
\end{align*}
$$

If a certain species, say $W$, is deemed absent from the feed stream (i.e., if $c_{W}^{f}=0$ ), then the reaction $0 \rightarrow W$ would be omitted. (With respect to injectivity considerations, the presence or absence of certain species in the feed is of no consequence.) Flow reactions of type $0 \rightarrow A$ are called feed reactions, and flow reactions of type $A \rightarrow 0$ are called outflow reactions. As Figure 1.1 indicates, all species are deemed present
in the effluent stream, so there is an outflow reaction for each species. (In a future paper we will discuss the implications of relaxing this assumption.)

So, the augmented network corresponding to the reaction network (1.1) has the set of species $\mathscr{S}=\{A, B, C, D, W, X, Y, Z\}$ and the set of complexes $\mathscr{C}=$ $\{A, B, C, D, W, X, Y, Z, 0, A+B, 2 A+D, C+W, B+D\}$. It contains the ten true reactions in (1.1) and, when all species are deemed to be in the feed, the sixteen flow reactions in (2.1).

In general, we denote by $\mathscr{R}_{t}$ the set of true reactions, by $\mathscr{R}_{f}$ the set of feed reactions, and by $\mathscr{R}_{o}$ the set of outflow reactions.

Definition 2.2. A mass-action system is a reaction network ( $\mathscr{S}, \mathscr{C}, \mathscr{R}$ ) taken together with an element $k \in \mathbb{R}_{+}^{\mathscr{R}}$. The number $k_{y \rightarrow y^{\prime}}$ is the rate constant of the reaction $y \rightarrow y^{\prime} \in \mathscr{R}$.

For two vectors in $\overline{\mathbb{R}}_{+}^{\mathscr{S}}$, say $u=\sum_{s \in \mathscr{S}} u_{s} s$ and $v=\sum_{s \in \mathscr{S}} v_{s} s$, we denote $u^{v}=\prod_{s \in \mathscr{S}}\left(u_{s}\right)^{v_{s}}$. Here we use the convention that $0^{0}=1$.

We will now show how, by using the notation above, we can express the system of ODEs associated to a reaction network as a very compact formula. For example, note that the term $k_{A+B \rightarrow C} c_{A} c_{B}$ on the first line in (1.3) can be written as $k_{y \rightarrow y^{\prime}} c^{y}$; here $y=A+B$ and $y^{\prime}=C$ are regarded as vectors in $\mathbb{R}^{\mathscr{S}}$, where $\mathscr{S}$ is the set of species. Also, the term $-2 k_{2 A+D \rightarrow Y} c_{A}^{2} c_{D}$ on the second line in (1.3) can be written as $-2 k_{y \rightarrow y^{\prime}} c^{y}$, where $y=2 A+D, y^{\prime}=Y$.

If we look for all appearances of $k_{2 A+D \rightarrow Y} c_{A}^{2} c_{D}$ in (1.3), we notice that they take place in equations corresponding to species $A, D, Y$, i.e., exactly the species that appear in the complexes $y, y^{\prime}$. Moreover, the coefficient of each species in the reaction $2 A+D \rightarrow Y$ is equal (up to sign) to the coefficient of the monomial $k_{2 A+D \rightarrow Y} c_{A}^{2} c_{D}$ in the equation corresponding to that species. The sign is minus for species in $y$ and plus for species in $y^{\prime}$. Therefore the factor $k_{2 A+D \rightarrow Y} c_{A}^{2} c_{D}$ contributes to the right side of the (vector) ODE precisely as the term $k_{y \rightarrow y^{\prime}} c^{y}\left(y^{\prime}-y\right)$, where $y=2 A+D, y^{\prime}=Y$.

Then we get the following two definitions (see [14, 19]).
DEfinition 2.3. The species-formation-rate function (or simply the rate function) for a mass-action system $(\mathscr{S}, \mathscr{C}, \mathscr{R}, k)$ is the function $r(\cdot, k): \overline{\mathbb{R}}_{+}^{\mathscr{S}} \rightarrow \mathbb{R}^{\mathscr{S}}$, defined by

$$
r(c, k)=\sum_{y \rightarrow y^{\prime} \in \mathscr{R}} k_{y \rightarrow y^{\prime}} c^{y}\left(y^{\prime}-y\right)
$$

Definition 2.4. The system of differential equations associated to a mass-action $\operatorname{system}(\mathscr{S}, \mathscr{C}, \mathscr{R}, k)$ is given by

$$
\dot{c}=r(c, k)
$$

We see here again that the reaction network $(\mathscr{S}, \mathscr{C}, \mathscr{R})$ and the vector $k$ uniquely determine the system of differential equations associated to a mass-action system.

Definition 2.5. A positive equilibrium of a mass-action system $(\mathscr{S}, \mathscr{C}, \mathscr{R}, k)$ is an element $c \in \mathbb{R}_{+}^{\mathscr{S}}$ such that $r(c, k)=0$.

Definition 2.6. We say that a reaction network $(\mathscr{S}, \mathscr{C}, \mathscr{R})$ has the capacity for multiple positive equilibria if there exist $k \in \mathbb{R}_{+}^{\mathscr{R}}, a \in \mathbb{R}_{+}^{\mathscr{S}}, b \in \mathbb{R}_{+}^{\mathscr{S}}, a \neq b$, such that $r(a, k)=r(b, k)=0$.

To formulate the following definition recall that we have $\mathscr{R}=\mathscr{R}_{f} \cup \mathscr{R}_{o} \cup \mathscr{R}_{t}$, where $\mathscr{R}_{f} \cup \mathscr{R}_{o}$ is the set of flow reactions $\left(\mathscr{R}_{f}\right.$ is the set of feed reactions, $\mathscr{R}_{o}$ is the set of outflow reactions), and $\mathscr{R}_{t}$ is the set of true reactions.

Definition 2.7. Given a chemical reaction network $\mathcal{N}=(\mathscr{S}, \mathscr{C}, \mathscr{R})$, its associated polynomial function $p_{\mathcal{N}}(\cdot, \cdot): \mathbb{R}_{+}^{\mathscr{S}} \times \mathbb{R}_{+}^{\mathscr{R}_{t} \cup \mathscr{R}_{o}} \rightarrow \mathbb{R}^{\mathscr{S}}$ is

$$
p_{\mathcal{N}}(c, k)=\sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} k_{y \rightarrow y^{\prime}} c^{y}\left(y-y^{\prime}\right) .
$$

Note that

$$
r(c, k)=-p_{\mathcal{N}}(c, k)+\sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{f}} k_{y \rightarrow y^{\prime}} c^{y}\left(y^{\prime}-y\right)
$$

With $\mathscr{S}_{f}$ denoting the set of species in the feed stream, note also that

$$
\sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{f}} k_{y \rightarrow y^{\prime}} c^{y}\left(y^{\prime}-y\right)=\sum_{s \in \mathscr{S}_{f}} k_{0 \rightarrow s} s
$$

The last equation results from the fact that $\mathscr{R}_{f}=\left\{0 \rightarrow s: s \in \mathscr{S}_{f}\right\}$ and, for $y=0$, $c^{y}=1$. Finally, note that the equilibrium equation $r(c, k)=0$ is equivalent to

$$
\begin{equation*}
p_{\mathcal{N}}(c, k)=\sum_{s \in \mathscr{S}_{f}} k_{0 \rightarrow s} s \tag{2.2}
\end{equation*}
$$

and the sum on the right side of (2.2) is constant. Therefore, if the polynomial function $c \rightarrow p_{\mathcal{N}}(c, k)$ is injective for every value of the parameter $k \in \mathbb{R}_{+}^{\mathscr{R}_{+} \cup \mathscr{R}_{o}}$, then there cannot exist multiple positive equilibria.

Definition 2.8. We say that a chemical reaction network $\mathcal{N}=(\mathscr{S}, \mathscr{C}, \mathscr{R})$ is injective if the polynomial function $c \rightarrow p_{\mathcal{N}}(c, k)$ is injective for all $k \in \mathbb{R}_{+}^{\mathscr{R}_{t} \cup \mathscr{R}_{o}}$.

Remark 2.9. Our consideration of CFSTRs suggests that, for the outflow reactions (i.e., those of the form $s \rightarrow 0$ ), we should require the rate constants to be identical for all $s \in \mathscr{S}$. Recall that these rate constants were identified with $g / V$, which we set to 1 . It would appear then that our requirement of injectivity of $p_{\mathcal{N}}(\cdot, k)$ for all $k \in \mathbb{R}_{+}^{\mathscr{R}_{t} \cup \mathscr{R}_{o}}$ is stronger than it need be for the application we have in mind. However, it is not hard to show that if $p_{\mathcal{N}}(\cdot, k)$ is injective for all $k \in \mathbb{R}_{+}^{\mathscr{R}_{t} \cup \mathscr{R}_{o}}$ satisfying the restriction $k_{s \rightarrow 0}=1$ for every $s \in \mathscr{S}$, then $p_{\mathcal{N}}(\cdot, k)$ is injective for all $k \in \mathbb{R}_{+}^{\mathscr{R}_{t} \cup \mathscr{R}_{o}}$.

In fact, suppose that, for some $k^{*} \in \mathbb{R}_{+}^{\mathscr{R}_{t} \cup \mathscr{R}_{o}}$, there are distinct $a^{*} \in \mathbb{R}_{+}^{\mathscr{S}}, b^{*} \in \mathbb{R}_{+}^{\mathscr{S}}$ such that $p_{\mathcal{N}}\left(a^{*}, k^{*}\right)=p_{\mathcal{N}}\left(b^{*}, k^{*}\right)$. Now choose $k^{\#}, a^{\#}, b^{\#}$ as follows:

$$
\begin{aligned}
a_{s}^{\#} & =a_{s}^{*} k_{s \rightarrow 0}^{*} \quad \forall s \in \mathscr{S} \\
b_{s}^{\#} & =b_{s}^{*} k_{s \rightarrow 0}^{*} \quad \forall s \in \mathscr{S}, \\
k_{y \rightarrow y^{\prime}}^{\#} & =k_{y \rightarrow y^{\prime}}^{*} / \prod_{s \in \mathscr{S}} k_{s \rightarrow 0}^{*} y_{s} \quad \forall y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o} .
\end{aligned}
$$

Then $k_{s \rightarrow 0}^{\#}=1$ for all $s \in \mathscr{S}$, and $p_{\mathcal{N}}\left(a^{\#}, k^{\#}\right)=p_{\mathcal{N}}\left(b^{\#}, k^{\#}\right)$. This is to say that if $p_{\mathcal{N}}\left(\cdot, k^{*}\right)$ is not injective for some unrestricted $k^{*}$, then there is a restricted $k^{\#}$ such that $p_{\mathcal{N}}\left(\cdot, k^{\#}\right)$ also fails to be injective.
3. Characterizations of the injectivity property. In this section we prove some equivalent characterizations of the injectivity property that make it possible to check whether a given reaction network is injective by using standard computer algebra software.

Recall that for each reaction network $\mathcal{N}=(\mathscr{S}, \mathscr{C}, \mathscr{R})$ we defined its associated polynomial function $p_{\mathcal{N}}(\cdot, \cdot): \mathbb{R}_{+}^{\mathscr{S}} \times \mathbb{R}_{+}^{\mathscr{R}_{+} \cup \mathscr{R}_{o}} \rightarrow \mathbb{R}^{\mathscr{S}}$.

Theorem 3.1. A reaction network $\mathcal{N}$ is injective if and only if we have

$$
\begin{equation*}
\operatorname{det}\left(\frac{\partial p_{\mathcal{N}}}{\partial c}(c, k)\right) \neq 0 \quad \forall c \in \mathbb{R}_{+}^{\mathscr{S}} \text { and } \forall k \in \mathbb{R}_{+}^{\mathscr{R}_{t} \cup \mathscr{R}_{o}} . \tag{3.1}
\end{equation*}
$$

Remark 3.1. Note that there is some similarity between this theorem and the Jacobian conjecture ${ }^{2}$ over the field of real numbers, since we are concluding injectivity from the nonsingularity of the Jacobian of a polynomial function. Of course, there are also important differences, e.g., the fact that the domain of the function $p(\cdot, k)$ is restricted to $\mathbb{R}_{+}^{\mathscr{S}}$, and (3.1) holds for all positive values of the parameter $k$.

Proof. We will show a chain of equivalences from the negation of (3.1) to the noninjectivity of $p_{\mathcal{N}}(\cdot, k)$. The derivative of $p_{\mathcal{N}}(\cdot, k)$ at some point $c \in \mathbb{R}_{+}^{\mathscr{S}}$ is a linear transformation from $\mathbb{R}^{\mathscr{S}}$ to $\mathbb{R}^{\mathscr{S}}$. According to [18], the result of applying the derivative of $p_{\mathcal{N}}(\cdot, k)$ to an arbitrary vector $\gamma \in \mathbb{R}^{\mathscr{S}}$ can be written as

$$
\left(\frac{\partial p_{\mathcal{N}}}{\partial c}(c, k)\right)(\gamma)=\sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} k_{y \rightarrow y^{\prime}} c^{y}(y * \gamma)\left(y-y^{\prime}\right),
$$

where " $*$ " is a special scalar product in $\mathbb{R}^{\mathscr{S}}$, defined by

$$
v * w=\sum_{s \in \mathscr{S}}\left(v_{s} w_{s} / c_{s}\right)
$$

(Here we use the fact that all the components of $c$ are strictly positive.) Note that to say that (3.1) is not true is equivalent to

$$
\begin{equation*}
\left(\frac{\partial p_{\mathcal{N}}}{\partial c}(c, k)\right)(\gamma)=0 \text { for some } c \in \mathbb{R}_{+}^{\mathscr{S}}, k \in \mathbb{R}_{+}^{\mathscr{R}_{+} \cup \mathscr{R}_{o}}, \gamma \in \mathbb{R}^{\mathscr{S}}, \gamma \neq 0 \tag{3.2}
\end{equation*}
$$

which is also equivalent to

$$
\begin{gather*}
\sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} k_{y \rightarrow y^{\prime}} c^{y}(y * \gamma)\left(y-y^{\prime}\right)=0 \text { for some } c \in \mathbb{R}_{+}^{\mathscr{P}}, k \in \mathbb{R}_{+}^{\mathscr{R}_{t} \cup \mathscr{R}_{o}} \text { and }  \tag{3.3}\\
\text { some } \gamma \in \mathbb{R}^{\mathscr{S}}, \gamma \neq 0 .
\end{gather*}
$$

Using the change of variables $\eta_{y \rightarrow y^{\prime}}=k_{y \rightarrow y^{\prime}} c^{y}$ and $\delta_{s}=\gamma_{s} / c_{s}$ we notice that condition (3.3) is equivalent to

$$
\begin{array}{r}
\sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} \eta_{y \rightarrow y^{\prime}}(y \cdot \delta)\left(y-y^{\prime}\right)=0 \text { for some } \eta \in \mathbb{R}_{+}^{\mathscr{R}_{t} \cup \mathscr{R}_{o}} \text { and }  \tag{3.4}\\
\text { some } \delta \in \mathbb{R}^{\mathscr{S}}, \delta \neq 0,
\end{array}
$$

where "." is the usual scalar product in $\mathbb{R}^{\mathscr{S}}$. The condition (3.4) in turn is equivalent to

$$
\begin{align*}
& \sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} K_{y \rightarrow y^{\prime}}\left(e^{y \cdot \delta}-1\right)\left(y-y^{\prime}\right)= 0 \text { for some } K \in \mathbb{R}_{+}^{\mathscr{R}_{t} \cup \mathscr{R}_{o}} \text { and }  \tag{3.5}\\
& \text { some } \delta \in \mathbb{R}^{\mathscr{S}}, \delta \neq 0,
\end{align*}
$$

[^102]since the signs of $y \cdot \delta$ and $e^{y \cdot \delta}-1$ are the same, regardless of the value of $y \cdot \delta$. Then the condition (3.5) is equivalent to
\[

$$
\begin{equation*}
\sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{0}} K_{y \rightarrow y^{\prime}}\left(\frac{b^{y}}{a^{y}}-1\right)\left(y-y^{\prime}\right)=0 \text { for some } K \in \mathbb{R}_{+}^{\mathscr{R}_{t} \cup \mathscr{R}_{o}} \text { and }, ~ s o m e ~ a \neq b \in \mathbb{R}_{+}^{\mathscr{S}} \text { som } \tag{3.6}
\end{equation*}
$$

\]

via another change of variables, such that $\frac{b_{s}}{a_{s}}=e^{\delta_{s}}$ for all $s \in \mathscr{S}$. Note that $a \neq b$ if and only if $\delta \neq 0$. Condition (3.6) is equivalent to

$$
\begin{gather*}
\sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} \kappa_{y \rightarrow y^{\prime}}\left(b^{y}-a^{y}\right)\left(y-y^{\prime}\right)=0 \text { for some } \kappa \in \mathbb{R}_{+}^{\mathscr{R}_{t} \cup \mathscr{R}_{o}} \text { and }  \tag{3.7}\\
\text { some } a \neq b \in \mathbb{R}_{+}^{\mathscr{S}},
\end{gather*}
$$

where $\kappa_{y \rightarrow y^{\prime}}=\frac{K_{y \rightarrow y^{\prime}}}{a^{y}}$. Now, note that this is equivalent to saying that for some value of $\kappa \in \mathbb{R}_{+}^{\mathscr{R}_{t} \cup \mathscr{R}_{0}}$ the function $p_{\mathcal{N}}(\cdot, \kappa)$ is not injective on $\mathbb{R}_{+}^{\mathscr{S}}$. Therefore, we showed that the reaction network $\mathcal{N}$ is injective if and only if (3.1) is true.

It is perhaps worthwhile to consider a small example, which is easily worked by hand. Consider network (3.8):

$$
\begin{equation*}
A+B \rightleftharpoons C, \quad A \rightarrow 2 B \tag{3.8}
\end{equation*}
$$

The system of CFSTR differential equations associated to (3.8) is

$$
\begin{align*}
& \dot{c}_{A}=c_{A}^{f}-c_{A}-k_{A+B \rightarrow C} c_{A} c_{B}+k_{C \rightarrow A+B} c_{C}-k_{A \rightarrow 2 B} c_{A},  \tag{3.9}\\
& \dot{c}_{B}=c_{B}^{f}-c_{B}-k_{A+B \rightarrow C} c_{A} c_{B}+k_{C \rightarrow A+B} c_{C}+2 k_{A \rightarrow 2 B} c_{A}, \\
& \dot{c}_{C}=c_{C}^{f}-c_{C}+k_{A+B \rightarrow C} c_{A} c_{B}-k_{C \rightarrow A+B} c_{C},
\end{align*}
$$

where we supposed that $g / V=1$. If we now again look for equilibria and rearrange terms, we get

$$
\begin{align*}
c_{A}^{f} & =c_{A}+k_{A+B \rightarrow C} c_{A} c_{B}-k_{C \rightarrow A+B} c_{C}+k_{A \rightarrow 2 B} c_{A},  \tag{3.10}\\
c_{B}^{f} & =c_{B}+k_{A+B \rightarrow C} c_{A} c_{B}-k_{C \rightarrow A+B} c_{C}-2 k_{A \rightarrow 2 B} c_{A}, \\
c_{C}^{f} & =c_{C}-k_{A+B \rightarrow C} c_{A} c_{B}+k_{C \rightarrow A+B} c_{C} .
\end{align*}
$$

Therefore the associated polynomial function for the reaction network (3.8) is

$$
\begin{align*}
p(c, k)= & \left(c_{A}+k_{A+B \rightarrow C} c_{A} c_{B}-k_{C \rightarrow A+B} c_{C}+k_{A \rightarrow 2 B} c_{A},\right.  \tag{3.11}\\
& c_{B}+k_{A+B \rightarrow C} c_{A} c_{B}-k_{C \rightarrow A+B} c_{C}-2 k_{A \rightarrow 2 B} c_{A}, \\
& \left.c_{C}-k_{A+B \rightarrow C} c_{A} c_{B}+k_{C \rightarrow A+B} c_{C}\right) .
\end{align*}
$$

Then, for the reaction network (3.8), we have

$$
\begin{align*}
& \operatorname{det}\left(\frac{\partial p}{\partial c}(c, k)\right)  \tag{3.12}\\
= & \operatorname{det}\left[\begin{array}{ccc}
1+k_{A+B \rightarrow C} c_{B}+k_{A \rightarrow 2 B} & k_{A+B \rightarrow C} c_{A} & -k_{C \rightarrow A+B} \\
k_{A+B \rightarrow C} c_{B}-2 k_{A \rightarrow 2 B} & 1+k_{A+B \rightarrow C} c_{A} & -k_{C \rightarrow A+B} \\
-k_{A+B \rightarrow C} c_{B} & -k_{A+B \rightarrow C} c_{A} & 1+k_{C \rightarrow A+B}
\end{array}\right] \\
= & 1+k_{C \rightarrow A+B}+k_{A+B \rightarrow C} c_{A}+k_{A+B \rightarrow C} c_{B} \\
& +3 k_{A \rightarrow 2 B} k_{A+B \rightarrow C} c_{A}+k_{A \rightarrow 2 B} k_{C \rightarrow A+B} .
\end{align*}
$$

Notice that in (3.12) all coefficients ${ }^{3}$ of the monomials in the expansion of the determinant are 1, except the coefficient of $k_{A \rightarrow 2 B} k_{A+B \rightarrow C} c_{A}$, which is 3 . In particular, they are all positive numbers. Therefore, in this case, $\operatorname{det}\left(\frac{\partial f}{\partial c}(c, k)\right)>0$ for all $c \in \mathbb{R}_{+}^{n}$ and for all $k \in \mathbb{R}_{+}^{m}$, so the reaction network (3.8) is injective as well.

Compare this to $\operatorname{det}\left(\frac{\partial p}{\partial c}(c, k)\right)$ for the polynomial function associated to the reaction network (vii) in Table 1.1, which is

$$
\begin{equation*}
\operatorname{det}\left(\frac{\partial p}{\partial c}(c, k)\right)=1+k_{2 A+B \rightarrow 3 A} c_{A}^{2}-2 k_{2 A+B \rightarrow 3 A} c_{A} c_{B}+3 k_{3 A \rightarrow 2 A+B} c_{A}^{2} \tag{3.13}
\end{equation*}
$$

The reaction network (vii) in Table 1.1 does admit multiple positive equilibria, and, as we have seen above, the determinant of the Jacobian of its associated polynomial function has a monomial with a negative coefficient.

Now we are in a position to review and elaborate further on what was said in Remark 1.2. It is worth repeating here that $\operatorname{det}\left(\frac{\partial p}{\partial c}(c, k)\right)$ can be calculated using currently available computer algebra software and that the result of such a computation will sometimes have hundreds or even thousands of terms, each a monomial in the (positive) species concentrations and the (positive) rate constants. It is remarkable that, more often than not, all such monomials will have positive coefficients, so that $\operatorname{det}\left(\frac{\partial p}{\partial c}(c, k)\right)$ is positive for all positive $c$ and all positive $k$ (recall Table 1.2). Indeed, for large networks the positivity of the monomial coefficients can also be checked with computer algebra software. In this way, Theorem 3.1 provides a (surprisingly robust) way to ensure that a given network is injective and, therefore, incapable of multiple positive equilibria.

In fact, Theorem 3.1 provides the information that networks (ii) and (iv) in Table 1.1 cannot give rise to multiple positive equilibria. On the other hand, Theorem 3.1 by itself stands silent on the capacity for multiple positive equilibria of the very similar networks (i) and (iii). In section 4 we will discuss extensions of Theorem 3.1 that do give information about networks (i) and (iii).

For polynomials in general, it is not necessary that each coefficient be positive in order for the polynomial to take strictly positive values for all positive values of the variables. (The polynomial $x^{2}-x y+y^{2}$ is, of course, an elementary counterexample.) On the other hand, we will show that, for the class of polynomials considered here, positivity of the numerical coefficients is also necessary if positive values of the polynomial are to result for all positive values of the variables (i.e., the species concentrations and rate constants). In turn, this will imply that positivity of all (nonzero) coefficients is not only sufficient but also necessary for a network's injectivity (see Theorem 3.3).

In the following theorem we draw a relationship between the underlying network of chemical reactions and the numerical coefficients in the expansion of $\operatorname{det}\left(\frac{\partial p}{\partial c}(c, k)\right)$. This relationship will have some importance not only here but also in a subsequent paper, in which we describe large classes of networks for which all (nonzero) coefficients are positive.

ThEOREM 3.2. Consider some reaction network $\mathcal{N}$ with $n$ species. Then for each coefficient in the expansion of $\operatorname{det}\left(\frac{\partial p_{\mathcal{N}}}{\partial c}(c, k)\right)$ there is a set of $n$ reactions $\left\{y_{1} \rightarrow\right.$ $\left.y_{1}^{\prime}, \ldots, y_{n} \rightarrow y_{n}^{\prime}\right\}$ (taken from the true and outflow reactions) such that the coefficient is equal to

$$
\begin{equation*}
\operatorname{det}\left(\left[y_{1}, \ldots, y_{n}\right]\right) \operatorname{det}\left(\left[y_{1}-y_{1}^{\prime}, \ldots, y_{n}-y_{n}^{\prime}\right]\right) \tag{3.14}
\end{equation*}
$$

[^103]Moreover, for each choice of $n$ reactions such that (3.14) is not zero, there is a corresponding coefficient in the expansion of $\operatorname{det}\left(\frac{\partial p_{\mathcal{N}}}{\partial c}(c, k)\right)$.

Proof. Recall that, with the notation from the proof of Theorem 3.1, we have

$$
\left(\frac{\partial p_{\mathcal{N}}}{\partial c}(c, k)\right)(\gamma)=\sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} \eta_{y \rightarrow y^{\prime}}(y * \gamma)\left(y-y^{\prime}\right),
$$

where $\eta_{y \rightarrow y^{\prime}}=k_{y \rightarrow y^{\prime}} c^{y}$. With $\left\{e_{1}, \ldots, e_{n}\right\}$ denoting the canonical basis of $\mathbb{R}^{\mathscr{S}}$, we have

$$
\begin{aligned}
& \operatorname{det}\left(\frac{\partial p_{\mathcal{N}}}{\partial c}(c, k)\right) \\
& =\operatorname{det}\left[\sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} \eta_{y \rightarrow y^{\prime}}\left(y * e_{1}\right)\left(y-y^{\prime}\right), \ldots, \sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} \eta_{y \rightarrow y^{\prime}}\left(y * e_{n}\right)\left(y-y^{\prime}\right)\right],
\end{aligned}
$$

and, according to the definition of " $*$ ", it follows that

$$
\begin{aligned}
& \left(\prod_{i=1}^{n} c_{i}\right) \operatorname{det}\left(\frac{\partial p_{\mathcal{N}}}{\partial c}(c, k)\right) \\
& =\operatorname{det}\left[\sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} \eta_{y \rightarrow y^{\prime}}\left(y \cdot e_{1}\right)\left(y-y^{\prime}\right), \ldots, \sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} \eta_{y \rightarrow y^{\prime}}\left(y \cdot e_{n}\right)\left(y-y^{\prime}\right)\right] .
\end{aligned}
$$

Therefore the coefficients in the expansion of $\operatorname{det}\left(\frac{\partial p_{\mathcal{N}}}{\partial c}(c, k)\right)$ are exactly the coefficients in the expansion of

$$
\operatorname{det}\left[\sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{0}} \eta_{y \rightarrow y^{\prime}}\left(y \cdot e_{1}\right)\left(y-y^{\prime}\right), \ldots, \sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{0}} \eta_{y \rightarrow y^{\prime}}\left(y \cdot e_{n}\right)\left(y-y^{\prime}\right)\right] .
$$

Note now that each term in the expansion of the determinant above is a scalar multiple of a product of the form $\prod_{i=1}^{n} \eta_{y_{i} \rightarrow y_{i}^{\prime}}$, where $y_{1} \rightarrow y_{1}^{\prime}, \ldots, y_{n} \rightarrow y_{n}^{\prime}$ are some reactions in $\mathscr{R}_{t} \cup \mathscr{R}_{o}$.

Let us look at some fixed set $\left\{y_{1} \rightarrow y_{1}^{\prime}, \ldots, y_{n} \rightarrow y_{n}^{\prime}\right\} \subset \mathscr{R}_{t} \cup \mathscr{R}_{o}$. With $S_{n}$ denoting the set of all permutations of $\{1, \ldots, n\}$, the coefficient of $\prod_{i=1}^{n} \eta_{y_{i} \rightarrow y_{i}^{\prime}}$ in the expansion of the determinant above is

$$
\begin{aligned}
& \sum_{\sigma \in S_{n}} \operatorname{det}\left[\left(y_{\sigma(1)} \cdot e_{1}\right)\left(y_{\sigma(1)}-y_{\sigma(1)}^{\prime}\right), \ldots,\left(y_{\sigma(n)} \cdot e_{n}\right)\left(y_{\sigma(n)}-y_{\sigma(n)}^{\prime}\right)\right] \\
= & \sum_{\sigma \in S_{n}} \operatorname{det}\left[y_{\sigma(1)}^{1}\left(y_{\sigma(1)}-y_{\sigma(1)}^{\prime}\right), \ldots, y_{\sigma(n)}^{n}\left(y_{\sigma(n)}-y_{\sigma(n)}^{\prime}\right)\right] \\
= & \sum_{\sigma \in S_{n}} y_{\sigma(1)}^{1} y_{\sigma(2)}^{2} \ldots y_{\sigma(n)}^{n} \operatorname{det}\left[\left(y_{\sigma(1)}-y_{\sigma(1)}^{\prime}\right), \ldots,\left(y_{\sigma(n)}-y_{\sigma(n)}^{\prime}\right)\right] \\
= & \sum_{\sigma \in S_{n}} y_{\sigma(1)}^{1} y_{\sigma(2)}^{2} \ldots y_{\sigma(n)}^{n} \operatorname{sgn}(\sigma) \operatorname{det}\left[\left(y_{1}-y_{1}^{\prime}\right), \ldots,\left(y_{n}-y_{n}^{\prime}\right)\right] \\
= & \left(\sum_{\sigma \in S_{n}} y_{\sigma(1)}^{1} y_{\sigma(2)}^{2} \ldots y_{\sigma(n)}^{n} \operatorname{sgn}(\sigma)\right) \operatorname{det}\left[\left(y_{1}-y_{1}^{\prime}\right), \ldots,\left(y_{n}-y_{n}^{\prime}\right)\right] \\
= & \operatorname{det}\left[y_{1}, \ldots, y_{n}\right] \operatorname{det}\left[\left(y_{1}-y_{1}^{\prime}\right), \ldots,\left(y_{n}-y_{n}^{\prime}\right)\right] .
\end{aligned}
$$

Therefore all coefficients in the expansion of $\operatorname{det}\left(\frac{\partial p_{\mathcal{N}}}{\partial c}(c, k)\right)$ are of the form

$$
\operatorname{det}\left[y_{1}, \ldots, y_{n}\right] \operatorname{det}\left[y_{1}-y_{1}^{\prime}, \ldots, y_{n}-y_{n}^{\prime}\right]
$$

for some set $\left\{y_{1} \rightarrow y_{1}^{\prime}, \ldots, y_{n} \rightarrow y_{n}^{\prime}\right\} \subset \mathscr{R}_{t} \cup \mathscr{R}_{o}$.
Remark 3.2. In a future paper we will use the result of Theorem 3.2 to explain why, for large classes of reaction networks, all coefficients of the monomials in the expansion of $\operatorname{det}\left(\frac{\partial p_{\mathcal{N}}}{\partial c}(c, k)\right)$ are nonnegative (i.e., our empirical observation).

Note that Theorem 3.2 gives us a way of computing the coefficients of $\operatorname{det}\left(\frac{\partial p_{\mathcal{N}}}{\partial c}(c, k)\right)$ one by one. In particular, it suggests a simple parallel computation algorithm for checking injectivity.

We prove now that the injectivity of a reaction network $\mathcal{N}$ is completely characterized by the signs of the coefficients of $\operatorname{det}\left(\frac{\partial p_{\mathcal{N}}}{\partial c}(c, k)\right)$.

Theorem 3.3. A reaction network $\mathcal{N}$ is injective if and only if all the coefficients in the expansion of $\operatorname{det}\left(\frac{\partial p_{\mathcal{N}}}{\partial c}(c, k)\right)$ are nonnegative.

Proof. Suppose that all the coefficients in the expansion of $\operatorname{det}\left(\frac{\partial p_{\mathcal{N}}}{\partial c}(c, k)\right)$ are nonnegative. We want to show that $\mathcal{N}$ is injective.

Consider the function $f: \mathbb{R}_{+}^{\mathscr{S}} \times \mathbb{R}_{+}^{\mathscr{R}_{t} \cup \mathscr{R}_{o}} \rightarrow \mathbb{R}$ defined by

$$
f(c, k)=\left(\prod_{s \in \mathscr{S}} c_{s}\right) \operatorname{det}\left(\frac{\partial p_{\mathcal{N}}}{\partial c}(c, k)\right)
$$

Note that $f$ vanishes if and only if $\operatorname{det}\left(\frac{\partial p_{\mathcal{N}}}{\partial c}(c, k)\right)$ vanishes. As in the proof of Theorem 3.2 , the terms in the expansion of $f(c, k)$ are of the form

$$
\begin{equation*}
\operatorname{det}\left[y_{1}, \ldots, y_{n}\right] \operatorname{det}\left[y_{1}-y_{1}^{\prime}, \ldots, y_{n}-y_{n}^{\prime}\right]\left(\prod_{i=1}^{n} \eta_{y_{i} \rightarrow y_{i}^{\prime}}\right) \tag{3.15}
\end{equation*}
$$

where $\eta_{y \rightarrow y^{\prime}}=k_{y \rightarrow y^{\prime}} c^{y}$, and with each term corresponding to some choice of $n$ reactions from the set $\mathscr{R}_{t} \cup \mathscr{R}_{0}$. Note that $\prod_{s \in \mathscr{S}} c_{s}$ and $\prod_{i=1}^{n} \eta_{y_{i} \rightarrow y_{i}^{\prime}}$ are strictly positive, since $c$ and $k$ are regarded to have strictly positive coordinates. Then, to show injectivity, it is enough to show that there exists some set $\left\{y_{1} \rightarrow y_{1}^{\prime}, \ldots, y_{n} \rightarrow y_{n}^{\prime}\right\} \subset \mathscr{R}_{t} \cup \mathscr{R}_{o}$ such that $\operatorname{det}\left[y_{1}, \ldots, y_{n}\right] \operatorname{det}\left[y_{1}-y_{1}^{\prime}, \ldots, y_{n}-y_{n}^{\prime}\right] \neq 0$. But if we just choose the set $\left\{y_{1} \rightarrow y_{1}^{\prime}, \ldots, y_{n} \rightarrow y_{n}^{\prime}\right\}$ to be $\mathscr{R}_{o}$, we have

$$
\operatorname{det}\left[y_{1}, \ldots, y_{n}\right] \operatorname{det}\left[y_{1}-y_{1}^{\prime}, \ldots, y_{n}-y_{n}^{\prime}\right]=1
$$

because, up to a permutation, $y_{i}=e_{i}$ and $y_{i}^{\prime}=0$ for $i=1, \ldots, n$. Therefore (3.1) is true, and, according to Theorem 3.1, $\mathcal{N}$ is injective.

Suppose now that $\mathcal{N}$ is injective. We want to show that all the coefficients in the expansion of $\operatorname{det}\left(\frac{\partial p_{\mathcal{N}}}{\partial c}(c, k)\right)$ are nonnegative. Of course, the coefficients in the expansion of $\operatorname{det}\left(\frac{\partial p_{\mathcal{N}}}{\partial c}(c, k)\right)$ are the same as the coefficients in the expansion of $f(c, k)$. We will show that all the coefficients in the expansion of $f(c, k)$ are nonnegative. Note that $f(c, k)$ equals a homogeneous polynomial of degree $n$ of the coordinates of $\eta$. Note also that, since we can write the terms in the expansion of $f(c, k)$ as in (3.15), it follows that each monomial in this expansion contains a product $\prod_{i=1}^{n} \eta_{y_{i} \rightarrow y_{i}^{\prime}}$ for some set of $n$ distinct reactions $\left\{y_{1} \rightarrow y_{1}^{\prime}, \ldots, y_{n} \rightarrow y_{n}^{\prime}\right\}$, and there is no other monomial with the same set of $n$ reactions. Suppose now that there is some monomial with a negative coefficient in the expansion of $f(c, k)$. Then, by choosing some $\eta \in \mathbb{R}_{+}^{\mathscr{R}_{+} \cup \mathscr{R}_{o}}$ such that the coordinates of $\eta$ that appear in the negative monomial are very large, and
all other coordinates of $\eta$ are very small (i.e., very close to zero), we conclude that $f$ takes a negative value somewhere in its domain. Similarly, by using a monomial with a positive coefficient (for example, the monomial with the coefficient " 1 " that we mentioned above) we conclude that $f$ takes a positive value somewhere in its domain. Since the domain of $f$ is connected, it follows that $f$ is zero somewhere in its domain. According to Theorem 3.1, this contradicts the hypothesis that $\mathcal{N}$ is injective. Therefore there cannot exist any monomial with a negative coefficient in the expansion of $f(c, k)$, so there cannot exist any monomial with a negative coefficient in the expansion of $\operatorname{det}\left(\frac{\partial p_{N}}{\partial c}(c, k)\right)$.

Remark 3.3. Theorem 3.3 allows us to show that, although injectivity is sufficient to conclude that a reaction network does not admit multiple positive equilibria, it is not a necessary condition. One such example is the reaction network (vi) in Table 1.1. Indeed, that reaction network does not admit multiple positive equilibria but has

$$
\operatorname{det}\left(\frac{\partial p}{\partial c}(c, k)\right)=1+k_{A+B \rightarrow 2 A} c_{A}-k_{A+B \rightarrow 2 A} c_{B}+2 k_{2 A \rightarrow A+B} c_{A},
$$

which does have one negative coefficient, so the network is not injective.
Remark 3.4. Theorems 3.2 and 3.3 imply that, given a reaction network with $n$ species and $m$ reactions, it is only the structure of its subnetworks of exactly $n$ reactions (some of which could be outflow reactions) that dictates whether the reaction network is injective or not. Also, given some reaction network that does admit multiple positive equilibria, Theorems 3.2 and 3.3 allow us to pinpoint the subnetwork or subnetworks that create the capacity for multiple positive equilibria as exactly the ones for which the product of determinants $\operatorname{det}\left[y_{1}, \ldots, y_{n}\right] \operatorname{det}\left[y_{1}-y_{1}^{\prime}, \ldots, y_{n}-y_{n}^{\prime}\right]$ is negative. Or, consider some finite family of reaction networks, each containing exactly $n$ species. According to Theorem 3.2, we can enumerate all possible "bad" subnetworks in that family (i.e., subnetworks that have exactly $n$ reactions, and for which the product of determinants above is negative). Then, in that family, only the reaction networks that contain a copy of some "bad" subnetwork can have the capacity for multiple positive equilibria.

Remark 3.5. Up to now we have considered only reaction networks where all species are in the outflow. If $\mathcal{N}$ is a reaction network such that not all species are in the outflow, but there are $n$ reactions $\left\{y_{1} \rightarrow y_{1}^{\prime}, \ldots, y_{n} \rightarrow y_{n}^{\prime}\right\}$ in $\mathcal{N}$ (some of which could be outflow reactions) such that $\operatorname{det}\left[y_{1}, \ldots, y_{n}\right] \operatorname{det}\left[y_{1}-y_{1}^{\prime}, \ldots, y_{n}-y_{n}^{\prime}\right]>0$, then Theorem 3.3 remains valid.
4. Sufficient conditions for existence of multiple positive equilibria. Recall that, as we mentioned in section 1 , the injectivity property is not a necessary condition for the absence of multiple positive equilibria (see also Remark 3.3). In other words, if a network $\mathcal{N}$ is not injective, this does not imply that $\mathcal{N}$ has the capacity for multiple positive equilibria. Theorems 4.1 and 4.2 below say that if $\mathcal{N}$ is not injective and satisfies an additional condition, then $\mathcal{N}$ does have the capacity for multiple positive equilibria. We begin with a lemma.

Lemma 4.1. Let $\mathcal{N}=(\mathscr{S}, \mathscr{C}, \mathscr{R})$ be some reaction network (augmented to include the flow reactions). Suppose that there is some $c \in \mathbb{R}_{+}^{\mathscr{S}}$ and some $k \in \mathbb{R}_{+}^{\mathscr{S}_{t} \cup \mathscr{R}_{o}}$ such that

$$
\operatorname{det}\left(\frac{\partial p_{\mathcal{N}}}{\partial c}(c, k)\right)=0
$$

and

$$
\sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} k_{y \rightarrow y^{\prime}} c^{y}\left(y-y^{\prime}\right) \in \mathbb{R}_{+}^{\mathscr{S}}
$$

Then $\mathcal{N}$ does have the capacity for multiple positive equilibria.
Proof. The reaction network $\mathcal{N}$ admits multiple positive equilibria if and only if there is some $\kappa \in \mathbb{R}_{+}^{\mathscr{R}_{t} \cup \mathscr{R}_{o}}$ and some $a \neq b \in \mathbb{R}_{+}^{\mathscr{S}}$ such that

$$
\sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} \kappa_{y \rightarrow y^{\prime}} a^{y}\left(y-y^{\prime}\right)=\sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} \kappa_{y \rightarrow y^{\prime}} b^{y}\left(y-y^{\prime}\right)=c^{f}
$$

for some $c^{f} \in \overline{\mathbb{R}}_{+}^{\mathscr{S}}$ (recall Remark 1.1). Consider $\eta \in \mathbb{R}_{+}^{\mathscr{R}_{t} \cup \mathscr{R}_{o}}$ such that $\eta_{y \rightarrow y^{\prime}}=$ $k_{y \rightarrow y^{\prime}} c^{y}$ for each reaction $y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}$, where $c$ and $k$ are as in the theorem statement. Then, as in the proof of Theorem 3.1, there exists some $\delta \in \mathbb{R}^{\mathscr{S}}, \delta \neq 0$, such that

$$
\sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} \eta_{y \rightarrow y^{\prime}}(y \cdot \delta)\left(y-y^{\prime}\right)=0
$$

Consider $a \in \mathbb{R}_{+}^{\mathscr{S}}$ given by $a_{s}=1$ for every $s \in \mathscr{S}$, and consider $b \in \mathbb{R}_{+}^{\mathscr{S}}$ given by $b_{s}=e^{\delta_{s}}$ for every $s \in \mathscr{S}$. Note that $\delta \neq 0$ implies $a \neq b$. Denote by $\kappa \in \mathbb{R}_{+}^{\mathscr{R}_{t} \cup \mathscr{R}_{o}}$ the vector given by $\kappa_{y \rightarrow y^{\prime}}=\frac{y \cdot \delta}{e^{y \cdot \delta}-1} \eta_{y \rightarrow y^{\prime}}$ for all $y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}$ with $y \cdot \delta \neq 0$, and $\kappa_{y \rightarrow y^{\prime}}=\eta_{y \rightarrow y^{\prime}}$ for all $y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}$ with $y \cdot \delta=0$.

Then we have

$$
\sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} \kappa_{y \rightarrow y^{\prime}}\left(b^{y}-a^{y}\right)\left(y-y^{\prime}\right)=\sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} \eta_{y \rightarrow y^{\prime}}(y \cdot \delta)\left(y-y^{\prime}\right)=0 .
$$

Note that, without loss of generality, we can suppose that the norm of $\delta$ is very small. On the other hand we have

$$
\begin{aligned}
& \lim _{\delta \rightarrow 0}\left(\sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} \kappa_{y \rightarrow y^{\prime}} a^{y}\left(y-y^{\prime}\right)\right) \\
= & \lim _{\delta \rightarrow 0}\left(\sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} \kappa_{y \rightarrow y^{\prime}}\left(y-y^{\prime}\right)\right) \\
= & \sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} \eta_{y \rightarrow y^{\prime}}\left(y-y^{\prime}\right) \\
= & \sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} k_{y \rightarrow y^{\prime}} c^{y}\left(y-y^{\prime}\right) \in \mathbb{R}_{+}^{\mathscr{S}} .
\end{aligned}
$$

Then, for small enough $\delta$, it follows that $\sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} \kappa_{y \rightarrow y^{\prime}} a^{y}\left(y-y^{\prime}\right) \in \mathbb{R}_{+}^{\mathscr{S}}$.
Theorem 4.1. Consider some reaction network $\mathcal{N}=(\mathscr{S}, \mathscr{C}, \mathscr{R})$ (augmented to include the flow reactions). For $\eta \in \mathbb{R}_{+}^{\mathscr{R}_{t} \cup \mathscr{R}_{o}}$ let $T_{\eta}: \mathbb{R}^{\mathscr{S}} \rightarrow \mathbb{R}^{\mathscr{S}}$ be defined by

$$
\begin{equation*}
T_{\eta}(\delta)=\sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} \eta_{y \rightarrow y^{\prime}}(y \cdot \delta)\left(y-y^{\prime}\right), \tag{4.1}
\end{equation*}
$$

and let

$$
\begin{equation*}
f(\eta)=\operatorname{det}\left(T_{\eta}\right) \tag{4.2}
\end{equation*}
$$

Suppose that for some $\eta^{*} \in \mathbb{R}_{+}^{\mathscr{R}_{+} \cup \mathscr{R}_{o}}$ we have

$$
\begin{align*}
f\left(\eta^{*}\right) & <0,  \tag{4.3}\\
\sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} \eta_{y \rightarrow y^{\prime}}^{*}\left(y-y^{\prime}\right) & \in \mathbb{R}_{+}^{\mathscr{S}} \tag{4.4}
\end{align*}
$$

Then $\mathcal{N}$ has the capacity for multiple positive equilibria.
Proof. Consider some $\eta^{\#} \in \mathbb{R}_{+}^{\mathscr{R}_{t} \cup \mathscr{R}_{o}}$ such that for all $y \rightarrow y^{\prime} \in \mathscr{R}_{o}$ the number $\eta_{y \rightarrow y^{\prime}}^{\#}$ is very large, and for all $y \rightarrow y^{\prime} \in \mathscr{R}_{t}$ the number $\eta_{y \rightarrow y^{\prime}}^{\#}$ is very small. Then condition (4.4) holds for $\eta^{\#}$, and, for reasons similar to those in the proof of Theorem 3.3, $f\left(\eta^{\#}\right)>0$.

Suppose now that there is some $\eta^{*} \in \mathbb{R}_{+}^{\mathscr{R}_{t} \cup \mathscr{R}_{o}}$ such that both (4.3) and (4.4) are true. Because the set of vectors $\eta$ that satisfy (4.4) is convex, and because the function $f$ is continuous, it follows that on the line segment that connects $\eta^{\#}$ and $\eta^{*}$ there will be some $\tilde{\eta}$ such that condition (4.4) holds for $\tilde{\eta}$, and $f(\tilde{\eta})=0$.

Now, for some fixed $\tilde{c} \in \mathbb{R}_{+}^{\mathscr{S}}$, choose $\tilde{k} \in \mathbb{R}_{+}^{\mathscr{R}_{t} \cup \mathscr{R}_{o}}$ such that $\tilde{\eta}_{y \rightarrow y^{\prime}}=\tilde{k}_{y \rightarrow y^{\prime}} \tilde{c}^{y}$ for all $y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}$. According to the chain of equivalences in the proof of Theorem 3.1 (from (3.1) to (3.4)) we have

$$
\operatorname{det}\left(\frac{\partial p_{\mathcal{N}}}{\partial c}(\tilde{c}, \tilde{k})\right)=0
$$

Also, note that

$$
\sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} \tilde{k}_{y \rightarrow y^{\prime}} \tilde{c}^{y}\left(y-y^{\prime}\right) \in \mathbb{R}_{+}^{\mathscr{S}}
$$

Then the hypothesis of Lemma 4.1 is satisfied, so its conclusion is also true.
Remark 4.1. Note that if some vector $\eta^{*} \in \mathbb{R}_{+}^{\mathscr{R}_{t} \cup \mathscr{R}_{o}}$ satisfies (4.3) and (4.4), then $\lambda \eta^{*}$ also satisfies (4.3) and (4.4) for any positive number $\lambda$. Therefore, if there is some $\eta^{*}$ that satisfies (4.3) and (4.4) and has all coordinates positive, then there is some $\eta^{* *}$ that satisfies (4.3) and (4.4) and has all coordinates positive and of total sum 1. Then Theorem 4.1 can be implemented by considering the polynomial optimization problem (4.5)-(4.8), with linear constraints on a compact domain:

$$
\begin{equation*}
\operatorname{minimize} f(\eta) \tag{4.5}
\end{equation*}
$$

subject to the constraints

$$
\begin{align*}
& \eta_{y \rightarrow y^{\prime}} \geq \varepsilon \quad \forall y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}  \tag{4.6}\\
& \quad \sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} \eta_{y \rightarrow y^{\prime}}=1,  \tag{4.7}\\
& \quad \sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} \eta_{y \rightarrow y^{\prime}}\left(y_{s}-y_{s}^{\prime}\right) \geq \varepsilon \quad \forall s \in \mathscr{S}, \tag{4.8}
\end{align*}
$$

where $\varepsilon$ is some very small positive number. Note that, from the point of view of applying Theorem 4.1, it is enough to find some vector $\eta^{*}$ satisfying (4.6)-(4.8) and such that $f\left(\eta^{*}\right)<0$ (i.e., we don't need to find the global minimum, as we are just interested in knowing if the minimum is negative).

Theorem 4.2. Consider some reaction network $\mathcal{N}=(\mathscr{S}, \mathscr{C}, \mathscr{R})$ (augmented to include the flow reactions). Suppose that there is a set of $n$ reactions $\left\{y_{1} \rightarrow\right.$ $\left.y_{1}^{\prime}, \ldots, y_{n} \rightarrow y_{n}^{\prime}\right\}$ (where $n$ is the number of species) such that

$$
\begin{equation*}
\operatorname{det}\left(y_{1}, \ldots, y_{n}\right) \operatorname{det}\left(y_{1}-y_{1}^{\prime}, \ldots, y_{n}-y_{n}^{\prime}\right)<0 \tag{4.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i=1}^{n} \eta_{i}\left(y_{i}-y_{i}^{\prime}\right) \in \mathbb{R}_{+}^{\mathscr{S}} \text { for some positive numbers } \eta_{1}, \ldots, \eta_{n} \tag{4.10}
\end{equation*}
$$

Then $\mathcal{N}$ does have the capacity for multiple positive equilibria.
Proof. Consider some $\eta^{*} \in \mathbb{R}_{+}^{\mathscr{R}_{t} \cup \mathscr{R}_{o}}$ such that for all $y \rightarrow y^{\prime} \in\left\{y_{1} \rightarrow y_{1}^{\prime}, \ldots, y_{n} \rightarrow\right.$ $\left.y_{n}^{\prime}\right\}$ the number $\eta_{y \rightarrow y^{\prime}}^{*}$ is very large, and for all other $y \rightarrow y^{\prime}$ the number $\eta_{y \rightarrow y^{\prime}}^{*}$ is very small. Then, as in the proof of Theorem 3.3, it follows that $f\left(\eta^{*}\right)<0$, because in the expansion of $\operatorname{det}\left(T_{\eta^{*}}\right)$ the negative term corresponding to the subnetwork $\left\{y_{1} \rightarrow\right.$ $\left.y_{1}^{\prime}, \ldots, y_{n} \rightarrow y_{n}^{\prime}\right\}$ dominates all other terms.

Suppose in particular that $\eta_{y_{i} \rightarrow y_{i}^{\prime}}^{*}=\lambda \eta_{i}$ for some (very large) number $\lambda$. Then (4.4) holds for this $\eta^{*}$, since $\sum_{i=1}^{n} \eta_{i}\left(y_{i}-y_{i}^{\prime}\right) \in \mathbb{R}_{+}^{\mathscr{S}}$, and $\sum_{y \rightarrow y^{\prime} \in \mathscr{R}_{t} \cup \mathscr{R}_{o}} \eta_{y \rightarrow y^{\prime}}^{*}\left(y-y^{\prime}\right)$ is very close to $\lambda \sum_{i=1}^{n} \eta_{i}\left(y_{i}-y_{i}^{\prime}\right)$. Therefore we can apply Theorem 4.1.

Remark 4.2. Note that if some numbers $\eta_{1}, \ldots, \eta_{n}$ satisfy $\sum_{i=1}^{n} \eta_{i}\left(y_{i}-y_{i}^{\prime}\right) \in \mathbb{R}_{+}^{\mathscr{S}}$, then the numbers $\lambda \eta_{1}, \ldots, \lambda \eta_{n}$ satisfy $\sum_{i=1}^{n} \lambda \eta_{i}\left(y_{i}-y_{i}^{\prime}\right) \in \mathbb{R}_{+}^{\mathscr{S}}$ for any positive number $\lambda$. Then, when implementing Theorem 4.2, we can replace condition (4.10) with the systems of inequalities

$$
\begin{align*}
& \eta_{i} \geq 1 \quad \text { for } i=1, \ldots, n  \tag{4.11}\\
& \sum_{i=1}^{n} \eta_{i}\left(y_{i s}-y_{i s}^{\prime}\right) \geq 1 \quad \forall s \in \mathscr{S} \tag{4.12}
\end{align*}
$$

Remark 4.3. For networks (i), (iii), (v) in Table 1.1 the less powerful but easily applied Theorem 4.2 already affirms the capacity for multiple positive equilibria. For network (vii) Theorem 4.1 affirms the capacity for multiple positive equilibria, while Theorem 4.2 stands silent.

Remark 4.4. Suppose that we are given a reaction network $\mathcal{N}$ having $n$ species, and we would like to know if $\mathcal{N}$ has the capacity for multiple positive equilibria (in the isothermal homogeneous CFSTR context). An algorithm that investigates this problem proceeds as follows: First, check ${ }^{4}$ if there is any subnetwork of $n$ reactions such that (4.9) holds. If (4.9) is false for all such subnetworks, then, according to Theorems 3.2 and $3.3, \mathcal{N}$ does not have the capacity for multiple positive equilibria. If one or more subnetworks of $\mathcal{N}$ satisfy (4.9), then check ${ }^{5}$ if Theorem 4.2 applies for any such subnetwork. If Theorem 4.2 remains indecisive, then try to apply the more computationally intensive method given by Theorem 4.1 and described in Remark 4.1.

[^104]5. Concluding remarks. We believe that the theorems presented here have broad utility in deciding the capacity of a complex mass-action system to engender multiple positive steady states in a homogeneous isothermal CFSTR context. That these techniques should be robust relies heavily on our assertion that, despite the presence of hundreds or even thousands of terms in the expansion of $\operatorname{det}\left(\frac{\partial p_{\mathcal{N}}(c, k)}{\partial c}\right)$ for a complex reaction network, it will typically be the case that all (nonzero) coefficients are positive. (When there are negative coefficients for a given network, they will typically be very few in number.) Although we have given examples to support this assertion, we have not, in this paper, tried to explain why positivity of the coefficients is to be expected broadly. Nor have we tried to identify those aspects of reaction network structure that give rise to negative coefficients. We intend to take up these questions in a future paper. There we will show how certain representations of reaction networks in graph-theoretical terms give surprisingly rapid and incisive information.
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#### Abstract

Thanks to the use of the Cagniard-De Hoop method, we derive an analytic solution in the time domain for the half-space problem associated with the wave equation with EngquistMajda higher order boundary conditions. This permits us to derive new convergence results when the order of the boundary condition tends to $+\infty$, as well as error estimates. The theory is illustrated by numerical results.
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1. Introduction. The design of accurate absorbing boundary conditions (ABCs) for the numerical calculation of waves in the time domain is already an old subject since the major work of Engquist and Majda [11], [12] in the late 1970s. Their main contribution was the construction and analysis of a hierarchy of local boundary conditions for the wave equation. Let us concentrate on the two-dimensional (2D) acoustic wave equation:

$$
\begin{equation*}
\frac{1}{c^{2}} \frac{\partial^{2} u}{\partial t^{2}}-\Delta u=0, \quad x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}, \quad t>0 \tag{1.1}
\end{equation*}
$$

Assuming that the data (initial data) of the problem are supported in the upper half-space $\mathbb{R}_{+}^{2}=\left\{x_{2}>0\right\}$, it is natural to try to reduce the effective numerical computations to this half-space by imposing adequate absorbing boundary conditions on the artificial boundary $\Gamma=\partial \mathbb{R}_{+}^{2}$. In [11], Engquist and Majda proposed the following condition (the integer $N$ is a parameter meant to be large):

$$
\begin{equation*}
\mathcal{B}^{N} u=0 \quad \text { on } \Gamma, \tag{1.2}
\end{equation*}
$$

where the operators

$$
\mathcal{B}^{N}=\mathcal{B}^{N}\left(\frac{\partial}{\partial t}, \frac{\partial}{\partial x_{1}}, \frac{\partial}{\partial x_{2}}\right), \quad N \geq 0
$$

are a family of homogeneous differential operators defined inductively by

$$
\left\{\begin{array}{l}
\mathcal{B}^{0}=2 I, \quad \mathcal{B}^{1}=\frac{\partial}{\partial t}-c \frac{\partial}{\partial x_{2}}  \tag{1.3}\\
\mathcal{B}^{N+1}=\frac{\partial}{\partial t} \mathcal{B}^{N}-\frac{c^{2}}{4} \frac{\partial^{2}}{\partial x_{1}^{2}} \mathcal{B}^{N-1}
\end{array}\right.
$$

[^105]Note that $\mathcal{B}^{N}$ can be rewritten in the form

$$
\mathcal{B}^{N}=S_{N-1}\left(\frac{\partial}{\partial t}, \frac{\partial}{\partial x_{1}}\right) \frac{\partial}{\partial x_{2}}-Q_{N}\left(\frac{\partial}{\partial t}, \frac{\partial}{\partial x_{1}}\right)
$$

where $Q_{N}$ and $S_{N-1}$ are homogeneous polynomials of two variables of respective degrees $N$ and $N-1$. In particular, $\mathcal{B}^{N}$ remains of first order with respect to $x_{2}$; the condition (1.2) can be seen as a Dirichlet-to-Neumann (or impedance) type boundary condition since it can be formally rewritten as

$$
\begin{equation*}
\frac{\partial u}{\partial x_{2}}-\frac{Q_{N}\left(\frac{\partial}{\partial t}, \frac{\partial}{\partial x_{1}}\right)}{S_{N-1}\left(\frac{\partial}{\partial t}, \frac{\partial}{\partial x_{1}}\right)} u=0 \tag{1.4}
\end{equation*}
$$

Remark 1.1. For smooth solutions (up to the boundary $\Gamma$ ) of the wave equation, the boundary condition (1.2) can be rewritten in terms of $t$ and $x_{2}$ derivatives only. Indeed, $\mathcal{B}^{N}$ is obviously even with respect to the $x_{1}$ variable, and, thanks to the wave equation, the second order derivative with respect to $x_{1}$ can be replaced by $t$ and $x_{2}$ derivatives:

$$
\frac{\partial^{2}}{\partial x_{1}^{2}} \longrightarrow \frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}-\frac{\partial^{2}}{\partial x_{2}^{2}}
$$

As a consequence, one can show that [21]

$$
\begin{equation*}
\mathcal{B}^{N} u=0 \Longleftrightarrow \widetilde{\mathcal{B}}^{N} u=0, \quad \widetilde{\mathcal{B}}^{N}=\left(\frac{\partial}{\partial t}-c \frac{\partial}{\partial x_{2}}\right)^{N} . \tag{1.5}
\end{equation*}
$$

This remark will be useful in section 3 .
Let us recall that the initial boundary value problems (IBVPs) for linear hyperbolic systems (1.2), or (1.4) or (1.5), are constructed as an approximation of an exact or transparent boundary condition

$$
\begin{equation*}
\mathcal{B} u=0, \quad \mathcal{B}=\frac{\partial}{\partial x_{2}}-\mathcal{L} \tag{1.6}
\end{equation*}
$$

where $\mathcal{L}$ is a pseudodifferential operator in $\left(x_{1}, t\right)$ whose symbol is known explicitly. More precisely, if one uses the Laplace-Fourier transform in the $\left(t, x_{1}\right)$ plane (see (3.3) and (3.2)),

$$
\varphi\left(x_{1}, t\right) \rightarrow \widetilde{\varphi}(k, s)
$$

one has the formula

$$
\begin{equation*}
\widetilde{\mathcal{L} \varphi}(k, s)=\left(k^{2}+\frac{s^{2}}{c^{2}}\right)^{\frac{1}{2}} \varphi(k, s), \quad \mathcal{R} e\left(k^{2}+\frac{s^{2}}{c^{2}}\right)^{\frac{1}{2}} \geq 0 \tag{1.7}
\end{equation*}
$$

This comes from the fact that if $u$ is a solution of the wave equation in the lower halfspace $\mathbb{R}_{-}^{2}=\left\{x_{2}<0\right\}$ with zero initial data, its partial Laplace-Fourier transform in $t$ and $x_{1}, \widetilde{u}\left(k, x_{2}, s\right)$, satisfies

$$
\widetilde{u}\left(k, x_{2}, s\right)=\widetilde{u}(k, 0, s) e^{\left(k^{2}+\frac{s^{2}}{c^{2}}\right)^{\frac{1}{2}} x_{2}}, \quad x_{2} \leq 0
$$

which yields in particular

$$
\frac{d \widetilde{u}}{d x_{2}}(k, 0, s)-\left(k^{2}+\frac{s^{2}}{c^{2}}\right)^{\frac{1}{2}} \widetilde{u}(k, 0, s)=0
$$

The presence of the square root in the symbol of $\mathcal{L}$ makes the operator $\mathcal{L}$, and consequently the boundary condition (1.6), nonlocal in space and time, which is a priori very unpleasant from the numerical point of view. The approximate condition simply comes from a rational approximation of the symbol of $\mathcal{L}$ in such a way that the resulting boundary condition can be expressed in terms of differential operators, which is much more tractable from the numerical point of view. If one writes

$$
\left(k^{2}+\frac{s^{2}}{c^{2}}\right)^{\frac{1}{2}}=\frac{s}{c}\left(1+\frac{c^{2} k^{2}}{s^{2}}\right)^{\frac{1}{2}}
$$

the problem is reduced to the rational approximation of the function of one variable:

$$
f(z)=\left(1+z^{2}\right)^{\frac{1}{2}} .
$$

Noticing that $f(z)$ is a solution of the fixed point equation,

$$
\begin{equation*}
f(z)=1+\frac{z^{2}}{1+f(z)} \tag{1.8}
\end{equation*}
$$

one obtains a rational approximation (or continuous fraction expansion) of $f(z)$ with the following fixed point algorithm:

$$
\begin{equation*}
f_{n+1}(z)=1+\frac{z^{2}}{1+f_{n}(z)}, \quad f_{1}(z)=1 \tag{1.9}
\end{equation*}
$$

The condition (1.2) is obtained by replacing in (1.6) $\mathcal{L}$ by $\mathcal{L}_{N}$, whose symbol is $\frac{s}{c} f_{N}\left(\frac{c k}{s}\right)$. It is then relatively easy to deduce the induction formula (1.3) from (1.9).

Remark 1.2. It is easy to show that the sequence $f_{n}(z)$ converges, for large $n$, to $f(z)$ only if $|z|<1$. Moreover, the convergence is uniform and exponential in any compact of the unit circle. For $|z|>1, f_{n}(z)$ converges to $-f(z)$, which is the other solution of (1.8). However, it is not a problem for the application to ABCs, as will be shown in this paper.

It is also well known that (1.9) provides the sequence of $\{n, n-1\}$ (for even $n$ ) and $\{n-1, n-1\}$ (for odd $n$ ) Padé approximants [3] of $f(z)$ at the neighborhood of the origin:

$$
f_{2}(z)=1+\frac{z^{2}}{2}, \quad f_{3}(z)=1+\frac{2 z^{2}}{4+z^{2}}, \ldots
$$

and in particular one has

$$
\begin{equation*}
f_{n}(z)-f(z)=O\left(\left(z^{2}\right)^{N}\right), \quad z \rightarrow 0 \tag{1.10}
\end{equation*}
$$

That is why the boundary condition (1.2) is known as the Engquist-Majda condition of order $2 m$. Equation (1.10) shows that the rational approximation of the symbol of $\mathcal{L}$ given by (1.9) is better for the small values of $c k / s$, which has a physical interpretation (see below).

During recent years, abundant research has been devoted to various improvements (including in particular "better" rational approximations) and extensions (including in
particular the application to other wave equations) of the Engquist-Majda conditions. It is not possible to give here an exhaustive bibliography, and we will refer the reader to recent review papers on the subject by Hagström [18], [19] and Givoli [13]. In the last decade, alternative solutions have been progressively developed and, especially, researchers have tried to promote again the use of exact nonlocal boundary either by using specific geometries for the absorbing boundaries, as in the works by Grote and Keller [14], [15], or by exploiting the recent progress in rapid algorithms (multipoles) and rational approximation, as in the work of Alpert, Greengard, and Hagström [2], [1]. Approximately during the same period, the introduction by Bérenger of the perfectly matched layers (PMLs) technique [6], [5] partly revolutionized the subject. The philosophy here is to replace the absorbing boundary with an absorbing layer (or sponge layer) which is such that any wave propagating in the computational domain is transmitted to the absorbing layer without being reflected. This method quickly attracted many researchers in different fields of application, in particular because of its good practical performances and its easy implementation.

All these methods (local higher order ABCs, nonlocal ABCs, and PMLs) have been successfully introduced in a number of different computational codes. Of course, for anybody who wants to use such codes, the natural question is, Which is the best method for the absorption of waves? Our feeling is that there is no universal answer to such a question and that a response should include some criteria: nature of the problem to be addressed, accuracy, speed of calculation, ease of implementation, long time behavior, etc. However, even with given criteria, the answer would be delicate, in particular because no complete and fair comparison has been done between the three classes of methods. The first reason, which is easy to understand, is that there is probably nobody in the world who has implemented the three methods with the same amount of care. The second reason is a lack of analysis, which is hard in particular if one is interested in getting convincing error estimates. The objective of the present paper is to fill partially this lack in the theory in the case of local ABCs.

Of course, there are a lot of available theoretical results about higher order ABCs. The first question that was raised by Engquist and Majda in their original papers was that of the well-posedness of the IBVP "wave equation-ABC." This is not a trivial question since it is known that polynomial approximations of degree greater than 2 of the function $f(z)$ (as, for instance, the successive Taylor approximations of $f$ around 0 ) give rise to strongly ill-posed problems. However, thanks to the well-known Kreiss theory (the so-called normal mode analysis [26], [22]), the stability theory of higher order ABCs is more or less completely understood. In particular, necessary and sufficient conditions were given in [27] about the rational approximations of $f(z)$ in order to ensure the strong well-posedness of the corresponding IBVP (of course, the approximations $f_{n}$ given by (1.9) fulfill these conditions, as already observed in [12]) and energy estimates (giving rise to stability results, i.e., a priori estimates independent of $N$ ) were obtained in [8].

Concerning the accuracy of ABCs , the simplest analysis consists in analyzing the reflection of plane waves, which amounts to studying particular solutions of the following form $\left(k \in \mathbb{R}\right.$ and $\theta \in\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$ are parameters, $K$ is the wave number, while $\theta$ represents the angle of incidence of the incident plane wave):

$$
\begin{equation*}
u_{\theta}(x, t)=\exp i k\left(x_{1} \sin \theta-x_{2} \cos \theta-c t\right)+\mathbf{R} \exp i k\left(x_{1} \sin \theta+x_{2} \cos \theta-c t\right) \tag{1.11}
\end{equation*}
$$

where


Fig. 1. The reflection coefficient.
(i) $\exp i k\left(x_{1} \sin \theta-x_{2} \cos \theta-c t\right)$ is the incident wave,
(ii) $\exp i k\left(x_{1} \sin \theta+x_{2} \cos \theta-c t\right)$ is the reflected wave, $\mathbf{R}$ being the reflection coefficient.
By construction, (1.11) is a solution of the wave equation (1.1). It remains to determine $\mathbf{R}$ in order to satisfy the boundary condition (1.2). The computations show that $\mathbf{R}$ depends only on the angle of incidence $\theta$ :

$$
\begin{equation*}
\mathbf{R}=\mathbf{R}_{N}(\theta) \equiv \frac{\left(f_{N}-f\right)(\sin \theta)}{\left(f_{N}+f\right)(\sin \theta)}=(-1)^{N}\left(\frac{1-\cos \theta}{1+\cos \theta}\right)^{N} \tag{1.12}
\end{equation*}
$$

In particular one sees that for any $\theta \in]-\frac{\pi}{2}, \frac{\pi}{2}\left[, \mathbf{R}_{N}(\theta)\right.$ tends (exponentially fast) to 0 when $N \rightarrow+\infty$ while $\left|\mathbf{R}_{N}\left( \pm \frac{\pi}{2}\right)\right|=1$ (see also Figure 1). There are much fewer results about convergence and error estimates. In fact, there was no real progress since the initial result of Engquist and Majda, which we are recalling now. They were addressing the following 2 D model problem:

$$
\begin{cases}\text { Find } v: \mathbb{R}_{-}^{2} \times \mathbb{R} \mapsto \mathbb{R} & \text { such that }  \tag{1.13}\\ \frac{1}{c^{2}} \frac{\partial^{2} v}{\partial t^{2}}-\Delta v=0 & \text { in } \mathbb{R}_{-}^{2} \times \mathbb{R}^{+} \\ v\left(x_{1}, 0, t\right)=g\left(x_{1}, t\right) & \text { on } x_{2}=0 \\ v(x, t)=0 & \text { for } t<0\end{cases}
$$

One wishes to get a good approximation of $v$ in a domain $\Omega_{b}=\left\{x /-b<x_{2}<0\right\}$ for
given $b>0$ by putting an ABC on the line $x_{2}=-a$, with $a>b$ :

$$
\begin{cases}\text { Find } v^{N}: \Omega_{a} \times \mathbb{R} \mapsto \mathbb{R} & \text { such that }  \tag{1.14}\\ \frac{1}{c^{2}} \frac{\partial^{2} v^{N}}{\partial t^{2}}-\Delta v^{N}=0 & \text { in } \Omega_{a} \times \mathbb{R}^{+}, \\ v^{N}\left(x_{1}, 0, t\right)=g\left(x_{1}, t\right) & \text { on } x_{2}=0, \\ \mathcal{B}^{N} v^{N}=0 & \text { on } x_{2}=-a, \\ v^{N}(x, t)=0 & \text { for } t<0 .\end{cases}
$$

In (1.14) there are two important parameters: the order $N$ of the boundary condition and the distance $a$ from the source $g$ to the interface. One assumes that the function $g$ is square integrable in both space and time:

$$
\begin{equation*}
\int_{0}^{+\infty} \int_{\mathbb{R}}\left|g\left(x_{1}, t\right)\right|^{2} d x_{1} d t<+\infty \tag{1.15}
\end{equation*}
$$

THEOREM 1.3 (see [12]). For any $\varepsilon>0$ and any arbitrarily large integer $M$, there exist $N_{0}=N_{0}(\varepsilon, M)$ and $a_{0}=a_{0}(\varepsilon, M)$ such that, for any $N \geq N_{0}$ and $a \geq a_{0}$,

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega_{b}}\left|\left(v-v^{N}\right)(x, t)\right|^{2} d x d t<\varepsilon \quad \forall T \leq M a \tag{1.16}
\end{equation*}
$$

(i) This result is only a convergence result and does not provide an error estimate. Thus it is not a guide for choosing in practice $N$ and $a$.
(ii) The fact that the result is valid for any time interval of the form $[0, M a]$ indicates that the result takes into account an arbitrary large number of reflections on the absorbing boundary.
(iii) What is not satisfactory with Theorem 1.3 is the fact that the estimate (1.16) requires $a$ to be sufficiently large. In particular, this does not provide a convergence result when $N \rightarrow+\infty$ for fixed $a$.
(iv) Looking at the proof of the theorem enlightens the need for $a$ sufficiently large. It is not our purpose to reproduce here the proof, but it seems useful to emphasize some points. The idea is to use the Fourier transform in space and time:

$$
v\left(x_{1}, x_{2}, t\right) \rightarrow \widetilde{\mathbf{v}}\left(k, x_{2}, \omega\right)=\widetilde{v}\left(k, x_{2}, i \omega\right)
$$

One can get an explicit solution for both $\widetilde{\mathbf{v}}$ and $\widetilde{\mathbf{v}}^{N}$. In particular, we have

$$
\begin{aligned}
& \widetilde{\mathbf{v}}\left(k, x_{2}, \omega\right)=\widetilde{\mathbf{g}}(k, \omega) \exp \left(k^{2}-\omega^{2} / c^{2}\right)^{\frac{1}{2}} \cdot x_{2} \\
& \left(k^{2}-\omega^{2} / c^{2}\right)^{\frac{1}{2}}= \begin{cases}\sqrt{k^{2}-\omega^{2} / c^{2}} & \text { if } k^{2} \geq \omega^{2} / c^{2} \\
i \sqrt{\omega^{2} / c^{2}-k^{2}} & \text { if } k^{2} \leq \omega^{2} / c^{2}\end{cases}
\end{aligned}
$$

In particular,
(i) if $k^{2}<\omega^{2} / c^{2}$, the function $x_{2} \rightarrow \widetilde{\mathbf{v}}\left(k, x_{2}, \omega\right)$ is oscillating: this is the region of propagative modes;
(ii) if $k^{2}>\omega^{2} / c^{2}$, the function $x_{2} \rightarrow \widetilde{\mathbf{v}}\left(k, x_{2}, \omega\right)$ is exponentially decaying when $x_{2} \rightarrow-\infty$ : this is the region of evanescent modes.

When one looks at the error $e^{N}=v^{N}-v$, its Fourier transform appears as a sum (the sum is a priori infinite but becomes finite if one is interested in times less than $M a)$ over $j \geq 1$ of terms of the form

$$
\mathcal{R}_{N}\left(\frac{c k}{\omega}\right)^{j} \cdot \widetilde{\mathbf{g}}(k, \omega) \cdot \exp \left[\left(k^{2}-\omega^{2} / c^{2}\right)^{\frac{1}{2}}\left( \pm x_{2}+2 j a\right)\right]
$$

where the reflection coefficient $\mathcal{R}_{N}$ is given by

$$
\begin{equation*}
\mathcal{R}_{N}(\nu)=\frac{\left(f_{N}-f\right)(\nu)}{\left(f_{N}+f\right)(\nu)} \tag{1.17}
\end{equation*}
$$

and satisfies

$$
\begin{cases}\mathcal{R}_{N}(\sigma) \leq 1 & (\text { stability result }) \\ \mathcal{R}_{N}(\sigma) \rightarrow 0 & \text { for }|\sigma|<1(\text { cf. Remark } 1.2)\end{cases}
$$

Up to technical details (this is in particular where the assumption (1.15) intervenes), the idea of the proof is the following:
(i) In the propagative region $k^{2}<\omega^{2} / c^{2},\left|\mathcal{R}_{N}(\sigma)\right|^{j}$ can be made arbitrarily small by choosing $N$ large enough.
(ii) In the evanescent region $k^{2}>\omega^{2} / c^{2},\left|\exp \left[\left(k^{2}-\omega^{2} / c^{2}\right)^{\frac{1}{2}}\left( \pm x_{2}+2 j a\right)\right]\right|$ can be made arbitrarily small by choosing $a$ large enough.
One then concludes with Plancherel's theorem.
Physically, the fact that $f_{n}(z)$ has nothing to do with $f(z)$ for $|z|>1$ means that the evanescent modes are not correctly taken into account by the absorbing condition. This is why one needs to have $a$ large enough in order to "kill" the amplitude of the evanescent modes at the boundary $x_{2}=a$.

In 1988, Halpern and Rauch proposed a high-frequency analysis in [20]. More recently, an advance was achieved by Hagström (see [17] and [16], [18]), who derived an approximation theory for the approximation of (a class of) pseudodifferential operators, with the aim of applying it to ABCs, based on a new reinterpretation of (1.2) and standard quadrature theory. He obtained error estimates and convergence results only by making $N$ go to $+\infty$ (i.e., without touching the position of the boundary). However, its results were nonuniform in time.

The history of the present work is the following. The Cagniard-De Hoop method is particularly well known in the physics and engineering communities for calculating analytical solutions of time-dependent wave propagation problems, especially in seismology (see [7], [25], [24]). This method permits one, moreover, to establish a link between time domain solutions and harmonic plane waves. Trying to learn something about this method (for a completely different problem), we immediately realized that it could easily be applied to the problem of ABCs and would probably help to get new error estimates. The computations are so simple that it is rather surprising to see that nobody did them before, to our knowledge. This article presents the results we have obtained with this method and may prove to be a useful tool in teaching this subject.

The outline of the paper is as follows. In section 2 , we describe the model problem we are dealing with (the half-space problem with a point source) and state our two main results: Theorem 2.1, which provides an explicit solution of the corresponding fundamental solution, and Theorem 2.4, which provides error estimates in the case
of a general source function. These two results show that one can get a convergence result only by letting $N$ go to $+\infty$. In some sense, this shows that the need for large $a$ in Theorem 1.3 is due to the technique used in the proof but does not correspond to a necessity. However, our results in Theorems 2.1 and 2.4 show that increasing the distance from the source to the absorbing boundary helps to get better error estimates. We also pay attention to large time behavior of the error, which has already been the subject of previous research works (see [10], [9], [4]). Sections 3 and 4 are devoted to the proofs of Theorems 2.1 and 2.4. In section 5, we analyze our results in more detail and make the comparison between numerical results and (quasi-)analytical results.
2. Main results. The first result of this paper is an explicit expression of the fundamental solution of the 2 D wave equation in the half-space $\mathbb{R}_{2}^{+}=\left\{x_{2}>0\right\}$ with higher order ABCs on $\Gamma=\left\{x_{2}=0\right\}\left(=\partial \mathbb{R}_{2}^{+}\right)$. Since the problem is invariant under translations in the $x_{1}$-direction, we can restrict ourselves to the case where the source point is

$$
\begin{equation*}
x_{S}=(0, h) \quad \text { with } h>0 \tag{2.1}
\end{equation*}
$$

The problem we want to solve is

$$
\begin{cases}\text { Find } u: \mathbb{R}_{+}^{2} \times \mathbb{R} \mapsto \mathbb{R} & \text { such that }  \tag{2.2}\\ \frac{1}{c^{2}} \frac{\partial^{2} u}{\partial t^{2}}-\Delta u=\delta\left(x-x_{S}\right) \times \delta(t) & \text { in } \mathbb{R}_{+}^{2} \\ \mathcal{B}^{N} u=0 & \text { on } \Gamma \\ u(x, t)=0 & \text { for } t<0\end{cases}
$$

To state our result, it is useful to introduce some notation. Let us define the image source point $x_{S}^{*}$ by

$$
\begin{equation*}
x_{S}^{*}=(0,-h) \tag{2.3}
\end{equation*}
$$

and let us set (see Figure 2)

$$
\begin{equation*}
r(x)=\left|x-x_{S}\right|, \quad r^{*}(x)=\left|x-x_{S}^{*}\right| . \tag{2.4}
\end{equation*}
$$

We also define the function $\theta(x), x \in \mathbb{R}_{+}^{2}$, by

$$
\begin{equation*}
\theta(x) \in]-\frac{\pi}{2}, \frac{\pi}{2}\left[, \quad x-x_{S}^{*}=\left(r^{*}(x) \sin \theta(x), r^{*}(x) \cos \theta(x)\right)^{t}\right. \tag{2.5}
\end{equation*}
$$

and finally the function $\Phi(x, t), x \in \mathbb{R}_{+}^{2}, t>0$, by

$$
\begin{equation*}
\Phi(x, t)=\frac{r^{*}(x)^{2} \sin ^{2} \theta(x)-\left(c^{2} t^{2}-r^{*}(x)^{2}\right)}{r^{*}(x)^{2} \sin ^{2} \theta(x)+\left(c^{2} t^{2}-r^{*}(x)^{2}\right)}=\frac{x_{1}^{2}-\left(c^{2} t^{2}-r^{*}(x)^{2}\right)}{x_{1}^{2}+\left(c^{2} t^{2}-r^{*}(x)^{2}\right)} \tag{2.6}
\end{equation*}
$$

We can notice that

$$
c t>r^{*}(x) \Longrightarrow|\Phi(x, t)|<1
$$

Finally, we recall that the Chebyshev polynomials $P_{N}(x), N \geq 0$, are defined by

$$
\begin{equation*}
P_{0}(x)=1, \quad P_{1}(x)=x, \quad P_{N+1}(x)-2 x P_{N}(x)+P_{N-1}(x)=0 \tag{2.7}
\end{equation*}
$$



Fig. 2. Illustration of the notation
and satisfy

$$
\begin{equation*}
\forall x \in[-1,1], \quad P_{N}(x)=\cos (N \arccos (x)) \tag{2.8}
\end{equation*}
$$

In particular, we see that

$$
\forall x \in[-1,1], \quad\left|P_{N}(x)\right| \leq 1
$$

ThEOREM 2.1. The solution $u(x, t)=G^{N}(x, t)$ of problem (2.2) is given by

$$
\begin{equation*}
G^{N}(x, t)=G_{i}(x, t)+G_{r}^{N}(x, t) \tag{2.9}
\end{equation*}
$$

where, if $H$ denotes the Heaviside function,

$$
\begin{align*}
G_{i}(x, t) & =\frac{1}{2 \pi \sqrt{t^{2}-\frac{r(x)^{2}}{c^{2}}}} H(c t-r(x)) \\
G_{r}^{N}(x, t) & =-\frac{P_{N}(\Phi(x, t))}{2 \pi \sqrt{t^{2}-\frac{r^{*}(x)^{2}}{c^{2}}}}\left[\frac{c t-\left(x_{2}+h\right)}{c t+\left(x_{2}+h\right)}\right]^{N} H\left(c t-r^{*}(x)\right) . \tag{2.10}
\end{align*}
$$

Remark 2.2. The function $G_{i}(x, t)$, which does not depend on $N$, is nothing but the restriction to the half-space $\mathbb{R}_{+}^{2}$ of the fundamental solution of the 2 D wave equation in the whole space. That is why it is called the incident field. Conversely, the field $G_{r}^{N}(x, t)$, due to the presence of the boundary $\Gamma$, is called the reflected field, which does depend on $N$.

Remark 2.3. The presence of the factor $H\left(c t-r^{*}(x)\right)$ indicates that the reflected field $G_{r}^{N}(\cdot, t)$ is compactly supported in the set $\Omega(t)=\Omega_{1}(t) \cup \Omega_{2}(t)$ (see Definition 4.6).

Let us now consider the approximation in the upper half-space of the solution $u$ of the 2D wave equation with a "smooth" point source:

$$
\begin{cases}\text { Find } u: \mathbb{R}^{2} \times \mathbb{R}^{+} \mapsto \mathbb{R} & \text { such that }  \tag{2.11}\\ \frac{1}{c^{2}} \frac{\partial^{2} u}{\partial t^{2}}-\Delta u=\delta\left(x-x_{S}\right) \times f(t) & \text { in } \mathbb{R}^{2} \times \mathbb{R}^{+} \\ u(x, 0)=0, \quad \frac{\partial u}{\partial t}(x, 0)=0 & \text { in } \mathbb{R}^{2}\end{cases}
$$

where we assume that the source function $f(t)$ is bounded and has support $[0, T]$ ( $T$ can be equal to $+\infty$, which includes the case of a permanent source term) by the solution $u^{N}$ of the boundary value problem

$$
\begin{cases}\text { Find } u^{N}: \mathbb{R}^{2} \times \mathbb{R}^{+} \mapsto \mathbb{R} & \text { such that }  \tag{2.12}\\ \frac{1}{c^{2}} \frac{\partial^{2} u^{N}}{\partial t^{2}}-\Delta u^{N}=\delta\left(x-x_{S}\right) \times f(t) & \text { in } \mathbb{R}^{2} \times \mathbb{R}^{+} \\ \mathcal{B}^{N} u^{N}=0 & \text { on } \Gamma \\ u(x, 0)=0, \quad \frac{\partial u}{\partial t}(x, 0)=0 & \text { in } \mathbb{R}^{2}\end{cases}
$$

Theorem 2.4. At each point $x \in \mathbb{R}_{+}^{2}$, one has the following pointwise estimates:
(i) For $\frac{r^{*}(x)}{c} \leq t \leq \frac{r^{*}(x)}{c}+T\left(\Leftrightarrow x \in \Omega_{1}(t)-\right.$ see (4.6)),

$$
\begin{align*}
& \left|u(x, t)-u^{N}(x, t)\right|  \tag{2.13}\\
& \quad \leq \frac{1}{2 \pi}\left(\frac{c t-\left(x_{2}+h\right)}{c t+\left(x_{2}+h\right)}\right)^{N} \log \left(\frac{c t+\sqrt{c^{2} t^{2}-r^{*}(x)^{2}}}{r^{*}(x)}\right)\|f\|_{L^{\infty}} .
\end{align*}
$$

(ii) For $t>\frac{r^{*}(x)}{c}+T\left(\Leftrightarrow x \in \Omega_{2}(t)-\right.$ see (4.6)),

$$
\begin{align*}
& \left|u(x, t)-u^{N}(x, t)\right|  \tag{2.14}\\
& \quad \leq \frac{1}{2 \pi}\left(\frac{c t-\left(x_{2}+h\right)}{c t+\left(x_{2}+h\right)}\right)^{N} \log \left(\frac{c t+\sqrt{c^{2} t^{2}-r^{*}(x)^{2}}}{c(t-T)+\sqrt{c^{2}(t-T)^{2}-r^{*}(x)^{2}}}\right)\|f\|_{L^{\infty}} .
\end{align*}
$$

Moreover, one has the following uniform estimates:
(i) For $\frac{h}{c} \leq t \leq \frac{h}{c}+T$,

$$
\begin{equation*}
\left\|\left(u-u^{N}\right)(\cdot, t)\right\|_{L^{\infty}\left(\mathbb{R}_{+}^{2}\right)} \leq \frac{1}{2 \pi}\left(\frac{c t-h}{c t+h}\right)^{N} \log \left(\frac{t+\sqrt{t^{2}-(h / c)^{2}}}{(h / c)}\right)\|f\|_{L^{\infty}} \tag{2.15}
\end{equation*}
$$

(ii) For $t>\frac{h}{c}+T$,

$$
\begin{equation*}
\left\|\left(u-u^{N}\right)(\cdot, t)\right\|_{L^{\infty}\left(\mathbb{R}_{+}^{2}\right)} \leq \frac{1}{2 \pi}\left(\frac{c t-h}{c t+h}\right)^{N} \log \left(\frac{t+\sqrt{t^{2}-(t-T)^{2}}}{t-T}\right)\|f\|_{L^{\infty}} \tag{2.16}
\end{equation*}
$$

These results lead to the following comments:
(i) The error converges spectrally to 0 (in the uniform norm) when $N$ goes to infinity.
(ii) For given $t$, the upper bounds in the estimates (2.15) and (2.16) diminish when the distance $h$ from the source to the absorbing boundary increases. This is coherent with the physical intuition and numerical observations.
(iii) Concerning the behavior of the error for large $t$, if we assume that $T<+\infty$, we observe that the right-hand side in the estimate (2.16) behaves for large $t$ as

$$
\frac{1}{2 \pi} \sqrt{\frac{2 T}{t}}
$$

which shows that, for all $N$ and $h$, the error converges uniformly to 0 when $t$ tends to $+\infty$. On the other hand, when $T=+\infty$, the right-hand side in the estimate (2.15) behaves as

$$
\frac{1}{2 \pi} \log t
$$

which a priori authorizes a logarithmic growth on the error when $t$ tends to $+\infty$. This is what happens if $f(t)$ is, for instance, the Heaviside function.

Remark 2.5. We have chosen here to analyze the approximation of a problem associated to a point source. It would not be difficult to adapt Theorem 2.4 (or more precisely its proof) to treat the case of a distributed source term $f(x, t)$ or nonzero initial data $u_{0}$ and $u_{1}$. In the same way, we have chosen to present $L^{\infty}$ estimates, which seemed to us more pertinent in practice. However, once again, it is easy to adapt the proof in order to get $L^{p}$ or energy estimates.
3. Proof of Theorem 2.1. As we have already stated, the formula (2.9), (2.10) results directly from the application of the Cagniard-De Hoop method to problem (2.2). In order to make this paper easily understandable to a reader who is not familiar with this technique, we detail the proof (only some explicit calculations will be omitted). Let us decompose the solution $u$ of (2.2) as

$$
u=G_{i}+u^{r}
$$

where $G_{i}$, given by (2.10), is the fundamental solution of the 2 D wave equation. By linearity, it is clear that $u^{r}$ satisfies

$$
\begin{cases}\text { Find } u^{r}: \mathbb{R}_{+}^{2} \times \mathbb{R} \mapsto \mathbb{R} & \text { such that }  \tag{3.1}\\ \frac{1}{c^{2}} \frac{\partial^{2} u^{r}}{\partial t^{2}}-\Delta u^{r}=0 & \text { in } \mathbb{R}_{2}^{+} \\ \mathcal{B}^{N} u^{r}=-\mathcal{B}^{N} G_{i} & \text { on } \Gamma, \\ u(x, t)=0 & \text { for } t<0\end{cases}
$$

We apply the following successively to $u^{r}$ :
(i) The Laplace transform in time ( $s$ is the dual variable of $t$ ):

$$
\begin{equation*}
\widetilde{u}^{r}\left(x_{1}, x_{2}, s\right)=\int_{0}^{+\infty} u^{r}\left(x_{1}, x_{2}, t\right) e^{-s t} d t \tag{3.2}
\end{equation*}
$$

(ii) The Fourier transform in the tangential space variable $x_{1}$ ( $k$ is the dual variable of $x_{1}$ ):

$$
\begin{equation*}
\widehat{u}^{r}\left(k, x_{2}, s\right)=\int_{-\infty}^{+\infty} \widetilde{u}^{r}\left(x_{1}, x_{2}, s\right) e^{i k x_{1}} d x_{1} \tag{3.3}
\end{equation*}
$$

The algorithm for applying the Cagniard-De Hoop method is the following:

1. Compute explicitly $\widehat{u}^{r}\left(k, x_{2}, s\right)$.
2. Apply the inverse Fourier transform in $x_{1}$ :

$$
\begin{equation*}
\widetilde{u}^{r}\left(x_{1}, x_{2}, s\right)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} \widehat{u}^{r}\left(k, x_{2}, s\right) e^{-i k x_{1}} d x_{1} \tag{3.4}
\end{equation*}
$$

3. Transform (by means of complex analysis methods) the integral (3.4) into an integral of the form

$$
\begin{equation*}
\widetilde{u}^{r}\left(x_{1}, x_{2}, s\right)=\int_{0}^{+\infty} F\left(x_{1}, x_{2}, t\right) e^{-s t} d t \tag{3.5}
\end{equation*}
$$

Then, by surjectivity of the Laplace transform, we shall have identified the solution (compare (3.2) and (3.5))

$$
\begin{equation*}
u^{r}\left(x_{1}, x_{2}, t\right) \equiv F\left(x_{1}, x_{2}, t\right) \tag{3.6}
\end{equation*}
$$

The first step is straightforward. From the wave equation, we deduce that the function $x_{2} \mapsto \widehat{u}^{r}\left(k, x_{2}, s\right)$ satisfies

$$
-\frac{d^{2} \widehat{u}^{r}}{d x_{2}^{2}}+\left(k^{2}+\frac{s^{2}}{c^{2}}\right) \widehat{u}^{r}=0
$$

Retaining only the solutions that decay when $x_{2} \rightarrow+\infty$ for $\mathcal{R} e(s) \geq 0$, we deduce the existence of a complex-valued function $A(k, s)$ such that

$$
\begin{equation*}
\widehat{u}^{r}\left(k, x_{2}, s\right)=A(k, s) e^{-\left(k^{2}+\frac{s^{2}}{c^{2}}\right)^{\frac{1}{2}} x_{2}} \tag{3.7}
\end{equation*}
$$

where we have chosen to use the determination of the complex square root corresponding to

$$
\begin{equation*}
\forall z \in \mathbb{C}, \quad \mathcal{R} e z^{\frac{1}{2}} \geq 0 \tag{3.8}
\end{equation*}
$$

which corresponds to making the branch cut of $z^{\frac{1}{2}}$ coincide with the semireal axis $\operatorname{Im} z=0, \mathcal{R} e z<0$ (see Figure 3). Since $u^{r}+G_{i}$ is smooth for $y<h$, we can use the fact that

$$
\begin{equation*}
\mathcal{B}^{N}\left(u^{r}+G_{i}\right)=0 \Longleftrightarrow\left(\frac{1}{c} \frac{\partial}{\partial t}-\frac{\partial}{\partial x_{2}}\right)^{N}\left(u^{r}+G_{i}\right)=0 \quad \text { for } x_{2}=0 \tag{3.9}
\end{equation*}
$$

On the other hand, it is well known that the Laplace-Fourier transform of $G_{i}$ is given by

$$
\begin{equation*}
\widehat{G}_{i}\left(k, x_{2}, s\right)=\frac{e^{-\left(k^{2}+\frac{s^{2}}{c^{2}}\right)^{\frac{1}{2}}\left|x_{2}-h\right|}}{2\left(k^{2}+\frac{s^{2}}{c^{2}}\right)^{\frac{1}{2}}} \tag{3.10}
\end{equation*}
$$

Taking into account the form (see (3.7) and (3.10)) of $\widehat{u}^{r}$ and $\widehat{G}_{i}$, the boundary condition (3.9) leads to

$$
\left(\frac{s}{c}+\left(k^{2}+\frac{s^{2}}{c^{2}}\right)^{\frac{1}{2}}\right)^{N} A(k, s)+\frac{1}{2}\left(\frac{s}{c}-\left(k^{2}+\frac{s^{2}}{c^{2}}\right)^{\frac{1}{2}}\right)^{N} \frac{e^{-\left(k^{2}+\frac{s^{2}}{c^{2}}\right)^{\frac{1}{2}} h}}{\left(k^{2}+\frac{s^{2}}{c^{2}}\right)^{\frac{1}{2}}}=0 .
$$

This permits us to compute $A(k, s)$ and finally to get

$$
\begin{equation*}
\widehat{u}^{r}\left(k, x_{2}, s\right)=-R^{N}\left(k, \frac{s}{c}\right) \frac{e^{-\left(k^{2}+\frac{s^{2}}{c^{2}}\right)^{\frac{1}{2}}\left(x_{2}+h\right)}}{2\left(k^{2}+\frac{s^{2}}{c^{2}}\right)^{\frac{1}{2}}} \tag{3.11}
\end{equation*}
$$



Fig. 3. The branch cut for the determination of the complex square root.
where we have set

$$
\begin{equation*}
R^{N}(k, \sigma)=\mathcal{R}_{N}\left(\frac{k}{\sigma}\right)=\left[\frac{\sigma-\left(k^{2}+\sigma^{2}\right)^{\frac{1}{2}}}{\sigma+\left(k^{2}+\sigma^{2}\right)^{\frac{1}{2}}}\right]^{N} \tag{3.12}
\end{equation*}
$$

Therefore (this is step 2) we have

$$
\begin{equation*}
\widetilde{u}^{r}\left(x_{1}, x_{2}, s\right)=-\frac{1}{4 \pi} \int_{-\infty}^{+\infty} R^{N}\left(k, \frac{s}{c}\right) \frac{e^{-\left(k^{2}+\frac{s^{2}}{c^{2}}\right)^{\frac{1}{2}}\left(x_{2}+h\right)}}{\left(k^{2}+\frac{s^{2}}{c^{2}}\right)^{\frac{1}{2}}} e^{-i k x_{1}} d k \tag{3.13}
\end{equation*}
$$

which we would like to transform into an integral of the form (3.5) (this is step 3). This is the part of the approach which is specific to the Cagniard-De Hoop method. We are helped by the following facts:
(i) The integrand in (3.13) is homogeneous in $s$ and $k$.
(ii) The dependence with respect to $x_{2}$ of this integrand is exponential.

First, exploiting the homogeneity property, we apply the change of variable $k=p s / c$ and obtain

$$
\widetilde{u}^{r}\left(x_{1}, x_{2}, s\right)
$$

$$
\begin{equation*}
=-\frac{1}{4 \pi} \int_{-\infty}^{+\infty} R^{N}(p, 1) \frac{e^{-s\left[\left(1+p^{2}\right)^{\frac{1}{2}}\left(\frac{x_{2}+h}{c}\right)+i p \frac{x_{1}}{c}\right]}}{\left(1+p^{2}\right)^{\frac{1}{2}}} d p, \quad\left(\equiv \int_{-\infty}^{+\infty} \Psi(p) d p\right) \tag{3.14}
\end{equation*}
$$

In what follows we fix $\left(x_{1}, x_{2}\right) \in \mathbb{R}_{+}^{2}$ with $x_{1}>0$ (which is not restrictive since the solution we are looking for is clearly even in $\left.x_{1}\right)$. We introduce $r^{*}=r^{*}(x)$ and $\theta=\theta(x)\left(\in[0, \pi / 2]\right.$ since $\left.x_{1} \geq 0\right)$ according to the definitions (2.4) and (2.5). We thus have

$$
\left\{\begin{array}{l}
x_{1}=r^{*} \sin \theta  \tag{3.15}\\
x_{2}+h=r^{*} \cos \theta
\end{array}\right.
$$

Now the idea is to consider the variable $p$ as a complex variable and to see the integral (3.14) as a contour integral, the contour coinciding with the real axis. If one is able, by a contour deformation, to transform this integral into a contour integral


Fig. 4. The contours $\Gamma$ and $D$.
on some curve $\Gamma$ along which one can use a parametric representation of the form

$$
\begin{equation*}
\left(1+p^{2}\right)^{\frac{1}{2}}\left(\frac{x_{2}+h}{c}\right)+i p \frac{x_{1}}{c}=t \quad \text { for } t>0 \tag{3.16}
\end{equation*}
$$

we shall have reached our goal. To achieve this, we first remark that the integrand $\Psi(p)$ in (3.14) is an analytic function of $p$ if one excludes the two branch cuts constituted of the two half-lines of purely imaginary numbers whose modulus is greater than 1 (see Figure 4). Then we introduce the so-called Cagniard-De Hoop contour $\Gamma$, defined as

$$
\left\{\begin{array}{l}
\Gamma=\Gamma^{+} \cup \Gamma^{-}  \tag{3.17}\\
\Gamma^{ \pm}=\left\{p=\gamma^{ \pm}(t) \equiv-i \frac{c t}{r^{*}} \sin \theta \pm \cos \theta \sqrt{\frac{c^{2} t^{2}}{r^{* 2}}-1}, t \geq \frac{r^{*}}{c}\right\}
\end{array}\right.
$$

It is clear that the two curves $\Gamma^{ \pm}$are symmetric with respect to the imaginary axis, and meet at point $-i \sin \theta$ (for $t=r^{*} / c$ ). More precisely, it is easy to check that $\Gamma$ is nothing but the branch of the hyperbola of

$$
\frac{Y^{2}}{\sin ^{2} \theta}-\frac{X^{2}}{\cos ^{2} \theta}=1 \quad\left(p=X+i Y,(X, Y) \in \mathbb{R}^{2}\right)
$$

which is located in the upper half-space $Y=\mathcal{I} m p>0$. Note that this hyperbola does not intersect the two branch cuts of $\Psi$. All this information is summarized in Figure 4.

In fact to understand where (3.17) comes from, it suffices to remark that $\gamma^{ \pm}(t)$ are nothing but the two roots of (3.16), considered as an equation in $p$ (the calculations are left to the reader).


Fig. 5. The closed contour $D_{\rho} \cup C_{\rho} \cup \Gamma_{\rho}$.

Let us denote by $D$ the real line and by $\Omega$ the connected part of the complex plane delimited by $D$ and $\Gamma$. Let $\rho>0$ be a parameter that is meant to tend to $+\infty$. We set

$$
\begin{aligned}
& D_{\rho}=\{p \in D /|p| \leq \rho\}, \quad \Gamma_{\rho}=\{p \in \Gamma /|p| \leq \rho\} \\
& C_{\rho}=\{p \in \Omega /|p|=\rho\}
\end{aligned}
$$

Note that $C_{\rho}$ is made of two arcs of the circle of center 0 and radius $\rho$ that join $D_{\rho}$ to $\Gamma_{\rho}$ in such a way that $D_{\rho} \cup C_{\rho} \cup \Gamma_{\rho}$ is a closed curve. Since $\Psi(p)$ is analytic in $\Omega$, the integral of $\Psi$ along $D_{\rho} \cup C_{\rho} \cup \Gamma_{\rho}$ (we choose the orientation of this path such that the real segment is described in the sense of increasing values-see Figure 5) is identically 0 :

$$
\int_{D_{\rho}} \Psi(p) d p+\int_{C_{\rho}} \Psi(p) d p+\int_{\Gamma_{\rho}} \Psi(p) d p=0
$$

Thanks to the choice of the square root, and since $x_{2}+h>0$, the function $\Psi(p)$ decays exponentially to 0 when $\operatorname{Im} p$ goes to $+\infty$. As a consequence, it is easy to show that (Jordan's lemma)

$$
\lim _{\rho \rightarrow+\infty} \int_{C_{\rho}} \Psi(p) d p=0
$$

Therefore, from (3.14), we deduce

$$
\widetilde{u}^{r}\left(x_{1}, x_{2}, s\right)=-\frac{1}{4 \pi} \int_{\Gamma} R^{N}(p, 1) \frac{e^{-s\left[\left(1+p^{2}\right)^{\frac{1}{2}}\left(\frac{x_{2}+h}{c}\right)+i p \frac{x_{1}}{c}\right]}}{\left(1+p^{2}\right)^{\frac{1}{2}}} d p
$$

We use the parametrizations $p=\gamma^{+}(t)$ and $p=\gamma^{-}(t)$ for $t \geq \frac{r^{*}(x)}{c}$, respectively, along $\Gamma^{+}$and $\Gamma^{-}$and remark that

$$
\begin{array}{ll}
\bullet\left(1+p^{2}\right)^{\frac{1}{2}}\left(\frac{x_{2}+h}{c}\right)+i p \frac{x_{1}}{c}=t & \text { (by construction), } \\
\text { - } \frac{d p}{\left(\frac{1}{c^{2}}+p^{2}\right)^{\frac{1}{2}}}= \pm \frac{d t}{\left(t^{2}-\frac{r^{* 2}}{c^{2}}\right)^{\frac{1}{2}}} & \text { on } \Gamma^{ \pm} .
\end{array}
$$

Therefore, since $t$ goes from $+\infty$ to $\frac{r^{*}}{c}$ on $\Gamma^{+}$and from $\frac{r^{*}}{c}$ to $+\infty$ on $\Gamma^{-}$,

$$
\widetilde{u}^{r}\left(x_{1}, x_{2}, s\right)=-\frac{1}{4 \pi} \int_{\frac{r^{*}}{c}}^{+\infty}\left[R^{N}\left(\gamma^{+}(t), 1\right)+R^{N}\left(\gamma^{-}(t), 1\right)\right] \frac{e^{-s t}}{\left(t^{2}-\frac{r^{* 2}}{c^{2}}\right)^{\frac{1}{2}}} d t
$$

Finally, observing that $\gamma^{-}(t)^{2}={\overline{\gamma^{+}(t)}}^{2}$, and using the fact that $\sqrt{\bar{z}}=\overline{\sqrt{z}}$, we deduce that
$R^{N}\left(\gamma^{-}(t), 1\right)=\overline{R^{N}\left(\gamma^{+}(t), 1\right)} \Longrightarrow R^{N}\left(\gamma^{+}(t), 1\right)+R^{N}\left(\gamma^{-}(t), 1\right)=2 \mathcal{R} e\left[R^{N}\left(\gamma^{+}(t), 1\right)\right]$, which yields

$$
\begin{equation*}
\widetilde{u}^{r}\left(x_{1}, x_{2}, s\right)=-\frac{1}{2 \pi} \int_{\frac{r^{*}}{c}}^{+\infty} \mathcal{R} e\left[R^{N}\left(\gamma^{+}(t), 1\right)\right] \frac{e^{-s t}}{\left(t^{2}-\frac{r^{* 2}}{c^{2}}\right)^{\frac{1}{2}}} d t \tag{3.18}
\end{equation*}
$$

Thanks to formula (3.12), one has

$$
\begin{equation*}
R^{N}\left(\gamma^{+}(t), 1\right)=\left[R^{1}\left(\gamma^{+}(t), 1\right)\right]^{N} \tag{3.19}
\end{equation*}
$$

while one easily computes that

$$
R^{1}\left(\gamma^{+}(t), 1\right)=\frac{r^{*}-c t \cos \theta+i \sin \theta \sqrt{c^{2} t^{2}-r^{* 2}}}{r^{*}+c t \cos \theta-i \sin \theta \sqrt{c^{2} t^{2}-r^{* 2}}}=\rho_{1}(t) e^{i \alpha(t)}
$$

Setting $\Phi=\Phi(x, t)$ (cf. (2.6)), one finds that (the calculations-rather tedious but straightforward - are left to the reader)

$$
\left\{\begin{array}{l}
\rho_{1}(t)=\frac{c t-r^{*} \cos \theta}{c t+r^{*} \cos \theta}=\frac{c t-\left(x_{2}+h\right)}{c t+\left(x_{2}+h\right)} \\
\cos \alpha(t)=\frac{r^{* 2} \sin ^{2} \theta-\left(c^{2} t^{2}-r^{* 2}\right)}{r^{* 2} \sin ^{2} \theta+\left(c^{2} t^{2}-r^{* 2}\right)}=\Phi
\end{array}\right.
$$

Therefore, according to (3.19),

$$
\mathcal{R} e\left[R^{N}\left(\gamma^{+}(t), 1\right)\right]=\rho_{1}(t)^{N} \cos (N \alpha(t))
$$

that is to say, since $\alpha(t)=\arccos \Phi$,

$$
\begin{equation*}
\mathcal{R} e\left[R^{N}\left(\gamma^{+}(t), 1\right)\right]=\left[\frac{c t-\left(x_{2}+h\right)}{c t+\left(x_{2}+h\right)}\right]^{N} P_{N}(\Phi) \tag{3.20}
\end{equation*}
$$

It is then easy to conclude the proof of Theorem 2.1 from (3.18) and (3.20).
4. Proof of Theorem 2.4. Let $u$ and $u^{N}$ be the respective solutions of (2.11) and (2.12). We introduce the error (or reflected field) $e^{N}$ defined as

$$
\begin{equation*}
e^{N}=u^{N}-u \tag{4.1}
\end{equation*}
$$

To get the pointwise estimates (2.13) and (2.14), we fix $x \in \mathbb{R}_{+}^{2}$ and set $r^{*}=r^{*}(x)$ and $\theta=\theta(x)$. Obviously $e^{N}(x, t)=0$ for $t \leq r^{*} / c$, while for $t>r^{*} / c$ we deduce from Theorem 2.1 that

$$
\begin{equation*}
e^{N}(x, t)=\int_{\max \left(\frac{\left.r^{*}, t-T\right)}{c}, t\right.}^{t} G_{r}^{N}(x, \tau) f(t-\tau) d \tau, \quad t \geq \frac{r^{*}}{c} \tag{4.2}
\end{equation*}
$$

using the fact that $f$ is supported in $[0, T]$ and $G_{r}^{N}(x, \cdot)$ in $\left[0, \frac{r^{*}}{c}\right]$. We deduce that

$$
\begin{cases}\left|e^{N}(x, t)\right| \leq\|f\|_{L^{\infty}(0, t)} \cdot\left\|G_{r}^{N}(x, \cdot)\right\|_{L^{1}\left(\frac{r^{*}}{c}, t\right)} & \text { if } \frac{r^{*}}{c} \leq t \leq \frac{r^{*}}{c}+T  \tag{4.3}\\ \left|e^{N}(x, t)\right| \leq\|f\|_{L^{\infty}(0, T)} \cdot\left\|G_{r}^{N}(x, \cdot)\right\|_{L^{1}(t-T, t)} & \text { if } t>\frac{r^{*}}{c}+T\end{cases}
$$

We thus have to estimate the $L^{1}$-norm of the functions $t \mapsto G_{r}^{N}(\cdot, t)$. Using the fact that

$$
\left|P_{N}(\Phi(x, t))\right| \leq 1
$$

(estimate which is quasi-optimal for a range of values of $t$ ) we get

$$
\left|G_{r}^{N}(x, t)\right| \leq \frac{1}{2 \pi \sqrt{t^{2}-\frac{r^{* 2}}{c^{2}}}}\left(\frac{c t-\left(x_{2}+h\right)}{c t+\left(x_{2}+h\right)}\right)^{N}
$$

We remark that, for $t \geq \frac{r^{*}}{c}$, the function $c t \mapsto\left(\frac{c t-\left(x_{2}+h\right)}{c t+\left(x_{2}+h\right)}\right)$ is increasing. Therefore,

$$
\begin{align*}
\left\|G_{r}^{N}(x, \cdot)\right\|_{L^{1}\left(\frac{r^{*}}{c}, t\right)} & \leq \frac{1}{2 \pi}\left(\frac{c t-\left(x_{2}+h\right)}{c t+\left(x_{2}+h\right)}\right)^{N} \int_{\frac{r^{*}}{c}}^{t} \frac{d \tau}{\sqrt{\tau^{2}-\frac{r^{* 2}}{c^{2}}}}  \tag{4.4}\\
& =\frac{1}{2 \pi}\left(\frac{c t-\left(x_{2}+h\right)}{c t+\left(x_{2}+h\right)}\right)^{N} \log \left(\frac{c t+\sqrt{c^{2} t^{2}-r^{* 2}}}{r^{*}}\right)
\end{align*}
$$

while, as soon as $t>\frac{r^{*}}{c}+T$,

$$
\begin{align*}
& \| G_{r}^{N}(x, \cdot) \|_{L^{1}(t-T, t)} \\
& \leq \frac{1}{2 \pi}\left(\frac{c t-\left(x_{2}+h\right)}{c t+\left(x_{2}+h\right)}\right)^{N} \int_{t-T}^{t} \frac{d \tau}{\sqrt{\tau^{2}-\frac{r^{* 2}}{c^{2}}}}  \tag{4.5}\\
& \quad=\frac{1}{2 \pi}\left(\frac{c t-\left(x_{2}+h\right)}{c t+\left(x_{2}+h\right)}\right)^{N} \log \left(\frac{c t+\sqrt{c^{2} t^{2}-r^{* 2}}}{c(t-T)+\sqrt{c^{2}(t-T)^{2}-r^{* 2}}}\right)
\end{align*}
$$

It is easy to deduce (2.13) and (2.14) from (4.3), (4.4), and (4.5).
We now move to the proof of the uniform estimates (2.15) and (2.16). Let us introduce the two disjoint sets

$$
\left\lvert\, \begin{align*}
& \Omega_{1}(t)=\left\{x \in R_{+}^{2} / c(t-T)<r^{*}(x) \leq c t\right\}  \tag{4.6}\\
& \Omega_{2}(t)=\left\{x \in R_{+}^{2} / r^{*}(x) \leq c(t-T)\right\}
\end{align*}\right.
$$



FIG. 6. The set $\Omega_{1}(t), \frac{h}{c} \leq t<\frac{h}{c}+T$.


Fig. 7. $\Omega_{1}(t)$ and $\Omega_{2}(t), t \geq \frac{h}{c}+T$.

These two sets are represented in Figures 6 and 7 for two values of $t$. Note that $\Omega_{1}(t)$ is not empty as soon as $t>\frac{h}{c}$, while $\Omega_{2}(t)$ is not empty as soon as $t>\frac{h}{c}+T$. According to (4.3), in order to derive an $L^{\infty}$ estimate of $e^{N}(\cdot, t)$, we need an upper bound for the quantity

$$
\sup _{x \in \Omega_{1}(t)}\left\|G_{r}^{N}(x, \cdot)\right\|_{L^{1}\left(\frac{r^{*}}{c}, t\right)} \quad \text { when } t>\frac{h}{c}
$$

and for the quantity

$$
\sup _{x \in \Omega_{2}(t)}\left\|G_{r}^{N}(x, \cdot)\right\|_{L^{1}(t-T, t)} \quad \text { when } t>\frac{h}{c}+T \text {. }
$$

We remark that for each $x \in \Omega(t)=\Omega_{1}(t) \cup \Omega_{2}(t), h \leq x_{2}+h \leq c t$. Therefore, noticing that the function

$$
x \mapsto \frac{c t-x}{c t+x}, \quad x \in[0, c t]
$$

is decreasing, we get

$$
\begin{equation*}
\sup _{x \in \Omega_{1}(t)}\left(\frac{c t-\left(x_{2}+h\right)}{c t+\left(x_{2}+h\right)}\right)=\sup _{x \in \Omega_{2}(t)}\left(\frac{c t-\left(x_{2}+h\right)}{c t+\left(x_{2}+h\right)}\right)=\frac{c t-h}{c t+h} . \tag{4.7}
\end{equation*}
$$

On the other hand, using the fact that the two functions

$$
\left\lvert\, \begin{array}{ll}
r \mapsto \frac{c t}{r}+\sqrt{\frac{c^{2} t^{2}}{r^{2}}-1}, & r \in[0, c t] \\
r \mapsto \frac{c t+\sqrt{c^{2} t^{2}-r^{2}}}{c(t-T)+\sqrt{c^{2}(t-T)^{2}-r^{2}}}, & r \in[0, c(t-T)](t>T),
\end{array}\right.
$$

are, respectively, decreasing and increasing, we deduce that

$$
\begin{aligned}
& \left.\left|\sup _{x \in \Omega_{1}(t)} \log \right| \frac{c t}{r^{*}}+\sqrt{\frac{c^{2} t^{2}}{r^{* 2}}-1} \right\rvert\,=\log \left(\frac{t+\sqrt{t^{2}-(h / c)^{2}}}{(h / c)}\right) \quad \text { if } \frac{h}{c}<t<\frac{h}{c}+T, \\
& \sup _{x \in \Omega_{1}(t)} \log \left|\frac{c t}{r^{*}}+\sqrt{\frac{c^{2} t^{2}}{r^{* 2}}-1}\right|=\log \left(\frac{t+\sqrt{t^{2}-(t-T)^{2}}}{t-T}\right) \quad \text { if } t>\frac{h}{c}+T \\
& \sup _{x \in \Omega_{2}(t)} \log \left|\frac{c t+\sqrt{c^{2} t^{2}-r^{* 2}}}{c(t-T)+\sqrt{c^{2}(t-T)^{2}-r^{* 2}}}\right|=\log \left(\frac{t+\sqrt{t^{2}-(t-T)^{2}}}{t-T}\right) \\
& \quad \text { if } t>\frac{h}{c}+T
\end{aligned}
$$

These last three equalities, together with (4.3), (4.4), and (4.5), permit us to show the inequalities

$$
\begin{align*}
& \sup _{x \in \Omega_{1}(t)}\left\|G_{r}^{N}(x, \cdot)\right\|_{L^{1}\left(\frac{r^{*}}{c}, t\right)} \\
& \quad \leq \frac{1}{2 \pi}\left(\frac{c t-h}{c t+h}\right)^{N} \log \left(\frac{c t}{h}+\sqrt{\frac{c^{2} t^{2}}{h^{2}}-1}\right) \quad\left(t>\frac{h}{c}\right)  \tag{4.8}\\
& \sup _{x \in \Omega_{2}(t)}\left\|G_{r}^{N}(x, \cdot)\right\|_{L^{1}(t-T, t)} \\
& \quad \leq \frac{1}{2 \pi}\left(\frac{c t-h}{c t+h}\right)^{N} \log \left(\frac{t+\sqrt{t^{2}-(t-T)^{2}}}{t-T}\right) \quad\left(t>\frac{h}{c}+T\right)
\end{align*}
$$

It is then easy to conclude the proof of Theorem 2.4 from (4.8), (4.9), and (4.3).
Remark 4.1. In formula (2.10), the function $G_{r}^{N}$ naturally appears as the product of three terms. In the proof above, in order to estimate $G_{r}^{N}$ we have estimated independently, for the sake of simplicity, each of these factors. In particular, our final estimates are not necessarily sharp.

## 5. Illustration and analysis of the results.

### 5.1. Analysis of the 2D fundamental solutions.

Relative error analysis. One of the difficulties in representing numerically the reflected field $G_{r}^{N}$ given by (2.10) is the presence of the singularity of the circle $r^{*}(x)=$ $c t$. To overcome this difficulty, the idea is to compare this reflected field to what it would be with the Dirichlet boundary condition (which corresponds to $N=0$ ). That is why we introduce the relative error field defined as

$$
\begin{equation*}
\gamma_{r}^{N}(x, t)=\frac{G_{r}^{N}(x, t)}{G_{r}^{0}(x, t)}=P_{N}(\Phi(x, t))\left[\frac{c t-\left(x_{2}+h\right)}{c t+\left(x_{2}+h\right)}\right]^{N}, \quad x \in \Omega(t) \tag{5.1}
\end{equation*}
$$

(Note that $G_{r}^{0}(\cdot, t)$ does not vanish inside the disk $r^{*}(x)<c t$.) In the following experiments we choose $h=1$ and $c=1$. On Figures 8 to 12 we represent, at three different times-namely, $t=3,5$, and 7 from top to bottom-the level lines of $x \mapsto \gamma_{r}^{N}(x, t)$. Each figure corresponds to one value of $N(N=1,2,5,10,20)$.

We clearly observe the following:


FIG. 8. $x \mapsto \gamma_{r}^{1}(x, t), t=3,5$, and 7 .


FIG. 10. $x \mapsto \gamma_{r}^{5}(x, t), t=3,5$, and 7 .


Fig. 9. $x \mapsto \gamma_{r}^{2}(x, t), t=3,5$, and 7 .


Fig. 11. $x \mapsto \gamma_{r}^{10}(x, t), t=5,7$, and 9 .


Fig. 12. $x \mapsto \gamma_{r}^{20}(x, t), t=3,5$, and 7 .
(i) The amplitude of the error strongly decays with $N$ (take care of the scales). For instance, at $t=3$, the error level is 0.4 for $N=1,0.2$ for $N=2,0.02$ for $N=5,7.10^{-4}$ for $N=10$, and $6.10^{-7}$ for $N=20$.
(ii) As expected, the amplitude of the error also increases in time. By a homogeneity argument, it is obvious that looking at different $t$ 's for fixed $h$ is equivalent to


FIG. 13. $t \mapsto G_{r}^{N}(x, t), r^{*}=5, \theta=0$.


Fig. 14. $t \mapsto \gamma_{r}^{N}(x, t), r^{*}=5, \theta=0$.
looking at different $h$ 's for fixed $t$. Therefore, our results also illustrate the influence of $h$ on the reflected field.
(iii) When $N$ increases, the relative error concentrates more and more on the neighborhood of the absorbing boundary. Moreover, its dependence with respect to the space variable is more and more complicated (this is the effect of the Chebyshev polynomials).

Study of the error as a function of time. Here we wish to study the evolution of the reflected field at a given point $x$ as a function of time. All the points we observe are located on the circle $r^{*}(x)=5$ so that the reflected field arrives at these points at time $t=5$.
(i) The case of the point $\theta(x)=0$. Contrary to what the plane wave analysis might suggest, the reflected field is not identically 0 for $\theta(x)=0$, i.e., on the $x_{2}$ axis. However, the function $t \mapsto G_{r}^{N}(x, t)$ is not discontinuous (except for $N=0$ !) at time $t=\tau=\tau(x)=\left(x_{2}+h\right) / c$, as shown by the formula

$$
\begin{equation*}
G_{r}^{N}(x, t)=\frac{(-1)^{N+1}}{2 \pi} \frac{\left[c t-\left(x_{2}+h\right)\right]^{N-\frac{1}{2}}}{\left[c t+\left(x_{2}+h\right)\right]^{N+\frac{1}{2}}} \quad \text { for } t>\tau \tag{5.2}
\end{equation*}
$$

It becomes even less and less singular as $N$ increases. Moreover, one sees that the function $t \mapsto G_{r}^{N}(x, t)$ is increasing from $t=\tau$ to $t=2 N \tau$, then decreasing for $t>2 N \tau$, and tends to 0 when $t \rightarrow+\infty$ as $1 / 2 \pi c t$. The maximum of $t \mapsto G_{r}^{N}(x, t)$ is given by

$$
\begin{equation*}
\sup _{t \geq \tau} G_{r}^{N}(x, t)=\frac{1}{2 N+1}\left(\frac{2 N-1}{2 N+1}\right)^{N-\frac{1}{2}} \sim \frac{1}{2 N e} \quad(N \rightarrow+\infty) \tag{5.3}
\end{equation*}
$$

These properties are illustrated in Figures 13 and 14, where we represent (in Figure 13) the variations of $t \mapsto G_{r}^{N}(x, t), t \in[0,20]$ for $N=1$ to 5 . Looking at the relative error, the formula

$$
\begin{equation*}
\gamma_{r}^{N}(x, t)=(-1)^{N} \frac{\left[c t-\left(x_{2}+h\right)\right]^{N-\frac{1}{2}}}{\left[c t+\left(x_{2}+h\right)\right]^{N+\frac{1}{2}}} \quad \text { for } t>\tau \tag{5.4}
\end{equation*}
$$

shows that the function $t \mapsto \gamma_{r}^{N}(x, t), t>\tau$, increases from 0 to 1 . This is confirmed in Figure 14.


FIG. 15. $t \mapsto \gamma_{r}^{N}(x, t), r^{*}=5, \theta=\frac{\pi}{6}$.


FIG. 16. $t \mapsto \gamma_{r}^{N}(x, t), r^{*}=5, \theta=\frac{\pi}{3}$.
(ii) The case of points $\theta(x) \neq 0$. In this case, the function $t \mapsto \gamma_{r}^{N}(x, t)$ is no longer continuous for $t=\tau$ :

$$
\begin{equation*}
\lim _{t \rightarrow \tau} \gamma_{r}^{N}(x, t)=\mathbf{R}_{N}(\theta(x))=(-1)^{N}\left(\frac{1-\cos \theta}{1+\cos \theta}\right)^{N} \tag{5.5}
\end{equation*}
$$

In Figures 15 and 16 we represent the variations of $t \mapsto \gamma_{r}^{N}(x, t)$ for $\theta=\pi / 6$ and $\theta=\pi / 3$. In each figure, one makes $N$ vary from 1 to 5 . Clearly, the higher $N$ is, the more the function oscillates. Finally, for large times, one easily computes that

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} \gamma_{r}^{N}(x, t)=(-1)^{N} \tag{5.6}
\end{equation*}
$$

independently of the value of $N$.
Study of the error as a function of the distance to the image source. We consider here the spatial variation of the reflected field along a ray, namely, the part of a halfline starting from the image source point $S^{*}$ included in the half-space $\mathbb{R}_{+}^{2}$. For a given direction $\theta \in]-\pi / 2, \pi / 2[$, this ray is also defined as

$$
D_{\theta}=\left\{x \in \mathbb{R}_{+}^{2} / \theta(x)=\theta\right\}=\left\{\left(r^{*} \sin \theta, r^{*} \cos \theta\right), r^{*} \geq h / \cos \theta\right\}
$$

In the following figures we represent the variations of the reflected field $G_{r}^{N}$, for fixed $\theta$ as a function of $r^{*} \geq h / \cos \theta$, for different values of $t$ and $N$.

For $\theta=0, r^{*} \leq h$. In Figures 17 to 19, we represent the variations of $G_{r}^{N}$ along $D_{0}$ for three values of $t, t=3,5,8$. Each figure corresponds to one value of $N$, and therefore the scale varies a lot from one picture to another. Once again, one observes that the reflected field is smoother and smoother as $N$ increases.

For $\theta=\pi / 6, r^{*} \leq 2 h / \sqrt{3}$. In Figures 20 to 22, we represent the variations of $G_{r}^{N}$ along $D_{\pi / 6}$ for $t=3,5,8$. This time, the functions are singular for $r^{*}=c t$. However, one observes that the region where $G_{r}^{N}$ takes very large values becomes more and more confined close to the point $r^{*}=c t$ as $N$ increases.

For $\theta=\pi / 3, r^{*} \leq 2 h$. In Figures 23 to 25 , we represent the variations of $G_{r}^{N}$ along $D_{\pi / 3}$ for $t=3,5,8$. The functions are still singular for $r^{*}=c t$. The shape of the reflected wave is more complicated than for $\theta=\pi / 6$, especially for large $N$.

Angular variation of the reflected wave. Our previous results have already illustrated the dependence of the reflected field with respect to $\theta(x)$. Here, let us consider the relative error $\gamma_{r}^{N}(x, t)$ along the "reflected" wave front defined as


FIG. 17. $r^{*} \mapsto G_{r}^{1}\left(r^{*}, \theta=0, t\right)$.


Fig. 19. $r^{*} \mapsto G_{r}^{10}\left(r^{*}, \theta=0, t\right)$.


FIG. 21. $r^{*} \mapsto G_{r}^{5}\left(r^{*}, \theta=\pi / 6, t\right)$.


FIG. 18. $r^{*} \mapsto G_{r}^{5}\left(r^{*}, \theta=0, t\right)$.


FIG. 20. $r^{*} \mapsto G_{r}^{1}\left(r^{*}, \theta=\pi / 6, t\right)$.


FIG. 22. $r^{*} \mapsto G_{r}^{10}\left(r^{*}, \theta=\pi / 6, t\right)$.


FIG. 23. $r^{*} \mapsto G_{r}^{1}\left(r^{*}, \theta=\pi / 3, t\right)$.


FIG. 25. $r^{*} \mapsto G_{r}^{10}\left(r^{*}, \theta=\pi / 3, t\right)$.

$$
W F_{r}(t)=\partial \Omega(t)=\left\{x \in \mathbb{R}_{+}^{2} / r^{*}(x)=c t\right\} \quad\left(\neq \emptyset \text { for } t>\frac{h}{c}\right)
$$

Let $M_{\theta}(t)=(c t \sin \theta, c t \cos \theta) \in W F_{r}(t)$ (note that $M_{\theta}(t)$ describes $W F_{r}(t)$ when $\theta$ varies from $-\arccos \frac{h}{c t}$ to $+\arccos \frac{h}{c t}$ ); one easily deduces from (2.10) that

$$
\lim _{x \rightarrow M_{\theta}(t), x \in \Omega(t)} \gamma_{r}^{N}(x, t)=\mathbf{R}_{N}(\theta)=(-1)^{N}\left(\frac{1-\cos \theta}{1-\cos \theta}\right)^{N}
$$

In other words, the curve representing, as a function of the direction $\theta$, the variations of the relative error $\gamma_{r}^{N}(x, t)$ along the "reflected" wave front $W F_{r}(t)$ is nothing but the portion of the curve of Figure 1 that corresponds to $-\arccos \frac{h}{c t} \leq \theta \leq \arccos \frac{h}{c t}$.

### 5.2. The case of a source term.

Comparison with numerical experiments. We have implemented a MATLAB code for the computation of the convolution integral (4.2). To validate our "exact" solution(!), we have compared our results with those obtained with a finite difference code written by F. Collino. In our experiment, the source function is a truncated first derivative of a Gaussian:

$$
\begin{equation*}
f(t)=\frac{d}{d t}\left\{e^{-2 \pi f_{0}\left(t-t_{0}\right)^{2}}\right\} H\left(2 t_{0}-t\right), \quad f_{0}=10, t_{0}=1 / f_{0} \tag{5.7}
\end{equation*}
$$



Fig. 26. Total field. $N=1$.


Fig. 28. Total field. $N=5$.


Fig. 29. Reflected field. $N=5$.

In Figures 26 to 29 we have compared the "analytical" solution (top picture in each panel) to the numerical one (bottom picture in each panel) for two values of $N: N=1$ and 5 . In each picture we represent the level lines of the solution at time $t=0.4$. The left pictures represent the total field while the right pictures represent the reflected field (the error). In each case, for the representation, the reflected field has been amplified by a factor which depends on $N: 1.3$ for $N=1$ and 25 for $N=5$. In each case, the results reveal a very good agreement between the two solutions. In Figures 30 to 33 we have compared both solutions at point $(0.9,0.1)$ as functions of time. The solid curves represent the "analytical" solution and the dashed curves the numerical one for two values of $N: N=1$ and 5 . As before the left pictures represent the total field while the right pictures represent the reflected field.
$L^{\infty}$ error estimates. In Figures 34 and 35 we have compared the $L_{\infty}$-norm of the reflected field (the solid curves) to the uniform estimates (2.15) and (2.16) given by Theorem 2.4 (the dashed curves) for $N=1,2,5,10$. The source is a step function in time: $f(t)=1$ if $0 \leq t \leq 2$ and $f(t)=0$ otherwise. Our estimate appears to be very sharp for $N=1$ and becomes less accurate (although quite acceptable) as $N$ increases. Since we used the $L^{\infty}$-norm of the source function to establish our error estimates, one could imagine that this estimate is not very sharp for more complicated source


Fig. 30. Total field. $N=1$.


Fig. 32. Total field. $N=5$.


Fig. 31. Reflected field. $N=1$.


Fig. 33. Reflected field. $N=5$.
functions. To check this, we have repeated the previous experiment when the source is still given by (5.7) with $f_{0}=1$. Figures 36 and 37 illustrate these experiments for $N=1$ and 5 . The estimate is obviously less accurate than in the case of the step source function but still gives a reasonable bound.
6. Conclusion and perspectives. The use of the Cagniard-De Hoop method has enabled us to obtain a quasi-analytical representation of the field reflected by Engquist-Majda higher order ABCs. This permits us to obtain new theoretical estimates for the time-dependent problem.

Of course, the method can be applied to other boundary conditions (we give in the appendix the example of Higdon's boundary conditions). It would also be interesting to treat other equations such as Maxwell's equations or elastodynamics equations. One also might think that the Cagniard-De Hoop method could be a new tool for analyzing the stability of boundary conditions.

In a forthcoming work, we wish to treat the case of the PMLs for ABCs. This should give some insights about the quantitative comparison between ABCs and PMLs.


Fig. 34. Error estimates. $N=1$.


Fig. 36. Error estimates. $N=1$.


Fig. 35. Error estimates. $N=5$.


Fig. 37. Error estimates. $N=5$.

Appendix. Extension to Higdon's boundary conditions. In 1986 Higdon [23], [21] proposed another approximation of the condition (1.2) of the form

$$
\begin{equation*}
B_{H i g}^{N} u=\prod_{j=1}^{N}\left(\cos \alpha_{j} \frac{\partial}{\partial t}-c \frac{\partial}{\partial x}\right) u=0 \tag{A.1}
\end{equation*}
$$

These conditions are a generalization of the condition (1.5) (obtained with $\alpha_{j}=0$ for all $j$ ) and have the property to be exactly satisfied by any linear combination of plane waves whose angle of incidence is $\alpha_{j}$.

Using the same method as in section 3 , it can be shown that the solution of the problem

$$
\begin{cases}\text { Find } u: \mathbb{R}_{+}^{2} \times \mathbb{R} \mapsto \mathbb{R} & \text { such that }  \tag{A.2}\\ \frac{1}{c^{2}} \frac{\partial^{2} u}{\partial t^{2}}-\Delta u=\delta\left(x-x_{S}\right) \times \delta(t) & \text { in } \mathbb{R}_{+}^{2} \\ \mathcal{B}_{H i g}^{N} u=0 & \text { on } \Gamma \\ u(x, t)=0 & \text { for } t<0\end{cases}
$$

is given by

$$
\begin{equation*}
u(x, t)=G_{H i g}^{N}(x, t)=G_{i}(x, t)+G_{H i g, r}^{N}(x, t) \tag{A.3}
\end{equation*}
$$

where

$$
\begin{align*}
& G_{i}(x, t)=\frac{1}{2 \pi \sqrt{t^{2}-\frac{r(x)^{2}}{c^{2}}}} H(c t-r(x))  \tag{A.4}\\
& G_{H i g, r}^{N}(x, t)=\frac{1}{2 \pi \sqrt{t^{2}-\frac{r^{*}}{c^{2}}}}\left[\prod_{j=1}^{n} \rho_{j}(x, t)\right] \cos \left[\sum_{j=1}^{n} \psi_{i}(x, t)\right] H\left(c t-r^{*}(x)\right),
\end{align*}
$$

where $\rho_{j}(x, t)$ and $\psi_{i}(x, t)$ are given by

$$
\begin{equation*}
\rho_{j}(x, t)=\sqrt{\frac{\left(c t-a_{j}\right)^{2}-b_{j}^{2}}{\left(c t+a_{j}\right)^{2}-b_{j}^{2}}} \tag{A.5}
\end{equation*}
$$

and

$$
\begin{align*}
& \psi_{j}(x, t)=\arccos \left[\frac{r^{*}(x, t)^{2}-c^{2} t^{2}+r^{*}(x, t)^{2} \cos ^{2} \alpha_{j}-r^{*}(x, t)^{2} \cos ^{2} \theta}{\sqrt{\left(\left(c t-a_{j}\right)^{2}-b_{j}^{2}\right)\left(\left(c t+a_{j}\right)^{2}-b_{j}^{2}\right)}}\right]  \tag{A.6}\\
& \psi_{j}(x, t)=\arccos \left[\frac{r^{*}(x, t)^{2}-c^{2} t^{2}+r^{*}(x, t)^{2} \cos ^{2} \alpha_{j}-\left(x_{2}+h\right)^{2}}{\sqrt{\left(\left(c t-a_{j}\right)^{2}-b_{j}^{2}\right)\left(\left(c t+a_{j}\right)^{2}-b_{j}^{2}\right)}}\right]
\end{align*}
$$

with

$$
a_{j}=r^{*}(x) \cos \alpha_{j} \cos \theta=\cos \alpha_{j}\left(x_{2}+h\right)
$$

and

$$
b_{j}=r^{*}(x) \sin \theta \sin \alpha_{j}=x_{1} \sin \alpha_{j} .
$$

Thanks to (A.5), one can see that the function $x \mapsto G_{H i g, r}^{N}(x, t)$ is singular on the circle $r^{*}(x)=c t$ except in the directions $\alpha_{j}$.
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#### Abstract

This article addresses transitions in the topological structure of a family of divergencefree vector fields $u(\cdot, t)$ with Dirichlet boundary conditions. We show that structural bifurcation-i.e., change in topological-equivalence class-occurs at $t_{0}$ if $u\left(\cdot, t_{0}\right)$ has an isolated degenerate $\partial$-singular point $\bar{x} \in \partial M$ such that $\partial^{2} u\left(\bar{x}, t_{0}\right) / \partial n \partial t \neq 0$. The main results are proved by classifying orbit structures of $u$ near such a point $\bar{x} \in \partial M$ of $u\left(\cdot, t_{0}\right)$. The condition of $\bar{x}$ being a $\partial$-singular point is equivalent to the one originally postulated by Prandtl for boundary-layer separation. Our analysis and classification do contribute, in fact, to a rigorous characterization of boundary-layer separation in 2-D incompressible fluid flows.
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1. Introduction. This article is part of a research program on the use of topological ideas to study the spatio-temporal structure of 2-D incompressible fluid flows in physical space, along with its stability and bifurcations. This program consists of research in two areas: (a) the study of the topological structure of divergence-free vector fields, and its evolution in time or with respect to an arbitrary parameter; and (b) the study of the structure and evolution of velocity fields for 2-D incompressible fluid flows governed by a class of equations that comprises the Navier-Stokes equations, the Euler equations, and the quasi-geostrophic equations of rotating flows.

Mathematically speaking, there are two general methods for describing a fluid flow: the Euler representation and the Lagrange representation; see $[1,2,3,6,9,13$, 17]. In the Euler representation, the motion of a fluid is described by a set of partial differential equations (PDEs) -such as the Euler equations or the Navier-Stokes equations, supplemented with proper boundary conditions-that govern the velocity field at every point in the (2-D or 3-D) flow domain. The Lagrange representation of a fluid flow, on the other hand, amounts to studying the trajectories of fluid particles

[^106]as a function of initial position in the flow domain, subject to the ordinary differential equations (ODEs) that govern the change in position given the velocity. Of course the velocities of the particles satisfy the PDEs we just mentioned.

Our approach is to classify the topological structure of the instantaneous velocity field, treating the time variable as a parameter, and the changes in this structure with respect to time. The aforementioned two areas of our program draw inspiration from and are relevant to both the Eulerian and the Lagrangian approaches to fluid flows.

The study in area (a) is kinematic in nature, and the results and methods developed can naturally be applied to other problems of mathematical physics that involve divergence-free vector fields. These include, for instance, problems in electromagnetism in which the magnetic field is necessarily divergence-free. The main topics in this area include structural classification, structural stability, and structural bifurcation, as well as their applications to fluid dynamics in general and to geophysical fluid dynamics in particular. The study in area (b) involves specific connections between the solutions of the evolution equations-whether Navier-Stokes, Euler, or quasi-geostrophic - and the flow structure in the physical space.

The main objective of this paper is to contribute to a rigorous characterization of boundary-layer separation in 2-D incompressible fluid flows. This is a long-standing problem in fluid mechanics that goes back to the pioneering work of Prandtl [15] in 1904. Classical boundary-layer theory is presented in [2, 9, 16]. The Prandtl equation represents an approximation of the Navier-Stokes equations inside the boundary layer in the absence of separation; this equation is rigorously analyzed in a recent textbook [14] and several articles [4, 5, 18].

Basically, the boundary layer is a narrow region of sharp velocity gradients between a no-slip wall, where the velocity has to vanish, and the interior of the fluid. This layer of high shear can detach from the boundary, generating vortices and leading to more complicated turbulent behavior near the wall as well as in the interior of the flow domain [9]. It is important, therefore, to characterize, if at all possible, the conditions for separation. Experimentally one observes that the normal derivative of the velocity field vanishes at or near separation points. Chorin and Marsden [2] note that there is no known theorem that can be applied to determine the separation reliably. This article, along with [ 8,10 ], is an attempt to derive a rigorous characterization of streamline detachment from the boundary for 2-D divergence-free vector fields. These results are applied in the companion papers $[7,12]$ to the actual problem of boundary-layer separation in solutions of the 2-D incompressible Navier-Stokes equations.

In the present article, we address structural transitions for a family of divergencefree vector fields $u(\cdot, t)$ with Dirichlet boundary conditions. We show that structural bifurcation-i.e., change in their topological-equivalence class-occurs at $t_{0}$ if $u\left(\cdot, t_{0}\right)$ has an isolated degenerate $\partial$-singular point $\bar{x} \in \partial M$, such that $\partial^{2} u\left(\bar{x}, t_{0}\right) / \partial n \partial t \neq 0$. The condition that $\bar{x} \in \partial M$ is a $\partial$-singular point is related, as we shall see in section 3 , to the Prandtl condition [15] for boundary-layer separation.

Our main results are based on a complete classification of orbit structures near an isolated degenerate $\partial$-singular point. These results extend over several papers and rely on a delicate analysis of the flow structure near the boundary for both free-slip and Dirichlet boundary conditions. The first step was to classify the flow structure and its transitions near the boundary for flows subject only to boundary conditions of zero normal flow, often called free-slip conditions in fluid dynamics [8]. Second, Ma and Wang [10] analyzed the case of Dirichlet boundary conditions for a 2-D divergence-free vector field; in fluid mechanics the Dirichlet condition on the velocity is often called
the no-slip condition.
Technically speaking, homogeneous Dirichlet boundary conditions for $u\left(\cdot, t_{0}\right)$ imply that all points on $\partial M$ are singular points in the usual sense. Hence, to analyze and to classify the structure of $u$ near the boundary, including the separation point, we need to use the concept of a $\partial$-singular point, introduced in [10], which corresponds to singular points of the normal derivative of $u$ in the usual sense. Finally, in the present paper we make the connection between the structure of the original velocity fields and the structure of the normal derivative of the velocity field.

The paper is organized as follows. In section 2, we summarize our previous results, including a structural stability theorem, necessary conditions on structural bifurcation, and a singularity classification theory for 2-D divergence-free vector fields. Section 3 states the structural-bifurcation theorems near a flat boundary for such fields, which are proved in section 4. Section 5 addresses structural bifurcations near a curved boundary, and section 6 applies the theory to streamline detachment from the boundary. It is the results of section 6 that are applied in the companion papers [7, 12] to boundary-layer separation in the 2-D Navier-Stokes equations for incompressible flows.
2. Preliminaries. Let $M \subset \mathbb{R}^{2}$ be a closed and bounded domain with $C^{r+1}$ $(r \geq 2)$ boundary $\partial M$, and let $T M$ be the tangent bundle of $M$. Let $C_{n}^{r}(T M)$ be the space of all $C^{r}$ vector fields on $M$ that satisfy a boundary condition of no normal flow (or no penetration), let $D^{r}(T M)$ be the subspace of $C_{n}^{r}(T M)$ that is divergence-free, and let $B_{0}^{r}(T M)$ be the subspace of $D^{r}(T M)$ that satisfies a homogeneous Dirichlet boundary condition:

$$
\begin{aligned}
& C_{n}^{r}(T M)=\left\{u \in C^{r}(T M)\left|u_{n}\right|_{\partial M}=0\right\}, \\
& D^{r}(T M)=\left\{u \in C^{r}(T M)\left|u_{n}\right|_{\partial M}=0, \operatorname{div} u=0\right\}, \\
& B_{0}^{r}(T M)=\left\{u \in D^{r}(T M)|u|_{\partial M}=0\right\} .
\end{aligned}
$$

Here $u_{n}=u \cdot n$ and $u_{\tau}=u \cdot \tau$, while $n$ and $\tau$ are the unit normal and tangent vector on $\partial M$, respectively. It is easy to see that

$$
B_{0}^{r}(T M) \subset D^{r}(T M) \subset C_{n}^{r}(T M) \subset C^{r}(T M)
$$

We start with some basic concepts. Let $X=D^{r}(T M)$ or $B_{0}^{r}(T M)$ in the following four definitions.

Definition 2.1. Two vector fields $u, v \in X$ are called topologically equivalent in $X$ if there exists a homeomorphism of $\varphi: M \rightarrow M$, which takes the orbits of $u$ to the orbits of $v$ and preserves their orientation.

Definition 2.2. Let $u \in C^{1}([0, T], X)$ be a one-parameter family of vector fields in $X$. The vector field $u_{0}=u\left(\cdot, t_{0}\right)\left(0<t_{0}<T\right)$ is called a bifurcation point of $u$ at time $t_{0}$ if, for any $t^{-}<t_{0}$ and $t_{0}<t^{+}$with $t^{-}$and $t^{+}$sufficiently close to $t_{0}$, the vector field $u\left(\cdot, t^{-}\right)$is not topologically equivalent to $u\left(\cdot, t^{+}\right)$. In this case, we say that $u(x, t)$ has a bifurcation at $t_{0}$ in its global structure.

Definition 2.3. Let $u \in C^{1}([0, T], X)$. We say that $u(x, t)$ has a bifurcation in its local structure in a neighborhood $U \subset M$ of $x_{0}$ at $t_{0}\left(0<t_{0}<T\right)$ if, for any $t^{-}<t_{0}$ and $t_{0}<t^{+}$with $t^{-}$and $t^{+}$sufficiently close to $t_{0}$, the vector fields $u\left(\cdot, t^{-}\right)$ and $u\left(\cdot, t^{+}\right)$are not topologically equivalent locally in $U \subset M$.

We remark here that bifurcation in the vector field's local structure does not imply bifurcation in its global structure. In fact, one can easily construct examples


Fig. 2.1. Flow structure (a) for $t=t^{-}<t_{0}$, (b) for $t=t_{0}$, and (c) for $t=t^{+}>t_{0}$. Bifurcations in local structure occur at $t=t_{0}$ near both $p$ and $q$, but there is no bifurcation in global structure when going from (a) to (c).
showing that flow structure changes in some local area $U \subset M$, but not on the whole manifold $M$; see, for instance, the flow transitions shown in Figure 2.1.

Definition 2.4. A vector field $v \in X$ is called structurally stable in $X$ if there exists a neighborhood $\mathcal{O} \subset X$ of $v$ such that for any $u \in \mathcal{O}, u$ and $v$ are topologically equivalent.

A point $p \in M$ is called a singular point of $u \in C_{n}^{r}(T M)$ if $u(p)=0$; a singular point $p$ of $u$ is called nondegenerate if the Jacobian matrix $D u(p)$ is invertible; $u$ is called regular if all singular points are nondegenerate.

By definition, in the case where homogeneous Dirichlet boundary conditions are satisfied, all points on the boundary are singular points. In order to classify the structure of the divergence-free vector fields near the boundary in this case, and infer the possible bifurcations in this structure, we need to distinguish between different types of singular points on the boundary. The concepts of $\partial$-regular and $\partial$-singular points introduced in [10] are crucial in order to study the topological structure of divergence-free vector fields with homogeneous Dirichlet boundary conditions.

Let $p \in \partial M$, and let $U$ be a neighborhood of $p$. Then on $\partial M \cap U$ there exist unit tangent and normal vector fields $\tau$ and $n$. For $U$ sufficiently small, we can extend these two vector fields to $U$ so that the orbits of $n$ in $U$ are tangent to $\lambda n$ with $n$ restricted to $\partial M \cap U$; here $0 \leq \lambda \leq 1$. Note that when $U$ is sufficiently small, for any two points $x, y \in \partial M \cap U, \lambda n_{x}$ and $\lambda n_{y}$ do not intersect within $U$. The extension of $\tau$ in $U$ is taken to be orthogonal to $n$.

Definition 2.5. Let $u \in B_{0}^{r}(T M)(r \geq 2)$.
(i) A point $p \in \partial M$ is called a $\partial$-regular point of $u$ if $\partial u_{\tau}(p) / \partial n \neq 0$; otherwise, $p \in \partial M$ is called a $\partial$-singular point of $u$.
(ii) $A \partial$-singular point $p \in \partial M$ of $u$ is called nondegenerate if

$$
\operatorname{det}\left(\begin{array}{ll}
\frac{\partial^{2} u_{\tau}(p)}{\partial \tau \partial n} & \frac{\partial^{2} u_{\tau}(p)}{\partial n^{2}} \\
\frac{\partial^{2} u_{n}(p)}{\partial \tau \partial n} & \frac{\partial^{2} u_{n}(p)}{\partial n^{2}}
\end{array}\right) \neq 0
$$

A nondegenerate $\partial$-singular point of $u$ is also called a $\partial$-saddle point of $u$.
DEFINITION 2.6. $u \in B_{0}^{r}(T M)(r \geq 2)$ is called $D$-regular if
(i) $u$ is regular in $\stackrel{\circ}{M}$, the interior of $M$, and
(ii) all $\partial$-singular points of $u$ on $\partial M$ are nondegenerate.

For a $D$-regular divergence-free vector field $v$ on $M$, an interior nondegenerate singular point of $v$ can be either a center or a saddle, and saddles of $v$ must be connected to saddles. An interior saddle $p \in \stackrel{\circ}{M}$ is called self-connected if $p$ is connected only to itself, i.e., $p$ occurs in a graph whose topological form is that of the number 8.

The following structural stability theorem in the presence of homogeneous Dirichlet boundary conditions was proved in [10].

Theorem 2.7 (Ma and Wang [10]). Let $u \in B_{0}^{r}(T M)(r \geq 2)$. Then $u$ is structurally stable in $B_{0}^{r}(T M)$ if and only if

1. $u$ is $D$-regular;
2. all interior saddle points of $u$ are self-connected; and
3. each $\partial$-saddle point of $u$ on $\partial M$ is connected to a $\partial$-saddle point on the same connected component of $\partial M$.
Moreover, the set of all structurally stable vector fields is open and dense in $B_{0}^{r}(T M)$.
Based on Theorem 2.7, the following theorem gives some necessary conditions for structural bifurcation.

Theorem 2.8. Let $u \in C^{1}\left([0, T], B_{0}^{r}(T M)\right)(r \geq 2)$.

1. If $u(x, t)$ has a bifurcation in its local structure in an arbitrarily small neighborhood $U \subset M$ of $x_{0}$ at $t_{0}\left(0<t_{0}<T\right)$, then $x_{0} \in \stackrel{\circ}{M}$ (respectively, $x_{0} \in \partial M$ ) must be a degenerate singular point (respectively, degenerate $\partial$ singular point) of $u(x, t)$ at $t_{0}$.
2. If $u(x, t)$ has a bifurcation in its global structure at $t_{0}\left(0<t_{0}<T\right)$, then $u\left(x, t_{0}\right)$ does not satisfy at least one of the conditions (1)-(3) in Theorem 2.7.
To proceed, we need to recall the definition of indices of singular points of a vector field. Let $p \in M$ be an isolated singular point of $v \in C_{n}^{r}(T M)$; then

$$
\operatorname{ind}(v, p)=\operatorname{deg}(v, p)
$$

where $\operatorname{deg}(v, p)$ is the Brouwer degree of $v$ at $p$.
Let $p \in \partial M$ be an isolated singular point of $v$, and let $\widetilde{M} \subset \mathbb{R}^{2}$ be an extension of $M$, i.e., $M \subset \widetilde{M}$ such that $p \in \widetilde{M}$ is an interior point of $\widetilde{M}$. In a neighborhood of $p$ in $\widetilde{M}, v$ can be extended by reflection to $\tilde{v}$ such that $p$ is an interior singular point of $\tilde{v}$, thanks to the no normal flow condition, i.e., $\left.v \cdot n\right|_{\partial M}=0$. Then we define the index of $v$ at $p \in \partial M$ by

$$
\operatorname{ind}(v, p)=\frac{1}{2} \operatorname{ind}(\tilde{v}, p)
$$

Let $p \in M$ be an isolated singular point of $v \in C_{n}^{r}(T M)$. An orbit $\gamma$ of $v$ is said to be a stable orbit (respectively, an unstable orbit) connected to $p$ if the limit set $\omega(x)=p$ (respectively, $\alpha(x)=p$ ) for any $x \in \gamma$.

We now introduce a singularity classification theorem for incompressible vector fields, which will be useful in our discussion of structural bifurcation.

Theorem 2.9 (Ghil, Ma, and Wang [8]). Let $p \in M$ be an isolated singular point of $v \in D^{r}(T M), r \geq 1$. Then $p$ is connected only to a finite number of orbits, and the stable and unstable orbits connected to $p$ alternate when tracing a closed curve around p. Furthermore

1. when $p \in \stackrel{\circ}{M}$, $p$ has $2 n(n \geq 0)$ orbits, $n$ of which are stable, and the other $n$ unstable, while the index of $p$ is

$$
\operatorname{ind}(v, p)=1-n
$$

2. when $p \in \partial M$, $p$ has $n+2(n \geq 2)$ orbits, two of which are on the boundary $\partial M$, and the index of $p$ is

$$
\operatorname{ind}(v, p)=-\frac{n}{2}
$$

No confusion should arise between the integer $n$, used for counting orbits, and the notation $n$ for the normal direction to the boundary $\partial M$.
3. Structural bifurcations near a flat boundary. In this section, we assume that the boundary $\partial M$ contains a flat part $\Gamma \subset \partial M$, and consider structural bifurcation near a $\partial$-singular point $\bar{x} \in \Gamma$. For simplicity, we take a coordinate system $\left(x_{1}, x_{2}\right)$ with $\bar{x}$ at the origin and with $\Gamma$ given by

$$
\Gamma=\left\{\left(x_{1}, 0\right)| | x_{1} \mid \leq \delta\right\}
$$

for some $\delta>0$. Obviously, the tangent and normal vectors on $\Gamma$ are the unit vectors in the $x_{1^{-}}$and $x_{2}$-directions, respectively.

Let $u \in C^{1}\left([0, T], B_{0}^{r}(T M)\right)(r \geq 2)$ be a one-parameter family of divergence-free vector fields subject to homogeneous Dirichlet boundary conditions. In a neighborhood $U \subset M$ of $\bar{x} \in \Gamma, u(x, t)$ can be expressed near $x=0$ by

$$
\begin{equation*}
u(x, t)=x_{2} v(x, t) \tag{3.1}
\end{equation*}
$$

It is easy to see that $u$ and $v$ have topologically equivalent streamlines in an interior neighborhood of $x=0$. To proceed, we consider the Taylor expansions of both $u(x, t)$ and $v(x, t)$ at $t_{0}\left(0<t_{0}<T\right)$ :

$$
\begin{align*}
& \left\{\begin{array}{l}
u(x, t)=u^{0}(x)+\left(t-t_{0}\right) u^{1}(x)+o\left(\left|t-t_{0}\right|^{2}\right) \\
u^{0}(x)=u\left(x, t_{0}\right) \\
u^{1}(x)=\frac{\partial u\left(x, t_{0}\right)}{\partial t}
\end{array}\right.  \tag{3.2}\\
& \left\{\begin{array}{l}
v(x, t)=v^{0}(x)+\left(t-t_{0}\right) v^{1}(x)+o\left(\left|t-t_{0}\right|\right)^{2} \\
v^{0}(x)=v\left(x, t_{0}\right) \\
v^{1}(x)=\frac{\partial v\left(x, t_{0}\right)}{\partial t}
\end{array}\right. \tag{3.3}
\end{align*}
$$

Let $u^{i}=\left(u_{1}^{i}, u_{2}^{i}\right), v^{i}=\left(v_{1}^{i}, v_{2}^{i}\right), i=0,1$. We start with the following conditions for structural bifurcation.

Assumption (H). Let $\bar{x}=0 \in \Gamma$ be an isolated degenerate $\partial$-singular point of $u^{0}(x), u^{0} \in C^{k+1}$ near $\bar{x} \in \Gamma$ for some $k \geq 2$. Assume that

$$
\begin{align*}
& \frac{\partial u^{0}(0)}{\partial n}=0  \tag{3.4}\\
& \operatorname{ind}\left(v^{0}, 0\right) \neq-\frac{1}{2}  \tag{3.5}\\
& \frac{\partial u^{1}(0)}{\partial n} \neq 0  \tag{3.6}\\
& \frac{\partial^{k+1} u_{1}^{0}(0)}{\partial^{k} \tau \partial n} \neq 0 \tag{3.7}
\end{align*}
$$

Some remarks are now in order.
Remark 3.1. Condition (3.4) says that $\bar{x}=0 \in \Gamma$ is a $\partial$-singular point of $u^{0}(x)$. In a 2-D incompressible flow governed by either the Euler or the Navier-Stokes equations, this condition is equivalent to the leading-order vorticity vanishing at $\bar{x}$. The latter is the so-called Prandtl condition, which Prandtl suggested might identify boundarylayer separation points in incompressible flows [15].

Remark 3.2. Condition (3.5) amounts to saying that there exist a number $n \neq 1$ of interior orbits of $v^{0}$ connected to $\bar{x} \in \Gamma$. Since $u^{0}=x_{2} v^{0}$, the number of interior orbits of $u^{0}$ connected to $\bar{x} \in \Gamma$ is exactly $n \neq 1$ as well. This shows that $\bar{x} \in \Gamma$ is a degenerate $\partial$-singular point of $u^{0}(x)$, which is necessary for structural bifurcation, according to our structural stability and bifurcation theorems; see Theorems 2.7 and 2.8 here, or $[8,10]$.

Remark 3.3. Condition (3.6) states that the first-order term $u^{1}$ of the Taylor expansion for the normal derivative of $u$ is different from zero. This is just the simplest necessary condition of such a type; if it does not hold, we need to work on a higher-order Taylor expansion, and the corresponding results proved in this article will be true as well. In fluid-mechanics applications, condition (3.6) is equivalent to the vorticity associated with $u^{1}$ not vanishing at the boundary. In addition, it is easy to see that (3.6) is equivalent to

$$
\frac{\partial u_{1}^{1}(0)}{\partial x_{2}}=\frac{\partial u_{1}^{1}(0)}{\partial n} \neq 0,
$$

which shows that the acceleration of the fluid in the tangential direction near $\bar{x}$ is nonzero.

Remark 3.4. Condition (3.7) is a technical condition and amounts to saying that the tangential component $u_{1}^{0}$ of the leading-order term has a nontrivial Taylor expansion. Furthermore, let $k$ be the smallest integer satisfying condition (3.7). It is easy to show that $k \geq 2$. In fact, $u^{0}(x)$ has the Taylor expansion at $x=0$,

$$
u^{0}(x)=\left\{\begin{array}{r}
c x_{2}+2 a x_{1} x_{2}+b x_{2}^{2}+x_{2} h_{1}(x),  \tag{3.8}\\
-a x_{2}^{2}+x_{2} h_{2}(x),
\end{array}\right.
$$

with $h_{i}(x)=o(|x|)(i=1,2)$. Since $\bar{x} \in \Gamma$ is a degenerate $\partial$-singular point of $u^{0}(x)$, it follows that $c=0, a=0$, which implies that $k \geq 2$.

The structural bifurcation of $u(x, t)$ near a degenerate $\partial$-singular point on a flat boundary segment is described by the following theorems.

Theorem 3.5. Let $u \in C^{1}\left([0, T], B_{0}^{r}(T M)\right)(r \geq 2)$ satisfy Assumption (H). Then there exist a neighborhood

$$
\Gamma_{0}=\left\{\left(x_{1}, 0\right)| | x_{1} \mid \leq \delta_{0}\right\} \subset \Gamma
$$

of $\bar{x}=0$ and an $\varepsilon_{0}>0$ such that all $\partial$-singular points of $u\left(\cdot, t_{0} \pm \varepsilon\right)$ are nondegenerate for any $0<\varepsilon \leq \varepsilon_{0}$. Moreover,

1. if the index $\operatorname{ind}\left(v^{0}, 0\right)$ is an integer, then one of $u\left(x, t_{0} \pm \varepsilon\right)$ has exactly two $\partial$-singular points on $\Gamma_{0}$, and the other has no $\partial$-singular points on $\Gamma_{0}$; and
2. if the index $\operatorname{ind}\left(v^{0}, 0\right)$ is not an integer, then each of $u\left(x, t_{0} \pm \varepsilon\right)$ has exactly one $\partial$-singular point on $\Gamma_{0}$.
Theorem 3.6 (structural bifurcation theorem). Let $u \in C^{1}\left([0, T], B_{0}^{r}(T M)\right)$ ( $r \geq 2$ ) satisfy Assumption (H). Then
3. the vector field $u$ has a bifurcation in its local structure at $\left(\bar{x}, t_{0}\right)$; and
4. if $\bar{x} \in \partial M$ is a unique $\partial$-singular point of $u$ with the same index as $\operatorname{ind}\left(v^{0}, 0\right)$ on $\partial M$, then $u(x, t)$ has a bifurcation in its global structure at $t=t_{0}$.
The proofs of these two theorems are based on analyzing the orbits of $u$ to provide a complete classification of the local structure of $u$ near $\left(\bar{x}, t_{0}\right)$. The bifurcation results follow immediately from the classification.

## 4. Proofs of the main theorems.

4.1. Proof of Theorem 3.5. The proof of the theorem is a direct consequence of the following three propositions.

Proposition 4.1. There exist a neighborhood $\Gamma_{0} \subset \Gamma$ of $\bar{x}=0$ and an $\varepsilon_{0}>0$ such that all $\partial$-singular points of $u\left(\cdot, t_{0} \pm \varepsilon\right)$ are nondegenerate for any $0<\varepsilon \leq \varepsilon_{0}$.

Proof. Let $x^{*} \in \Gamma, x^{*}=\left(x_{1}^{*}\right)$, and $0<\left|x_{1}^{*}\right| \leq \delta_{0}$ with $0<\delta_{0}$ sufficiently small, to be chosen later. Then

$$
\begin{equation*}
\frac{\partial u}{\partial n}\left(x^{*}, t_{0} \pm \varepsilon\right)=\frac{\partial u}{\partial x_{2}}\left(x^{*}, t_{0} \pm \varepsilon\right)=0 \tag{4.1}
\end{equation*}
$$

By the Taylor expansion (3.2) and condition (3.6) it suffices to consider only the first-order approximation of (3.2). Hence,

$$
\begin{equation*}
\frac{\partial u_{i}^{0}\left(x_{1}^{*}, 0\right)}{\partial x_{2}} \pm \varepsilon \frac{\partial u_{i}^{1}\left(x_{1}^{*}, 0\right)}{\partial x_{2}}=0 \quad(i=1,2) \tag{4.2}
\end{equation*}
$$

We need to show that

$$
\operatorname{det}\left(\begin{array}{ll}
\frac{\partial^{2} u_{1}^{0}}{\partial x_{1} \partial x_{2}} \pm \varepsilon \frac{\partial^{2} u_{1}^{1}}{\partial x_{1} \partial x_{2}} & \frac{\partial^{2} u_{1}^{0}}{\partial x_{2}^{2}} \pm \varepsilon \frac{\partial^{2} u_{1}^{1}}{\partial x_{2}^{2}}  \tag{4.3}\\
\frac{\partial^{2} u_{2}^{0}}{\partial x_{1} \partial x_{2}} \pm \varepsilon \frac{\partial^{2} u_{2}^{1}}{\partial x_{1} \partial x_{2}} & \frac{\partial^{2} u_{2}^{0}}{\partial x_{2}^{2}} \pm \varepsilon \frac{\partial^{2} u_{2}^{1}}{\partial x_{2}^{2}}
\end{array}\right)_{x=\left(x_{1}^{*}, 0\right)} \neq 0
$$

For $u \in C^{1}\left([0, T], B_{0}^{r}(T M)\right), u\left(x_{1}, 0, t\right)=0$ for all $\left(x_{1}, 0\right) \in \Gamma$ and $0 \leq t \leq T$. Thus we obtain

$$
\frac{\partial u_{1}}{\partial x_{1}}\left(x_{1}, 0, t\right)=0 \quad \forall\left|x_{1}\right| \leq \bar{\delta}
$$

Thanks to the fact that $u$ is divergence-free, we have

$$
\frac{\partial u_{2}}{\partial x_{2}}\left(x_{1}, 0, t\right)=-\frac{\partial u_{1}}{\partial x_{1}}(x, 0, t)=0 \quad \forall\left|x_{1}\right| \leq \bar{\delta}
$$

Consequently

$$
\frac{\partial u_{2}^{0}\left(x_{1}, 0\right)}{\partial x_{2}} \pm \varepsilon \frac{\partial u_{2}^{1}\left(x_{1}, 0\right)}{\partial x_{2}}=0 \quad \forall\left|x_{1}\right| \leq \bar{\delta}
$$

which yields

$$
\frac{\partial^{2} u_{2}^{0}\left(x_{1}^{*}, 0\right)}{\partial x_{1} \partial x_{2}} \pm \varepsilon \frac{\partial^{2} u_{2}^{1}\left(x_{1}^{*}, 0\right)}{\partial x_{1} \partial x_{2}}=0
$$

To verify (4.3), it suffices to prove that

$$
\frac{\partial^{2} u_{1}^{0}\left(x_{1}^{*}, 0\right)}{\partial x_{1} \partial x_{2}} \pm \varepsilon \frac{\partial^{2} u_{1}^{1}\left(x_{1}^{*}, 0\right)}{\partial x_{1} \partial x_{2}} \neq 0
$$

since the sum of the diagonal terms in (4.3) is zero thanks to the fact that $\partial u / \partial x_{2}$ is divergence-free.

From conditions (3.7) and (3.6) we get

$$
\left\{\begin{array}{l}
\frac{\partial u_{1}^{0}\left(x_{1}, 0\right)}{\partial x_{2}}=\alpha x_{1}^{k}+o\left(\left|x_{1}\right|^{k}\right), \quad \alpha \neq 0  \tag{4.4}\\
\frac{\partial u_{1}^{1}\left(x_{1}, 0\right)}{\partial x_{2}}=\beta+o\left(\left|x_{1}\right|\right), \quad \beta \neq 0
\end{array}\right.
$$

Therefore it follows from (4.2) that

$$
\begin{equation*}
\varepsilon= \pm \frac{\alpha}{\beta} x_{1}^{*^{k}}+o\left(\left|x_{1}^{*}\right|^{k}\right) \tag{4.5}
\end{equation*}
$$

Thus from (4.4) and (4.5) we obtain that

$$
\frac{\partial^{2} u_{1}^{0}\left(x_{1}^{*}, 0\right)}{\partial x_{1} \partial x_{2}} \pm \varepsilon \frac{\partial^{2} u_{1}^{1}\left(x_{1}^{*}, 0\right)}{\partial x_{1} \partial x_{2}}=\alpha k x_{1}^{*^{k-1}}+o\left(\left|x_{1}^{*}\right|^{k-1}\right)
$$

which is different from zero for $0<\left|x_{1}^{*}\right| \leq \delta_{0}$, provided that $\delta_{0}$ is sufficiently small. Hence (4.3) follows, and the proof of the proposition is complete.

Proposition 4.2. If $\operatorname{ind}\left(v^{0}, 0\right)=$ integer, then one of $u\left(x, t_{0} \pm \varepsilon\right)$ has no $\partial$ singular points on $\Gamma_{0}$, and the other one has exactly two $\partial$-singular points on $\Gamma_{0}$ with one $\partial$-singular point on each side of $\bar{x}=0$.

Proof. From (3.1) it is easy to see that the zero points of $v(x, t)$ on $\Gamma$ are equivalent to the $\partial$-singular points of $u(x, t)$. Hence we only have to prove the assertion for the vector field $v\left(x, t_{0} \pm \varepsilon\right)$.

According to (3.8) we have, for the component $v_{2}$ that is normal to $\Gamma$,

$$
v_{2}\left(x_{1}, 0, t\right)=0 \quad \forall x_{1} \in \Gamma, t \geq 0
$$

By (3.6) and (3.7) we infer from (3.1) that

$$
\begin{cases}v_{1}^{0}\left(x_{1}, 0\right)=\alpha x_{1}^{k}+o\left(\left|x_{1}\right|^{k}\right), & \alpha \neq 0  \tag{4.6}\\ v_{1}^{1}\left(x_{1}, 0\right)=\beta+g\left(x_{1}\right), & \beta \neq 0, g(0)=0\end{cases}
$$

On the other hand, if $\operatorname{ind}\left(v^{0}, 0\right)$ is an integer, then by Remark 3.2 the number $n$ of interior orbits of $v^{0}$ connected to $\bar{x}=0$ is even. Hence, one of the two boundary orbits of $v^{0}$ connected to $\bar{x}=0$ is stable, and the other one is unstable. It follows that the exponent $k$ in (4.6) is even, i.e., $k=2 m(m \geq 1)$.

Consider the two equations

$$
\begin{align*}
0 & =v_{1}\left(x_{1}, 0, t_{0}+\varepsilon\right)=v_{1}^{0}\left(x_{1}, 0\right)+\varepsilon v_{1}^{1}\left(x_{1}, 0\right)+o(|\varepsilon|)  \tag{4.7}\\
& =\alpha x_{1}^{2 m}+\varepsilon \beta+\varepsilon g\left(x_{1}\right)+o\left(|\varepsilon|,\left|x_{1}\right|^{2 m}\right), \\
0 & =v_{1}\left(x_{1}, 0, t_{0}-\varepsilon\right)=v_{1}^{0}\left(x_{1}, 0\right)-\varepsilon v_{1}^{1}\left(x_{1}, 0\right)+o(|\varepsilon|)  \tag{4.8}\\
& =\alpha x_{1}^{2 m}-\varepsilon \beta-\varepsilon g\left(x_{1}\right)+o\left(|\varepsilon|,\left|x_{1}\right|^{2 m}\right),
\end{align*}
$$

where $m \geq 1$. Without loss of generality, assume that $\alpha, \beta>0$. Then there is a $\delta_{0}>0$ such that for any $\varepsilon>0$ sufficiently small, (4.8) has only two solutions $x_{1}^{ \pm}$of opposite sign, $x_{1}^{-}(\varepsilon)<0<x_{1}^{+}(\varepsilon)$, in the interval $\left(-\delta_{0}, \delta_{0}\right)$, and (4.7) has no solutions in $\left(-\delta_{0}, \delta_{0}\right)$. The claim is verified.


FIG. 4.1. Case of $n$ interior orbits connected to $\bar{x}=0 \in \Gamma$, where $\Gamma \subset \partial M$ is flat, and $n \geq 3$ is odd.

Proposition 4.3. If $\operatorname{ind}\left(v^{0}, 0\right)=$ noninteger, then for any $\varepsilon>0$ sufficiently small each $u\left(x, t_{0} \pm \varepsilon\right)$ has exactly one $\partial$-singular point on $\Gamma$.

Proof. Indeed, when $\operatorname{ind}\left(v^{0}, 0\right)=-n / 2$ is a fraction, then $n$ is odd. Hence the exponent $k$ in (4.6) is odd, i.e., $k=2 m+1(m \geq 1)$. Therefore each of the two equations

$$
\begin{aligned}
& \alpha x_{1}^{2 m+1}+\varepsilon \beta+\varepsilon g\left(x_{1}\right)+o\left(|\varepsilon|,\left|x_{1}\right|^{2 m+1}\right)=0, \\
& \alpha x_{1}^{2 m+1}-\varepsilon \beta-\varepsilon g\left(x_{1}\right)+o\left(|\varepsilon|,\left|x_{1}\right|^{2 m+1}\right)=0
\end{aligned}
$$

has exactly one solution in $\left(-\delta_{0}, \delta_{0}\right)$.
4.2. Proof of Theorem 3.6. As mentioned earlier, $u$ and $v$ have topologically equivalent streamlines in an interior neighborhood of $x=0$; hence bifurcation in the local structure of $u$ at $\bar{x}=0$ is equivalent to that of $v$. As a result, we only have to consider the local bifurcation for the vector field $v$. We divide the proof into two steps.

Step 1. The case where $\operatorname{ind}\left(v^{0}, 0\right)=$ integer. By Theorem 3.5, the number of boundary saddle points of $v^{0}+\varepsilon v^{1}$ in a small neighborhood $\Gamma_{0} \subset \Gamma \subset \partial M$ of $\bar{x}$ is not the same as that for $v^{0}-\varepsilon v^{1}$. Therefore, $v^{0}+\varepsilon v^{1}$ and $v^{0}-\varepsilon v^{1}$ are not topologically equivalent locally near $\bar{x} \in \Gamma \subset \partial M$.

Step 2. The case where $\operatorname{ind}\left(v^{0}, 0\right)=$ fraction. Without loss of generality, we assume that the two orbits connected to $\bar{x}=0$ on $\Gamma_{0} \subset \partial M$ are stable (i.e., $\alpha<0$ in (4.6)), and $v_{1}^{1}(0)>0$ (i.e., $\beta>0$ in (4.6)). Let $x^{+}=\left(x_{1}^{+}, 0\right)$ and $x^{-}=\left(x_{1}^{-}, 0\right) \in \Gamma_{0} \subset$ $\partial M$ be the singular points of $v^{0}+\varepsilon v^{1}$ and $v^{0}-\varepsilon v^{1}$, respectively. Hence, $x_{1}^{-}<0<x_{1}^{+}$ as in Theorem 3.5. The nondegeneracy of both $x^{-}$and $x^{+}$implies that

$$
\operatorname{ind}\left(v^{0} \pm \varepsilon v^{1}, x^{ \pm}\right)=-\frac{1}{2}
$$

and there is exactly one orbit $\gamma^{+}(\varepsilon)$ of $v^{0}+\varepsilon v^{1}$ in $\stackrel{\circ}{M}$ connected to $x^{+}$(respectively, exactly only one orbit $\gamma^{-}(\varepsilon)$ of $v^{0}-\varepsilon v^{1}$ in $\stackrel{\circ}{M}$ connected to $x^{-}$).

By (3.5) and Remark 3.2, there are $n\left(n \geq 3\right.$ and odd) orbits $\gamma_{i}(1 \leq i \leq n)$ of $v^{0}$ in $\grave{M}$ connected to $\bar{x} \in \Gamma$; see Figure 4.1. Let $V_{1} \subset \perp$ (respectively, $V_{2} \subset \stackrel{\circ}{)}$ ) be the domain near $\bar{x}=0 \in \Gamma_{0} \subset \partial M$ enclosed by $\partial M$ and $\gamma_{1}$ (respectively, by $\partial M$ and $\gamma_{n}$ ).

Since $v_{1}^{1}(0)>0$, the flow of $v^{0}+\varepsilon v^{1}$ crosses $\gamma_{n}$ transversally and enters into $V_{2}$ (respectively, the flow of $u^{0}-\varepsilon u^{1}$ crosses $\gamma_{1}$ transversally and enters into $V_{1}$ ).


Fig. 4.2. Sketch illustrating the proof of assertion (1) in Theorem 3.6: (a) orbits at $t^{-}<t_{0}$, and (b) orbits at $t^{+}>t_{0}$

Therefore, we have

$$
\begin{equation*}
\gamma^{+}(\varepsilon) \subset V_{2}, \quad \gamma^{-}(\varepsilon) \subset V_{1} \tag{4.9}
\end{equation*}
$$

Obviously,

$$
\lim _{\varepsilon \rightarrow 0} \gamma^{-}(\varepsilon)=\gamma_{1}, \quad \lim _{\varepsilon \rightarrow 0} \gamma^{+}(\varepsilon)=\gamma_{n}
$$

Moreover, there are $n$ orbits $\gamma_{i}^{+}=\gamma_{i}^{+}(\varepsilon)$ of $v^{0}+\varepsilon v^{1}$ in $V-V_{1}$ (respectively, $n$ orbits $\gamma_{i}^{-}=\gamma_{i}^{-}(\varepsilon)$ of $v^{0}-\varepsilon v^{1}$ in $V-V_{2}$ ), which are connected to singular points of $v^{0}+\varepsilon v^{1}$ (respectively, $v^{0}-\varepsilon v^{1}$ ) such that

$$
\lim _{\varepsilon \rightarrow 0} \gamma_{i}^{+}(\varepsilon)=\gamma_{i}, \quad \lim _{\varepsilon \rightarrow 0} \gamma_{i}^{-}(\varepsilon)=\gamma_{i}
$$

where $V \subset \stackrel{\circ}{M}$ is a neighborhood of $\bar{x}=0$.
Let $U_{1}^{-}$(respectively, $U_{2}^{+}$) be the domain enclosed by $\partial M$ and $\gamma^{-}$(respectively, by $\partial M$ and $\gamma^{+}$), and $U_{2}^{-}=V-U_{1}^{-}$(respectively, $\left.U_{1}^{+}=V-U_{2}^{+}\right)$; see Figures 4.2(a) and $4.2(\mathrm{~b})$, respectively. We infer from (4.9) that

$$
\begin{equation*}
\gamma_{i}^{+} \subset U_{1}^{+}, \quad \gamma_{i}^{-} \subset U_{2}^{-} \quad(1 \leq i \leq n) \tag{4.10}
\end{equation*}
$$

We know that, under topological equivalence, the orbits of $v^{0}+\varepsilon v^{1}$ connected to a singular boundary point are mapped, preserving orientation, to the orbits of $v^{0}-\varepsilon v^{1}$ connected to a singular boundary point. Since $v^{0}+\varepsilon v^{1}$ and $v^{0}-\varepsilon v^{1}$ are topologically equivalent locally at $\bar{x} \in \Gamma$, the restriction of $v^{0}+\varepsilon v^{1}$ to $U_{1}^{+}$would have to be topologically equivalent to $v^{0}-\varepsilon v^{1}$ in $U_{1}^{-}$. This is in contradiction with (4.10). Thus, assertion (1) of Theorem 3.6 is proven.

Assertion (2) of Theorem 3.6 is a corollary of assertion (1). Indeed, if $\bar{x} \in \partial M$ is a unique singular point of $u^{0}$ which has the same index as $\operatorname{ind}\left(v^{0}, 0\right)$ on $\partial M$, then the structural bifurcation of $u(x, t)$ locally at $\left(\bar{x}, t_{0}\right)$ implies the structural bifurcation in its global structure.

The proof of Theorem 3.6 is thus complete.

## 5. Structural bifurcations near a curved boundary.

5.1. Main theorems. We now generalize in this section the main bifurcation theorems in section 3 for the flat boundary case to the curved boundary case.

Consider structural bifurcation near a $\partial$-singular point $\bar{x} \in \partial M$ of $u(x, t)$ on a general $C^{r+1}$ boundary $\partial M(r \geq 2)$. Let $\bar{x} \in \partial M$ and $\left(x_{1}, x_{2}\right)$ be an orthogonal coordinate system with origin $\bar{x}$, which has its $x_{1}$-axis tangent to $\partial M$ at $\bar{x}$, and its $x_{2}$-axis oriented in the inward normal direction.

Let $u \in C^{1}\left([0, T], B_{0}^{r}(T M)\right)(r \geq 2)$ have the Taylor expansion at $t_{0}\left(0<t_{0}<T\right)$ as in (3.2). In particular, let

$$
\begin{aligned}
& u^{0}=\left(u_{1}^{0}, u_{2}^{0}\right)=u\left(x, t_{0}\right), \\
& u^{1}=\left(u_{1}^{1}, u_{1}^{2}\right)=\frac{\partial u\left(x, t_{0}\right)}{\partial t} .
\end{aligned}
$$

In addition, let $n$ be the number of interior orbits of $u^{0}(x)$ connected to $\bar{x}$. Then we can restate Assumption (H) as ( $\mathrm{H}^{\prime}$ ) below, with condition (3.5) on the index there replaced by a geometrical condition $n \neq 1$, i.e., (5.2) below.

Assumption $\left(\mathrm{H}^{\prime}\right)$. Let $\bar{x} \in \partial M$ be an isolated degenerate $\partial$-singular point of $u^{0}(x)=u\left(x, t_{0}\right)$, with $u^{0} \in C^{k+1}$ near $\bar{x} \in \Gamma$ for some $k \geq 2$. Assume that

$$
\begin{align*}
& \frac{\partial u^{0}(\bar{x})}{\partial n}=0  \tag{5.1}\\
& n \neq 1  \tag{5.2}\\
& \frac{\partial u_{1}^{1}(\bar{x})}{\partial n} \neq 0  \tag{5.3}\\
& \frac{\partial^{k+1} u_{1}^{0}(\bar{x})}{\partial^{k} \tau \partial n} \neq 0 \tag{5.4}
\end{align*}
$$

We have then the following structural bifurcation theorems, as in section 3.
ThEOREM 5.1. Let $u \in C^{1}\left([0, T], B_{0}^{r}(T M)\right)$ satisfy Assumption $\left(\mathrm{H}^{\prime}\right)$ and let $r \geq 2$. Then in a neighborhood $\Gamma \subset \partial M$ of $\bar{x}$, the $\partial$-singular points of $u\left(x, t_{0} \pm \varepsilon\right)$ are nondegenerate for any $\varepsilon>0$ sufficiently small. Moreover,

1. if $n=$ even $(n \geq 0)$, then one of $u\left(x, t_{0} \pm \varepsilon\right)$ has two $\partial$-singular points on $\Gamma$, and the other one has no $\partial$-singular point on $\Gamma$; and
2. if $n=$ odd $(n \geq 3)$, then each of $u\left(x, t_{0} \pm \varepsilon\right)$ has only one $\partial$-singular point on $\Gamma$.
Theorem 5.2 (structural bifurcation theorem). Let $u \in C^{1}\left([0, T], B_{0}^{r}(T M)\right)$ be a one-parameter family of divergence-free vector fields satisfying Assumption $\left(\mathrm{H}^{\prime}\right)$ and $r \geq 2$. Then the following assertions hold true:
3. $u(x, t)$ has a bifurcation in its local structure at $\left(\bar{x}, t_{0}\right)$; and
4. if $\bar{x} \in \partial M$ is a unique degenerate $\partial$-singular point of $u^{0}(x)=u\left(x, t_{0}\right)$ on $\partial M$, then $u(x, t)$ has a bifurcation in its global structure at $t_{0}$.
5.2. Coordinate transformation. The main ideas that prove Theorems 5.1 and 5.2 are as follows. First, we introduce a local coordinate transformation, which preserves the divergence-free character of the vector field and maps a neighborhood $\Gamma \subset \partial M$ of $\bar{x}$ to a flat boundary. This allows us to show that Assumption ( $\mathrm{H}^{\prime}$ ) is equivalent to Assumption (H) for the new transformed vector field. Then Theorems 5.1 and 5.2 follow immediately from Theorems 3.5 and 3.6.

In the coordinate system $\left(x_{1}, x_{2}\right)$ introduced at the beginning of this section, the boundary $\partial M$ can be expressed locally near $\bar{x}=0 \in \partial M$ by

$$
\begin{equation*}
x_{2}=f\left(x_{1}\right), \quad f(0)=0, \quad f^{\prime}(0)=0 \tag{5.5}
\end{equation*}
$$

We make the local coordinate transformation

$$
\left\{\begin{array}{l}
\tilde{x}_{1}=x_{1}  \tag{5.6}\\
\tilde{x}_{2}=x_{2}-f\left(x_{1}\right)
\end{array}\right.
$$

Obviously, the transformation (5.6) takes a neighborhood $U \subset M$ of $\bar{x}$ to a domain $\tilde{U} \subset \mathbb{R}_{+}^{2}=\left\{\left(\tilde{x}_{1}, \tilde{x}_{2}\right) \in \mathbb{R}^{2} \mid \tilde{x}_{2} \geq 0\right\}$ and maps the boundary part $U \cap \partial M$ to a neighborhood of $x=0$ on the $\tilde{x}_{1}$-axis.

Let $\varphi: U \rightarrow \tilde{U}$ be the transformation (5.6), and $\varphi^{*}: C^{r}(T U) \rightarrow C^{r}(T \tilde{U})$ the isomorphism induced by $\varphi$. It is easy to see that

$$
\varphi^{*}=D \varphi=\left(\begin{array}{cc}
1 & 0 \\
-f^{\prime}\left(\tilde{x}_{1}\right) & 1
\end{array}\right)
$$

and, for any $u \in C^{r}(T U)$,

$$
\begin{equation*}
\tilde{u}=\varphi^{*} \circ u=\binom{u_{1}}{u_{2}-f^{\prime}\left(\tilde{x}_{1}\right) u_{1}} . \tag{5.7}
\end{equation*}
$$

Then it is a direct calculation to derive the following lemma.
Lemma 5.3. If $u \in C^{r}(T U)$ is divergence-free, then $\tilde{u}=\varphi^{*} \circ u$ is also divergencefree. Moreover, as $\left.u\right|_{\partial M \cap U}=0$, then $\tilde{u}\left(\tilde{x}_{1}, 0\right)=0$, and

$$
\left\{\begin{array}{l}
\tilde{u}(\tilde{x})=\tilde{x}_{2} \tilde{v}(\tilde{x})  \tag{5.8}\\
\tilde{v}_{2}\left(\tilde{x}_{1}, 0\right)=0
\end{array}\right.
$$

5.3. Proof of Theorems 5.1 and 5.2. According to Theorems 3.5 and 3.6, the proof of these two theorems will be achieved in a few lemmas, as follows.

Lemma 5.4. Let $u \in C^{1}\left([0, T], B_{0}^{r}(T M)\right)$ satisfy Assumption $\left(\mathrm{H}^{\prime}\right)$. Then the vector field $\tilde{u}=\varphi^{*} \circ u=\tilde{x}_{2} \tilde{v}(\tilde{x}, t)$ satisfies Assumption $(\mathrm{H})$.

Proof. Notice that $\varphi$ maps $\bar{x}=0$ to $\tilde{x}=0$. Since $u$ and $\tilde{u}$ are topologically equivalent locally near $x=0$ and $\tilde{x}=0$, (5.2) implies that the number $n$ of interior orbits connected to $\tilde{x}=0$ of $\tilde{v}\left(x, t_{0}\right)$ is different from 1 . Hence

$$
\operatorname{ind}\left(\tilde{v}\left(x, t_{0}\right), 0\right)=-\frac{n}{2} \neq-\frac{1}{2}
$$

By (5.7), $\tilde{u}_{1}=u_{1}$, and $\varphi^{*}$ takes the inward normal vector $n$ at $x=0$ to the normal vector $\tilde{n}=(0,1)$ at $\tilde{x}=0$. Therefore, we have

$$
\frac{\partial u_{1}^{1}(0)}{\partial n} \neq 0 \Longrightarrow \frac{\partial \tilde{u}_{1}^{1}(0)}{\partial x_{2}} \neq 0
$$

where $u_{1}^{1}(x)=\partial u\left(x, t_{0}\right) / \partial t$.

By tensor analysis, we know that, under a coordinate transformation $\varphi: U \rightarrow \tilde{U}$, the directional derivative of a function $f(x)$ satisfies $\partial f / \partial r=\partial f / \partial \tilde{r}$, where $r$ is a vector and $\tilde{r}=(D \varphi) r$.

By (5.7) we see that $u_{1}^{0}=\tilde{u}_{1}^{0}$, and $\tilde{n}=(0,1)$ at $\tilde{x}=0$. Hence we have

$$
\frac{\partial^{k}}{\partial \tau^{k}} \frac{\partial u_{1}^{0}(0)}{\partial n}=\frac{\partial^{k}}{\partial \tilde{\tau}^{k}} \cdot \frac{\partial \tilde{u}_{1}^{0}(0)}{\partial \tilde{n}}=\frac{\partial^{k}}{\partial x_{1}^{k}} \frac{\partial \tilde{u}_{1}^{0}(0)}{\partial x_{2}}
$$

and the proof of the lemma is complete.
Lemma 5.5. A point $x \in \partial M \cap U$ is a $\partial$-regular point of $u \in B_{0}^{r}(T M)$ if and only if $\tilde{x}=\varphi(x)=\left(\tilde{x}_{1}, 0\right)$ is a $\partial$-regular point of $\tilde{u}=D \varphi \cdot u$.

Proof. By Definition 2.5, it suffices to show that the two vector fields $\partial u / \partial n$ and $\partial \tilde{u} / \partial \tilde{x}_{2}$ have the same singular points on the boundary in the sense of homeomorphism; here

$$
\frac{\partial u}{\partial n}=(N \cdot \nabla) u=n_{1} \frac{\partial u}{\partial x_{1}}+n_{2} \frac{\partial n}{\partial x_{2}}
$$

and the vector field $N$ is defined in $U$ with the unit modulus $|N|=1$ such that the orbits of $N$ are the normal lines $\lambda n$ in $U$. Note that, when $U$ is properly chosen, for any $x, y \in U \cap \partial M, x \neq y$, the normal lines $\lambda n_{x}$ and $\lambda n_{y}$ do not intersect within $U$.

Equivalently, we proceed to check the desired result for the two vector fields $\partial \tilde{u} / \partial \tilde{n}$ and $\partial \tilde{u} / \partial \tilde{x}_{2}$, where $\partial \tilde{u} / \partial \tilde{n}$ is the transformation of $\partial u / \partial n$ that is expressed by

$$
\left\{\begin{array}{l}
\frac{\partial \tilde{u}}{\partial \tilde{n}}=(\tilde{N} \cdot \tilde{\nabla}) \tilde{u}=\tilde{n}_{1} \frac{\partial \tilde{u}}{\partial \tilde{x}_{1}}+\tilde{n}_{2} \frac{\partial \tilde{u}}{\partial \tilde{x}_{2}},  \tag{5.9}\\
\tilde{N}=\binom{\tilde{n}_{1}}{\tilde{n}_{2}}=D \varphi \circ N=\left(\begin{array}{cc}
1 & 0 \\
-f^{\prime} & 1
\end{array}\right)\binom{n_{1}}{n_{2}}=\binom{n_{1}}{n_{2}-f^{\prime} n_{1}} .
\end{array}\right.
$$

From (5.8) we see that

$$
\begin{equation*}
\tilde{u}\left(\tilde{x}_{1}, 0\right)=0 \quad \forall \tilde{x}_{1} \in \partial \mathbb{R}_{+}^{2} \cap \tilde{U} . \tag{5.10}
\end{equation*}
$$

By (5.9) and (5.10) we deduce that

$$
\begin{equation*}
\frac{\partial \tilde{u}}{\partial \tilde{n}}=\left(n_{2}-f^{\prime}\left(x_{1}\right) n_{1}\right) \frac{\partial \tilde{u}}{\partial \tilde{x}_{2}} \quad \text { on } \partial \mathbb{R}_{+}^{2} \cap \tilde{U} . \tag{5.11}
\end{equation*}
$$

From (5.5) and $n_{2} \neq 0$ for $x \in \partial M$ near $\bar{x}$, the result follows and the proof of the lemma is complete.

Lemma 5.6. A point $x \in \partial M \cap U$ is a $\partial$-saddle point of $u \in B_{0}^{r}(T M)$ if and only if $\tilde{x}=\varphi(x) \in \partial \mathbb{R}_{+}^{2} \cap \tilde{U}$ is a $\partial$-saddle point of $\tilde{u}=D \varphi \cdot u$.

Proof. It suffices to prove that $\partial \tilde{u} / \partial \tilde{n}$ and $\partial \tilde{u} / \partial \tilde{x}_{2}$ have the same nondegenerate singular points on the boundary $\Gamma=\partial \mathbb{R}_{+}^{2} \cap \tilde{U}=\left\{\left(\tilde{x}_{1}, 0\right)| | \tilde{x}_{1} \mid<\delta\right\}$, i.e., both Jacobian determinants

$$
\operatorname{det}\left(\begin{array}{cc}
\frac{\partial^{2} \tilde{u}_{1}}{\partial \tilde{x}_{1} \partial \tilde{n}} & \frac{\partial^{2} \tilde{u}_{1}}{\partial \tilde{x}_{2} \partial \tilde{n}} \\
\frac{\partial^{2} \tilde{u}_{2}}{\partial \tilde{x}_{1} \partial \tilde{n}} & \frac{\partial^{2} \tilde{u}_{2}}{\partial \tilde{x}_{2} \partial \tilde{n}}
\end{array}\right) \quad \text { and } \quad \operatorname{det}\left(\begin{array}{cc}
\frac{\partial^{2} \tilde{u}_{1}}{\partial \tilde{x}_{1} \partial \tilde{x}_{2}} & \frac{\partial^{2} \tilde{u}_{1}}{\partial \tilde{x}_{2}^{2}} \\
\frac{\partial^{2} \tilde{u}_{2}}{\partial \tilde{x}_{1} \partial \tilde{x}_{2}} & \frac{\partial^{2} \tilde{u}_{2}}{\partial \tilde{x}_{2}^{2}}
\end{array}\right)
$$

have the same nonzero points on $\Gamma$.

From (5.8) we see that

$$
\begin{equation*}
\frac{\partial \tilde{u}_{2}\left(\tilde{x}_{1}, 0\right)}{\partial x_{2}}=0 \quad \forall\left|x_{1}\right|<\delta \tag{5.12}
\end{equation*}
$$

for some $\delta>0$. By (5.11) and (5.12) one deduces that

$$
\frac{\partial^{2} \tilde{u}_{2}\left(\tilde{x}_{1}, 0\right)}{\partial \tilde{x}_{1} \partial \tilde{n}}=0, \quad \frac{\partial^{2} \tilde{u}_{2}\left(\tilde{x}_{1}, 0\right)}{\partial \tilde{x}_{1} \partial \tilde{x}_{2}}=0
$$

Hence we only need to prove that

$$
\begin{align*}
& \frac{\partial^{2} \tilde{u}_{1}\left(\tilde{x}_{1}, 0\right)}{\partial \tilde{x}_{1} \partial \tilde{n}} \neq 0 \Longleftrightarrow \frac{\partial^{2} \tilde{u}_{1}\left(\tilde{x}_{1}, 0\right)}{\partial \tilde{x}_{1} \partial \tilde{x}_{2}} \neq 0  \tag{5.13}\\
& \frac{\partial^{2} \tilde{u}_{2}\left(\tilde{x}_{1}, 0\right)}{\partial \tilde{x}_{2} \partial \tilde{n}} \neq 0 \Longleftrightarrow \frac{\partial^{2} \tilde{u}_{2}\left(\tilde{x}_{1}, 0\right)}{\partial \tilde{x}_{2}^{2}} \neq 0 \tag{5.14}
\end{align*}
$$

From (5.11) and (5.12) we immediately derive (5.14).
Thanks to (5.8), for any integer $k \geq 0$,

$$
\begin{equation*}
\frac{\partial^{k} \tilde{u}_{1}\left(\tilde{x}_{1}, 0\right)}{\partial \tilde{x}_{1} k}=0 \tag{5.15}
\end{equation*}
$$

By assumption, $\left(\tilde{x}_{1}, 0\right)$ is a singular point of $\partial \tilde{u} / \partial x_{2}$, i.e., a $\partial$-saddle point of $\tilde{u}$ :

$$
\begin{equation*}
\frac{\partial \tilde{u}_{1}\left(\tilde{x}_{1}, 0\right)}{\partial x_{2}}=0 \tag{5.16}
\end{equation*}
$$

From (5.15) and (5.16) it follows that

$$
\begin{aligned}
\frac{\partial^{2} \tilde{u}_{1}\left(\tilde{x}_{1}, 0\right)}{\partial \tilde{x}_{1} \partial \tilde{n}} & =\left.\frac{\partial}{\partial \tilde{x}_{1}}\left[\tilde{n}_{1} \frac{\partial \tilde{u}_{1}}{\partial \tilde{x}_{1}}+\tilde{n}_{2} \frac{\partial \tilde{u}_{1}}{\partial \tilde{x}_{2}}\right]\right|_{\tilde{x}=\left(\tilde{x}_{1}, 0\right)} \\
& =\tilde{n}_{2} \frac{\partial \tilde{u}_{1}\left(\tilde{x}_{1}, 0\right)}{\partial \tilde{x}_{1} \partial \tilde{x}_{2}}
\end{aligned}
$$

By (5.9), $\tilde{n}_{2}=n_{2}-f^{\prime}\left(x_{1}\right) n_{1} \neq 0$ for $x=\left(x_{1}, x_{2}\right) \in \partial M$ near $\bar{x}=0$. Thus we derive (5.13), and the proof is complete.

## 6. Applications to boundary-layer separation.

6.1. Two examples. In order to understand intuitively the connection between structural bifurcation and boundary-layer separation, we proceed by discussing two typical examples that illustrate how structural bifurcations occur in some fluid flows. For simplicity, we consider in this section only bifurcation near flat boundaries.

Let $u \in C^{1}\left([0, T], B_{0}^{r}(T M)\right), \bar{x} \in \Gamma \subset \partial M$ be an isolated $\partial$-singular point of $u^{0}(x)=u\left(x, t_{0}\right), 0<t_{0}<T$, where $\Gamma$ is a flat part of $\partial M$. We take a coordinate system $\left(x_{1}, x_{2}\right)$ with $\bar{x}$ at the origin and $\left.\Gamma=\left\{x_{1}, 0\right)| | x_{1} \mid<\delta\right\}$. Thus $u(x, t)$ can be expressed in a neighborhood $U \subset M$ of $\bar{x}$ by

$$
\begin{equation*}
u(x, t)=x_{2} v(x, t) \tag{6.1}
\end{equation*}
$$



FIG. 6.1. Boundary-layer separation and reattachment near a flat boundary.
as in section 3. Let

$$
\begin{aligned}
v^{0}(x) & =v\left(x, t_{0}\right)=\left(v_{1}^{0}(x), v_{2}^{0}(x)\right) \\
v^{1}(x) & =\frac{\partial}{\partial t} v\left(x, t_{0}\right)=\left(v_{1}^{1}(x), v_{2}^{1}(x)\right)
\end{aligned}
$$

Example 6.1. When the index of the vector field $v^{0}(x)$ at the singular point $\bar{x}=0$ is zero, i.e., $\operatorname{ind}\left(v^{0}, 0\right)=0$, structural bifurcation occurs, as shown in Figure 6.1. The figure corresponds to boundary-layer separation of an incompressible, initially parallel flow over a flat plate.

Figure 6.1(a) shows the flows structure of $u\left(x, t_{0}-\varepsilon\right)$, a typical shear flow near the boundary. At the time instant $t_{0}-\varepsilon$, with $\varepsilon>0$ small, the flow exhibits no singular points near $\bar{x}=0$. At the time instant $t_{0}$, the time at which structural bifurcation occurs, $u^{0}(x)=u\left(x, t_{0}\right)$ is given by Figure $6.1(\mathrm{~b})$, which has an isolated $\partial$-singular point $\bar{x}=0 \in \partial M$. At a later time, $u\left(x, t_{0}+\varepsilon\right)$ is given by either Figure 6.1(c) or Figure 6.1(d). Even more complicated flow patterns are possible in the recirculation region, but in a real fluid the figure-eight streamline in Figure 6.1(d) will be affected by the viscosity and evolve into two separate, counterrotating vortices. On the boundary, there are exactly two $\partial$-saddle points on $\partial M$ near $\bar{x}=0$, denoted by $x^{-}$and $x^{+}$in Figures 6.1 (c) and $6.1(\mathrm{~d})$. We shall prove hereafter that the pattern shown in Figure $6.1(\mathrm{c})$ is generic.

Example 6.2. When $\operatorname{ind}\left(v^{0}, 0\right)=-1$, global structural bifurcation of $u$ may occur, due to a local transition near $\bar{x} \in \partial M$. An example of such a global bifurcation of an incompressible flow field is shown in Figure 6.2. The transition from Figure 6.2(a) through Figure $6.2(\mathrm{~b})$ to Figure $6.2(\mathrm{c})$ is more idealized than in Figure 6.1 but is entirely consistent with our rigorous results, as well as physically plausible.
6.2. Boundary-layer separation. We now address the separation of streamlines and their reattachment in a 2-D divergence-free vector field, from the point of


Fig. 6.2. Global structural bifurcation of a 2-D incompressible flow in a compact domain.
view of the rigorous results in sections 3 and 5 . The connection to actual boundarylayer separation in an incompressible fluid governed by the Navier-Stokes equations is made in the companion papers [7, 12].

We start with Assumption (H) in the case where ind $\left(v^{0}, 0\right)=0$, i.e., there are no interior orbits of $u^{0}$ connected to $\bar{x}=0$. For convenience, we call it Assumption $\left(\mathrm{H}_{0}\right)$, and it reads as follows.

Assumption $\left(\mathrm{H}_{0}\right)$. Let $\bar{x}=0 \in \Gamma$ be an isolated degenerate $\partial$-singular point of $u^{0}(x), u^{0} \in C^{k+1}$ near $\bar{x} \in \Gamma$ for some $k \geq 2$. Assume that

$$
\begin{align*}
& \frac{\partial u^{0}(0)}{\partial n}=0  \tag{6.2}\\
& \operatorname{ind}\left(v^{0}, 0\right)=0  \tag{6.3}\\
& \frac{\partial u^{1}(0)}{\partial n} \neq 0  \tag{6.4}\\
& \frac{\partial^{k+1} u_{1}^{0}(0)}{\partial^{k} \tau \partial n} \neq 0 \tag{6.5}
\end{align*}
$$

Theorem 6.3. Let $u \in C^{1}\left([0, T], B_{0}^{r}(T M)\right)$ be as given in (6.1) satisfying Assumption $\left(\mathrm{H}_{0}\right)$. Then the following conclusions hold:

1. There must be some closed orbits of $u$ separated from $\bar{x}=0 \in \partial M$, as shown schematically in either Figure 6.1(c) or Figure 6.1(d).
2. The flow structure after the separation enjoys the following properties:
(a) there are exactly two $\partial$-saddle points $x^{-}$and $x^{+}$of $u(\cdot, t)$ near $\bar{x}=0$ with one on each side of $\bar{x}, x^{-}<\bar{x}<x^{+}$;
(b) $x^{-}$and $x^{+}$are connected by an extended interior orbit $\gamma(t)$ that consists of orbits of $u(\cdot, t)$; and
(c) the closed orbits of conclusion (1) above are enclosed by the extended orbit $\gamma(t)$ and the portion of the boundary between $x^{-}$and $x^{+}$.
3. The whole extended orbit $\gamma(t)$ shrinks to $\bar{x}$ as $t \rightarrow t_{0}$.

A few remarks are now in order.
Remark 6.4. The closed orbits in Figures 6.1(c), 6.1(d), and 6.2(a)-(c) correspond, in a real fluid, to isolated vortices or, in the case of figure-eight ones, to pairs of counterrotating vortices.

Remark 6.5. The separation occurs as $t$ crosses the critical instant $t_{0}$ from either left to right or from right to left; this is dictated by the orientation of $u^{1}$ in comparison to that of $u^{0}$ in the expansion (3.2).


Fig. 6.3. Convergence of an extended orbit $\gamma(\varepsilon) \rightarrow \bar{x}=0$.

Remark 6.6. The reattachment of a streamline $\gamma(t)$ to the boundary, as described in conclusion 2(b) above, differs from a particle's streakline (i.e., from its path in real time): as the vortex grows in time, particles are either trapped inside the vortex or pushed into the interior of the fluid, away from the vortex.

Proof of Theorem 6.3. By Theorem 3.5, without loss of generality, we assume that $u\left(x, t_{0}+\varepsilon\right)$ has two $\partial$-saddle points $x^{-}(\varepsilon)$ and $x^{+}(\varepsilon)$, and $u\left(x, t_{0}-\varepsilon\right)$ has none. Then both $\partial$-saddle points $x^{-}(\varepsilon)$ and $x^{+}(\varepsilon)$ of $u\left(x, t_{0}+\varepsilon\right)$ tend to $x=0$ as $\varepsilon \rightarrow 0$.

By assumption, the singular point $\bar{x} \in \partial M$ of $v^{0}(x)$ is isolated; therefore the stability lemma of extended orbits (Lemma 7.2) in the appendix ensures that both $\partial$-saddle points $x^{-}(\varepsilon)$ and $x^{+}(\varepsilon)$ must be connected by an extended orbit $\gamma(\varepsilon)$ with $\gamma(\varepsilon) \rightarrow \bar{x}$ as $\varepsilon \rightarrow 0$; see Figure 6.3. Because the sum of the indices of the singular points near $\bar{x} \in \partial M$ of $u\left(x, t_{0} \pm \varepsilon\right)$ is zero, there exist centers of $v\left(x, t_{0}+\varepsilon\right)$ near $\gamma(\varepsilon)$, which converge to $\bar{x} \in \partial M$ as $\varepsilon \rightarrow 0$. The other assertions are even easier to verify.

In the above theorem, there might be several centers that appear in the recirculation region. However, subject to an additional but generic assumption, the following theorem shows that there must be exactly one center that separates from the boundary near $\bar{x}$.

Theorem 6.7. Let $u \in C^{1}\left([0, T], B_{0}^{r}(T M)\right)$ be as given in (6.1); satisfy Assumption $\left(\mathrm{H}_{0}\right)$ with $k=2$, and

$$
\begin{equation*}
\frac{\partial^{2} u_{1}^{0}(0)}{\partial x_{2}^{2}} \neq 0 \tag{6.6}
\end{equation*}
$$

Then the center separated from $\bar{x} \in \partial M$ is unique, as shown in Figure 6.1(c).
Remark 6.8. Consider the Taylor expansion of the vorticity $\omega=-\partial u_{2} / \partial x_{1}+$ $\partial u_{1} / \partial x_{2}$ of the vector field $u$ :

$$
\left\{\begin{array}{l}
\omega(x, t)=\omega^{0}(x)+\omega^{1}(x)\left(t-t_{0}\right)+o\left(\left(t-t_{0}\right)^{2}\right)  \tag{6.7}\\
\omega^{0}(x)=\omega\left(x, t_{0}\right), \quad \omega^{1}(x)=\frac{\partial \omega}{\partial t}\left(x, t_{0}\right)
\end{array}\right.
$$

Conditions (6.2)-(6.4), and (6.6) are equivalent, respectively, to

$$
\begin{align*}
& \omega^{0}(0)=0  \tag{6.8}\\
& \frac{\partial^{2} \omega^{0}(0)}{\partial x_{1}^{2}} \neq 0  \tag{6.9}\\
& \omega^{1}(0) \neq 0  \tag{6.10}\\
& \frac{\partial \omega^{0}(0)}{\partial n} \neq 0 \tag{6.11}
\end{align*}
$$

Proof of Theorem 6.7. First we observe that conditions (6.2), (6.4), and (6.5) are equivalent to the following conditions on $v$ :

$$
\begin{align*}
& \frac{\partial^{2} v_{1}^{0}(0)}{\partial x_{1}^{2}} \neq 0  \tag{6.12}\\
& \frac{\partial v_{1}^{0}(0)}{\partial x_{2}} \neq 0  \tag{6.13}\\
& v_{1}^{1}(0) \neq 0 \tag{6.14}
\end{align*}
$$

We only have to prove that the interior singular point of $v\left(x, t_{0}+\varepsilon\right)$ near $\bar{x} \in \partial M$ is unique. By the Taylor expansion, we have

$$
\left\{\begin{array}{l}
v_{1}\left(x, t_{0}+\varepsilon\right)=v_{1}^{0}(x)+\varepsilon v_{1}^{1}(x)+o(|\varepsilon|), \\
v_{2}\left(x, t_{0}, \varepsilon\right)=v_{2}^{0}(x)+\varepsilon v_{2}^{1}(x)+o(|\varepsilon|) .
\end{array}\right.
$$

By the nondivergence of $u^{0}(x)$ and by (6.12) and (6.13), we derive

$$
\left\{\begin{array}{l}
v_{1}^{0}(x)=\lambda x_{2}+\alpha x_{1}^{2}+o\left(\left|x_{1}\right|^{2},\left|x_{2}\right|\right), \quad \alpha \neq 0, \lambda \neq 0 \\
v_{2}^{0}(x)=-\alpha x_{1} x_{2}+x_{2} \cdot o(|x|)
\end{array}\right.
$$

By (6.14) we have

$$
\left\{\begin{array}{l}
v_{1}^{1}(x)=\beta+O(|x|), \quad \beta<0 \\
v_{2}^{1}(x)=x_{2} \cdot O(|x|)
\end{array}\right.
$$

Hence the interior singular points $\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$ of $v\left(x, t_{0}+\varepsilon\right)$ with $\tilde{x}_{2}>0$ satisfy the equations

$$
\left\{\begin{array}{l}
\alpha x_{1}^{2}+\lambda x_{2}+\varepsilon \beta+o\left(|\varepsilon|,\left|x_{2}\right|,\left|x_{1}\right|^{2}\right)=0  \tag{6.15}\\
-\alpha x_{1}+\varepsilon \cdot O(|x|)+o(|x|)=0 \\
\alpha \neq 0, \lambda \neq 0, \beta<0
\end{array}\right.
$$

It follows from the implicit function theorem that a solution $\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$ with $\tilde{x}_{2}>0$, if it exists, is unique for any $\varepsilon>0$ sufficiently small. The existence of such a solution to $(6.15)$ is derived by Theorem 6.3, and the proof is complete.

Remark 6.9. The set of all vector fields $u$ satisfying (6.12) and (6.13) is open and dense in the topological space

$$
A=\left\{u \in C^{1}\left([0, T], B_{0}^{3}(T M)\right) \mid u \text { satisfy Assumption }\left(\mathrm{H}_{0}\right)\right\} .
$$

Hence, Theorem 6.3 shows that the separation from the boundary of a simple vortex is generic.
7. Appendix. Extended orbits and their stability. The purpose of this appendix is to recall a lemma on stability of extended orbits [11]. We start with a definition.

Definition 7.1. Let $v \in C^{r}(T M)$ be a vector field. A curve $\gamma \subset M$ is called an extended orbit of $v$ if
(i) it is a union of curves

$$
\gamma=\bigcup_{i=1} \gamma_{i}
$$



Fig. 7.1. An extended orbit.
(ii) either $\gamma_{i}$ is an orbit of $v$, or $\gamma_{i}$ consists of both orbits and singular points of $v$; and
(iii) the $\omega$-limit set of $\gamma_{i}$ is the $\alpha$-limit set of $\gamma_{i+1}$,

$$
\omega\left(\gamma_{i}\right)=\alpha\left(\gamma_{i+1}\right)
$$

whenever $\gamma_{i}$ and $\gamma_{i+1}$ are orbits of $v$; namely, the end points of $\gamma_{i}$ are singular points of $v$, and the starting end point of $\gamma_{i+1}$ is the finishing end point of $\gamma_{i}$; see Figure 7.1.
The point $p_{1}=\alpha\left(\gamma_{1}\right)$ is called the starting point of the extended orbit $\gamma$.
The following stability lemma for extended orbits has been proved by Ma and Wang [11] in Step 2 of their proof of Lemma 4.5. We restate it here as a separate lemma since it is quite useful in analyzing the orbits of families of vector fields, and thus in solving some problems in 2-D incompressible fluid flows.

Lemma 7.2 (stability of extended orbits [11]). Let $v^{n} \in C^{r}(T M)$ be a sequence of 2-D vector fields with $\lim _{n \rightarrow \infty} v^{n}=v \in C^{r}(T M)$. Suppose that $\gamma^{n} \subset M$ is an extended orbit of $v^{n}$ and the starting points $p_{1}^{n}$ of $\gamma^{n}$ converge to $p_{1}$. Then the extended orbits $\gamma^{n}$ of $v^{n}$ converge to an extended orbit $\gamma$ of $v$ with starting point $p_{1}$.
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#### Abstract

A time-delayed epidemic model is proposed to describe the dynamics of disease spread among patches. An age structure is incorporated in order to simulate the phenomenon that some diseases only occur in the adult population. Sufficient conditions are established for global extinction and uniform persistence of the disease. One example shows that the disease could undergo persistence-extinction-persistence switches as the migration rate of juveniles increases, although juveniles are immune and cannot transmit the disease. The second example indicates that this switching phenomenon also happens when juveniles migrate with susceptible adults.
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1. Introduction. Population dispersal plays an important role in the dynamics of epidemic diseases. There has been much evidence that diseases spread from one region to other regions due to the immigration of infective individuals. For example, the arrival of new infectives has been demonstrated as being important in the outbreaks of measles observed in Iceland (see [5]); in the 19th century, cholera spread from its ancestral site in the Orient to other parts of the world, producing a pandemic in Europe; in the 14th century, Bubonic plague was transmitted to Europe and killed perhaps one third to one half of Europe's population, which was probably caused by trading ships moving from the East to Europe. Hence, it is important to use mathematical models to understand the effect of population dispersal on the spread of a disease.

Brauer and van den Driessche [4] proposed an epidemic model with population dispersal by adding an immigration term, where infective individuals enter the system at a constant rate. A constant immigration term has a stabilizing effect on the dynamics and tends to increase the minimum number of infective individuals in the models (see [3]).

In [19] we proposed an epidemic model for many patches where immigration rates and emigration rates of infective individuals depend on their numbers, and showed that population dispersal has a significant effect on a disease outbreak. Other researchers $[1,2]$ have studied multicity epidemic models and their basic reproduction numbers. For the models in $[19,1,2]$, it is assumed that all the individuals in one patch have the same ability to transmit a disease and the same risk of being infected by a disease. For some diseases, such as sexual diseases, it is reasonable to consider

[^107]the disease transmission in adult population and neglect transmission in juveniles. In order to incorporate these points into epidemic models with population dispersal, we may divide a population into two stages: juvenile stage and adult stage (see, e.g., [6]). For simplicity, we assume that
(A1) disease transmission occurs only in adult individuals, and juvenile individuals are immune to the disease;
(A2) juvenile individuals do not have the ability to reproduce, and adults are responsible for the reproduction of the population.
In the case of population dispersal among $n$ patches, which may simulate $n$ cities or $n$ countries, let $J_{i}$ be the number of juvenile individuals in patch $i$ and $A_{i}$ be the number of adult individuals in patch $i$. When the patches are isolated, we assume that $J_{i}$ satisfies the following equation:
\[

$$
\begin{equation*}
\frac{d J_{i}}{d t}=B_{i}\left(A_{i}\right) A_{i}-\mu_{i} J_{i} \tag{1.1}
\end{equation*}
$$

\]

where $B_{i}\left(A_{i}\right)$ is the per capita birth rate of adult individuals in patch $i$ and $\mu_{i}$ is the per capita death rate of juveniles in patch $i$. Following [6, 22], we assume that $B_{i}\left(A_{i}\right)$ satisfy the following basic assumptions:
(A3) $B_{i}\left(A_{i}\right)>0$ for all $A_{i}>0, i=1,2, \ldots, n$;
(A4) $B_{i}\left(A_{i}\right)$ is continuously differentiable for $A_{i}>0$, and $B_{i}^{\prime}\left(A_{i}\right)<0$ for all $A_{i}>0$, $i=1,2, \ldots, n$.
As mentioned in [6], the following three types of birth functions $B_{i}\left(A_{i}\right)$ can be found in the biological literature:
(B1) $B_{i}\left(A_{i}\right)=b_{i} e^{-a_{i} A_{i}}$ with $a_{i}>0, b_{i}>0$;
(B2) $B_{i}\left(A_{i}\right)=\frac{p_{i}}{q_{i}+A_{i}^{m}}$ with $p_{i}, q_{i}, m>0$;
(B3) $B_{i}\left(A_{i}\right)=\frac{k_{i}}{A_{i}}+l_{i}$ with $k_{i}>0, l_{i}>0$.
We consider a disease transmission of SIS type. The adult population is divided into two classes: susceptible individuals and infective individuals. Susceptible individuals become infective after contact with infective individuals. Infective individuals return to the susceptible class when they are recovered. Gonorrhea and other sexually transmitted diseases or bacterial infections exhibit this phenomenon. We denote the number of susceptible individuals in patch $i$ by $S_{i}$ and the number of infective individuals in patch $i$ by $I_{i}$. Therefore, $A_{i}=S_{i}+I_{i}$. When the patches are isolated, we assume that $S_{i}$ and $I_{i}$ obey the following system:

$$
\left\{\begin{align*}
\frac{d S_{i}}{d t} & =R_{i}(t)-d_{i} S_{i}-\beta_{i} S_{i} I_{i}+\gamma_{i} I_{i}  \tag{1.2}\\
\frac{d I_{i}}{d t} & =\beta_{i} S_{i} I_{i}-\left(d_{i}+\gamma_{i}\right) I_{i}
\end{align*}\right.
$$

where $R_{i}(t)$ is the transition rate of juvenile individuals from juvenile stage to adult stage in patch $i, d_{i}$ is the death rate of adults in patch $i, \beta_{i}$ is the contact rate of susceptible individuals with infectious individuals in patch $i$, and $\gamma_{i}$ is the recovery rate of infectives in patch $i$.

When the patches are connected, we suppose that the immigration rate of susceptible individuals from the $j$ th patch to the $i$ th patch is $a_{i j}$, the immigration rate of infective individuals from the $j$ th patch to the $i$ th patch is $b_{i j},-a_{i i}>0$ is the emigration rate of susceptible individuals in the $i$ th patch, $-b_{i i}>0$ is the emigration rate of infective individuals in the $i$ th patch, $c_{i j}$ is the immigration rate of juvenile individuals from the $j$ th patch to the $i$ th patch, and $-c_{i i}>0$ is the emigration rate
of juvenile individuals in the $i$ th patch. Under the above assumptions, we have the following model:

$$
\left\{\begin{align*}
\frac{d J_{i}}{d t} & =B_{i}\left(A_{i}(t)\right) A_{i}(t)-\mu_{i} J_{i}(t)-R_{i}(t)+\sum_{j=1}^{n} c_{i j} J_{j}(t)  \tag{1.3}\\
\frac{d S_{i}}{d t} & =R_{i}(t)-d_{i} S_{i}-\beta_{i} S_{i} I_{i}+\gamma_{i} I_{i}+\sum_{j=1}^{n} a_{i j} S_{j} \\
\frac{d I_{i}}{d t} & =\beta_{i} S_{i} I_{i}-\left(d_{i}+\gamma_{i}\right) I_{i}+\sum_{j=1}^{n} b_{i j} I_{j} \\
i & =1, \ldots, n
\end{align*}\right.
$$

Here we have neglected the death rates and birth rates of individuals during the dispersal process. Thus, we have

$$
\begin{equation*}
\sum_{j=1}^{n} a_{j i}=0, \quad \sum_{j=1}^{n} b_{j i}=0, \quad \sum_{j=1}^{n} c_{j i}=0, \quad i=1, \ldots, n \tag{1.4}
\end{equation*}
$$

We further assume that all of $a_{i j}$ and $b_{i j}, i \neq j$, are positive so that the $n \times n$ matrix $\left(a_{i j}\right)$ and $\left(b_{i j}\right)$ are irreducible. Note that system (1.3) indicates that the population can have different demographic structures and different infection forces among different patches.

We now derive a formula for $R_{i}(t)$ in terms of the parameters and the variables in the model. For simplicity, we define $r$ as the age at which a juvenile in each patch becomes an adult host. Let $J(t, a):=\left(J_{1}(t, a), \ldots, J_{n}(t, a)\right)^{T}$, where $J_{i}(t, a)$ is the number of juveniles in patch $i$ at time $t$ with age $a$. Clearly, $R(t):=\left(R_{1}(t), \ldots, R_{n}(t)\right)^{T}=$ $J(t, r)$. As in $[13,16]$, the age-space dynamics of the population is described by

$$
\begin{align*}
\left(\partial_{t}+\partial_{a}\right) J_{i}(t, a) & =\sum_{j=1}^{n} c_{i j} J_{j}(t, a)-\left(\sum_{j=1}^{n} c_{j i}+\mu_{i}\right) J_{i}(t, a) \\
& =\sum_{j=1}^{n} c_{i j} J_{j}(t, a)-\mu_{i} J_{i}(t, a) \tag{1.5}
\end{align*}
$$

with the birth law given by

$$
J(t, 0)=B(A(t)):=\left(B_{1}\left(A_{1}(t)\right) A_{1}(t), \ldots, B_{n}\left(A_{n}(t)\right) A_{n}(t)\right)^{T}
$$

Define $V(t, a):=J(t, t-a)$ for all $t \geq a \geq 0$. Then $V(t, a)$ satisfies

$$
\begin{equation*}
\frac{\partial V(t, a)}{\partial t}=C_{J} V(t, a), \quad t \geq a \tag{1.6}
\end{equation*}
$$

where

$$
C_{J}:=\left[\begin{array}{cccc}
-\mu_{1}+c_{11} & c_{12} & \cdots & c_{1 n} \\
c_{21} & -\mu_{2}+c_{22} & \cdots & c_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
c_{n 1} & c_{n 2} & \cdots & -\mu_{n}+c_{n n}
\end{array}\right]
$$

Integrating (1.6) from $a$ to $t$, we have

$$
V(t, a)=\exp \left(C_{J}(t-a)\right) V(a, a)=\exp \left(C_{J}(t-a)\right) B(A(a)) \quad \forall t \geq a
$$

and hence

$$
J(t, s)=V(t, t-s)=\exp \left(C_{J} s\right) B(A(t-s)) \quad \forall t \geq s \geq 0 .
$$

It then follows that

$$
\begin{equation*}
R(t)=J(t, r)=\exp \left(C_{J} r\right) B(A(t-r)) . \tag{1.7}
\end{equation*}
$$

By arguments similar to those in [18], we can interpret the $(i, j)$-element of $\exp \left(C_{J} r\right)$ as the probability that a juvenile individual born in the $j$ th patch will be found at age $r$ in the $i$ th patch.

Motivated by three types of birth functions (see (B1), (B2), and (B3)), we always assume that birth rate $G_{i}\left(A_{i}\right):=B_{i}\left(A_{i}\right) A_{i}$ satisfies $G_{i} \in C^{1}([0, \infty), R)$ for each $i$. Clearly, $G_{i}\left(A_{i}\right) \geq 0$ for all $A_{i} \geq 0$. Define $G(A):=\left(G_{1}\left(A_{1}\right), \ldots, G_{n}\left(A_{n}\right)\right)$ for all $A=\left(A_{1}, \ldots, A_{n}\right) \in R_{+}^{n}$.

Note that $R(t)$ does not depend on the variables of juveniles. The $S_{i}$ and $I_{i}$ equations can be decoupled from the $J_{i}$ equations in (1.3) to obtain the following reduced model:

$$
\left\{\begin{array}{l}
\frac{d S_{i}}{d t}=R_{i}(t)-d_{i} S_{i}-\beta_{i} S_{i} I_{i}+\gamma_{i} I_{i}+\sum_{j=1}^{n} a_{i j} S_{j},  \tag{1.8}\\
\frac{d I_{i}}{d t}=\beta_{i} S_{i} I_{i}-\left(d_{i}+\gamma_{i}\right) I_{i}+\sum_{j=1}^{n} b_{i j} I_{j}, \\
\left(R_{1}(t), \ldots, R_{n}(t)\right)^{T}=\exp \left(C_{J} r\right) G(A(t-r)), \\
S(\theta)=\phi(\theta), I(\theta)=\psi(\theta), \forall \theta \in[-r, 0],(\phi, \psi) \in C_{+}^{2}, i=1, \ldots, n,
\end{array}\right.
$$

where $C_{+}:=C\left([-r, 0], R_{+}^{n}\right)$.
By [12, Theorem 5.2.1], it follows that for any $(\phi, \psi) \in C_{+}^{2}$ there is a unique solution $(S(t, \phi, \psi), I(t, \phi, \psi)$ ) of (1.8), and $S(t, \phi, \psi) \geq 0, I(t, \phi, \psi)) \geq 0$ for all $t \geq 0$ in its maximal interval of existence. The purpose of this paper is to study the longterm behavior of the model system (1.8) and the effects of population dispersal on the spread of the disease.

The remaining parts of this paper are organized as follows. Section 2 presents the discussion of the disease free equilibrium and reproduction number for model (1.8). In section 3, we establish sufficient conditions for the global extinction and persistence, respectively, of the disease. Section 4 contains the application of the general results to a special case of the model with two patches. A discussion section completes the paper.
2. Disease free equilibrium. In this section, we establish sufficient conditions for the existence and uniqueness of a disease free equilibrium so that we can define the reproduction number for the model (1.8). We start with the introduction of cooperative systems of delay differential equations.

For $x, y \in R^{n}$, we write $x \geq y$ if $x-y \in R_{+}^{n}, x>y$ if $x-y \in R_{+}^{n} \backslash\{0\}, x \gg y$ if $x-y \in \operatorname{int}\left(R_{+}^{n}\right)$. Let $r$ be a nonnegative real number and $x(t)$ be a continuous function from $[-r, \sigma)$ to $R^{n}(\sigma>0)$. For each $t \in[0, \sigma)$, we define $x_{t} \in C\left([-r, 0], R^{n}\right)$ by $x_{t}(\theta)=x(t+\theta)$ for all $\theta \in[-r, 0]$. Consider an autonomous delay system

$$
\begin{equation*}
\frac{d x(t)}{d t}=f\left(x_{t}\right), \tag{2.1}
\end{equation*}
$$

where $f: D \rightarrow R^{n}$ is Lipschitz continuous and $D$ is an open subset of $C\left([-r, 0], R^{n}\right)$. For any $\phi \in D$, let $x(t, \phi)$ be the unique solution of (2.1) satisfying $x(\theta, \phi)=\phi(\theta)$
for all $\theta \in[-r, 0]$. For $\phi, \psi \in C\left([-r, 0], R^{n}\right)$ we write $\phi \leq \psi$ if $\phi(\theta) \leq \psi(\theta)$ for all $\theta \in[-r, 0]$. System (2.1) is said to be cooperative if the following quasi-monotone condition holds:
(Q) Whenever $\phi \leq \psi$ and $\phi_{i}(0)=\psi_{i}(0)$ holds for some $i$, then $f_{i}(\phi) \leq f_{i}(\psi)$.

In particular, (2.1) with $r=0$, an autonomous ordinary differential system, is cooperative if off-diagonal elements of the Jacobian matrix of $f$ at any point in the domain are nonnegative. It is well known that the comparison principle holds for cooperative systems. For the basic theory of cooperative systems, we refer to [12].

Recall that the stability modulus of an $n \times n$ matrix $M$, denoted by $s(M)$, is defined by

$$
s(M):=\max \{\operatorname{Re} \lambda: \lambda \text { is an eigenvalue of } M\}
$$

If $M$ has nonnegative off-diagonal elements and is irreducible, then $s(M)$ is a simple eigenvalue of $M$ with a (componentwise) positive eigenvector (see, e.g., [14, Theorem A.5]).

Let $\left(S_{1}^{*}, \ldots, S_{n}^{*}, 0, \ldots, 0\right)$ be a disease free equilibrium of (1.8). Then it is easy to see that $\left(S_{1}^{*}, \ldots, S_{n}^{*}\right)$ is an equilibrium of the following ordinary differential system:

$$
\begin{equation*}
\frac{d S_{i}}{d t}=\bar{R}_{i}(S)-d_{i} S_{i}+\sum_{j=1}^{n} a_{i j} S_{j}, \quad i=1, \ldots, n \tag{2.2}
\end{equation*}
$$

where $S=\left(S_{1}, \ldots, S_{n}\right) \in R_{+}^{n},\left(\bar{R}_{1}(S), \ldots, \bar{R}_{n}(S)\right)^{T}:=\exp \left(C_{J} r\right) G(S)$. Set $\exp \left(C_{J} r\right)=$ $\left(p_{i j}\right)$. Since (1.6) is cooperative, it follows that $p_{i j} \geq 0$ for all $1 \leq i, j \leq n$. Further, we have

$$
\begin{equation*}
\bar{R}_{i}(S)=\sum_{j=1}^{n} p_{i j} G_{j}\left(S_{j}\right) \tag{2.3}
\end{equation*}
$$

Define $H=\left(H_{1}, \ldots, H_{n}\right): R_{+}^{n} \rightarrow R^{n}$ by

$$
H_{i}(S)=\bar{R}_{i}(S)-d_{i} S_{i}+\sum_{j=1}^{n} a_{i j} S_{j}, \quad \forall S \in R_{+}^{n}, 1 \leq i \leq n
$$

Clearly, $H(0) \geq 0$. If $G_{i}^{\prime}\left(A_{i}\right) \geq 0$ for all $A_{i} \geq 0,1 \leq i \leq n$, then $\frac{\partial H_{i}(S)}{\partial S_{j}}>0$ for all $S \in R_{+}^{n}, 1 \leq i \neq j \leq n$.

For any $\alpha \in(0,1)$ and $S \gg 0$, by (2.3) and (A4), we have

$$
\bar{R}_{i}(\alpha S)-d_{i} \alpha S_{i}+\sum_{j=1}^{n} a_{i j} \alpha S_{j}>\alpha\left[\bar{R}_{i}(S)-d_{i} S_{i}+\sum_{j=1}^{n} a_{i j} S_{j}\right]
$$

for each $i=1,2, \ldots, n$, and hence $H(\alpha S) \gg \alpha H(S)$, which means that $H$ is strongly sublinear on $R_{+}^{n}$ (see, e.g., [21]).

For $S \gg 0$, let $M(S)$ denote the following matrix:

$$
\left[\begin{array}{cccc}
p_{11} B_{1}\left(S_{1}\right)-d_{1}+a_{11} & a_{12}+p_{12} B_{2}\left(S_{2}\right) & \cdots & a_{1 n}+p_{1 n} B_{n}\left(S_{n}\right) \\
p_{21} B_{1}\left(S_{1}\right)+a_{21} & p_{22} B_{2}\left(S_{2}\right)-d_{2}+a_{22} & \cdots & p_{2 n} B_{n}\left(S_{n}\right)+a_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
p_{n 1} B_{1}\left(S_{1}\right)+a_{n 1} & p_{n 2} B_{2}\left(S_{2}\right)+a_{n 2} & \cdots & p_{n n} B_{n}\left(S_{n}\right)-d_{n}+a_{n n}
\end{array}\right]
$$

In what follows we use notation $K=(k, \ldots, k) \in R^{n}$ for each $k \in R$, and let $H^{\prime}(S)$ be the Jacobian matrix of $H$ at $S \in R_{+}^{n}$. Assume that the following hold:
(A5) $\frac{d G_{i}\left(A_{i}\right)}{d A_{i}} \geq 0$ for all $A_{i} \in(0, \infty), i=1, \ldots, n$;
(A6) $s(M(\infty))<0$;
(A7) $s\left(H^{\prime}(0)\right)>0$ if $H(0)=0$.
Biologically, (A5) means that the birth rate of juveniles in each patch increases as the number of adult individuals in the same patch increases. Roughly speaking, $M(\infty)$ is the per capita reproduction matrix for susceptible hosts in all patches when their numbers are sufficiently large in every patch. (A6) implies that the sizes of susceptible host populations decrease as long as they are large enough, which prevents unbounded susceptible populations. Similarly, (A7) implies that the sizes of susceptible host populations increase as long as they are small, which prevents the extinction of susceptible hosts. These can be seen from the proof of the following theorem.

THEOREM 2.1. Let (A1)-(A7) hold. Then (1.8) has a unique disease free equilibrium $E_{0}=\left(S_{1}^{*}, S_{2}^{*}, \ldots, S_{n}^{*}, 0, \ldots, 0\right)$.

Proof. By (A6), we have $s(M(K))<0$ if $k$ is large enough. Let $\bar{v}=\left(\bar{v}_{1}, \ldots, \bar{v}_{n}\right)$ be a positive eigenvector associated with $s(M(K))$. Choose $l>0$ large enough such that $l \bar{v}_{i}>k, i=1,2, \ldots, n$. If we rewrite (2.2) as $\frac{d S}{d t}=H(S)$, by (A4) we have

$$
\begin{equation*}
0>s(M(K)) l \bar{v}=M(K) l \bar{v}>H(l \bar{v}), \quad \forall t \geq 0 \tag{2.4}
\end{equation*}
$$

Let $S(t, l \bar{v})$ be the solution of (2.2) satisfying $S(0, l \bar{v})=l \bar{v}$. Since (2.2) is cooperative, it follows from (2.4) that $S(t, l \bar{v})$ is nonincreasing in $t \geq 0$ and converges to an equilibrium as $t$ approaches infinity (see, e.g., [12, Corollary 5.2.2]). It follows that every solution $S(t, x)$ of (2.2) in $R_{+}^{n}$ exists globally on $[0, \infty)$. Let $\Phi_{0}(t)$ be the solution semiflow of (2.2) on $R_{+}^{n}$, that is, $\Phi_{0}(t) x=S(t, x)$ for all $t \geq 0, x \in R_{+}^{n}$. Then $\Phi_{0}(t)$ is strongly monotone on $R_{+}^{n}$ in the sense that $x>y$ implies $\Phi_{0}(t) x \gg \Phi_{0}(t) y$ for all $t>0$. Note that $H$ is strongly sublinear on $R_{+}^{n}$. By [21, Proposition 2.2] as applied to $\Phi_{0}(t)(t>0)$, system (2.2) has at most one positive (componentwise) equilibrium. In the case where $H(0)>0, S(t, 0)$ is nondecreasing in $t \geq 0$ and converges to an equilibrium $\bar{x}>0$ as $t$ approaches infinity, and hence $\bar{x}=\Phi_{0}(t) \bar{x} \gg$ $\Phi_{0}(t) 0=S(t, 0) \geq 0$ for any $t>0$. Thus, the standard comparison method implies that the positive equilibrium $\bar{x}$ is globally attractive, and hence asymptotically stable, for (2.2) in $R_{+}^{n}$. In the case where $H(0)=0$, [21, Corollary 3.2] implies that (2.2) has a positive equilibrium $S^{*}=\left(S_{1}^{*}, S_{2}^{*}, \ldots, S_{n}^{*}\right)$, which is globally asymptotically stable for $S \in R_{+}^{n} \backslash\{0\}$. Consequently, (1.8) has a unique disease free equilibrium.

Now we are ready to consider a basic reproduction number for the system (1.8). The basic reproduction number, denoted by $\mathcal{R}_{0}$, is "the expected number of secondary cases produced, in a completely susceptible population, by a typical infective individual" (see [7]). For the case of a single infected compartment, $\mathcal{R}_{0}$ is simply the product of the infection rate and the mean duration of the infection. For the model (1.8) with several infected compartments, the basic reproduction number can be defined as the number of new infections produced by a typical infective individual in the population at the disease free equilibrium (see [18]). Following [18], we let $x_{i}=I_{i}$ for $i=1, \ldots, n$ and $x_{n+i}=S_{i}$ for $i=1, \ldots, n$. Then model (1.8) can be rewritten as

$$
\frac{d x_{i}}{d t}=f_{i}(x)=\mathcal{F}_{i}(x)-\mathcal{V}_{i}(x), \quad i=1, \ldots, 2 n
$$

where

$$
\mathcal{F}_{i}(x)=\beta_{i} x_{i} x_{n+i}, \quad \mathcal{V}_{i}(x)=\left(d_{i}+\gamma_{i}\right) x_{i}-\sum_{j=1}^{n} b_{i j} x_{j} \quad \text { for } \quad i=1, \ldots, n
$$

Here we do not write the expressions for $\mathcal{F}_{i}(x), \mathcal{V}_{i}(x)$ for $i=n+1, \ldots, 2 n$, since they are not important at this moment. Furthermore, the disease free equilibrium $E_{0}$ now becomes $\left(0, \ldots, 0, S_{1}^{*}, S_{2}^{*}, \ldots, S_{n}^{*}\right)$.

For $i=1, \ldots, n, \mathcal{F}_{i}(x)$ is the rate of appearance of new infections in compartment $i$, and $\mathcal{V}_{i}(x)$ is the net decreasing rate of infectives in compartment $i$ due to infective flows inside the system of infected compartments.

If $\mathcal{F}=\left(\mathcal{F}_{1}, \ldots, \mathcal{F}_{2 n}\right)$ and $\mathcal{V}=\left(\mathcal{V}_{1}, \ldots, \mathcal{V}_{2 n}\right)$, let us partition the derivatives $D \mathcal{F}\left(E_{0}\right)$ and $D \mathcal{V}\left(E_{0}\right)$ as

$$
D \mathcal{F}\left(E_{0}\right)=\left[\begin{array}{cc}
F & 0 \\
0 & 0
\end{array}\right], \quad D \mathcal{V}\left(E_{0}\right)=\left[\begin{array}{cc}
V & 0 \\
J_{3} & J_{4}
\end{array}\right]
$$

where

$$
F=\left[\frac{\partial \mathcal{F}_{i}}{\partial x_{j}}\left(E_{0}\right)\right]_{n \times n}, \quad V=\left[\frac{\partial \mathcal{V}_{i}}{\partial x_{j}}\left(E_{0}\right)\right]_{n \times n}
$$

Then it is easy to obtain

$$
F=\left[\begin{array}{cccc}
\beta_{1} S_{1}^{*} & 0 & \cdots & 0 \\
0 & \beta_{2} S_{2}^{*} & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & \beta_{n} S_{n}^{*}
\end{array}\right]
$$

and

$$
V=\left[\begin{array}{cccc}
d_{1}+\gamma_{1}-b_{11} & -b_{12} & \cdots & -b_{1 n} \\
-b_{21} & d_{2}+\gamma_{2}-b_{22} & \cdots & -b_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
-b_{n 1} & -b_{n 2} & \cdots & d_{n}+\gamma_{n}-b_{n n}
\end{array}\right]
$$

According to $[7,18]$, the matrix $F V^{-1}$ is called the next generation matrix, and its spectral radius is defined as the reproduction number for (1.8), that is,

$$
\mathcal{R}_{0}:=\rho\left(F V^{-1}\right)
$$

Let $M_{1}$ denote the matrix

$$
\left[\begin{array}{cclc}
\beta_{1} S_{1}^{*}-d_{1}-\gamma_{1}+b_{11} & b_{12} & \cdots & b_{1 n} \\
b_{21} & \beta_{2} S_{2}^{*}-d_{2}-\gamma_{2}+b_{22} & \cdots & b_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
b_{n 1} & b_{n 2} & \cdots & \beta_{n} S_{n}^{*}-d_{n}-\gamma_{n}+b_{n n}
\end{array}\right]
$$

Clearly, $M_{1}$ is irreducible and has nonnegative off-diagonal elements. Then $s\left(M_{1}\right)$ is a simple eigenvalue of $M_{1}$ with a positive eigenvector. Furthermore, $M_{1}=F-V$. Thus, the following observation is implied by the proof of [18, Theorem 2] with $J_{1}=M_{1}$.

Lemma 2.1. There hold two equivalences:

$$
\begin{equation*}
\mathcal{R}_{0}>1 \Leftrightarrow s\left(M_{1}\right)>0, \quad \mathcal{R}_{0}<1 \Leftrightarrow s\left(M_{1}\right)<0 . \tag{2.5}
\end{equation*}
$$

By Lemma 2.1 and the proof of Theorem 2.1, it easily follows that $\mathcal{R}_{0}<1$ implies that $E_{0}$ is asymptotically stable, and that $\mathcal{R}_{0}>1$ implies that $E_{0}$ is unstable.
3. Global dynamics. The purpose of this section is to discuss the global extinction and persistence of the disease described by model (1.8).

Define $e_{i j}:=\max \left\{a_{i j}, b_{i j}\right\}, i \neq j$, and $e_{i i}:=\min \left\{a_{i i}, b_{i i}\right\}$. Let $\bar{M}(S)$ denote the matrix function

$$
\left[\begin{array}{cccc}
p_{11} B_{1}\left(S_{1}\right)-d_{1}+e_{11} & e_{12}+p_{12} B_{2}\left(S_{2}\right) & \cdots & e_{1 n}+p_{1 n} B_{n}\left(S_{n}\right) \\
p_{21} B_{1}\left(S_{1}\right)+e_{21} & p_{22} B_{2}\left(S_{2}\right)-d_{2}+e_{22} & \cdots & p_{2 n} B_{n}\left(S_{n}\right)+e_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
p_{n 1} B_{1}\left(S_{1}\right)+e_{n 1} & p_{n 2} B_{2}\left(S_{2}\right)+e_{n 2} & \cdots & p_{n n} B_{n}\left(S_{n}\right)-d_{n}+e_{n n}
\end{array}\right]
$$

Consider a time-delayed cooperative system

$$
\begin{equation*}
\frac{d A_{i}}{d t}=\bar{R}_{i}(A(t-r))-d_{i} A_{i}+\sum_{j=1}^{n} e_{i j} A_{j}, \quad i=1, \ldots, n \tag{3.1}
\end{equation*}
$$

Assume that (A1)-(A5) and (A7) hold and that $s(\bar{M}(\infty))<0$. By [21, Theorem 3.2] and an argument similar to the proof of Theorem 2.1, it easily follows that system (3.1) admits a unique positive equilibrium $\bar{A}=\left(\bar{A}_{1}, \ldots, \bar{A}_{n}\right)$, and $\bar{A}$ is globally stable in $C_{+} \backslash\{0\}$. Let $\bar{M}_{1}$ denote the matrix

$$
\left[\begin{array}{cclc}
\beta_{1} \bar{A}_{1}-d_{1}-\gamma_{1}+b_{11} & b_{12} & \cdots & b_{1 n} \\
b_{21} & \beta_{2} \bar{A}_{2}-d_{2}-\gamma_{2}+b_{22} & \cdots & b_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
b_{n 1} & b_{n 2} & \cdots & \beta_{n} \bar{A}_{n}-d_{n}-\gamma_{n}+b_{n n}
\end{array}\right]
$$

We then have the following result.
THEOREM 3.1. Let (A1)-(A5) and (A7) hold. Assume that $s(\bar{M}(\infty))<0$. If $s\left(\bar{M}_{1}\right)<0$, then $E_{0}$ is globally attractive for (1.8) in $\left(C_{+} \backslash\{0\}\right) \times C_{+}$.

Proof. Note that $A_{i}=S_{i}+I_{i}$ for all $1 \leq i \leq n$. By (1.8), we have

$$
\begin{equation*}
\frac{d A_{i}}{d t}=\bar{R}_{i}(A(t-r))-d_{i} A_{i}+\sum_{j=1}^{n} a_{i j} S_{j}+\sum_{j=1}^{n} b_{i j} I_{j}, \quad i=1, \ldots, n \tag{3.2}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\frac{d A_{i}}{d t} \leq \bar{R}_{i}(A(t-r))-d_{i} A_{i}+\sum_{j=1}^{n} e_{i j} A_{j}, \quad i=1, \ldots, n \tag{3.3}
\end{equation*}
$$

Given $(\phi, \psi) \in\left(C_{+} \backslash\{0\}\right) \times C_{+}$, let $(S(t), I(t))$ be the solution of (1.8). It then follows from the comparison principle that

$$
\limsup _{t \rightarrow \infty} A_{i}(t) \leq \bar{A}_{i}, \quad i=1, \ldots, n
$$

As a consequence, each positive solution of (1.8) satisfies

$$
\limsup _{t \rightarrow \infty} S_{i}(t) \leq \bar{A}_{i}, \quad i=1, \ldots, n
$$

Choose a sufficiently small positive number $\epsilon$ such that $s\left(\bar{M}_{1}+\epsilon \beta\right)<0$, where $\beta=$ $\operatorname{diag}\left(\beta_{1}, \ldots, \beta_{n}\right)$. Then there exists a $t_{0}>0$ such that $S_{i}(t) \leq \bar{A}_{i}+\epsilon$ for all $t \geq t_{0}, i=$ $1, \ldots, n$. It follows that

$$
\begin{equation*}
\frac{d I_{i}}{d t} \leq\left(\beta_{i}\left(\bar{A}_{i}+\epsilon\right)-d_{i}-\gamma_{i}\right) I_{i}+\sum_{j=1}^{n} b_{i j} I_{j}, \quad \forall t \geq t_{0}, i=1, \ldots, n \tag{3.4}
\end{equation*}
$$

Let us consider an auxiliary system

$$
\begin{equation*}
\frac{d I_{i}}{d t}=\left(\beta_{i}\left(\bar{A}_{i}+\epsilon\right)-d_{i}-\gamma_{i}\right) I_{i}+\sum_{j=1}^{n} b_{i j} I_{j}, \quad i=1, \ldots, n \tag{3.5}
\end{equation*}
$$

Since $s\left(\bar{M}_{1}+\epsilon \beta\right)<0$, it is easy to see that all the solutions of (3.5) tend to the origin as $t$ tends to infinity. Since (3.5) is cooperative, it follows from the comparison principle that $I_{i}(t) \rightarrow 0$ as $t \rightarrow \infty, i=1, \ldots, n$.

Let $\Phi(t): C_{+}^{2} \rightarrow C_{+}^{2}$ be the solution semiflow of (1.8), that is,

$$
\Phi(t)(\phi, \psi)=\left(S_{t}(\phi, \psi), I_{t}(\phi, \psi)\right)
$$

where $S_{t}(\phi, \psi)(\theta)=S(t+\theta, \phi, \psi), I_{t}(\phi, \psi)(\theta)=I(t+\theta, \phi, \psi)$ for all $\theta \in[-r, 0]$, and $(S(t, \phi, \psi), I(t, \phi, \psi))$ is the solution of (1.8) through $(\phi, \psi)$. For any $(\phi, \psi) \in$ $\left(C_{+} \backslash\{0\}\right) \times C_{+}$, it is easy to see that $S(t, \phi, \psi)>0$ for $t>r$. Let $\omega=\omega(\phi, \psi)$ be the omega limit set of $\Phi(t)(\phi, \psi)$. Since $I(t, \phi, \psi) \rightarrow 0$ as $t \rightarrow \infty$, there holds $\omega=\bar{\omega} \times\{0\}$. We claim that $\bar{\omega} \neq\{0\}$. Assume that, by contradiction, $\bar{\omega}=\{0\}$. Then $\lim _{t \rightarrow \infty}(S(t, \phi, \psi), I(t, \phi, \psi))=(0,0)$. Consequently, for any sufficiently small $\xi>0$ there is a $T^{*}>0$ such that

$$
\begin{equation*}
S_{i}(t)<\xi, \quad I_{i}(t)<\xi, \quad \forall i=1, \ldots, n, \quad t \geq T^{*} \tag{3.6}
\end{equation*}
$$

where the dependence of $S_{i}$ and $I_{i}$ on $(\phi, \psi)$ is suppressed. It follows from (1.8) that

$$
\begin{equation*}
\frac{d S_{i}}{d t} \geq \sum_{j=1}^{n} p_{i j} G_{j}\left(S_{j}(t-r)\right)-\left(d_{i}+\beta_{i} \xi\right) S_{i}+\sum_{j=1}^{n} a_{i j} S_{j}, \quad i=1, \ldots, n \tag{3.7}
\end{equation*}
$$

for $t \geq T^{*}$. Consider the cooperative system of delay differential equations

$$
\begin{equation*}
\frac{d S_{i}}{d t}=\sum_{j=1}^{n} p_{i j} G_{j}\left(S_{j}(t-r)\right)-\left(d_{i}+\beta_{i} \xi\right) S_{i}+\sum_{j=1}^{n} a_{i j} S_{j}, \quad i=1, \ldots, n \tag{3.8}
\end{equation*}
$$

In the case where $H(0)=0$, since $s\left(H^{\prime}(0)\right)>0$, we can further restrict $\xi>0$ such that $s\left(H^{\prime}(0)-\xi \beta\right)>0$, where $\beta=\operatorname{diag}\left(\beta_{1}, \ldots, \beta_{n}\right)$. Let $x(t, \phi)$ be the solution of (3.8) satisfying $x_{0}(\phi)=\phi \in C_{+}$. By [21, Theorem 3.1], it follows that either $x(t, \phi)$ is unbounded for every $\phi \in C_{+} \backslash\{0\}$ or there exists an equilibrium $x^{*} \gg 0$ of (3.8) such that $\liminf _{t \rightarrow \infty} x(t, \phi) \geq x^{*}$ for every $\phi \in C_{+} \backslash\{0\}$. In the case where $H(0)>0$, [12, Corollary 5.2.2]) implies that $x(t, 0)$ is nondecreasing in $t$. Moreover, if $x(t, 0)$ is bounded, then $x(t, 0)$ converges to an equilibrium $x^{*}>0$. Since the ordinary differential system (3.8) with $r=0$ is cooperative and irreducible, it follows that $x^{*} \gg 0$. Consequently, the comparison principle (see [12, Theorem 5.1.1]) implies that either $S(t)$ is unbounded or $\lim \inf _{t \rightarrow \infty} S(t) \geq x^{*}$, which contradicts $\lim _{t \rightarrow \infty} S_{i}(t)=0$ for all $i=1, \ldots, n$.

It is easy to see that

$$
\left.\Phi(t)\right|_{\omega}(\phi, 0)=\left(\Phi_{1}(t) \phi, 0\right)
$$

where $\Phi_{1}(t)$ is the solution semiflow of the following system:

$$
\begin{equation*}
\frac{d S_{i}}{d t}=\bar{R}_{i}(S(t-r))-d_{i} S_{i}+\sum_{j=1}^{n} a_{i j} S_{j}, \quad i=1, \ldots, n \tag{3.9}
\end{equation*}
$$

By [9, Lemma 2.1'], $\omega$ is an internal chain transitive set for $\Phi(t)$, and hence $\bar{\omega}$ is an internal chain transitive set for $\Phi_{1}(t)$. By the proof of Theorem 2.1 and [21, Theorem 3.2], it follows that $S^{*}$ is globally asymptotically stable for (3.9) in $C_{+} \backslash\{0\}$. Since $\bar{\omega} \neq\{0\}$, we have $\bar{\omega} \cap W^{s}\left(S^{*}\right) \neq \emptyset$. By [9, Theorem 3.1 and Remark 4.6], we then get $\bar{\omega}=S^{*}$. This proves $\omega=\left\{\left(S^{*}, 0\right)\right\}$. Consequently, $(S(t, \phi, \psi), I(t, \phi, \psi)) \rightarrow\left(S^{*}, 0\right)$ as $t \rightarrow \infty$.

Remark 3.1. Let (A1)-(A5) and (A7) hold. Assume that $s(\bar{M}(\infty))<0$. Note that $\bar{A}_{i}$ is near to $S_{i}^{*}$ for $i=1, \ldots, n$, provided that the dispersal coefficients $a_{i j}$ and $b_{i j}$ are small for $i, j=1, \ldots, n$. Hence, it is one implication of Theorem 3.1 that the disease, which dies out in the absence of population dispersal, still dies out when population dispersal is weak.

Corollary 3.1. Let (A1)-(A5) and (A7) hold. Assume that $s(\bar{M}(\infty))<0$. If $a_{i j}=b_{i j}$ for $i=1, \ldots, n, j=1, \ldots, n$, and $\mathcal{R}_{0}<1$, then $E_{0}$ is globally attractive for (1.8) in $\left(C_{+} \backslash\{0\}\right) \times C_{+}$.

Proof. In this special case, $e_{i j}=a_{i j}=b_{i j}$ for all $1 \leq i, j \leq n$, and hence $\bar{A}=S^{*}, \bar{M}=M$, and $\bar{M}_{1}=M_{1}$. By Lemma 2.1, $s\left(M_{1}\right)<0$. Thus, the conclusion follows from Theorem 3.1.

The subsequent result shows that the disease is uniformly persistent in the case where $\mathcal{R}_{0}>1$.

THEOREM 3.2. Let (A1)-(A7) hold and $\mathcal{R}_{0}>1$. If $s(\bar{M}(\infty))<0$, then there is a positive constant $\epsilon$ such that every solution $(S(t, \phi, \psi), I(t, \phi, \psi))$ of (1.8) with $(\phi, \psi) \in C_{+}^{2}$ and $\psi(0)>0$ satisfies

$$
\liminf _{t \rightarrow \infty} I_{i}(t, \phi, \psi) \geq \epsilon \quad \forall 1 \leq i \leq n
$$

Furthermore, (1.8) admits at least one (componentwise) positive equilibrium.
Proof. Define

$$
\begin{aligned}
& X:=\left\{(\phi, \psi) \in C_{+} \times C_{+}\right\} \\
& X_{0}:=\{(\phi, \psi) \in X: \psi(0)>0\} \\
& \partial X_{0}:=X \backslash X_{0}
\end{aligned}
$$

By the form of (1.8), it is easy to see that both $X$ and $X_{0}$ are positively invariant. Clearly, $\partial X_{0}$ is relatively closed in $X$, and $\partial X_{0}=\{(\phi, \psi) \in X: \psi(0)=0\}$. Furthermore, system (1.8) is point dissipative in $R_{+}^{n}$ since nonnegative solutions of (1.8) are ultimately bounded (see the proof of Theorem 3.1).

Let $(S(t, \phi, \psi), I(t, \phi, \psi))$ be the solution of (1.8) through $(\phi, \psi)$, and define

$$
M_{\partial}:=\left\{(\phi, \psi) \in X:\left(S_{t}(\phi, \psi), I_{t}(\phi, \psi)\right) \in \partial X_{0} \forall t \geq 0\right\}
$$

Then we have the following claim.
CLAIM 1. $M_{\partial}=\left\{(\phi, \psi) \in \partial X_{0}: I(t, \phi, \psi)=0 \forall t \geq 0\right\}$.
Indeed, it suffices to prove that for each $(\phi, \psi) \in M_{\partial}, I(t, \phi, \psi)=0$ for all $t \geq 0$. Suppose that this does not hold. Then there exist some $i_{0}, 1 \leq i_{0} \leq n$, and $t_{0} \geq 0$ such that $I_{i_{0}}\left(t_{0}, \phi, \psi\right)>0$. We partition $\{1,2, \ldots, n\}$ into two sets $Q_{1}$ and $Q_{2}$ such that

$$
\begin{array}{ll}
I_{i}\left(t_{0}, \phi, \psi\right)=0 & \forall i \in Q_{1} \\
I_{i}\left(t_{0}, \phi, \psi\right)>0 & \forall i \in Q_{2}
\end{array}
$$

By the definition of $M_{\partial}$ we see that $Q_{1}$ is nonempty. $Q_{2}$ is also nonempty since $I_{i_{0}}\left(t_{0}, \phi, \psi\right)>0$. For any $j \in Q_{1}$, we have

$$
\left.\frac{d I_{j}(t, \phi, \psi)}{d t}\right|_{t=t_{0}} \geq b_{j i_{0}} I_{i_{0}}\left(t_{0}, \phi, \psi\right)>0
$$

It follows that there is an $\epsilon_{0}>0$ such that $I_{j}(t, \phi, \psi)>0, j \in Q_{1}$, for $t_{0}<t<t_{0}+\epsilon_{0}$. Clearly, we can restrict $\epsilon_{0}>0$ to be small enough such that $I_{i}(t, \phi, \psi)>0, i \in Q_{2}$, for $t_{0}<t<t_{0}+\epsilon_{0}$. This means that $\left(S_{t}(\phi, \psi), I_{t}(\phi, \psi)\right) \notin \partial X_{0}$ for $t_{0}<t<t_{0}+\epsilon_{0}$, which contradicts the assumption that $(\phi, \psi) \in M_{\partial}$.

Define $M_{3}:=\operatorname{diag}\left(\beta_{1}, \ldots, \beta_{n}\right)$. Then we can choose $\eta>0$ small enough such that $s\left(M_{1}-\eta M_{3}\right)>0$. Consider the following system:

$$
\begin{equation*}
\frac{d S_{i}}{d t}=\bar{R}_{i}(S(t-r))-\left(d_{i}+\beta_{i} \epsilon_{1}\right) S_{i}+\sum_{j=1}^{n} a_{i j} S_{j}, \quad i=1, \ldots, n \tag{3.10}
\end{equation*}
$$

First, as in our previous analysis of system (2.2), we can restrict $\epsilon_{1}>0$ to be small enough such that (3.10) admits a unique positive equilibrium $S^{*}\left(\epsilon_{1}\right)$, which is globally asymptotically stable for (3.10) (see the proof of Theorem 2.1 and [21, Theorem 3.2]). By the implicit function theorem, it follows that $S^{*}\left(\epsilon_{1}\right)$ is continuous in $\epsilon_{1}$. Thus, we can restrict $\epsilon_{1}$ to be small enough such that $S^{*}\left(\epsilon_{1}\right)>S^{*}-\eta$. Let $S(t, \phi, \psi)=\left(S_{1}(t, \phi, \psi), \ldots, S_{n}(t, \phi, \psi)\right)$ and $I(t, \phi, \psi)=\left(I_{1}(t, \phi, \psi), \ldots, I_{n}(t, \phi, \psi)\right)$. Then we further have the following claim.

Claim 2. $\lim \sup _{t \rightarrow \infty} \max _{i}\left\{I_{i}(t, \phi, \psi)\right\}>\epsilon_{1}$ for all $(\phi, \psi) \in X_{0}$.
Suppose, for the sake of contradiction, that there is a $T>0$ such that $0<I_{i}(t) \leq$ $\epsilon_{1}, \quad i=1,2, \ldots, n$, for all $t \geq T$. Then for $t \geq T$ we have

$$
\begin{equation*}
\frac{d S_{i}}{d t} \geq \bar{R}_{i}(S(t-r))-\left(d_{i}+\beta_{i} \epsilon_{1}\right) S_{i}+\sum_{j=1}^{n} a_{i j} S_{j}, \quad i=1, \ldots, n \tag{3.11}
\end{equation*}
$$

Since the equilibrium $S^{*}\left(\epsilon_{1}\right)$ of (3.10) is globally asymptotically stable and $S^{*}\left(\epsilon_{1}\right)>$ $S^{*}-\eta$, there is a $T_{1}>0$ such that $S(t) \geq S^{*}-\eta$ for $t \geq T+T_{1}$. As a consequence, for $t>T+T_{1}$, we have

$$
\begin{equation*}
\frac{d I_{i}}{d t} \geq \beta_{i}\left(S_{i}^{*}-\eta\right) I_{i}-\left(d_{i}+\gamma_{i}\right) I_{i}+\sum_{j=1}^{n} b_{i j} I_{j}, \quad i=1, \ldots, n \tag{3.12}
\end{equation*}
$$

Since the matrix $M_{1}-\eta M_{3}$ has a positive eigenvalue $s\left(M_{1}-\eta M_{2}\right)$ with a positive eigenvector, it is easy to see that $I_{i}(t) \rightarrow \infty$ as $t \rightarrow \infty, i=1,2, \ldots, n$, which leads to a contradiction.

Note that the delay differential system

$$
\begin{equation*}
\frac{d S_{i}}{d t}=\bar{R}_{i}(S(t-r))-d_{i} S_{i}+\sum_{j=1}^{n} a_{i j} S_{j}, \quad i=1, \ldots, n \tag{3.13}
\end{equation*}
$$

admits a global asymptotic stable equilibrium $S^{*}$ in $C\left([-r, 0], R_{+}^{n}\right) \backslash\{0\}$. In the case where $H(0)=0$, there are exactly two equilibria $(0,0)$ and $E_{0}=\left(S^{*}, 0\right)$ in $M_{\partial}$. By Claim 2, we see that $(0,0)$ and $E_{0}$ are isolated invariant sets in $X, W^{s}((0,0)) \cap X_{0}=\emptyset$, and $W^{s}\left(E_{0}\right) \cap X_{0}=\emptyset$. Clearly, every forward orbit in $M_{\partial}$ converges to either $(0,0)$ or $E_{0}$, and $(0,0)$ and $E_{0}$ are acyclic in $M_{\partial}$. By [17, Theorem 4.6], it follows that
the solution semiflow associated with (1.8) is uniformly persistent with respect to $\left(X_{0}, \partial X_{0}\right)$. In the case where $H(0)>0$, there is only one equilibrium $E_{0}=\left(S^{*}, 0\right)$ in $M_{\partial}$, and every forward orbit in $M_{\partial}$ converges to $E_{0}$. By a similar argument, we see that the solution semiflow is uniformly persistent with respect to $\left(X_{0}, \partial X_{0}\right)$. Consequently, [15, Theorem A.2] with $Z=C\left([-r, 0], R_{+}^{2 n}\right)$ and $e=(1, \ldots, 1) \in R^{2 n}$ implies the required uniform persistence of solutions of (1.8).

By applying [20, Theorem 2.4] to the autonomous semiflow generated by the ordinary differential system (1.8) with $A(t-r)$ replaced by $A(t)$, we conclude that $\operatorname{system}(1.8)$ has an equilibrium $(\bar{S}, \bar{I}) \in X_{0}$. Then $\bar{S} \in R_{+}^{n}$ and $\bar{I} \in \operatorname{int}\left(R_{+}^{n}\right)$. We further claim that $\bar{S} \in R_{+}^{n} \backslash\{0\}$. Suppose that $\bar{S}=0$. By the second equation in (1.4), we then get $0=-\sum_{i=1}^{n}\left(\mu_{i}+\gamma_{i}\right) \bar{I}_{i}$, and hence $\bar{I}_{i}=0, i=1,2, \ldots, n$, a contradiction. By the first equation in (1.8) and the irreducibility of the cooperative matrix $\left(a_{i j}\right)$, it follows that $\bar{S}=S(t, \bar{S}, \bar{I}) \in \operatorname{int}\left(R_{+}^{n}\right)$ for all $t>0$. Then $(\bar{S}, \bar{I})$ is a componentwise positive equilibrium of (1.8).
4. A case study. In order to illustrate the results of the last section, we suppose that the birth rates are in the form of (B3) and that there are only two patches. Then model (1.8) becomes

$$
\left\{\begin{array}{l}
\frac{d S_{i}}{d t}=R_{i}(t)-\left(d_{i}+a_{i}\right) S_{i}-\beta_{i} S_{i} I_{i}+\gamma_{i} I_{i}+a_{j} S_{j}, \quad i, j=1,2, i \neq j,  \tag{4.1}\\
\frac{d I_{i}}{d t}=\beta_{i} S_{i} I_{i}-\left(d_{i}+\gamma_{i}+b_{i}\right) I_{i}+b_{j} I_{j}, \quad i, j=1,2, i \neq j, \\
\left(R_{1}(t), R_{2}(t)\right)^{T}=\exp \left(C_{J} r\right)\left(k_{1}+l_{1} A_{1}(t-r), k_{2}+l_{2} A_{2}(t-r)\right)^{T},
\end{array}\right.
$$

where $a_{i}, b_{i}$, and $c_{i}$ are the migration rates of adult susceptibles, adult infectives, and juveniles, respectively, of patch $i$. Set $\exp \left(C_{J} r\right)=\left(p_{i j}\right)$. Then we have

$$
\begin{aligned}
& R_{1}(t)=p_{11}\left(k_{1}+l_{1} A_{1}(t-r)\right)+p_{12}\left(k_{2}+l_{2} A_{2}(t-r)\right) \\
& R_{2}(t)=p_{21}\left(k_{1}+l_{1} A_{1}(t-r)\right)+p_{22}\left(k_{2}+l_{2} A_{2}(t-r)\right) .
\end{aligned}
$$

Set

$$
M_{4}:=\left[\begin{array}{cc}
p_{11} l_{1}-a_{1}-d_{1} & p_{12} l_{2}+a_{2} \\
p_{21} l_{1}+a_{1} & p_{22} l_{2}-a_{2}-d_{2}
\end{array}\right]
$$

Then it is easy to see that (A1)-(A7) are satisfied if $s\left(M_{4}\right)<0$.
Let $E_{0}=\left(S_{1}^{*}, S_{2}^{*}, 0,0\right)$ be the disease free equilibrium of (4.1). Then $S_{1}^{*}$ and $S_{2}^{*}$ satisfy the following linear system:

$$
\begin{aligned}
& p_{11}\left(k_{1}+l_{1} S_{1}^{*}\right)+p_{12}\left(k_{2}+l_{2} S_{2}^{*}\right)-\left(d_{1}+a_{1}\right) S_{1}^{*}+a_{2} S_{2}^{*}=0 \\
& p_{21}\left(k_{1}+l_{1} S_{1}^{*}\right)+p_{22}\left(k_{2}+l_{2} S_{2}^{*}\right)-\left(d_{2}+a_{2}\right) S_{2}^{*}+a_{1} S_{1}^{*}=0
\end{aligned}
$$

Set

$$
\begin{align*}
h_{1}= & \beta_{1} S_{1}^{*}+\beta_{2} S_{2}^{*}-b_{1}-b_{2}-\gamma_{1}-\gamma_{2}-d_{1}-d_{2} \\
h_{2}= & \beta_{1} S_{1}^{*} \beta_{2} S_{2}^{*}-b_{1} b_{2}-\beta_{1} S_{1}^{*}\left(d_{2}+\gamma_{2}+b_{2}\right)  \tag{4.2}\\
& -\beta_{2} S_{2}^{*}\left(d_{1}+\gamma_{1}+b_{1}\right)+\left(d_{1}+\gamma_{1}+b_{1}\right)\left(d_{2}+\gamma_{2}+b_{2}\right) .
\end{align*}
$$

It is easy to see that

$$
\begin{equation*}
s\left(M_{1}\right)=\frac{h_{1}+\sqrt{h_{1}^{2}-4 h_{2}}}{2} \tag{4.3}
\end{equation*}
$$

Then $\mathcal{R}_{0}>1$ if and only if $h_{1} \geq 0$ or

$$
\left\{\begin{array}{l}
h_{1}<0  \tag{4.4}\\
1+\frac{\beta_{1} S_{1}^{*} \beta_{2} S_{2}^{*}-b_{1} b_{2}}{\left(d_{1}+\gamma_{1}+b_{1}\right)\left(d_{2}+\gamma_{2}+b_{2}\right)}<\frac{\beta_{1} S_{1}^{*}}{d_{1}+\gamma_{1}+b_{1}}+\frac{\beta_{2} S_{2}^{*}}{d_{2}+\gamma_{2}+b_{2}}
\end{array}\right.
$$

Now, we illustrate that the dispersal of juvenile individuals has a significant effect on the spread of the disease, although they are immune to the disease and cannot transmit the disease.

Example 4.1. We fix $k_{1}=k_{2}=k, l_{1}=l_{2}=l, d_{1}=d_{2}=d, \mu_{1}=\mu_{2}=\mu, a_{1}=$ $a_{2}=a, b_{1}=b_{2}=b, \gamma_{1}=\gamma_{2}=\gamma$. That is, we suppose that the population in the first patch has the same birth rate, death rate, dispersal rate for adults, and recovery rate as the population in the second patch. We let the contact rates $\beta_{i}$ and the dispersal rates for juveniles vary in two patches. Let the migration rate of juveniles from the first patch to the second be $c_{1}$ and the rate from the second to the first be $c_{2}$. Thus we have

$$
C_{J}=\left[\begin{array}{cc}
-\mu-c_{1} & c_{2} \\
c_{1} & -\mu-c_{2}
\end{array}\right]
$$

It is easy to obtain

$$
\exp \left(C_{J} r\right)=\left[\begin{array}{cc}
\frac{c_{2} p+c_{1} q}{c_{1}+c_{2}} & \frac{c_{2}(-q+p)}{c_{1}+c_{2}} \\
\frac{c_{1}(-q+p)}{c_{1}+c_{2}} & \frac{p c_{1}+c_{2} q}{c_{1}+c_{2}}
\end{array}\right]
$$

with $p=e^{-\mu r}$ and $q=\exp \left(-r\left(\mu+c_{1}+c_{2}\right)\right)$. Note that

$$
\begin{aligned}
& R_{1}(t)=\frac{k\left(c_{1} q+2 c_{2} p-c_{2} q\right)+l\left(c_{1} q+c_{2} p\right) A_{1}(t-r)+l\left(c_{2} p-c_{2} q\right) A_{2}(t-r)}{c_{1}+c_{2}} \\
& R_{2}(t)=\frac{k\left(2 c_{1} p-c_{1} q+c_{2} q\right)-l\left(c_{1} q-c_{1} p\right) A_{1}(t-r)+l\left(c_{2} q+c_{1} p\right) A_{2}(t-r)}{c_{1}+c_{2}}
\end{aligned}
$$

By direct calculations, we obtain

$$
\begin{aligned}
& S_{1}^{*}=-\frac{\left(2 c_{1} a p+2 a c_{2} p+c_{1} d q-c_{1} l p q+2 d c_{2} p-c_{2} l p q-c_{2} d q\right) k}{\left(c_{1}+c_{2}\right)(p l-d)(-q l+2 a+d)} \\
& S_{2}^{*}=-\frac{k\left(-c_{1} l p q+2 c_{1} a p-c_{1} d q+2 c_{1} d p-c_{2} l p q+2 a c_{2} p+c_{2} d q\right)}{\left(c_{1}+c_{2}\right)(p l-d)(-q l+2 a+d)}
\end{aligned}
$$

Then we can use Theorem 3.1, Corollary 3.1, and Theorem 3.2 to discuss the effect of population dispersal. In order to be concise and clear, we further fix $a=b=0.2$, $\mu=2, r=1, d=0.5, l=1, k=1$, and $\gamma=0$. Then, by the method of estimation, it is not hard to see that $s\left(M_{4}\right)<0$. Hence (A1)-(A7) are satisfied. In this case, it is clear that $s(\bar{M}(K))<0$ for all large $k$.

Now, let us vary $c_{1}, c_{2}, \beta_{1}$, and $\beta_{2}$ to see the effect of the dispersal of juvenile members. First, we fix $\beta_{1}=1.4$ and $\beta_{2}=1$. If the dispersal of juvenile individuals is turned off, then

$$
S_{1}^{*}=-\frac{p k}{p l-d}=0.3711, \quad S_{2}^{*}=-\frac{p k}{p l-d}=0.3711
$$



Fig. 1. The graph of function $h_{1}$ when $a=b=0.2, \mu=2, r=1, d=0.5, l=1, k=1$, $\beta_{1}=1.4, \beta_{2}=1, c_{1}=0.1$, and $\gamma=0$.


Fig. 2. The graph of function $h_{2}$ when $a=b=0.2, \mu=2, r=1, d=0.5, l=1, k=1$, $\beta_{1}=1.4, \beta_{2}=1, c_{1}=0.1$, and $\gamma=0$.

As a consequence, $h_{1}=-0.5093<0, h_{2}=0.0193>0$. Hence, the disease dies out in the patches if there is no dispersal for juvenile individuals. If we increase $c_{1}$ and $c_{2}$ from 0 , by numerical calculations, we see that $h_{1}$ is always negative (see Figure 1). However, $h_{2}$ changes the sign as $c_{2}$ increases (see Figure 2). For the case in Figure 2, we see that the disease remains extinct in the two patches when the dispersal coefficient $c_{2}$ is weak, and breaks out in the two patches when $c_{2}$ is strong. In this case, the migration of juveniles from the second patch to the first patch could intensify the disease spread. Secondly, we fix $\beta_{1}=1.4, \beta_{2}=1.25$, and $c_{1}=0.6$. Then $h_{1}$ remains negative, and the graph of $h_{2}$ is given in Figure 3. From this figure and numerical calculations, we


FIG. 3. The graph of function $h_{2}$ when $a=b=0.2, \mu=2, r=1, d=0.5, l=1, k=1$, $\beta_{1}=1.4, \beta_{2}=1.25, c_{1}=0.6$, and $\gamma=0$.
see that the disease spreads in the two patches when $0<c_{2}<0.1064$ or $0.7607<c_{2}$, and dies out when $0.1064<c_{2}<0.7607$. Thus, the disease undergoes a transition from uniform persistence to extinction and a second transition from extinction to uniform persistence; i.e., there exist persistence-extinction-persistence switches, as the dispersal rate $c_{2}$ increases from 0 .

Let us now change the parameters to $a=b=0.2, \mu=2, r=1, d=0.5, l=1$, $k=1, \beta_{1}=2$, and $\beta_{2}=0.8$. In this case, if the dispersal of juvenile individuals is turned off, then $h_{1}=-0.3609<0, h_{2}=-0.0570<0$. Hence, Theorem 3.2 means that the disease spreads in two patches when there is no dispersal for juveniles. But if we take $c_{2}=0.01$, by means of Maple, we see that $h_{1}$ is always negative when $c_{1}$ varies. Further, the profile of $h_{2}$ is given in Figure 4. Numerical calculation shows that $h_{2}=0$ at $c_{1}=0.4484$. Hence, by Theorems 3.1 and 3.2 , the disease spreads in two patches if $0<c_{1}<0.4484$ and dies out in two patches if $c_{1}>0.4484$. This means that the dispersal of juveniles can also lower the risk of a disease outbreak.

Example 4.1 indicates the existence of the persistence-extinction-persistence switches where the migration rates of juveniles are independent of the migration rates of adults. However, the mobility of juveniles may be associated with that of their adults. To find functions that accurately describe patterns of juvenile movement and adult movement, a good way is to construct a submodel by considering factors such as behaviors of the population and resource differences among patches. For simplicity, we assume that juveniles and susceptible adults move together at the same migration rate. This is a very simple way to relate the movements of juveniles and adults. Our next example shows that persistence-extinction-persistence switches can also occur in this special case.

Example 4.2. We fix $\mu_{1}=\mu_{2}=2, d_{1}=d_{2}=0.5, l_{1}=1, l_{2}=0.5, r=1, k_{1}=1$, $k_{2}=2, \beta_{1}=1.4, \beta_{2}=0.7, b_{1}=0.2, b_{2}=0.01, \gamma_{1}=\gamma_{2}=0, a_{1}=c_{1}=0.5$, and $a_{2}=c_{2}$. Since $a_{i}=c_{i}, i=1,2$, we have assumed that juveniles and their susceptible adults in each patch move together. By arguments similar to those in Example 4.1, we see that $h_{1}<0$ if $0 \leq a_{2} \leq 0.9, h_{2}<0$ if $0 \leq a_{2}<0.1589$ or $0.4891<a_{2} \leq 0.9$, and


Fig. 4. The graph of function $h_{2}$ when $a=b=0.2, \mu=2, r=1, d=0.5, l=1, k=1, \beta_{1}=2$, $\beta_{2}=0.8, c_{2}=0.01$, and $\gamma=0$.


Fig. 5. $h_{1}$ is negative as $a_{2}$ varies from 0 to 0.9 .
$h_{2}>0$ if $0.1589<a_{2}<0.4891$ (see Figures 5 and 6). Hence, the disease is uniformly persistent in two patches when $0 \leq a_{2}<0.1589$ or $0.4891<a_{2} \leq 0.9$, and dies out when $0.1589<a_{2}<0.4891$. This shows that the persistence-extinction-persistence switching phenomenon happens as the dispersal rate $a_{2}$ increases from 0 .
5. Discussion. Spatial heterogeneity plays an important role in the persistence and dynamics of epidemics. Papers $[4,8,10,11]$ have discussed the effect of immigration of infectious individuals or age structure on the persistence of diseases from different point of views. In [19] we have shown that spatial heterogeneity can increase


FIG. 6. $h_{2}$ transits from negative value to positive value and then has a second transit from positive to negative as $a_{2}$ varies from 0 to 0.9 .
the persistence of a disease, and can also reduce the persistence of a disease in the presence of suitable parameters. In this paper, we have proposed an epidemic model with population dispersal among $n$ patches, which may simulate $n$ cities. This is clearly applicable to real situations because data for many diseases are available on a city-by-city scale. We have divided a population into two stages, juvenile stage and adult stage, and assumed that the disease spreads only in adult population. (Sexual diseases are typical examples for this.) The novelty of this paper is that we have incorporated the age structure into the model and studied the effect of the composition of spatial heterogeneity and age heterogeneity. In Theorem 2.1, we have obtained sufficient conditions under which the model admits a unique disease free equilibrium. Then we have defined the reproduction number of the model with many patches according to the ideas in $[7,18]$. In Theorems 3.1 and 3.2 , we have given sufficient conditions for global extinction and uniform persistence of the disease in terms of the reproduction number. Then we applied our general results to a case in which the birth rates are in the form of (B3) and there are only two patches. We have found that the dispersal of juveniles, although they are immune and cannot transmit the disease, has significant effect on the disease spread. Specifically, in Example 4.1 we have shown that the disease can spread to all patches by increasing the dispersal rate of juveniles in one patch, although the disease dies out in any patch in the absence of the dispersal of juveniles; we have also shown that the disease can die out in all patches by increasing the dispersal rate of juveniles in one patch, although the disease spreads in each patch in the absence of the dispersal of juveniles. Further, we have found the new phenomenon that the disease could undergo persistence-extinction-persistence switches in the sense that the disease admits a transition from uniform persistence to extinction and a second transition from extinction to uniform persistence as the dispersal rate $c_{2}$ increases. Example 4.2 shows that this switching phenomenon also happens when juveniles move together with susceptible adults.

The general behavior of the model with more than two patches or with birth rates of other forms is not clear at present. It should be more reasonable to consider
many stages or varying lengths of juvenile stages in different patches. We leave this as future work.
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#### Abstract

We study, in this work, the maximum principle for the Beltrami color flow and the stability of the flow's numerical approximation by finite difference schemes. We discuss, in the continuous case, the theoretical properties of this system and prove the maximum principle in the strong and the weak formulations. In the discrete case, all the second order explicit schemes that are currently used violate, in general, the maximum principle. For these schemes we give a theoretical stability proof, accompanied by several numerical examples.
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1. Introduction. The maximum principle in its various forms is a powerful and instrumental tool for establishing results concerning existence, uniqueness, and other qualitative properties of linear and nonlinear partial differential equations (PDEs). A complete overview of this subject through 1967 can be found in [14].

We are interested in the property of the maximum principle for Beltrami color flow in the context of scale-space theory. This theory claims that significant information exists in all levels of resolution/scale of the image. It is important to create a simplification process, called a "scale-space," from which the information can be extracted.

The notion of causality in the context of image processing and especially in scalespace and denoising arenas was put forward in the work of Koenderink [10]. In the one-dimensional case it is desirable that the simplification process of the signal not create new maxima. This demand, together with homogeneity, leads to filtering with a Gaussian kernel. The convolution of this kernel with the initial image is the solution of the linear diffusion equation with the initial image as initial condition. For higher-dimensional signals the noncreation of new maxima cannot be achieved. It is usually replaced by a new principle - the noncreation of new level sets. This new principle is called in the scale-space literature "the causality principle." It is directly related, in the scalar case, to the extremum principle as observed by Hummel [7]. The extremum principle is taken as the natural generalization of the causality principle to the vectorial case.

Moreover, the relevance of investigating the maximum principle for the Beltrami flow and other PDE-based models can be seen through the work of Alvarez et al. [1]. In this paper, the authors propose a rigorous connection between scale-space analysis and PDEs. They start from a very natural set of filtering axioms and show that the resulting filtered image must necessarily be the solution of a second order fully nonlinear parabolic PDE. The maximum principle is one of their axioms, which is imposed so that smoothing of the original image is made with no enhancement.

[^108]The problem of the discrete maximum principle was studied in many works. This issue is important as it ensures that intensity values in the evolving image are constrained by the initial image values and do not grow without bounds. Perona and Malik [12] proposed a numerical scheme which satisfies this property as proved in [22]. Also the PDE introduced by Catte et al. [3] was proved to satisfy the discrete maximum principle [22].

In this paper we treat the Beltrami flow for color images and study two aspects of the maximum principle (continuous and discrete). First we deal with the continuous formulation of the maximum principle and prove it for both the strong and the weak formulations. The motivation for considering these two formulations is threefold. First, the strong formulation is presented here in order to check the validity of the maximum principle for a smooth solution. Second, this property is generalized for a class of nonregular functions via a weak formulation of the maximum principle. In what concerns the weak formulation, we follow the duality approach of Florack [6] and later Mumford and Gidas [11]. In these works the image is conceived as a generalized function. The duality approach describes the sensor space (also called "device space") as a functional space. The data we usually process, which result from the interaction of the physical/optical data and the sensor, are modeled as an inner product of the sensor function and the "true image." In this context, the set of images is equivalent to the set of linear functionals on the sensor functional space. It is natural from this point of view to study the flow equations on the image space directly. We are able to do so by defining generalized (weak) solutions to our flow equations. Our third motivation lies in the fact that to achieve a proper analysis of images, we must consider functions with less regular structure than the smooth functions we dealt with in the strong formulation. This again leads to the study of weak solutions.

To the best of our knowledge, for highly nonlinear and strongly coupled systems like the one we describe here, no mathematical analysis has been performed even for smooth functions. In previous works [4, 2], well-posedness and the maximum principle were treated for scalar valued functions only and for initial data of Lipschitz type, which excludes discontinuous functions.

In the last part of the paper we study the discrete maximum principle for a certain explicit difference scheme by which the nonlinear differential equation is approximated. We show that to approximate the various derivatives to a given order is not enough to guarantee the maximum principle. This scheme can violate the maximum principle. We present, however, a proof of the stability of this scheme along with examples that clearly demonstrate stability while failing to obey the maximum principle.

The paper is organized as follows. In section 2 we review the Beltrami framework. In section 3 we deal with the continuous formulation of the maximum principle. We prove the extremum principle for the strong solution of the parabolic quasi-linear system that characterizes the Beltrami color flow. In section 4 we introduce a weak (generalized) solution for this system and prove the extremum principle in a weak formulation. In section 5 we discuss the properties of the second order central difference scheme, which in general violates the maximum principle. For this scheme we give a theoretical stability proof. In section 6 we present numerical results. We summarize and conclude in section 7.
2. The Beltrami framework. Let us briefly review the Beltrami framework for nonlinear diffusion in computer vision $[8,18,19]$.

The space of interest in computer vision such as images, texture, disparity in
stereo-vision, optical flow, and distortion in registration is represented as a fiber bundle. The base manifold is the image domain. We consider in this work a flat and compact domain. A nonflat domain is treated, for example, in [17]. The feature space, be it gray-values, color, optical flow, texture, etc., is the fiber space. Any particular image or vector field is a section of this fiber bundle. We assume that the Riemannian structure can be defined for the base manifold and for the fiber bundle. Thus, we represent an image and other local features as an embedding map of a Riemannian manifold in a higher-dimensional space - the fiber bundle. The simplest example is a gray-level image which is represented as a two-dimensional surface embedded in $\mathbb{R}^{3}$. We denote the map by $X: \Sigma \rightarrow \mathbb{R}^{3}$, where $\Sigma$ is a two-dimensional surface, and we denote the local coordinates on it by ( $\sigma^{1}, \sigma^{2}$ ). The map $U$ is given in general by $\left(U^{1}\left(\sigma^{1}, \sigma^{2}\right), U^{2}\left(\sigma^{1}, \sigma^{2}\right), U^{3}\left(\sigma^{1}, \sigma^{2}\right)\right)$. In our example we represent the map $U$ as follows: $\left(U^{1}=\sigma^{1}, U^{2}=\sigma^{2}, U^{3}=I\left(\sigma^{1}, \sigma^{2}\right)\right)$. We choose on this surface a Riemannian structure, namely a metric. The metric is a positive definite and symmetric 2-tensor that may be defined through the local distance measurements:

$$
d s^{2}=g_{11}\left(d \sigma^{1}\right)^{2}+2 g_{12} d \sigma^{1} d \sigma^{2}+g_{22}\left(d \sigma^{2}\right)^{2}
$$

The canonical choice of coordinates in image processing is Cartesian. For such a choice, which we follow in the rest of the paper, we identify $\sigma^{1}=x^{1}$ and $\sigma^{2}=x^{2}$. We use below the Einstein summation convention in which a pair of upper and lower identical indices is summed over. With this convention, the above equation is written as $d s^{2}=g_{i j} d x^{i} d x^{j}$. We denote the elements of the inverse of the metric by superscripts $g^{i j}=\left(g^{-1}\right)_{i j}$, and the determinant by $g=\operatorname{det}\left(g_{i j}\right)$.

Once the image is defined as an embedding mapping of Riemannian manifolds, it is natural to look for a measure on this space of embedding maps.
2.1. Polyakov action: A measure on the space of embedding maps. Denote by $(\Sigma, g)$ the image manifold and its metric, and by $(M, h)$ the space-feature manifold and its metric. Then the functional $S[U]$ attaches a real number to a map $U: \Sigma \rightarrow M$ :

$$
S\left[U^{a}, g_{i j}, h_{a b}\right]=\int d V\|d U\|_{g, h}^{2}
$$

where $d V$ is a volume element that is expressed in a local coordinate system as $d V=$ $\sqrt{g} d x d y$. The integrand $\|d U\|_{g, h}^{2}$ is the Riemannian Frobenius norm of the tangent map. It is expressed in a local coordinate system by $\|d U\|_{g, h}^{2}=\left(\partial_{x_{i}} U^{a}\right) g^{i j}\left(\partial_{x_{j}} U^{b}\right) h_{a b}$. This functional, for $m=2$ and $h_{a b}=\delta_{a b}$, was first proposed by Polyakov [13] in the context of high energy physics, and the theory is known as string theory.

Let us formulate the Polyakov action in matrix form: $(\Sigma, G)$ is the image manifold and its metric as before. Similarly, $(M, H)$ is the spatial-feature manifold and its metric. Define

$$
A^{a b}=\left(\vec{\nabla} U^{a}\right)^{t} G^{-1} \vec{\nabla} U^{b}
$$

The map $U: \Sigma \rightarrow M$ has a weight

$$
S[U, G, H]=\int d^{m} \sigma \sqrt{g} \operatorname{Tr}(A H)
$$

where $m$ is the dimension of $\Sigma$ and $g=\operatorname{det}(G)$.

Using standard methods in the calculus of variations, the Euler-Lagrange equations with respect to the embedding (assuming a Euclidean embedding space) are (see [18] for explicit derivation)

$$
\begin{equation*}
0=-\frac{1}{2 \sqrt{g}} h^{a b} \frac{\delta S}{\delta U^{b}}=\frac{1}{\sqrt{g}} \partial_{x_{i}}\left(\sqrt{g} g^{i j} \partial_{x_{j}} U^{a}\right), \tag{2.1}
\end{equation*}
$$

or in matricial form,

$$
\begin{equation*}
0=-\frac{1}{2 \sqrt{g}} h^{a b} \frac{\delta S}{\delta U^{b}}=\underbrace{\frac{1}{\sqrt{g}} \operatorname{div}\left(D \nabla U^{a}\right)}_{\Delta_{g} U^{a}} \tag{2.2}
\end{equation*}
$$

(where the matrix $\left.D=\left(d^{i j}\right)_{i, j=1,2}=\sqrt{g} G^{-1}\right)$. The extension for non-Euclidean embedding space is treated in $[9,19,20,21]$. The elements of the induced metric for color images with Cartesian color coordinates are

$$
\begin{equation*}
g_{i j}=\delta_{i j}+\beta^{2} \sum_{a=1}^{3} U_{x_{i}}^{a} U_{x_{j}}^{a} \tag{2.3}
\end{equation*}
$$

where $\beta>0$ is the ratio between the spatial and color distances, and the subscript of $U$ denotes partial derivation. Note that this metric is different from the Di Zenzo matrix [24] (which is not a metric since it is not positive definite). A generalization of Di Zenzo's gradient for color images was investigated in [23] by constructing an anisotropic vector-valued diffusion model with a common tensor-valued structure descriptor.

The value of the parameter $\beta$, present in the elements of the metric $g_{i j}$, is very important and determines the nature of the flow. In the limit $\beta \rightarrow 0$, for example, the flow degenerates to the decoupled channel by channel linear diffusion flow. In the other limit $\beta \rightarrow \infty$ we get a new nonlinear flow. The gray-value analogue of this limit is the total variation (TV) flow of [15] (see details in [19]).

Since $\left(g_{i j}\right)$ is positive definite, $g \equiv \operatorname{det}\left(g_{i j}\right)>0$ for all $\sigma^{i}$. This factor is the simplest one that does not change the minimization solution while giving a reparameterization invariant expression. The operator that acts on $U^{a}$ is the natural generalization of the Laplacian from flat spaces to manifolds and is called the Laplace-Beltrami operator, denoted by $\Delta_{g}$.

The nonlinear diffusion or scale-space equation emerges via the gradient descent minimization:

$$
\begin{equation*}
U_{t}^{a}=\frac{\partial}{\partial t} U^{a}=-\frac{1}{2 \sqrt{g}} h^{a b} \frac{\delta S}{\delta U^{b}}=\Delta_{g} U^{a} \tag{2.4}
\end{equation*}
$$

The mathematical properties of this system, together with the initial and boundary conditions which will be detailed below, are studied in the rest of the paper with an emphasis on the extremum principle.
3. The extremum principle in the strong formulation. Here we establish the maximum principle for the strong solution of the initial boundary-value problem which characterizes the Beltrami color flow. We refer to the term "strong solutions" when we talk about solutions which are functions with some smoothness criteria that we detail below. Let us first introduce some notation. We denote the image domain
by $\Omega$. It is a bounded open domain in $\mathbb{R}^{2}$. We denote by $\partial \Omega$ the boundary of $\Omega$. We define the space-time cylinder $Q_{T}=\Omega \times(0, T)$, and denote its lateral surface by $S_{T}=\{(x, t) \mid x \in \partial \Omega, t \in(0, T)\}$. We also define the parabolic boundary by the union of the bottom and the lateral boundaries of the cylinder $\Gamma_{T}=\Omega \bigcup S_{T}$.

The PDE is the gradient descent equation for the Polyakov action, as was described in the previous section. We rearrange the equation by explicitly carrying out the calculation of the derivation operator div. The result is the sum of two terms: The first term results from applying the $d i v$ to $\sqrt{g} G^{-1}$, and the second from applying the div to the gradient's components $U_{x_{i}}^{a}$. Remember that the metric, and consequently its inverse and its determinant, depends on first order derivatives. Applying the div operator to it gives rise to second order derivatives of the different channels as well. Rearranging the right-hand side of (2.4) according to the second order derivatives, and the coefficients thereof, we arrive at the following coupled system of PDEs:

$$
\begin{equation*}
U_{t}^{a}=\left(F_{b}^{a}\right)^{i j} U_{x_{i} x_{j}}^{b}, \quad(x, t) \in Q_{T} \tag{3.1}
\end{equation*}
$$

where $a, b=1,2,3$ are indices in color space, $i, j=1,2$ are spatial indices, and summation is applied to all repeated indices. Note that $\left(F_{b}^{a}\right)$ are nine $2 \times 2$ matrices. Denote by $H^{a}=\left(U_{x_{i} x_{j}}^{a}\right)_{i j=1}^{2}$ the Hessian of $U^{a}$. This system of PDEs can be written in terms of a trace in the spatial domain as

$$
\begin{equation*}
U_{t}^{a}=\operatorname{Trace}\left(F_{b}^{a} H^{b}\right), \quad(x, t) \in Q_{T} \tag{3.2}
\end{equation*}
$$

where, as before, the repeated $b$ index implies a summation over the color indices.
The system of PDEs for which we establish the extremum principle is

$$
\begin{equation*}
U_{t}^{a}=\Delta_{g} U^{a}=\frac{1}{\sqrt{g}} \operatorname{div}\left(D \nabla U^{a}\right), \quad U^{a}=R, G, B \tag{3.3}
\end{equation*}
$$

where $D$ is defined as before: $D=\sqrt{g} G^{-1}$.
The initial and boundary conditions are

$$
\begin{align*}
& U^{a}(x, 0)=U_{0}^{a}(x), \quad x \in \Omega  \tag{3.4}\\
& \left.D \vec{\nabla} U^{a} \cdot \vec{n}\right|_{S_{T}}=0 \tag{3.5}
\end{align*}
$$

where $\vec{n}$ is the outer normal to $\partial \Omega$ and the dot product denotes, as usual, the Euclidean scalar product in $\mathbb{R}^{2}$.

Lemma 3.1. The nine $2 \times 2$ matrices $\left(F_{b}^{a}\right)$ are symmetric, positive definite, and their elements $\left(F_{b}^{a}\right)^{i j}$ are rational functions of the first derivatives of the different channels. These matrix elements are, moreover, uniformly bounded functions on $Q_{T}$.

Proof. The proof is by direct calculation. One finds, for example,

$$
\begin{align*}
\left(F_{1}^{2}\right)^{11}= & -R_{x} G_{x} \frac{g_{22}^{2}}{g^{2}}+\left(R_{x} G_{y}+R_{y} G_{x}\right) \frac{g_{12} g_{22}}{g^{2}}-\frac{R_{y} G_{y}}{g}\left(1+\frac{g_{12}^{2}}{g}\right)  \tag{3.6}\\
\left(F_{1}^{2}\right)^{12}= & \left(F_{1}^{2}\right)^{21}=\frac{R_{x} G_{y}+R_{y} G_{x}}{g}-\frac{R_{x} G_{y}+R_{y} G_{x}}{g^{2}} g_{11} g_{22}  \tag{3.7}\\
& -\frac{R_{x} G_{y}+R_{y} G_{x}}{g^{2}} g_{12}^{2}+2 \frac{R_{x} G_{x} g_{22}+R_{y} G_{y} g_{11}}{g^{2}} g_{12}^{2}  \tag{3.8}\\
\left(F_{3}^{2}\right)^{22}= & -R_{y} G_{y} \frac{g_{11}^{2}}{g^{2}}+\left(R_{x} G_{y}+R_{y} G_{x}\right) \frac{g_{11} g_{12}}{g^{2}}-\frac{R_{x} G_{x}}{g}\left(1+\frac{g_{12}^{2}}{g}\right) \tag{3.9}
\end{align*}
$$

(here we have denoted by $R, G, B$ the three components of the color vector $\vec{U}$ ).
These are rational functions of the first derivatives. The diagonal elements of $\left(F_{b}^{a}\right)$ are strictly positive (by a direct check), and the negativity of the discriminant implies the positive definiteness of these matrices. One can verify directly that the coefficients are bounded functions of the first derivatives. These properties are verified along the same lines for all matrices.

Next we state the maximum principle for the strong solutions of the coupled system of PDEs (3.3), with initial data (3.4) and boundary condition (3.5).

THEOREM 3.2. Let $\overrightarrow{U_{0}} \in C^{2}(\Omega)$. Then a solution $\vec{U} \in C^{2,1}\left(\bar{Q}_{T}\right)$ satisfies the following maximum principle:

$$
\begin{align*}
& \text { (1) } \max _{\bar{Q}_{T}} \sum_{a=1}^{3} U^{a}=\max _{\Omega} \sum_{a=1}^{3} U_{0}^{a},  \tag{3.10}\\
& \text { (2) } \max _{\bar{Q}_{T}} U^{a}=\max _{\Omega} U_{0}^{a} . \tag{3.11}
\end{align*}
$$

Proof. Note that assertion (2) does not imply, in general, assertion (1). We start by proving assertion (1). Consider the following system of inequalities:

$$
\begin{equation*}
V_{t}^{a}<\left(F_{b}^{a}\right)^{i j} V_{x_{i} x_{j}}^{b}, \quad(x, t) \in Q_{T} \tag{3.12}
\end{equation*}
$$

where $F_{b}^{a}=F_{b}^{a}(\nabla \vec{V})$.
We now show that a smooth solution of this system of inequalities satisfies

$$
\begin{equation*}
\max _{\bar{Q}_{T}} \sum_{a=1}^{3} V^{a}=\max _{\Gamma_{T}} \sum_{a=1}^{3} V^{a} \tag{3.13}
\end{equation*}
$$

Let $\bar{V}=\sum_{a=1}^{3} V^{a}$, and suppose on the contrary that the maximum of $\bar{V}$ is attained at an interior point $\left(x_{0}, t_{0}\right) \in \bar{Q}_{T} \backslash \Gamma_{T}$. This assumption leads to a contradiction as follows: The maximality at the point $\left(x_{0}, t_{0}\right)$ implies

$$
\begin{equation*}
\left.\bar{V}_{t}\right|_{\left(x_{0}, t_{0}\right)} \geq 0 \quad\left(\left.\bar{V}_{t}\right|_{\left(x_{0}, t_{0}\right)}=0 \quad \text { if } \quad 0 \leq t_{0}<T\right) \tag{3.14}
\end{equation*}
$$

Based on (2.1), the system of inequalities (3.12) is equivalent to

$$
\begin{equation*}
V_{t}^{a}<\frac{1}{\sqrt{g}} \partial_{x_{i}}\left(g^{i j} \sqrt{g} \partial_{x_{j}} V^{a}\right), \quad(x, t) \in Q_{T} \tag{3.15}
\end{equation*}
$$

Since the Laplace-Beltrami operator that acts on the components depends only on the geometry, the sum of the components obeys the same inequality:

$$
\begin{equation*}
\bar{V}_{t}<\frac{1}{\sqrt{g}} \partial_{x_{i}}\left(g^{i j} \sqrt{g} \partial_{x_{j}} \bar{V}\right) \tag{3.16}
\end{equation*}
$$

On the other hand, carrying out the div computation explicitly, we rewrite this inequality as

$$
\frac{1}{\sqrt{g}} \partial_{x_{i}}\left(g^{i j} \sqrt{g} \partial_{x_{j}} \bar{V}\right)=g^{i j} \bar{V}_{x_{i} x_{j}}+\omega^{j} \bar{V}_{x_{j}} .
$$

The functions $\omega^{j}$ depend on the first and second derivatives of each of the components of the color vector. They are bounded on $Q_{T}$ by the smoothness of $\vec{V} \in C^{2,1}\left(\overline{Q_{T}}\right)$.

The positive definiteness of the matrix $g^{i j}$ and the maximality at the point $\left(x_{0}, t_{0}\right)$ imply

$$
\begin{equation*}
\left.\frac{1}{\sqrt{g}} \partial_{x_{i}}\left(g^{i j} \sqrt{g} \partial_{x_{j}} \bar{V}\right)\right|_{\left(x_{0}, t_{0}\right)}=\left.g^{i j} \bar{V}_{x_{i} x_{j}}\right|_{\left(x_{0}, t_{0}\right)}<0 \tag{3.17}
\end{equation*}
$$

Clearly (3.14) and (3.17) contradict (3.16). We conclude that (3.13) holds for a solution of the system of inequalities (3.12).

Using the result for the solution of the system of inequalities, we prove the result concerning the solution $\vec{U}$ of our system (3.3). We define $W^{a}=U^{a}-\epsilon t$ and $\bar{W}=$ $\sum_{1}^{3} W^{a}, \bar{U}=\sum_{1}^{3} U^{a}$. Then $\nabla W^{a}=\nabla U^{a}, g_{i j}(\vec{W})=g_{i j}(\vec{U})$ and we obtain the following inequalities:

$$
\begin{equation*}
W_{t}^{a}-\frac{1}{\sqrt{g}} \partial_{x_{i}}\left(g^{i j} \sqrt{g} \partial_{x_{j}} W^{a}\right)=U_{t}^{a}-\frac{1}{\sqrt{g}} \partial_{x_{i}}\left(g^{i j} \sqrt{g} \partial_{x_{j}} U^{a}\right)-\epsilon<0 \tag{3.18}
\end{equation*}
$$

Since $\vec{W}=\left(W^{a}\right)_{a=1,2,3}$ satisfies (3.18), it follows that

$$
\max _{\bar{Q}_{T}} \bar{W}=\max _{\Gamma_{T}} \bar{W}
$$

Letting $\epsilon \rightarrow 0$, we establish that

$$
\max _{\bar{Q}_{T}} \bar{U}=\max _{\Gamma_{T}} \bar{U}
$$

Due to the boundary condition (3.5), the maximum cannot be attained on $S_{T}$ (see [14, pp. 65-67]). Therefore assertion (1) is proved.

Next we prove assertion (2). Observe first that the off-diagonal matrices $F_{b}^{a}$ with $a \neq b$ can be written as $U_{x_{i}}^{a}$ times a bounded function. Taking, for example, $(a, b)=(1,2)$, one finds by rearranging the terms in (3.1) that

$$
\begin{equation*}
\left(F_{2}^{1}\right)^{i j}=U_{x_{1}}^{1} \cdot f_{1}^{i j}(\nabla \vec{U})+U_{x_{2}}^{1} \cdot f_{2}^{i j}(\nabla \vec{U}) \tag{3.19}
\end{equation*}
$$

Thus if $i=1, j=1$, for example, then

$$
f_{1}^{11}=-U_{x_{1}}^{2} \frac{g_{22}^{2}}{g^{2}}+U_{x_{2}}^{2} \frac{g_{12} g_{22}}{g^{2}}, \quad f_{2}^{11}=U_{x_{1}}^{2} \frac{g_{12} g_{22}}{g^{2}}+U_{x_{2}}^{2}\left(\frac{g_{22}^{2}}{g^{2}}+\frac{1}{g}\right)
$$

One can write the other off-diagonal matrices similarly. For the structure of the induced metric, we can easily see that

$$
\begin{equation*}
g \geq 1, \quad \frac{g_{i j}}{g} \leq 1 \quad \text { for all } \quad i, j=1,2 \tag{3.20}
\end{equation*}
$$

Since the solution $\vec{U}$ is in $C^{2,1}\left(\bar{Q}_{T}\right)$, one can readily establish, using (3.20), that the functions $f_{1}^{i j}, f_{2}^{i j}$ are bounded on $Q_{T}$. We can, therefore, write the first equation of the system (3.1), (3.4), (3.5) in the following form:

$$
\begin{equation*}
U_{t}^{1}=\left(F_{1}^{1}\right)^{i j} U_{x_{i} x_{j}}^{1}+U_{x_{i} x_{j}}^{2}\left(U_{x_{1}}^{1} f_{1}^{i j}+U_{x_{2}}^{1} f_{2}^{i j}\right)+U_{x_{i} x_{j}}^{3}\left(U_{x_{1}}^{1} g_{1}^{i j}+U_{x_{2}}^{1} g_{2}^{i j}\right) \tag{3.21}
\end{equation*}
$$

where $g_{1}^{i j}, g_{2}^{i j}$ are, as above, bounded functions depending on the first derivatives of the vector solution $\vec{U}$. We rewrite this equation:

$$
U_{t}^{1}=\left(F_{1}^{1}\right)^{i j} U_{x_{i} x_{j}}^{1}+T^{i} U_{x_{i}}^{1}
$$

where $T^{i}$ are continuous functions on a compact domain and therefore bounded functions. Again using the maximality of the point $\left(x_{0}, t_{0}\right)$, the positive definiteness of the matrix $F_{1}^{1}$, and reasoning similar to that in the proof of assertion (1), we can conclude that

$$
\max _{\bar{Q}_{T}} U^{1}=\max _{\Omega} U_{0}^{1}
$$

For the other two components the proof is the same, mutatis mutandis. Thus assertion (2) is proved.

In the next section we define a weak solution for the Beltrami color flow and prove that it obeys the extremum principle if it exists.
4. Weak formulation of the extremum principle. In this section we define a weak solution of the system (3.3), (3.4), (3.5) under the smoothness assumptions that are detailed below. We further prove the extremum principle for this type of solution.

Let us introduce the following notations. Denote by $V\left(Q_{T}\right)$ the space of functions which belong to $L^{2}\left(Q_{T}\right)$ and have first weak derivatives satisfying $\nabla u \in L^{\infty}\left(Q_{T}\right)$, $u_{t} \in L^{\infty}\left(Q_{T}\right)$. The Sobolev space $W_{r}^{p, q}$ is the space of functions for which the $L_{r}$ norm of their first generalized $p$ spatial derivatives and $q$ time derivatives is finite (below we omit the second superscript for functions on the spatial domain only).

First we define a weak solution as follows.
Definition 4.1. A weak solution of the system (3.3), with initial and boundary conditions (3.4), (3.5), is a vector function $\vec{U} \in V\left(Q_{T}\right)$ such that for any vector function $\vec{\eta} \in V\left(Q_{T}\right)$ (i.e., each of the components of the vector are in $V\left(Q_{T}\right)$ ) the following integral identities hold for almost all $t \in[0, T]$ :

$$
\begin{equation*}
\int_{Q_{T}} U_{t}^{a} \eta^{a} \sqrt{g} d x d t+\int_{Q_{T}} g^{i j} U_{x_{i}}^{a} \eta_{x_{j}}^{a} \sqrt{g} d x d t=0 \tag{4.1}
\end{equation*}
$$

Remark 4.1. The integral $\int_{\Omega} \sqrt{g} d x$ means the area of the two-dimensional manifold embedded in $R^{5}$.

Remark 4.2. Florack [6], in viewing an image as a tempered distribution (see [16]), adopted the space of the so-called slow growth functions (smooth functions of rapid decay) as the sensor space. In this paper we take $V\left(Q_{T}\right)$ as the sensor functional space, which we choose in accordance with the weak formulation of our problem.

Next we prove that if a weak solution exists and it satisfies $\nabla\left(\vec{U}_{t}\right) \in L^{\infty}\left(Q_{T}\right)$, the following weak extremum principle holds.

Theorem 4.1. Assume the initial data $\vec{U}_{0} \in W_{2}^{1}(\Omega)$. For a weak solution of the system (3.3), (3.4), (3.5) such that $\nabla\left(\vec{U}_{t}\right) \in L^{\infty}\left(Q_{T}\right)$ we have for almost all $(x, t) \in Q_{T}$

$$
\begin{equation*}
\operatorname{ess} \inf _{\Omega} U_{0}^{a} \leq U^{a}(x, t) \leq \operatorname{ess} \sup _{\Omega} U_{0}^{a} \tag{4.2}
\end{equation*}
$$

Proof. We prove (4.2) for one of the components. We divide the cylinder $Q_{T}$ into a finite number of cylinders of equal height $Q_{t_{s}}=\Omega \times\left(t_{s-1}, t_{s}\right)$, where $t_{s}=\frac{T}{N} s$ and $s=1,2, \ldots, N$. For the cylinder $Q_{t_{1}}$ we define $k_{a}=\operatorname{ess} \sup _{\Omega} U_{0}^{a}(x)$ and $\left(U^{a}\right)^{k_{a}}=$ $\max \left\{0, U^{a}-k_{a}\right\}$ for $(x, t) \in \Omega \times\left(0, t_{1}\right)$.

Choose the test function $\eta^{1}=R^{k_{1}}$. Note that by the hypothesis, $\vec{U} \in V\left(Q_{T}\right)$, and therefore the choice of such $\eta$ is justified. Identity (4.1) for component $R$ is now

$$
\begin{equation*}
\int_{Q_{t_{1}}} R_{t} R^{k_{1}} \sqrt{g} d x d t+\int_{Q_{t_{1}}} d^{i j} R_{x_{i}} R_{x_{j}}^{k_{1}} d x d t=0 \tag{4.3}
\end{equation*}
$$

Since the matrix $D\left(D=\sqrt{g} G^{-1}\right)$ depends on the gradient $\nabla \vec{U}$ and $\nabla \vec{U} \in$ $L^{\infty}\left(Q_{t_{1}}\right)$, we have that $D$ is a uniformly positive definite matrix, and thus there exists a constant $\nu>0$ such that

$$
d^{i j}(\nabla \bar{U}) R_{x_{i}} R_{x_{j}}^{k_{1}} \geq \nu\left|\nabla R^{k_{1}}\right|^{2} \quad \text { for almost every } \quad(x, t) \in Q_{t_{1}}
$$

Therefore, (4.3) for the component $R$ becomes

$$
\begin{equation*}
\int_{Q_{t_{1}}} R_{t} R^{k_{1}} \sqrt{g} d x d t+\nu \int_{Q_{t_{1}}}|\nabla R|^{2} d x d t \leq 0 \tag{4.4}
\end{equation*}
$$

Since for almost all $t \in\left(0, t_{1}\right)$

$$
\int_{\Omega} R_{t}(x, t) R^{k_{1}}(x, t) d x=\frac{1}{2} \frac{d}{d t} \int_{\Omega}\left(R^{k_{1}}(x, t)\right)^{2} d x
$$

we get

$$
\begin{align*}
\int_{Q_{t_{1}}} R_{t} R^{k_{1}} \sqrt{g} d x d t & =\frac{1}{2} \int_{Q_{t_{1}}}\left(\left(R^{k_{1}}\right)^{2}\right)_{t} \sqrt{g} d x d t  \tag{4.5}\\
& =\frac{1}{2}\left(\left.\int_{\Omega}\left(R^{k_{1}}\right)^{2} \sqrt{g}\right|_{0} ^{t_{1}} d x-\int_{Q_{t_{1}}}\left(R^{k_{1}}\right)^{2}(\sqrt{g})_{t} d x d t\right)
\end{align*}
$$

and using (4.4), we get

$$
\begin{align*}
\left.\frac{1}{2} \int_{\Omega}\left(R^{k_{1}}(x, t)\right)^{2}\right|_{t=t_{1}} d x+\nu \int_{Q_{t_{1}}}\left|\nabla R^{k_{1}}\right|^{2} d x d t \leq & \frac{1}{2} \int_{Q_{t_{1}}}\left(R^{k_{1}}\right)^{2}(\sqrt{g})_{t} d x d t \\
& +\frac{1}{2} \int_{\Omega}\left(R_{0}^{k_{1}}\right)^{2} \sqrt{g_{0}} d x \tag{4.7}
\end{align*}
$$

Since $\vec{U}_{0} \in W_{2}^{1}(\Omega)$ and $R^{k_{1}}(x, 0)=R_{0}^{k_{1}}=0$, then $\int_{\Omega}\left(R_{0}^{k_{1}}\right)^{2} \sqrt{g_{0}} d x=0$ and (4.7) becomes

$$
\begin{equation*}
\frac{1}{2} \int_{\Omega}\left(R^{k_{1}}(x, t)\right)^{2} d x+\nu \int_{Q_{t_{1}}}\left|\nabla R^{k_{1}}\right|^{2} d x d t \leq \frac{1}{2} \int_{Q_{t_{1}}}\left(R^{k_{1}}\right)^{2}(\sqrt{g})_{t} d x d t \tag{4.8}
\end{equation*}
$$

Denote by $\|\cdot\|_{V\left(Q_{T}\right)}$ the norm on the space $V\left(Q_{T}\right)$, where

$$
\|u\|_{V\left(Q_{T}\right)}=\max _{0 \leq t \leq T}\|u\|_{L^{2}(\Omega)}+\sqrt{\int_{Q_{T}}|\nabla u|^{2} d x d t}
$$

By assumption, $\vec{U}_{t x} \in L^{\infty}\left(Q_{T}\right)$, and then there exists a positive constant $C$ such that $C=\sup _{Q_{T}}(\sqrt{g})_{t}$.

The Cauchy-Schwarz inequality leads us to

$$
\begin{align*}
\left|\int_{Q_{t_{1}}}\left(R^{k_{1}}\right)^{2}(\sqrt{g})_{t} d x d t\right| & \leq C \int_{Q_{t_{1}}}\left(R^{k_{1}}\right)^{2} d x d t \\
& \leq C t_{1}\left(\max _{0 \leq t \leq t_{1}}\left\|R^{k_{1}}\right\|_{L^{2}(\Omega)}\right)^{2} \leq C t_{1}\left\|R^{k_{1}}\right\|_{V\left(Q_{t_{1}}\right)}^{2} \tag{4.9}
\end{align*}
$$

Therefore (4.8) becomes

$$
\min \left\{\frac{1}{2}, \nu\right\}\left\|R^{k_{1}}\right\|_{V\left(Q_{t_{1}}\right)}^{2} \leq C t_{1}\left\|R^{k_{1}}\right\|_{V\left(Q_{t_{1}}\right)}^{2}
$$

Then for sufficiently small $t_{1}$ such that

$$
\begin{equation*}
C t_{1}<\min \left\{\frac{1}{2}, \nu\right\} \tag{4.10}
\end{equation*}
$$

we obtain $\left\|R^{k_{1}}\right\|_{V\left(Q_{t_{1}}\right)}=0$, which implies that for almost every $(x, t) \in \Omega \times\left(0, t_{1}\right)$ we have

$$
R(x, t) \leq \operatorname{ess} \sup _{\Omega} R_{0}
$$

The same argument is valid for the cylinders $Q_{t_{s}}=\Omega \times\left(t_{s-1}, t_{s}\right), 2 \leq s \leq N$, as long as their height satisfies the requirement analogue of (4.10). Thus, after a finite number of steps we obtain for the component $R$ the estimate (4.2), for almost every $(x, t) \in Q_{T}$.

In a similar way we can proceed with the other components.
5. The discrete maximum principle and stability. In this section we show that the commonly used central difference second order explicit schemes in general violate the discrete maximum principle. Nevertheless, for these schemes, we give a theoretical proof of stability.

We work on a rectangular grid

$$
\begin{gathered}
x_{i}=i \Delta x, \quad y_{j}=j \Delta y, \quad t_{m}=m \Delta t \\
i, j=0,1,2, \ldots, M, \quad m=0,1,2, \ldots,\left[\frac{T}{\Delta t}\right] .
\end{gathered}
$$

The spatial units are normalized such that $\Delta x=\Delta y=1$. The approximate solution $\left(R_{i j}^{m}, G_{i j}^{m}, B_{i j}^{m}\right)$ samples the functions

$$
\begin{aligned}
R_{i j}^{m} & \equiv U^{1}(i \Delta x, j \Delta y, m \Delta t) \\
G_{i j}^{m} & \equiv U^{2}(i \Delta x, j \Delta y, m \Delta t) \\
B_{i j}^{m} & \equiv U^{3}(i \Delta x, j \Delta y, m \Delta t)
\end{aligned}
$$

On the boundary we impose the Neumann boundary condition. This corresponds to a prolongation by reflection of the image across the boundary.

We replace the second spatial derivatives and the first time derivative by a central difference and forward difference, respectively. Based on (2.4), the first element $R$ of the color vector satisfies the following equation:

$$
\begin{equation*}
R_{t}=\frac{1}{\sqrt{g}} \operatorname{div}(D \nabla R) \tag{5.1}
\end{equation*}
$$

The diffusion matrix is written here as

$$
D=\left(\begin{array}{ll}
a & b \\
b & c
\end{array}\right)
$$

where the coefficients are given in terms of the image metric $a=g_{22} / \sqrt{g}, c=$ $g_{11} / \sqrt{g}, b=-g_{12} / \sqrt{g}$. With this notation, (5.1) is written as

$$
\begin{equation*}
R_{t}=\frac{1}{\sqrt{g}}\left(\left(a R_{x}+b R_{y}\right)_{x}+\left(b R_{x}+c R_{y}\right)_{y}\right) \tag{5.2}
\end{equation*}
$$

We approximate (5.2) by the following central difference explicit scheme:

$$
\begin{equation*}
R_{i j}^{m+1}=R_{i j}^{m}+\beta \Delta t O_{i j}\left(R^{m}, G^{m}, B^{m}\right) \tag{5.3}
\end{equation*}
$$

where $O_{i j}\left(R^{m}, G^{m}, B^{m}\right)$ is the discrete version of the right-hand side of (5.1) and is given explicitly, in the central difference framework, by

$$
\begin{align*}
O_{i j}=\frac{1}{\sqrt{g}}{ }_{i, j}^{m} & {\left[a_{i+\frac{1}{2}, j}^{m}\left(R_{i+1, j}^{m}-R_{i, j}^{m}\right)-a_{i-\frac{1}{2}, j}^{m}\left(R_{i, j}^{m}-R_{i-1, j}^{m}\right)\right.}  \tag{5.4}\\
& +c_{i, j+\frac{1}{2}}^{m}\left(R_{i, j+1}^{m}-R_{i, j}^{m}\right)-c_{i, j-\frac{1}{2}}^{m}\left(R_{i, j}^{m}-R_{i, j-1}^{m}\right) \\
& +\frac{1}{4} b_{i, j+1}^{m}\left(R_{i+1, j+1}^{m}-R_{i-1, j+1}^{m}\right)-\frac{1}{4} b_{i, j-1}^{m}\left(R_{i+1, j-1}^{m}-R_{i-1, j-1}^{m}\right) \\
& \left.+\frac{1}{4} b_{i+1, j}^{m}\left(R_{i+1, j+1}^{m}-R_{i+1, j-1}^{m}\right)-\frac{1}{4} b_{i-1, j}^{m}\left(R_{i-1, j+1}^{m}-R_{i-1, j-1}^{m}\right)\right],
\end{align*}
$$

where the half indices are obtained by linear interpolation. The equations for the two other color components are discretized in the same manner. This scheme is stable under CFL-like bound requirements of the time step. The stability, as well as the lack of extremum principle property, can be seen in the following theorem.

Theorem 5.1. If, for all $m=0,1,2, \ldots,\left[\frac{T}{\Delta t}\right], \Delta t$ satisfies the condition

$$
\begin{equation*}
\Delta t \leq \frac{1}{8 \beta \max _{i, j}\left\{\frac{a_{i+\frac{1}{2}, j}^{m}}{\sqrt{g_{i, j}^{m}}}, \frac{a_{i-\frac{1}{2}, j}^{m}}{\sqrt{g_{i, j}^{m}}}, \frac{c_{i, j+\frac{1}{2}}^{m}}{\sqrt{g_{i, j}^{m}}}, \frac{c_{i, j-\frac{1}{2}}^{m}}{\sqrt{g_{i, j}^{m}}}\right\}} \tag{5.5}
\end{equation*}
$$

then the solution satisfies

$$
\begin{align*}
& \left|R_{i, j}^{m}\right| \leq e^{S \frac{\beta}{2} t_{m}} \max _{i, j}\left|R_{i, j}^{0}\right|, \\
& \left|G_{i, j}^{m}\right| \leq e^{S \frac{\beta}{2} t_{m}} \max _{i, j}\left|G_{i, j}^{0}\right|, \\
& \left|B_{i, j}^{m}\right| \leq e^{S \frac{\beta}{2} t_{m}} \max _{i, j}\left|B_{i, j}^{0}\right|, \tag{5.6}
\end{align*}
$$

where

$$
\begin{equation*}
S=\max _{0 \leq p \leq m} S_{p} \text { and } S_{p}=\max _{i, j} \frac{\left|b_{i, j+1}^{p}\right|}{\sqrt{g_{i j}^{p}}}+\max _{i, j} \frac{\left|b_{i, j-1}^{p}\right|}{\sqrt{g_{i j}^{p}}}+\max _{i, j} \frac{\left|b_{i+1, j}^{p}\right|}{\sqrt{g_{i j}^{p}}}+\max _{i, j} \frac{\left|b_{i-1, j}^{p}\right|}{\sqrt{g_{i j}^{p}}} \tag{5.7}
\end{equation*}
$$

Proof. We give the proof for only one of the components, since the proof is the same for the other two. We introduce the following notation:

$$
\begin{align*}
L_{i j}^{m} & =a_{i+\frac{1}{2}, j}^{m}\left(R_{i+1, j}^{m}-R_{i, j}^{m}\right)-a_{i-\frac{1}{2}, j}^{m}\left(R_{i, j}^{m}-R_{i-1, j}^{m}\right),  \tag{5.8}\\
M_{i j}^{m} & =c_{i, j+\frac{1}{2}}^{m}\left(R_{i, j+1}^{m}-R_{i, j}^{m}\right)-c_{i, j-\frac{1}{2}, j}^{m}\left(R_{i, j}^{m}-R_{i, j-1}^{m}\right),  \tag{5.9}\\
N_{i j}^{m} & =\frac{1}{4}\left[b_{i, j+1}^{m}\left(R_{i+1, j+1}^{m}-R_{i-1, j+1}^{m}\right)-b_{i, j-1}^{m}\left(R_{i+1, j-1}^{m}-R_{i-1, j-1}^{m}\right)\right],  \tag{5.10}\\
P_{i j}^{m} & =\frac{1}{4}\left[b_{i+1, j}^{m}\left(R_{i+1, j+1}^{m}-R_{i+1, j-1}^{m}\right)-b_{i-1, j}^{m}\left(R_{i-1, j+1}^{m}-R_{i-1, j-1}^{m}\right)\right] . \tag{5.11}
\end{align*}
$$

Therefore, using (5.3) and (5.5), we can write

$$
\begin{array}{r}
\left|R_{i j}^{m+1}\right| \leq \frac{1}{2}\left|R_{i j}^{m}\right|+\left|\frac{1}{4} R_{i j}^{m}+\beta \frac{\Delta t}{\sqrt{g_{i j}^{m}}} L_{i j}^{m}\right|+\left|\frac{1}{4} R_{i j}^{m}+\beta \frac{\Delta t}{\sqrt{g_{i j}^{m}}} M_{i j}^{m}\right| \\
+\left|\beta \frac{\Delta t}{\sqrt{g_{i j}^{m}}} N_{i j}^{m}\right|+\left|\beta \frac{\Delta t}{\sqrt{g_{i j}^{m}}} P_{i j}^{m}\right| . \tag{5.12}
\end{array}
$$

If

$$
\Delta t \leq \frac{1}{8 \beta \max _{i, j} \frac{a_{i+\frac{1}{2}, j}^{m}}{\sqrt{g_{i, j}^{m}}}}
$$

for all $m=0,1,2, \ldots,\left[\frac{T}{\Delta t}\right]$, then

$$
\begin{aligned}
& \left|\frac{1}{8} R_{i j}^{m}+\beta \frac{\Delta t}{\sqrt{g_{i j}^{m}}} a_{i+\frac{1}{2}, j}^{m}\left(R_{i+1, j}^{m}-R_{i, j}^{m}\right)\right| \\
& \quad \leq \max \left(\left|R_{i, j}^{m}\right|,\left|R_{i+1, j}^{m}\right|\right)\left(\frac{1}{8}-\frac{\beta \Delta t}{\sqrt{g_{i j}^{m}}} a_{i+\frac{1}{2}, j}^{m}+\frac{\beta \Delta t}{\sqrt{g_{i j}^{m}}} a_{i+\frac{1}{2}, j}^{m}\right),
\end{aligned}
$$

which implies

$$
\left|\frac{1}{8} R_{i j}^{m}+\beta \frac{\Delta t}{\sqrt{g_{i j}^{m}}} a_{i+\frac{1}{2}, j}^{m}\left(R_{i+1, j}^{m}-R_{i, j}^{m}\right)\right| \leq \frac{1}{8} \max _{i, j}\left|R_{i j}^{m}\right| .
$$

Thus we can get the estimate

$$
\begin{equation*}
\left|2 \cdot \frac{1}{8} R_{i j}^{m}+\beta \frac{\Delta t}{\sqrt{g_{i j}^{m}}} L_{i j}^{m}\right| \leq \frac{1}{4} \max _{i j}\left|R_{i j}^{m}\right| \quad \text { if } \quad \Delta t \leq \frac{1}{8 \beta \max _{i, j}\left\{\frac{a_{i+\frac{1}{2}, j}^{m}}{\sqrt{g_{i, j}^{m}}}, \frac{a_{i-\frac{1}{2}, j}^{m}}{\sqrt{g_{i, j}^{m}}}\right\}} \tag{5.13}
\end{equation*}
$$

In the same way we obtain

$$
\begin{equation*}
\left|2 \cdot \frac{1}{8} R_{i j}^{m}+\beta \frac{\Delta t}{\sqrt{g_{i j}^{m}}} M_{i j}^{m}\right| \leq \frac{1}{4} \max _{i j}\left|R_{i j}^{m}\right| \quad \text { if } \quad \Delta t \leq \frac{1}{8 \beta \max _{i, j}\left\{\frac{c_{i, j+\frac{1}{2}}^{m}}{\sqrt{g_{i, j}^{m}},}, \frac{c_{i, j}^{m}, \frac{1}{2}}{\sqrt{g_{i, j}^{m}}}\right\}} . \tag{5.14}
\end{equation*}
$$

Let

$$
N_{i, j}^{m, 1}=\beta \frac{\Delta t}{4 \sqrt{g_{i j}^{m}}} b_{i, j+1}^{m}\left(R_{i+1, j+1}^{m}-R_{i-1, j+1}^{m}\right)
$$

and

$$
N_{i, j}^{m, 2}=\beta \frac{\Delta t}{4 \sqrt{g_{i j}^{m}}} b_{i, j-1}^{m}\left(R_{i+1, j-1}^{m}-R_{i-1, j-1}^{m}\right)
$$

Then we obtain for $N_{i, j}^{m, 1}$

$$
\begin{equation*}
\left|N_{i, j}^{m, 1}\right| \leq 2 \cdot \beta \frac{\Delta t}{4 \sqrt{g_{i j}^{m}}}\left|b_{i, j+1}^{m}\right| \max _{i j}\left|R_{i, j}^{m}\right| \tag{5.15}
\end{equation*}
$$

A similar inequality can be written for $\left|N_{i, j}^{m, 2}\right|$ and for $\left|P_{i, j}^{m}\right|$. Thus we have

$$
\begin{align*}
\left|N_{i j}^{m}\right| & \leq \beta \frac{\Delta t}{2 \sqrt{g_{i j}^{m}}}\left(\left|b_{i, j+1}^{m}\right|+\left|b_{i, j-1}^{m}\right|\right) \max _{i j}\left|R_{i, j}^{m}\right| \\
& \leq \frac{\beta}{2} \Delta t\left(\max _{i, j} \frac{\left|b_{i, j+1}^{m}\right|}{\sqrt{g_{i j}^{m}}}+\max _{i, j} \frac{\left|b_{i, j-1}^{m}\right|}{\sqrt{g_{i j}^{m}}}\right) \max _{i j}\left|R_{i, j}^{m}\right| \tag{5.16}
\end{align*}
$$

and

$$
\begin{align*}
\left|P_{i j}^{m}\right| & \leq \beta \frac{\Delta t}{2 \sqrt{g_{i j}^{m}}}\left(\left|b_{i+1, j}^{m}\right|+\left|b_{i-1, j}^{m}\right|\right) \max _{i j}\left|R_{i, j}^{m}\right| \\
& \leq \frac{\beta}{2} \Delta t\left(\max _{i, j} \frac{\left|b_{i+1, j}^{m}\right|}{\sqrt{g_{i j}^{m}}}+\max _{i, j} \frac{\left|b_{i-1, j}^{m}\right|}{\sqrt{g_{i j}^{m}}}\right) \max _{i j}\left|R_{i, j}^{m}\right| . \tag{5.17}
\end{align*}
$$

From (5.13)-(5.17) it follows that

$$
\begin{equation*}
\left|R_{i j}^{m+1}\right| \tag{5.18}
\end{equation*}
$$

$$
\leq \max _{i, j}\left|R_{i j}^{m}\right|\left(1+\frac{\beta}{2} \Delta t\left(\max _{i, j} \frac{\left|b_{i, j+1}^{m}\right|}{\sqrt{g_{i j}^{m}}}+\max _{i, j} \frac{\left|b_{i, j-1}^{m}\right|}{\sqrt{g_{i j}^{m}}}+\max _{i, j} \frac{\left|b_{i+1, j}^{m}\right|}{\sqrt{g_{i j}^{m}}}+\max _{i, j} \frac{\left|b_{i-1, j}^{m}\right|}{\sqrt{g_{i j}^{m}}}\right)\right)
$$

if

$$
\begin{equation*}
\Delta t \leq \frac{1}{8 \beta \max _{i, j}\left\{\frac{a_{i+\frac{1}{2}, j}^{m}}{\sqrt{g_{i, j}^{m}}}, \frac{a_{i-\frac{1}{2}, j}^{m}}{\sqrt{g_{i, j}}}, \frac{c_{i, j+\frac{1}{2}}^{m}}{\sqrt{g_{i, j}^{m}}}, \frac{c_{i, j-\frac{1}{2}}^{m}}{\sqrt{g_{i, j}^{m}}}\right\}} \tag{5.19}
\end{equation*}
$$

Let

$$
M_{1}^{m}=\max _{i, j} \frac{\left|b_{i, j+1}^{m}\right|}{\sqrt{g_{i j}^{m}}}, \quad M_{2}^{m}=\max _{i, j} \frac{\left|b_{i, j-1}^{m}\right|}{\sqrt{g_{i j}^{m}}}
$$

and

$$
M_{3}^{m}=\max _{i, j} \frac{\left|b_{i+1, j}^{m}\right|}{\sqrt{g_{i j}^{m}}}, \quad M_{4}^{m}=\max _{i, j} \frac{\left|b_{i-1, j}^{m}\right|}{\sqrt{g_{i j}^{m}}}
$$



Fig. 5.1. Top-left: noisy Camila image. Top-right: result of the Beltrami flow after 90 iteration. Bottom: plot of maximum of each of the channels versus number of iterations. Parameters: $\beta^{2}=$ $100, \Delta t=0.0091$.

Next, applying (5.18) repeatedly, we find that if condition (5.19) is satisfied, then

$$
\begin{aligned}
\left|R_{i j}^{m}\right| & \leq\left(1+\frac{\beta}{2} \Delta t S_{m-1}\right)\left(1+\frac{\beta}{2} \Delta t S_{m-2}\right) \ldots\left(1+\frac{\beta}{2} \Delta t S_{0}\right) \max _{i, j}\left|R_{i, j}^{0}\right| \\
& \leq\left(1+\frac{\beta}{2} \Delta t S\right)^{m} \max _{i, j}\left|R_{i, j}^{0}\right| \leq e^{\frac{\beta}{2} t_{m} S} \max _{i, j}\left|R_{i, j}^{0}\right|
\end{aligned}
$$

where $S$ is given in (5.7).
The inequalities (5.6) clearly show that the maximum principle can be violated, but we still have stability. The inequalities in Theorem 5.1 show that the numerical solution is bounded in each iteration by the maximum value of the initial image multiplied by a factor. It guarantees that the flow does not blow up in finite time and ensures its stability. At the same time it is clear from the positivity of $\beta$ that the maximum principle can be violated. One can actually see it in practice (see Figures 5.1, 5.2, and 5.3). We note that this does not indicate that the scheme is not accurate. This situation is not unprecedented. The Crank-Nicolson scheme for the


Fig. 5.2. Top-left: noisy Claudia image. Top-right: result of the Beltrami flow after 100 iterations. Bottom: (a) Plot of the maximum of each of the channels versus number of iterations. (b) Detail of the previous graph (the first 4 iterations). Parameters: $\beta^{2}=100, \Delta t=0.01$.
one-dimensional heat equation, for example, is also known not to obey the maximum principle while being a useful and accurate scheme.

The reason for this discrepancy between the continuous and the discrete setting is that this second order approximation is not a nonnegative one. Indeed, the mixed


Fig. 5.3. Top-left: noisy windmill. Top-right: denoised image by the Beltrami flow after 80 iterations. Bottom: plot of maximum of each of the channels versus number of iterations. Parameters: $\beta^{2}=3, \Delta t=0.0091$.
derivatives in (5.2) can create negative weights in certain pixels. One can easily show that a scheme which is based on a nonnegative discretization does satisfy the discrete maximum principle. Based on this result, the problem of proving the discrete maximum principle boils down to the problem of finding a nonnegative second order difference approximation. In [22], Weickert proposed a way to build a nonnegative scheme. The nonnegativity of his proposed scheme depends, however, on the condition number of the diffusion tensor $D$. Only in pixels where the condition number is smaller than $3+2 \sqrt{2}$ are the weights nonnegative. This limits the application of the scheme, since in many images the condition number is higher than this limit in many pixels.
6. Details of the implementation and results. In this section we present results that represent the numerical behavior of the above described numerical scheme. The initial data are given in three channels $r, g$, and $b$ in the range 0 to 255 . We first transfer the images to the more perceptually adaptive coordinates $R=\log (1+r), G=$ $\log (1+g), B=\log (1+b)$. The dynamic range of these variables is 0 to 8 , and these adaptive coordinates do not limit the generality of our analysis. In the two examples presented below we corrupt the images with random noise and then denoise them using the scheme mentioned above. In the implementation, the parameters $\beta$ and $\Delta t$ were chosen to satisfy the stability condition (5.5).


Fig. 6.1. Camila image. Left: ellipsoid-initial noisy data. Right: ellipsoid—after applying Beltrami, 90 iterations, $\beta=10$.


Fig. 6.2. For Camila image $(\beta=10)$. Left: distribution of the initial noisy data. Right: distribution of the data after 100 iterations.

Figures 5.1, 5.2, and 5.3 all demonstrate the stability of the process, on the one hand, and the violation of the maximum principle, on the other. In Figures 5.2 and 5.3 , one notices that after a certain small number of iterations the maximum principle is satisfied. This is not the case in Figure 5.1, where the violation of the maximum principle is stable and is observable over the whole evolution. The stability can also be explained by the experiments presented in Figures 6.1 and 6.2.

Figure 6.2 depicts the distribution of colors in the Camila image before and after the Beltrami color flow. In Figure 6.1 the ellipsoids have as principle axes the eigenvectors of the covariance-matrix of the color image. The contracting form of the ellipsoid after applying the Beltrami flow indicates a stable denoising process.
7. Concluding remarks. In this paper, we studied the extremum principle property for the Beltrami color flow. We adapted the duality paradigm of Florack and considered "true images" as generalized functions. We therefore investigated, besides the strong solutions, also the generalized (weak) solutions. We proved the extremum principle in both the strong and the weak formulations.

We also addressed the problem of the discrete maximum principle and its close relationship with stability. In contrast to the continuous case, the discrete maximum principle cannot automatically be guaranteed. The central difference scheme does not necessarily satisfy the extremum principle. Though this property is violated, we
proved the stability of the scheme. Numerical examples show, nevertheless, that this scheme is a useful tool in denoising.

Questions of existence and uniqueness, as well as analysis of more elaborated numerical schemes, are currently being studied.
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#### Abstract

We consider the general problem on stationary flow of the electrorheological fluid with the constitutive equation developed in [R. H. W. Hoppe and W. G. Litvinov, Comm. Pure. Appl. Anal., 3 (2004), pp. 809-848] in the cylindrical coordinate system. The problem is studied under mixed boundary conditions wherein velocities are specified on one part of the boundary and surface forces are given on the other part. The existence of a solution to this problem and the convergence of Galerkin approximations are established. Then, we consider the occasion where the flow is axially symmetric and study a problem on an electrorheological clutch. This problem is solved numerically, and the results of calculations of the electric field and velocities are presented.
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1. Introduction. Electrorheological fluids are smart materials which are concentrated suspensions of polarizable particles in a nonconducting dielectric liquid. In moderately large electric fields, the particles form chains along the field lines, and these chains then aggregate to form columns [16]. These chainlike and columnar structures cause dramatic changes in the rheological properties of the suspensions. The fluids become anisotropic; the apparent viscosity (the resistance to flow) in the direction orthogonal to the direction of electric field abruptly increases, while the apparent viscosity in the direction of the electric field changes not so drastically.

The chainlike structures directed along the magnetic field lines are formed in magnetic suspensions whose behavior is similar to the behavior of electrorheological suspensions. It was shown experimentally that the apparent viscosity of the flow of magnetic suspensions in the direction orthogonal to the direction of the magnetic field is about three times greater than the apparent viscosity of the flow in the direction of the magnetic field; see [18, p. 85].

The chainlike and columnar structures are destroyed under the action of large stresses, and then the apparent viscosity of the fluid decreases and the fluid becomes less anisotropic.

The following constitutive equation of electrorheological fluids was developed in [8]:

$$
\begin{equation*}
\sigma_{i j}(p, u, E)=-p \delta_{i j}+2 \varphi(I(u),|E|, \mu(u, E)) \varepsilon_{i j}(u), \quad i, j=1, \ldots, n, \quad n=2 \text { or } 3 . \tag{1.1}
\end{equation*}
$$

[^109]Here, $\sigma_{i j}(p, u, E)$ are the components of the stress tensor which depend on the pressure $p$, the velocity vector $u=\left(u_{1}, \ldots, u_{n}\right)$, and the electric field strength $E=\left(E_{1}, \ldots, E_{n}\right) ; \delta_{i j}$ are the components of the unit tensor (the Kronecker delta); and $\varepsilon_{i j}(u)$ are the components of the rate of strain tensor

$$
\begin{equation*}
\varepsilon_{i j}(u)=\frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right) \tag{1.2}
\end{equation*}
$$

where $x_{i}$ are Cartesian coordinates of a point $x=\left(x_{1}, \ldots, x_{n}\right)$.
Moreover, $I(u)$ is the second invariant of the rate-of-strain tensor

$$
\begin{equation*}
I(u)=\sum_{i, j=1}^{n}\left(\varepsilon_{i j}(u)\right)^{2} \tag{1.3}
\end{equation*}
$$

and $\varphi$ the viscosity function depending on $I(u),|E|$, and $\mu(u, E)$.
The function $\mu$ is introduced into the constitutive equation (1.1) in order to take into account the anisotropy of the electrorheological fluid under which the viscosity of the fluid depends on the angle between the vector of the electric field and the vector of the velocity with respect to the charged electrode (the counter electrode is not charged usually). The electrode can move relative to the body of an electrorheological device, and hence we consider that the electrode can move relative to the reference frame under consideration.

Let $\check{u}(x, t)=\left(\check{u}_{1}(x, t), \check{u}_{2}(x, t), \check{u}_{3}(x, t)\right)$ be a vector of transfer velocity; $\check{u}(x, t)$ is the velocity of a point of the electrode which coincides with the point $x$ of the frame at an instant $t$. It is assumed that $\check{u}$ is a known function.

We define the function $\mu$ as the square of the cosine of the angle between the vector of the electric field and the vector of the velocity relative to the electrode, i.e.,

$$
\begin{equation*}
\mu(u, E)=\left(\frac{u-\check{u}}{|u-\check{u}|}, \frac{E}{|E|}\right)_{\mathbb{R}^{3}}^{2}=\frac{\left(\left(u_{i}-\check{u}_{i}\right) E_{i}\right)^{2}}{\left(\sum_{i=1}^{3}\left(u_{i}-\check{u}_{i}\right)^{2}\right)\left(\sum_{i=1}^{3} E_{i}^{2}\right)} . \tag{1.4}
\end{equation*}
$$

Here and below, the Einstein convention on summation over a repeated index is applied, and we denote by $(., .)_{\mathbb{R}^{3}}$ the scalar product in $\mathbb{R}^{3}$.

If the electrode does not move relative to the reference frame, then $\check{u}=0$ and the function $\mu$ takes the form

$$
\begin{equation*}
\mu(u, E)=\left(\frac{u}{|u|}, \frac{E}{|E|}\right)_{\mathbb{R}^{3}}^{2} . \tag{1.5}
\end{equation*}
$$

In the general case, the function $\check{u}$ is defined as follows:

$$
\begin{equation*}
\check{u}(x, t)=\stackrel{\circ}{u}(t)+w(x, t), \tag{1.6}
\end{equation*}
$$

where $\stackrel{\circ}{u}(t)=\left(\stackrel{\circ}{u}_{1}(t), \stackrel{\circ}{u_{2}}(t), \stackrel{\circ}{u_{3}}(t)\right)$ is a vector of the translation velocity and $w(x, t)=$ $\left(w_{1}(x, t), w_{2}(x, t), w_{3}(x, t)\right)$ is a vector of the rotational velocity.

The function $\mu(u, E)$ is an invariant which is independent of the choice of the reference frame and the motion of the frame with respect to the electrode.

The viscosity function $\varphi$ is identified by approximation of flow curves (see [8]) and it was shown in [8] (see also the appendix) that it can be represented as follows:

$$
\begin{equation*}
\varphi(I(u),|E|, \mu(u, E))=b(|E|, \mu(u, E))(\lambda+I(u))^{-\frac{1}{2}}+\psi(I(u),|E|, \mu(u, E)) \tag{1.7}
\end{equation*}
$$

where $\lambda$ is a small parameter, $\lambda \geq 0$.

The constitutive equation (1.1) with the viscosity function (1.7) allows one to describe the following main peculiarities of flow of electrorheological fluids:
(a) singular or almost singular viscosity function at zero value of the rate-of-strain tensor,
(b) an arbitrary nonlinear relationship between the shear rates and the shear stresses,
(c) an arbitrary dependence of the viscosity on the module of the vector of the electric field and on the angle between the vectors of the velocity and electric field (the anisotropy).
With some assumptions natural from a physical point of view, the constitutive equation (1.1) with the viscosity function (1.7) leads to well-posed mathematical problems (see sections 4 and 5 below and [8]).

The functions $b$ and $\psi$ in (1.7) can be identified so that a set of flow curves obtained for different electric fields $E$ is approximated in an arbitrary range of the shear rates with an arbitrarily high degree of accuracy (for example, by splines).

The Bingham constitutive equation of electrorheological fluids, which is of considerable current use (see, e.g., [4], [16], [22]), gives no way to closely approximate a set of flow curves, especially at small shear rates (see Figure A-1 in the appendix). In addition, the Bingham constitutive equation takes no account of the anisotropy of electrorheological fluids.

We consider Maxwell's equations in the following form (see, e.g., [10]):

$$
\begin{array}{ll}
\operatorname{curl} E+\frac{1}{c} \frac{\partial B}{\partial t}=0, & \operatorname{div} B=0, \\
\operatorname{curl} H-\frac{1}{c} \frac{\partial D}{\partial t}=0, & \operatorname{div} D=0 . \tag{1.8}
\end{array}
$$

Here $E$ is the electric field, $B$ the magnetic induction, $D$ the electric displacement, $H$ the magnetic field, and $c$ the speed of light. One can assume that

$$
\begin{equation*}
D=\epsilon E, \quad B=\mu H \tag{1.9}
\end{equation*}
$$

where $\epsilon$ is the dielectric permittivity and $\mu$ the magnetic permeability.
Since electrorheological fluids are dielectrics, the magnetic field $H$ can be neglected. Then (1.8), (1.9) give the following relations:

$$
\begin{gather*}
\operatorname{curl} E=0  \tag{1.10}\\
\operatorname{div}(\epsilon E)=0 . \tag{1.11}
\end{gather*}
$$

It follows from (1.10) that there exists a function of potential $\theta$ such that

$$
\begin{equation*}
E=-\operatorname{grad} \theta \tag{1.12}
\end{equation*}
$$

and (1.11) implies

$$
\begin{equation*}
\operatorname{div}(\epsilon \operatorname{grad} \theta)=0 \quad \text { in } \quad \Omega_{1} \tag{1.13}
\end{equation*}
$$

Here $\Omega_{1}$ is the domain of the fluid flow in the Cartesian coordinate system.
The boundary conditions are the following:

$$
\begin{gather*}
\theta=U_{i}(t) \quad \text { on } \quad \Gamma_{i}, \quad i=1, \ldots, k,  \tag{1.14}\\
\theta=0 \quad \text { on } \quad \Gamma_{i 0},  \tag{1.15}\\
\nu \cdot \epsilon \operatorname{grad} \theta=0 \quad \text { on } \quad \Gamma \backslash\left(\bigcup_{i=1}^{k} \overline{\left(\Gamma_{i} \cup \Gamma_{i 0}\right)}\right) . \tag{1.16}
\end{gather*}
$$

Here $\Gamma_{i}$ and $\Gamma_{i 0}$ are the surfaces of the $i$ th control and null electrodes, respectively, and it is supposed that $\Gamma_{i}, \Gamma_{i 0}$ are open subsets of the boundary $\Gamma$ of $\Omega_{1}$.

Therefore, the equations for the functions $E$ and $(p, v)$ are separated. Because of this, we assume hereafter that the function of electric field $E$ is known.

In the special case that the direction of the velocity relative to the electrode $u(x, t)-\check{u}(x, t)$ at each point $(x, t)$ at which $E(x, t) \neq 0$ is known, the function $(x, t) \rightarrow \mu(u, E)(x, t)$ becomes well known, and the viscosity functions (1.7) takes the form

$$
\begin{equation*}
\varphi(I(u),|E|, x, t)=e(|E|, x, t)(\lambda+I(u))^{-\frac{1}{2}}+\psi_{1}(I(u),|E|, x, t) \tag{1.17}
\end{equation*}
$$

where

$$
\begin{array}{r}
e(|E|, x, t)=b(|E|, \mu(u, E)(x, t)) \\
\psi_{1}(I(u),|E|, x, t)=\psi(I(u),|E|, \mu(u, E)(x, t)) \tag{1.18}
\end{array}
$$

In many electrorheological devices the fluid flows in domains of which the boundaries are the surfaces of revolution. Problems on flow of electrorheological fluids in such domains are convenient to consider in cylindrical coordinates.

In section 2, we present governing equations. In section 3, we formulate a general boundary value problem on stationary flow of the electrorheological fluid in the cylindrical coordinate system and adduce some auxiliary results. Section 4 contains approximate solutions and existence theorems for the general boundary value problem. In section 5, we consider a problem on stationary axially symmetric flow. A problem on an electrorheological clutch is formulated and solved numerically in section 6.
2. Governing equations and assumptions. We consider the system of cylindrical coordinates $r, \alpha, z$. An element of the length $d l$ is defined in cylindrical coordinates as $d l=\left(d r^{2}+r^{2} d \alpha^{2}+d z^{2}\right)^{\frac{1}{2}}$. Denote the components of a vector $v$ in the mobile orthonormal basis $e_{r}, e_{\alpha}, e_{z}$ by $v_{1}, v_{2}, v_{3}$; i.e., $v=\left(v_{1}, v_{2}, v_{3}\right)$.

Let $u=\left(u_{1}, u_{2}, u_{3}\right)$ be a velocity vector. The components of the rate-of-strain tensor have the following form in cylindrical coordinates,

$$
\begin{align*}
& \epsilon_{11}(u)=\frac{\partial u_{1}}{\partial r}, \quad \epsilon_{22}(u)=\frac{1}{r} \frac{\partial u_{2}}{\partial \alpha}+\frac{u_{1}}{r}, \quad \epsilon_{33}(u)=\frac{\partial u_{3}}{\partial z} \\
& \epsilon_{12}(u)=\epsilon_{21}(u)=\frac{1}{2}\left(\frac{1}{r} \frac{\partial u_{1}}{\partial \alpha}+\frac{\partial u_{2}}{\partial r}-\frac{u_{2}}{r}\right) \\
& \epsilon_{23}(u)=\epsilon_{32}(u)=\frac{1}{2}\left(\frac{\partial u_{2}}{\partial z}+\frac{1}{r} \frac{\partial u_{3}}{\partial \alpha}\right) \\
& \epsilon_{13}(u)=\epsilon_{31}(u)=\frac{1}{2}\left(\frac{\partial u_{1}}{\partial z}+\frac{\partial u_{3}}{\partial r}\right) \tag{2.1}
\end{align*}
$$

and the second invariant of the rate-of-strain tensor is defined by

$$
\begin{equation*}
I(u)=\sum_{i, j=1}^{3}\left(\epsilon_{i j}(u)\right)^{2} \tag{2.2}
\end{equation*}
$$

We assume the following.
(A0) $\Omega_{1}$ is a bounded domain in $\mathbb{R}^{3}$ with a Lipschitz continuous boundary $\Gamma$.

Let $\mathcal{P}$ be the operator of translation from cylindrical coordinates to Cartesian ones,

$$
\begin{gather*}
\mathcal{P}:(r, \alpha, z) \rightarrow \mathcal{P}(r, \alpha, z)=\left(x_{1}, x_{2}, x_{3}\right) \\
x_{1}=r \cos \alpha, \quad x_{2}=r \sin \alpha, \quad x_{3}=z, \quad r \in \mathbb{R}_{+}, \quad \alpha \in[0,2 \pi), \quad z \in \mathbb{R} \tag{2.3}
\end{gather*}
$$

where $\mathbb{R}_{+}=\{y \in \mathbb{R}, y \geq 0\}$ and we identify the points $(0, \alpha, z)$ with the point $(0,0, z)$, $\alpha \in[0,2 \pi)$. The inverse operator $\mathcal{P}^{-1}$ is defined by

$$
\begin{gather*}
\mathcal{P}^{-1}: \mathcal{P}^{-1}\left(x_{1}, x_{2}, x_{3}\right)=(r, \alpha, z), \\
r=\left(x_{1}^{2}+x_{2}^{2}\right)^{\frac{1}{2}}, \quad \alpha=\arctan \frac{x_{2}}{x_{1}}, \quad z=x_{3} \tag{2.4}
\end{gather*}
$$

Here, we consider that the mapping $\left(x_{1}, x_{2}\right) \rightarrow \arctan \frac{x_{2}}{x_{1}}$ is a multifunction at the point $x_{1}=x_{2}=0$, namely, $\arctan \frac{0}{0}=[0,2 \pi)$.

Let

$$
\begin{equation*}
\Omega=\mathcal{P}^{-1}\left(\Omega_{1}\right), \quad S=\mathcal{P}^{-1}(\Gamma) \tag{2.5}
\end{equation*}
$$

We consider a stationary flow problem under the Stokes approximation; i.e., we ignore inertial forces, which are assumed to be small as compared with the internal forces caused by the viscous stresses. Then the motion equations take the following form:

$$
\begin{equation*}
\frac{\partial p}{\partial r}-2 \frac{\partial}{\partial r}\left(\varphi \epsilon_{11}(u)\right)-\frac{2}{r} \frac{\partial}{\partial \alpha}\left(\varphi \epsilon_{12}(u)\right)-2 \frac{\partial}{\partial z}\left(\varphi \epsilon_{13}(u)\right)-\frac{2 \varphi}{r}\left(\epsilon_{11}(u)-\epsilon_{22}(u)\right)=K_{1} \tag{2.6}
\end{equation*}
$$

in $\Omega$,
$\frac{1}{r} \frac{\partial p}{\partial \alpha}-2 \frac{\partial}{\partial r}\left(\varphi \epsilon_{21}(u)\right)-\frac{2}{r} \frac{\partial}{\partial \alpha}\left(\varphi \epsilon_{22}(u)\right)-2 \frac{\partial}{\partial z}\left(\varphi \epsilon_{23}(u)\right)-\frac{4}{r} \varphi \epsilon_{12}(u)=K_{2}$ in $\Omega$,
(2.8) $\frac{\partial p}{\partial z}-2 \frac{\partial}{\partial r}\left(\varphi \epsilon_{31}(u)\right)-\frac{2}{r} \frac{\partial}{\partial \alpha}\left(\varphi \epsilon_{32}(u)\right)-2 \frac{\partial}{\partial z}\left(\varphi \epsilon_{33}(u)\right)-\frac{2}{r} \varphi \epsilon_{13}(u)=K_{3}$ in $\Omega$.

Here the viscosity function $\varphi$ is defined either by (1.7) or by (1.17), and $K_{1}, K_{2}, K_{3}$ are the components of the volume force vector $K$.

The velocity function $u$ meets the incompressibility condition

$$
\begin{equation*}
\operatorname{div}_{c} u=\frac{\partial u_{1}}{\partial r}+\frac{1}{r} \frac{\partial u_{2}}{\partial \alpha}+\frac{\partial u_{3}}{\partial z}+\frac{u_{1}}{r}=0 \quad \text { in } \Omega \tag{2.9}
\end{equation*}
$$

Here and below, we denote by $\operatorname{div}_{c}$ the operator of divergence in cylindrical coordinates.

Suppose that $S_{1}$ and $S_{2}$ are open subsets of $S$ such that $S_{1}$ is nonempty, $S_{1} \cap S_{2}=$ $\emptyset$, and $\bar{S}_{1} \cup \bar{S}_{2}=S$. We consider mixed boundary conditions, wherein velocities are specified on $S_{1}$ and surface forces are given on $S_{2}$, i.e.,

$$
\begin{align*}
u & =\hat{u} \quad \text { on } S_{1}  \tag{2.10}\\
{\left[-p \delta_{i j}+2 \varphi \epsilon_{i j}(u)\right] \nu_{j} } & =F_{i} \quad \text { on } S_{2}, \quad i, j=1,2,3 . \tag{2.11}
\end{align*}
$$

Here, by $\nu_{j}$ and $F_{i}$ we denote the components of the unit outward normal to $S_{2}$ and the components of the vector of surface force with respect to the basis vectors $e_{r}, e_{\alpha}, e_{z}$.

Let

$$
\begin{equation*}
\tilde{S}=\left\{(r, \alpha, z) \mid r=0, \quad \alpha \in[0,2 \pi), \quad z \in \mathbb{R}_{+}\right\}, \quad S_{0}=\Omega \cap \tilde{S} \tag{2.12}
\end{equation*}
$$

In particular, $S_{0}$ can be an empty set. It follows from (2.9) that

$$
\begin{equation*}
u_{1}=0 \quad \text { on } \quad S_{0}, \tag{2.13}
\end{equation*}
$$

and therefore $\frac{\partial u_{1}}{\partial z}=0$ on $S_{0}$, and since $\epsilon_{13}(u)=0$ on $S_{0}$ (see (2.8)), we obtain

$$
\begin{equation*}
\frac{\partial u_{3}}{\partial r}=0 \quad \text { on } \quad S_{0} \tag{2.14}
\end{equation*}
$$

It follows also from (2.6), (2.7), and (2.1) that

$$
\begin{align*}
& \lim _{r \rightarrow 0}\left(\epsilon_{11}(u)-\epsilon_{22}(u)\right)(r, \alpha, z)=0 \\
& \lim _{r \rightarrow 0}\left(\epsilon_{12}(u)\right)(r, \alpha, z)=0, \quad u_{2}=0 \quad \text { on } S_{0} \tag{2.15}
\end{align*}
$$

In the case when the viscosity function is defined by (1.7), we assume the following.
(A1) $b: y_{1}, y_{2} \rightarrow b\left(y_{1}, y_{2}\right)$ is a function continuous in $\mathbb{R}_{+} \times[0,1]$, and, in addition,

$$
\begin{equation*}
0 \leq b\left(y_{1}, y_{2}\right) \leq a_{0}, \quad\left(y_{1}, y_{2}\right) \in \mathbb{R}_{+} \times[0,1] \tag{2.16}
\end{equation*}
$$

where $a_{0}$ is a positive constant.
(A2) $\psi:\left(y_{1}, y_{2}, y_{3}\right) \rightarrow \psi\left(y_{1}, y_{2}, y_{3}\right)$ is a function continuous in $\mathbb{R}_{+}^{2} \times[0,1]$, and for an arbitrarily fixed $\left(y_{2}, y_{3}\right) \in \mathbb{R}_{+} \times[0,1]$ the partial function $\psi\left(., y_{2}, y_{3}\right): y_{1} \rightarrow$ $\psi\left(y_{1}, y_{2}, y_{3}\right)$ is continuously differentiable in $\mathbb{R}_{+}$, and the following inequalities hold:

$$
\begin{gather*}
a_{2} \geq \psi\left(y_{1}, y_{2}, y_{3}\right) \geq a_{1}  \tag{2.17}\\
\psi\left(y_{1}, y_{2}, y_{3}\right)+2 \frac{\partial \psi}{\partial y_{1}}\left(y_{1}, y_{2}, y_{3}\right) y_{1} \geq a_{3}  \tag{2.18}\\
\left|\frac{\partial \psi}{\partial y_{1}}\left(y_{1}, y_{2}, y_{3}\right)\right| y_{1} \leq a_{4} \tag{2.19}
\end{gather*}
$$

where $a_{1}-a_{4}$ are positive constants.
In the case that the viscosity function is defined by (1.17), we suppose the following.
(A3) for an arbitrary fixed $\left(y_{2}, x, t\right) \in \mathbb{R}_{+} \times \Omega_{1} \times \mathbb{R}_{+}$, the partial function $\psi_{1}\left(., y_{2}, x, t\right): y_{1} \rightarrow \psi_{1}\left(y_{1}, y_{2}, x, t\right)$ is continuously differentiable in $\mathbb{R}_{+}$, and the following inequalities hold:

$$
\begin{gather*}
a_{2} \geq \psi_{1}\left(y_{1}, y_{2}, x, t\right) \geq a_{1}  \tag{2.20}\\
\psi_{1}\left(y_{1}, y_{2}, x, t\right)+2 \frac{\partial \psi_{1}}{\partial y_{1}}\left(y_{1}, y_{2}, x, t\right) y_{1} \geq a_{3}  \tag{2.21}\\
\left|\frac{\partial \psi_{1}}{\partial y_{1}}\left(y_{1}, y_{2}, x, t\right)\right| y_{1} \leq a_{4} \tag{2.22}
\end{gather*}
$$

As for the function $e$, we assume

$$
\begin{equation*}
e \in L_{\infty}\left(\mathbb{R}_{+} \times \Omega_{1} \times \mathbb{R}_{+}\right), \quad 0 \leq e(y, x, t) \leq a_{0}, \quad y \in \mathbb{R}_{+}, \quad x \in \Omega_{1}, \quad t \in \mathbb{R}_{+} \tag{2.23}
\end{equation*}
$$

At $\lambda=0$ the viscosity function $\varphi$ defined by (1.7) is singular at $I(u)=0, \varphi(0,|E|$, $\mu(u, E))=\infty$, and flow problems for such viscosity function reduce to the solution of variational inequalities.

The equation (1.7) with a small positive $\lambda$ defines a fluid with a finite but possibly large viscosity at $I(u)=0$. From a physical point of view a fluid with bounded viscosity is more reasonable than the fluid with singular unbounded viscosity (all is bounded in actuality). It is shown in [8] that the solutions of the problems with bounded viscosities converge to the solution of the problem with the singular viscosity as $\lambda$ tends to zero. Because of this, we assume that

$$
\begin{equation*}
\lambda>0 \quad \text { in (1.7) and (1.17) } \tag{2.24}
\end{equation*}
$$

Let us dwell on the physical sense of the inequalities (2.16)-(2.23). The inequalities (2.16) and (2.17) indicate that the viscosity is bounded from below and from above by positive constants. The inequality (2.18) implies that for fixed values of $|E|$ and $\mu(u, E)$ the derivative of the function $I(u) \rightarrow G(u)$ is positive, where $G(u)$ is the second invariant of the stress deviator

$$
G(u)=\sum_{i, j=1}^{n}\left(\sigma_{i j}(p, u, E)+p \delta_{i j}\right)^{2}=4[\varphi(I(u),|E|, \quad \mu(u, E))]^{2} I(u)
$$

This means that in case of simple shear flow the shear stress increases with increasing shear rate. (2.19) is a restriction on $\frac{\partial \varphi}{\partial y_{1}}$ for large values of $y_{1}$.

The inequalities (2.20)-(2.23) are analogous to the inequalities (2.16)-(2.19).
All inequalities (2.16)-(2.23) are natural from a physical point of view.
The viscosity function is identified by approximation of a set of flow curves which are obtained experimentally by viscometric testing for different electric fields. The inequalities (2.16)-(2.23) are consistent with the shapes of the flow curves and enable one to approximate a set of flow curves over a wide range of shear rates with a high degree of accuracy (see the appendix below and [3], [8], [19]).
3. Generalized solution of the problem. We define the following sets:

$$
\begin{gather*}
J_{0}=\left\{v\left|v=\left(v_{1}, v_{2}, v_{3}\right) \in C^{\infty}(\bar{\Omega})^{3}, v_{1}\right|_{S_{0}}=0,\left.v_{2}\right|_{S_{0}}=0,\right. \\
\left.\left.\frac{\partial v^{k}}{\partial \alpha^{k}}\right|_{\alpha=0}=\left.\frac{\partial v^{k}}{\partial \alpha^{k}}\right|_{\alpha=2 \pi}, k=0,1,2, \ldots\right\},  \tag{3.1}\\
J=\left\{v\left|v \in J_{0}, v\right|_{S_{1}}=0\right\},  \tag{3.2}\\
J_{1}=\left\{v \mid v \in J, \operatorname{div}_{c} v=0\right\} . \tag{3.3}
\end{gather*}
$$

Let $H$ and $H_{1}$ be the closures of $J$ and $J_{1}$ with respect to the norm

$$
\begin{equation*}
\|v\|_{H}=\left(\int_{\Omega} I(v) r d r d \alpha d z\right)^{\frac{1}{2}} \tag{3.4}
\end{equation*}
$$

and let $H_{0}$ be the closures of $J_{0}$ relative to the norm

$$
\begin{equation*}
\|v\|_{H_{0}}=\left(\|v\|_{H}^{2}+\int_{S_{1}}|v|^{2} d s\right)^{\frac{1}{2}} \tag{3.5}
\end{equation*}
$$

Let also $Y$ be the space of scalar functions which are square integrable in $\Omega$ with respect to the measure $r d r d \alpha d z$. The norm in $Y$ is defined by

$$
\begin{equation*}
\|h\|_{Y}=\left(\int_{\Omega} h^{2} r d r d \alpha d z\right)^{\frac{1}{2}} \tag{3.6}
\end{equation*}
$$

We define the operator $G$ that maps $H_{0}$ into a set of vector valued functions determined in $\Omega_{1}$ as follows:

$$
\begin{align*}
v & =\left(v_{1}, v_{2}, v_{3}\right) \in H_{0}, \quad G(v)=\left\{G(v)_{i}\right\}_{i=1}^{3} \\
G(v)_{1} & =\left(v_{1} \cos \alpha-v_{2} \sin \alpha\right) \circ \mathcal{P}^{-1} \\
G(v)_{2} & =\left(v_{1} \sin \alpha+v_{2} \cos \alpha\right) \circ \mathcal{P}^{-1}, \quad G(v)_{3}=v_{3} \circ \mathcal{P}^{-1} \tag{3.7}
\end{align*}
$$

We assign also the following norm in $H_{0}$ :

$$
\begin{equation*}
\|v\|_{1}=\|G(v)\|_{H^{1}\left(\Omega_{1}\right)^{3}} \tag{3.8}
\end{equation*}
$$

where $\|\cdot\|_{H^{1}\left(\Omega_{1}\right)^{3}}$ is the norm of the product of three Sobolev spaces $H^{1}\left(\Omega_{1}\right)$.
Lemma 3.1. Suppose that the condition (A0) is satisfied. Then the expressions (3.4) and (3.8) define equivalent norms in $H$, and the expressions (3.5) and (3.8) are equivalent norms in $H_{0}$. The operator $G$ is an isomorphism of $H_{0}$ onto $H^{1}\left(\Omega_{1}\right)^{3}$, and the following equality holds:

$$
\begin{equation*}
\|h\|_{Y}=\left\|h \circ \mathcal{P}^{-1}\right\|_{L_{2}\left(\Omega_{1}\right)} . \tag{3.9}
\end{equation*}
$$

Proof. The equivalence of the norms (3.4) and (3.8) in $H$, and the norms (3.5) and (3.8) in $H_{0}$, follows from the fact that $I(v)$ is the invariant, i.e.,

$$
\begin{equation*}
\sum_{i, j=1}^{3}\left[\left(\epsilon_{i j}(v)\right)(r, \alpha, z)\right]^{2}=\sum_{i, j=1}^{3}\left[\left(\varepsilon_{i j}(G(v))\right)(\mathcal{P}(r, \alpha, z))\right]^{2}, \tag{3.10}
\end{equation*}
$$

and from the Korn inequality.
Therefore, $G\left(H_{0}\right) \subset H^{1}\left(\Omega_{1}\right)^{3}$. Let $g=\left(g_{1}, g_{2}, g_{3}\right) \in H^{1}\left(\Omega_{1}\right)^{3}$. We have

$$
\begin{align*}
& \left(\frac{\partial}{\partial r}\left(g_{i} \circ \mathcal{P}\right)\right)(r, \alpha, z)=\frac{\partial g_{i}}{\partial x_{1}}(\mathcal{P}(r, \alpha, z)) \cos \alpha+\frac{\partial g_{i}}{\partial x_{2}}(\mathcal{P}(r, \alpha, z)) \sin \alpha, \\
& \left(\frac{\partial}{\partial \alpha}\left(g_{i} \circ \mathcal{P}\right)\right)(r, \alpha, z)=-\frac{\partial g_{i}}{\partial x_{1}}(\mathcal{P}(r, \alpha, z)) r \sin \alpha+\frac{\partial g_{i}}{\partial x_{2}}(\mathcal{P}(r, \alpha, z)) r \cos \alpha, \\
& \left(\frac{\partial}{\partial z}\left(g_{i} \circ \mathcal{P}\right)\right)(r, \alpha, z)=\frac{\partial g_{i}}{\partial x_{3}}(\mathcal{P}(r, \alpha, z)), \quad i=1,2,3 . \tag{3.11}
\end{align*}
$$

We define a vector-function $v=\left(v_{1}, v_{2}, v_{3}\right)$ as follows:

$$
\begin{align*}
& v_{1}=\left(g_{1} \circ \mathcal{P}\right) \cos \alpha+\left(g_{2} \circ \mathcal{P}\right) \sin \alpha, \\
& v_{2}=\left(g_{2} \circ \mathcal{P}\right) \cos \alpha-\left(g_{1} \circ \mathcal{P}\right) \sin \alpha, \quad v_{3}=g \circ \mathcal{P} . \tag{3.12}
\end{align*}
$$

It follows from (3.7), (3.11), and (3.12) that $v=G^{-1} g \in H_{0}$, where $G^{-1}$ is the inverse of $G$. Therefore, $G\left(H_{0}\right)=H^{1}\left(\Omega_{1}\right)^{3}$.

The equalities (3.11) imply $G^{-1} \in \mathcal{L}\left(H^{1}\left(\Omega_{1}\right)^{3}, H_{0}\right)$, and by the Banach theorem on closed range the operator $G$ is an isomorphism of $H_{0}$ onto $H^{1}\left(\Omega_{1}\right)^{3}$.

Everywhere below, we use the following notations: if $\mathcal{H}$ is a normed space, we denote by $\mathcal{H}^{*}$ the dual of $\mathcal{H}$ and by $(f, h)$ the duality between $\mathcal{H}^{*}$ and $\mathcal{H}$, where $f \in \mathcal{H}^{*}, h \in \mathcal{H}$. In particular, if $f \in Y$ or $f \in Y^{n}, n=2$ or 3 , then $(f, h)$ is the scalar product in $Y$ or in $Y^{n}$, respectively. That is, we identify the spaces $Y$ and $Y^{n}$ with their dual spaces $Y^{*}$ and $\left(Y^{n}\right)^{*}$, respectively.

The sign - denotes weak convergence in a Banach space.
We suppose that $\hat{u}$ belongs to the space of traces on $S_{1}$ of the functions from $H_{0}$, i.e., $\hat{u} \circ \mathcal{P}^{-1} \in H^{\frac{1}{2}}\left(\mathcal{P}\left(S_{1}\right)\right)$. Then, there exists a function $\tilde{u}$ such that

$$
\begin{equation*}
\tilde{u} \in H_{0},\left.\quad \tilde{u}\right|_{S_{1}}=\hat{u}, \quad \operatorname{div}_{c} \tilde{u}=0 \tag{3.13}
\end{equation*}
$$

We assume also that

$$
\begin{equation*}
K=\left(K_{1}, K_{2}, K_{3}\right) \in Y^{3}, \quad F \circ \mathcal{P}^{-1}=\left(F_{1}, F_{2}, F_{3}\right) \circ \mathcal{P}^{-1} \in L_{2}\left(\mathcal{P}\left(S_{2}\right)\right)^{3} . \tag{3.14}
\end{equation*}
$$

We define operators $L: H \rightarrow H^{*}$ and $B \in \mathcal{L}\left(H, Y^{*}\right)$ as follows:

$$
\begin{align*}
& (L(v), h)=2 \int_{\Omega} \varphi \epsilon_{i j}(\tilde{u}+v) \epsilon_{i j}(h) r d r d \alpha d z, \quad v, h \in H,  \tag{3.15}\\
& (B v, w)=\int_{\Omega}\left(\operatorname{div}_{c} v\right) w r d r d \alpha d z, \quad v \in H, w \in Y . \tag{3.16}
\end{align*}
$$

In (3.15) the function $\varphi$ is defined either by (1.7) or by (1.17).
We consider the problem: Find a pair of functions $(v, p)$ satisfying

$$
\begin{gather*}
v \in H, \quad p \in Y,  \tag{3.17}\\
(L(v), h)-\left(B^{*} p, h\right)=(K+F, h), \quad h \in H,  \tag{3.18}\\
 \tag{3.19}\\
(B v, w)=0, \quad w \in Y .
\end{gather*}
$$

Here, $B^{*}$ is the operator adjoint of $B$ and

$$
\begin{equation*}
(K+F, h)=\int_{\Omega} K_{i} h_{i} r d r d \alpha d z+\int_{S_{2}} F_{i} h_{i} d s \tag{3.20}
\end{equation*}
$$

The pair $(u=v+\tilde{u}, p)$, where $(v, p)$ is a solution of the problem (3.17)-(3.19), will be called the generalized solution of the problem (2.6)-(2.11), (2.13)-(2.15).

Indeed, by use of Green's formula, it can be seen that, if $(v, p)$ is a solution of the problem (3.17)-(3.19), then the pair $(u=v+\tilde{u}, p)$ is a solution of the problem (2.6)-(2.11), (2.13)-(2.15) in the distributional sense. On the contrary, if $(u, p)$ is a smooth solution of the problem (2.6)-(2.11), (2.13)-(2.15), then the pair $(v=u-\tilde{u}, p)$ is a solution of the problem (3.17)-(3.19).

Lemma 3.2. Suppose that the condition (A0) is satisfied. Then, the following inf-sup condition,

$$
\begin{equation*}
\inf _{g \in Y} \sup _{w \in H} \frac{(B w, g)}{\|w\|_{H}\|g\|_{Y}} \geq \beta_{1}>0 \tag{3.21}
\end{equation*}
$$

holds true. The operator $B$ is an isomorphism from $H_{1}^{\perp}$ onto $Y$, where $H_{1}^{\perp}$ is the orthogonal complement of $H_{1}$ in $H$, and the operator $B^{*}$ is an isomorphism from $Y$ onto the polar set

$$
\begin{equation*}
H_{1}^{\circ}=\left\{q \in H^{*}, \quad(q, v)=0, \quad v \in H_{1}\right\} . \tag{3.22}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
\left\|B^{-1}\right\|_{\mathcal{L}\left(Y, H_{1}^{\perp}\right)} \leq \frac{1}{\beta_{1}}, \quad\left\|\left(B^{*}\right)^{-1}\right\|_{\mathcal{L}\left(H_{1}^{\circ}, Y\right)} \leq \frac{1}{\beta_{1}} \tag{3.23}
\end{equation*}
$$

This lemma follows from the corresponding result in Cartesian coordinates (see [2], [8], [13]), since $G$ is an isomorphism of $H_{0}$ onto $H^{1}\left(\Omega_{1}\right)^{3}$ and $I(v)$ is invariant (see (3.10)) and $\operatorname{div}_{c} v$ is an invariant also; i.e.,

$$
\begin{equation*}
\left(\operatorname{div}_{c} v\right)(r, \alpha, z)=(\operatorname{div} G(v))(\mathcal{P}(r, \alpha, z)) \tag{3.24}
\end{equation*}
$$

4. Approximate solutions and existence theorems. Let $\left\{X_{m}\right\}_{m=1}^{\infty}$ and $\left\{N_{m}\right\}_{m=1}^{\infty}$ be sequences of finite-dimensional subspaces in $H$ and $Y$, respectively, such that

$$
\begin{gather*}
\lim _{m \rightarrow \infty} \inf _{h \in X_{m}}\|w-h\|_{H}=0, \quad w \in H,  \tag{4.1}\\
\lim _{m \rightarrow \infty} \inf _{g \in N_{m}}\|f-g\|_{Y}=0, \quad f \in Y,  \tag{4.2}\\
\inf _{g \in N_{m}} \sup _{h \in X_{m}} \frac{(B h, g)}{\|h\|_{H}\|g\|_{Y}} \geq \beta>0,  \tag{4.3}\\
X_{m} \subset X_{m+1}, \quad N_{m} \subset N_{m+1}, \quad m \in \mathbb{N} . \tag{4.4}
\end{gather*}
$$

We seek an approximate solution of the problem (3.17)-(3.19) of the form

$$
\begin{gather*}
v_{m} \in X_{m}, \quad p_{m} \in N_{m},  \tag{4.5}\\
\left(L\left(v_{m}\right), h\right)-\left(B^{*} p_{m}, h\right)=(K+F, h), \quad h \in X_{m},  \tag{4.6}\\
\left(B v_{m}, g\right)=0, \quad g \in N_{m} \tag{4.7}
\end{gather*}
$$

THEOREM 4.1. Suppose that the function $\varphi$ defining the operator $L$ (see (3.15)) is given by (1.7) and that the conditions (A0), (A1), (A2), (2.24) are satisfied. Let also (3.13), (3.14), (4.1)-(4.4) hold. Then there exists a solution ( $v, p$ ) of the problem (3.17)-(3.19), and for an arbitrary $m \in \mathbb{N}$ there exists a solution of the problem (4.5)(4.7), and a subsequence $\left\{v_{k}, p_{k}\right\}$ can be extracted from the sequence $\left\{v_{m}, p_{m}\right\}$ such that

$$
\begin{equation*}
v_{k} \rightarrow v \quad \text { in } H, \quad p_{k} \rightarrow p \quad \text { in } Y \tag{4.8}
\end{equation*}
$$

Indeed, we replace cylindrical coordinates $r, \alpha, z$ by Cartesian coordinates $x_{1}, x_{2}, x_{3}$ in the problems (3.17)-(3.19) and (4.5)-(4.7). Then, we use Lemma 3.1 and Theorem 5.1 from [8] for these problems in Cartesian coordinates and pass back to cylindrical coordinates. As a result, we obtain that there exists a solution of the problem (3.17)(3.19), and there exists a solution of the problem (4.5)-(4.7) for any $m \in \mathbb{N}$, and a subsequence $\left\{v_{k}, p_{k}\right\}$ can be extracted from the sequence $\left\{v_{m}, p_{m}\right\}$ such that

$$
\begin{equation*}
v_{k} \rightharpoonup v \quad \text { in } H, \quad p_{k} \rightharpoonup p \quad \text { in } Y . \tag{4.9}
\end{equation*}
$$

(4.8) is proved by using (4.9) and the arguments of Theorem 2.1 from [2].

The next theorem follows from the results of [2].
Theorem 4.2. Suppose that the function $\varphi$ defining the operator $L$ (see (3.15)) is given by (1.17) and that the conditions (A0), (A3), (2.23), (2.24) are satisfied. Let also (3.13), (3.14), (4.1)-(4.4) hold. Then there exists a unique solution ( $u, p$ ) of the problem (3.17)-(3.19), and for an arbitrary $m \in \mathbb{N}$ there exists a unique solution ( $v_{m}, p_{m}$ ) of the problem (4.5)-(4.7); moreover,

$$
v_{m} \rightarrow v \quad \text { in } \quad H, \quad p_{m} \rightarrow p \quad \text { in } \quad Y
$$

## 5. Problem of axially symmetric flow.

5.1. Formulation of the problem. In the case of axially symmetric flow the components of a velocity vector $u$ in the mobile orthonormal basis ( $e_{r}, e_{\alpha}, e_{z}$ ) of the cylindrical coordinate system depend on $r, z$ only, i.e., $u(r, z)=\left(u_{1}(r, z)\right.$, $\left.u_{2}(r, z), u_{3}(r, z)\right)$; the components of the rate-of-strain tensor have the form

$$
\begin{align*}
& \epsilon_{11}(u)=\frac{\partial u_{1}}{\partial r}, \quad \epsilon_{22}(u)=\frac{u_{1}}{r}, \quad \epsilon_{33}(u)=\frac{\partial u_{3}}{\partial z} \\
& \epsilon_{12}(u)=\epsilon_{21}(u)=\frac{1}{2}\left(\frac{\partial u_{2}}{\partial r}-\frac{u_{2}}{r}\right), \quad \epsilon_{23}(u)=\epsilon_{32}(u)=\frac{1}{2} \frac{\partial u_{2}}{\partial z} \\
& \epsilon_{13}(u)=\epsilon_{31}(u)=\frac{1}{2}\left(\frac{\partial u_{1}}{\partial z}+\frac{\partial u_{3}}{\partial r}\right) \tag{5.1}
\end{align*}
$$

and the second invariant of the rate-of-strain tensor is defined by

$$
\begin{align*}
I(u)= & \left(\frac{\partial u_{1}}{\partial r}\right)^{2}+\left(\frac{u_{1}}{r}\right)^{2}+\left(\frac{\partial u_{3}}{\partial z}\right)^{2}+\frac{1}{2}\left(\frac{\partial u_{2}}{\partial r}-\frac{u_{2}}{r}\right)^{2} \\
& +\frac{1}{2}\left(\frac{\partial u_{2}}{\partial z}\right)^{2}+\frac{1}{2}\left(\frac{\partial u_{1}}{\partial z}+\frac{\partial u_{3}}{\partial r}\right)^{2} \tag{5.2}
\end{align*}
$$

We assume that the domain of flow of the electrorheological fluid $\Omega_{1}$ satisfies the condition (A0) and has the following form:

$$
\begin{gather*}
\Omega_{1}=\left\{x \mid x=\left(x_{1}, x_{2}, x_{3}\right), x_{3} \in(0, l),\left(x_{1}^{2}+x_{2}^{2}\right)^{\frac{1}{2}}<R_{2}\left(x_{3}\right)\right. \\
\left.\left(x_{1}^{2}+x_{2}^{2}\right)^{\frac{1}{2}}>R_{1}\left(x_{3}\right) \text { if } R_{1}\left(x_{3}\right)>0,\left(x_{1}^{2}+x_{2}^{2}\right)^{\frac{1}{2}} \geq R_{1}\left(x_{3}\right) \text { if } R_{1}\left(x_{3}\right)=0\right\} \tag{5.3}
\end{gather*}
$$

where $R_{1}$ and $R_{2}$ are functions given in $(0, l)$. The function $R_{1}$ takes nonnegative values, $R_{2}$ takes positive values, and $R_{2}\left(x_{3}\right)>R_{1}\left(x_{3}\right)$ for all $x_{3} \in(0, l)$.

The condition (A0) imposes restrictions on the functions $R_{1}$ and $R_{2}$. The functions $R_{1}$ and $R_{2}$ can be Lipschitz continuous as well as discontinuous with a finite number of points of discontinuity. But in the second case the functions $R_{1}$ and $R_{2}$ must be Lipschitz continuous in between the points of discontinuity.

Let $\Omega_{2}=\mathcal{P}^{-1}\left(\Omega_{1}\right)$; the mapping $\mathcal{P}^{-1}$ is defined by (2.4). Since the flow of the fluid is assumed to be axially symmetric - i.e., the functions of velocity, pressure, and electric field are independent of $\alpha$ in cylindrical coordinate system - we consider our problem in the domain $\Omega_{3}$, which consists of points $(r, z)$ such that $(r, \alpha, z) \in \Omega_{2}$, $\alpha \in[0,2 \pi)$.

According to (5.3), the domain $\Omega_{3}$ is defined by

$$
\begin{gather*}
\Omega_{3}=\left\{(r, z) \mid 0<z<l, R_{1}(z)<r \text { if } R_{1}(z)>0\right. \\
\left.R_{1}(z) \leq r \text { if } R_{1}(z)=0, \quad r<R_{2}(z)\right\} \tag{5.4}
\end{gather*}
$$

We consider the stationary flow problem under the neglect of the inertial forces. Taking into account (2.6)-(2.8) and (5.1), we obtain the following motion equations:

$$
\begin{align*}
& \frac{\partial p}{\partial r}-2 \frac{\partial}{\partial r}\left(\varphi \frac{\partial u_{1}}{\partial r}\right)-\frac{\partial}{\partial z}\left(\varphi\left(\frac{\partial u_{1}}{\partial z}+\frac{\partial u_{3}}{\partial r}\right)\right)-\frac{2}{r} \varphi\left(\frac{\partial u_{1}}{\partial r}-\frac{u_{1}}{r}\right)=K_{1} \quad \text { in } \Omega_{3}  \tag{5.5}\\
& 6) \quad-\frac{\partial}{\partial r}\left(\varphi\left(\frac{\partial u_{2}}{\partial r}-\frac{u_{2}}{r}\right)\right)-\frac{\partial}{\partial z}\left(\varphi \frac{\partial u_{2}}{\partial z}\right)-\frac{2}{r} \varphi\left(\frac{\partial u_{2}}{\partial r}-\frac{u_{2}}{r}\right)=K_{2} \quad \text { in } \Omega_{3} \tag{5.6}
\end{align*}
$$

$$
\begin{equation*}
\frac{\partial p}{\partial z}-\frac{\partial}{\partial r}\left(\varphi\left(\frac{\partial u_{1}}{\partial z}+\frac{\partial u_{3}}{\partial r}\right)\right)-2 \frac{\partial}{\partial z}\left(\varphi \frac{\partial u_{3}}{\partial z}\right)-\frac{\varphi}{r}\left(\frac{\partial u_{1}}{\partial z}+\frac{\partial u_{3}}{\partial r}\right)=K_{3} \quad \text { in } \Omega_{3} \tag{5.7}
\end{equation*}
$$

where the function $\varphi$ is defined either by (1.7) or by (1.17).
The equation of incompressibility takes the form

$$
\begin{equation*}
\operatorname{div}_{c} u=\frac{\partial u_{1}}{\partial r}+\frac{\partial u_{3}}{\partial z}+\frac{u_{1}}{r}=0 \quad \text { in } \Omega_{3} \tag{5.8}
\end{equation*}
$$

Let $S$ be the boundary of $\Omega_{3}$ and

$$
\begin{align*}
& \mathcal{T}=\left\{z \mid z \in(0, l), R_{1}(z)=0\right\} \\
& S_{0}=\{(r, z) \mid r=0, z \in \mathcal{T}\} \tag{5.9}
\end{align*}
$$

In particular, $S_{0}$ can be an empty set.
Let also

$$
\begin{equation*}
S^{\prime}=\left\{(r, \alpha, z) \mid(r, z) \in S \backslash S_{0}, \quad \alpha \in[0,2 \pi)\right\} \tag{5.10}
\end{equation*}
$$

Then $\mathcal{P}\left(S^{\prime}\right)=\Gamma$, where $\Gamma$ is the boundary of the domain $\Omega_{1}$ defined by (5.3).
Suppose that $S_{1}$ and $S_{2}$ are open subsets of $S \backslash S_{0}$ such that $S_{1}$ is not empty, $S_{1} \cap S_{2}=\emptyset$, and $\bar{S}_{1} \cup \bar{S}_{2}=S \backslash S_{0}$. We consider mixed boundary conditions, wherein velocities are specified on $S_{1}$ and surface forces are given on $S_{2}$, i.e.,

$$
\begin{gather*}
\left.u\right|_{S_{1}}=\check{u}  \tag{5.11}\\
{\left.\left[\left(-p+2 \varphi \epsilon_{11}(u)\right) \nu_{1}+2 \varphi \epsilon_{13}(u) \nu_{3}\right]\right|_{S_{2}}=F_{1},}  \tag{5.12}\\
{\left.\left[2 \varphi \epsilon_{21}(u) \nu_{1}+2 \varphi \epsilon_{23}(u) \nu_{3}\right]\right|_{S_{2}}=F_{2},}  \tag{5.13}\\
{\left.\left[\left(-p+2 \varphi \epsilon_{33}(u)\right) \nu_{3}+2 \varphi \epsilon_{31}(u) \nu_{1}\right]\right|_{S_{2}}=F_{3},} \tag{5.14}
\end{gather*}
$$

where $\nu_{1}$ and $\nu_{3}$ are the components of the unit outward normal $\nu=\left(\nu_{1}, 0, \nu_{3}\right)$ to the boundary $S^{\prime}$. By analogy with the above (see (2.13)-(2.15)), we obtain the following boundary conditions on $S_{0}$ :

$$
\begin{align*}
\left.u_{1}\right|_{S_{0}}=0,\left.\quad u_{2}\right|_{S_{0}}=0, & \left.\frac{\partial u_{3}}{\partial r}\right|_{S_{0}}=0 \\
\lim _{r \rightarrow 0}\left(\frac{\partial u_{1}}{\partial r}-\frac{u_{1}}{r}\right)(r, z)=0, & z \in \mathcal{T} \\
\lim _{r \rightarrow 0}\left(\frac{\partial u_{2}}{\partial r}-\frac{u_{2}}{r}\right)(r, z)=0, & z \in \mathcal{T} . \tag{5.15}
\end{align*}
$$

5.2. Functional spaces and two lemmas. We introduce the following sets:

$$
\begin{align*}
\mathcal{J}_{0} & =\left\{v\left|v=\left(v_{1}, v_{2}, v_{3}\right) \in C^{\infty}\left(\bar{\Omega}_{3}\right)^{3}, v_{1}\right|_{S_{0}}=0,\left.v_{2}\right|_{S_{0}}=0\right\} \\
\mathcal{J} & =\left\{v \mid v \in \mathcal{J}_{0}, v=0 \quad \text { on } S_{1}\right\}, \\
\mathcal{J}_{1} & =\left\{v \mid v \in \mathcal{J}, \operatorname{div}_{c} v=0\right\} \tag{5.16}
\end{align*}
$$

where the operator $\operatorname{div}_{c}$ is defined by (5.8).

We denote by $\mathcal{H}$ and $\mathcal{H}_{1}$ the closures of $\mathcal{J}$ and $\mathcal{J}_{1}$ with respect to the norm

$$
\begin{equation*}
\|v\|_{\mathcal{H}}=\left(\int_{\Omega_{3}} I(v) r d r d z\right)^{\frac{1}{2}} \tag{5.17}
\end{equation*}
$$

where $I(v)$ is given by (5.2).
Let $\mathcal{H}_{0}$ be the closure of $\mathcal{J}_{0}$ relative to the norm

$$
\begin{equation*}
\|v\|_{\mathcal{H}_{0}}=\left(\|v\|_{\mathcal{H}}^{2}+\int_{S_{1}}|v|^{2} d s\right)^{\frac{1}{2}} \tag{5.18}
\end{equation*}
$$

where $d s=\left(d z^{2}+d r^{2}\right)^{\frac{1}{2}}$.
Let also $\mathcal{Y}$ be the space of scalar functions which are square integrable in $\Omega_{3}$ with respect to the measure $r d r d z$. The norm in $\mathcal{Y}$ is defined by

$$
\begin{equation*}
\|h\|_{\mathcal{Y}}=\left(\int_{\Omega_{3}} h^{2} r d r d z\right)^{\frac{1}{2}} \tag{5.19}
\end{equation*}
$$

By analogy with the Lemma 3.1, we obtain the following result.
Lemma 5.1. Suppose that the domain $\Omega_{1}$ defined by (5.3) satisfies the condition (A0). Then, the expressions (5.17) and (3.8) define equivalent norms $\mathcal{H}$, and the expressions (5.18) and (3.8) are equivalent norms in $\mathcal{H}_{0}$; moreover, the following equality holds:

$$
\begin{equation*}
(2 \pi)^{\frac{1}{2}}\|h\|_{\mathcal{Y}}=\left\|\tilde{h} \circ \mathcal{P}^{-1}\right\|_{L_{2}\left(\Omega_{1}\right)} \tag{5.20}
\end{equation*}
$$

with $\tilde{h}(r, \alpha, z)=h(r, z), \alpha \in[0,2 \pi)$.
Lemma 5.2. Suppose that the domain $\Omega_{1}$ defined by (5.3) satisfies the condition (A0). Denote by $\mathcal{B}$ the operator $\operatorname{div}_{c}$ acting in the space $\mathcal{H}$, i.e.,

$$
\begin{equation*}
\mathcal{B} v=\frac{\partial v_{1}}{\partial r}+\frac{\partial v_{3}}{\partial z}+\frac{v_{1}}{r} \tag{5.21}
\end{equation*}
$$

Then, the following inf-sup condition,

$$
\begin{equation*}
\inf _{g \in \mathcal{Y}} \sup _{v \in \mathcal{H}} \frac{(\mathcal{B} v, g)}{\|v\|_{\mathcal{H}}\|g\|_{\mathcal{Y}}} \geq \beta_{2}>0 \tag{5.22}
\end{equation*}
$$

holds true.
The operator $\mathcal{B}$ is an isomorphism from $\mathcal{H}_{1}^{\perp}$ onto $\mathcal{Y}$, where $\mathcal{H}_{1}^{\perp}$ is the orthogonal complement of $\mathcal{H}_{1}$ in $\mathcal{H}$, and the operator $\mathcal{B}^{*}$ that is the adjoint of $\mathcal{B}$ is an isomorphism from $\mathcal{Y}$ onto the polar set

$$
\begin{equation*}
\mathcal{H}_{1}^{\circ}=\left\{q \in \mathcal{H}^{*}, \quad(q, v)=0, \quad v \in \mathcal{H}_{1}\right\} \tag{5.23}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\left\|\mathcal{B}^{-1}\right\|_{\mathcal{L}\left(\mathcal{Y}, \mathcal{H}_{1}^{\perp}\right)} \leq \frac{1}{\beta_{2}}, \quad\left\|\left(\mathcal{B}^{*}\right)^{-1}\right\|_{\mathcal{L}\left(\mathcal{H}_{1}^{\circ}, \mathcal{Y}\right)} \leq \frac{1}{\beta_{2}} \tag{5.24}
\end{equation*}
$$

Lemma 5.2 does not follow from Lemma 3.2. For the proof of Lemma 5.2, see [14].
5.3. Generalized solution. We suppose that the function $\check{u}$ (see (5.11)) belongs to the traces on $S_{1}$ of the functions from $\mathcal{H}_{0}$. Then there exists a function ${ }_{u}^{*}$ such that

$$
\begin{equation*}
\stackrel{*}{u} \in \mathcal{H}_{0},\left.\quad \stackrel{*}{u}\right|_{S_{1}}=\check{u}, \quad \operatorname{div}_{c} \stackrel{*}{u}=0 \tag{5.25}
\end{equation*}
$$

We assume also that

$$
\begin{equation*}
K=\left(K_{1}, K_{2}, K_{3}\right) \in \mathcal{Y}^{3}, \quad F=\left(F_{1}, F_{2}, F_{3}\right) \in L_{2}\left(S_{2}\right)^{3} \tag{5.26}
\end{equation*}
$$

Define an operator $\mathcal{M}: \mathcal{H} \rightarrow \mathcal{H}^{*}$ as follows:

$$
\begin{equation*}
(\mathcal{M}(v), h)=2 \int_{\Omega_{3}} \varphi \epsilon_{i j}\left(\stackrel{*}{u}_{u}+v\right) \epsilon_{i j}(h) r d r d z, \quad v, h \in \mathcal{H} \tag{5.27}
\end{equation*}
$$

where the function $\varphi$ is given either by (1.7) or by (1.17), and $\epsilon_{i j}(v)$ are defined by (5.1). We consider the problem: Find a pair of functions $(v, p)$ satisfying

$$
\begin{gather*}
v \in \mathcal{H}, \quad p \in \mathcal{Y},  \tag{5.28}\\
(\mathcal{M}(v), h)-\left(\mathcal{B}^{*} p, h\right)=(K+F, h), \quad h \in \mathcal{H}  \tag{5.29}\\
(\mathcal{B} v, w)=0, \quad w \in \mathcal{Y} \tag{5.30}
\end{gather*}
$$

Here $\mathcal{B}^{*}$ is the operator adjoint of $\mathcal{B}$ and

$$
\begin{equation*}
(K+F, h)=\int_{\Omega_{3}} K_{i} h_{i} r d r d z+\int_{S_{2}} F_{i} h_{i} d s \tag{5.31}
\end{equation*}
$$

The pair $(u=\stackrel{*}{u}+v, p)$, where $(v, p)$ is a solution of problem (5.28)-(5.30), will be called the generalized solution of the problem (5.5)-(5.8), (5.11)-(5.15).

Let $\left\{\mathcal{X}_{m}\right\}_{m=1}^{\infty}$ and $\left\{\mathcal{N}_{m}\right\}_{m=1}^{\infty}$ be sequences of finite-dimensional subspaces in $\mathcal{H}$ and $\mathcal{Y}$, respectively, such that

$$
\begin{gather*}
\lim _{m \rightarrow \infty} \inf _{h \in \mathcal{X}_{m}}\|w-h\|_{\mathcal{H}}=0, \quad w \in \mathcal{H},  \tag{5.32}\\
\lim _{m \rightarrow \infty} \inf _{g \in \mathcal{N}_{m}}\|f-g\|_{\mathcal{Y}}=0, \quad f \in \mathcal{Y},  \tag{5.33}\\
\inf _{g \in \mathcal{N}_{m}} \sup _{h \in \mathcal{X}_{m}} \frac{(\mathcal{B} h, g)}{\|h\|_{\mathcal{H}}\|g\|_{\mathcal{Y}}} \geq \beta>0  \tag{5.34}\\
\mathcal{X}_{m} \subset \mathcal{X}_{m+1}, \quad \mathcal{N}_{m} \subset \mathcal{N}_{m+1}, \quad m \in \mathbb{N} . \tag{5.35}
\end{gather*}
$$

We seek an approximate solution of the problem (5.28)-(5.30) of the form

$$
\begin{gather*}
v_{m} \in \mathcal{X}_{m}, \quad p_{m} \in \mathcal{N}_{m},  \tag{5.36}\\
\left(\mathcal{M}\left(v_{m}\right), h\right)-\left(\mathcal{B}^{*} p_{m}, h\right)=(K+F, h), \quad h \in \mathcal{X}_{m},  \tag{5.37}\\
\left(\mathcal{B} v_{m}, g\right)=0, \quad g \in \mathcal{N}_{m} \tag{5.38}
\end{gather*}
$$

Theorem 5.1. Suppose that the function $\varphi$ is given by (1.7) and that the conditions (A1), (A2), (2.24) are satisfied. Let the conditions (A0), (5.3) hold and $\Omega_{3}$ be defined by (5.4). Assume also that (5.25), (5.26), (5.32)-(5.35) are fulfilled. Then there exists a solution $v, p$ of the problem (5.28)-(5.30), and for an arbitrary $m \in \mathbb{N}$ there exists a solution of the problem (5.36)-(5.38), and a subsequence $\left\{v_{k}, p_{k}\right\}$ can be extracted from the sequence $\left\{v_{m}, p_{m}\right\}$ such that

$$
\begin{equation*}
v_{k} \rightarrow v \quad \text { in } \mathcal{H}, \quad p_{k} \rightarrow p \quad \text { in } \mathcal{Y} \tag{5.39}
\end{equation*}
$$

Indeed, by using the arguments of Theorem 5.1 from [8], we prove that there exists a solution of the problem (5.36)-(5.38) for any $m \in \mathbb{N}$, and a subsequence $\left\{v_{k}, p_{k}\right\}$ can be extracted from the sequence $\left\{v_{m}, p_{m}\right\}$ such that

$$
\begin{equation*}
v_{k} \rightharpoonup v \quad \text { in } \mathcal{H}, \quad p_{k} \rightharpoonup p \quad \text { in } \mathcal{Y} \tag{5.40}
\end{equation*}
$$

(5.39) is proved by using (5.40) and the reasonings of the Theorem 2.1 from [2].

THEOREM 5.2. Suppose that the function $\varphi$ is given by (1.17) and that the conditions (A0), (A3), (2.23), (2.24) are satisfied. Let also (5.25), (5.26), (5.32)(5.35) hold. Then, there exists a unique solution of the problem (5.28)-(5.30), and there exists a unique solution of the problem (5.36)-(5.38) for any $m \in \mathbb{N}$; in addition, $v_{m} \rightarrow v$ in $\mathcal{H}, p_{m} \rightarrow p$ in $\mathcal{Y}$.

The proof of this theorem is analogous to the proof of Theorem 2.1 from [2].

## 6. Electrorheological clutch.

6.1. Problem on an electric field. Figure 1 (left) displays a scheme of an electrorheological clutch consisting of two coaxial cylinders. The gap between the cylinders is filled with an electrorheological fluid. The inner cylinder hosts a high voltage lead supplying the lateral surface, which serves as the electrode, whereas the lateral surface of the outer cylinder acts as the counter electrode.


Fig. 1. Simple model for an electrorheological fluid clutch (left) and the computational domain (right).

By applying a voltage, one enhances the viscosity of the fluid. Under sufficiently large voltage the inner and external cylinders are almost rigidly bound and rotate practically at the same angular velocity. By varying the voltage, one obtains various slippage of the cylinders, i.e., various transmission ratio of the clutch.

The flow in the clutch is axially symmetric. According to Figure 1 (left) and (5.3), (5.4), the domain $\Omega_{3}$ corresponding to the flow in the clutch has the form shown in Figure 1 (right).

The vector function of electric field $E$ is defined as $E=-\operatorname{grad} \theta$, where $\theta$ is the function of the electric potential that meets the following equation:

$$
\begin{equation*}
\operatorname{div}(\chi \operatorname{grad} \theta)=0 \tag{6.1}
\end{equation*}
$$

where $\chi$ is the dielectric permittivity. In our case $\operatorname{grad} \theta=\left(\frac{\partial \theta}{\partial r}, \frac{\partial \theta}{\partial z}\right)$, and (6.1) takes the form

$$
\begin{equation*}
\frac{\partial}{\partial r}\left(\chi \frac{\partial \theta}{\partial r}\right)+\frac{\chi}{r} \frac{\partial \theta}{\partial r}+\frac{\partial}{\partial z}\left(\chi \frac{\partial \theta}{\partial z}\right)=0 \quad \text { in } \quad \Omega_{3} \tag{6.2}
\end{equation*}
$$

and $\theta$ satisfies the following boundary conditions:

$$
\begin{gather*}
\theta=U \text { on } D_{1}, \quad \theta=0 \quad \text { on } D_{2}, \quad \frac{\partial \theta}{\partial r}=0 \quad \text { on } S_{0}, \\
\nu_{1} \chi \frac{\partial \theta}{\partial r}+\nu_{3} \chi \frac{\partial \theta}{\partial z}=0 \quad \text { on } S \backslash\left(\bar{D}_{1} \cup \bar{D}_{2} \cup \bar{S}_{0}\right) . \tag{6.3}
\end{gather*}
$$

Here, $U=$ constant $>0, S$ is the boundary of $\Omega_{3}$, and

$$
\begin{align*}
& D_{1}=\left\{(r, z) \mid r=r_{i}, z \in\left(l_{e}-l_{i}, l_{e}\right)\right\} \\
& D_{2}=\left\{(r, z) \mid r=r_{e}, z \in\left(l_{e}-l_{i}, l_{e}\right)\right\} \\
& S_{0}=\left\{(r, z) \mid r=0, z \in\left(0, l_{e}-l_{i}\right)\right\} \tag{6.4}
\end{align*}
$$

Let

$$
\begin{equation*}
\mathcal{Z}=\left\{w \mid w \in C^{\infty}\left(\bar{\Omega}_{3}\right), \frac{\partial w}{\partial r}=0 \quad \text { on } S_{0}\right\} \tag{6.5}
\end{equation*}
$$

and let $Z_{0}$ be the closure of $\mathcal{Z}$ with respect to the norm

$$
\begin{equation*}
\|w\|_{Z_{0}}=\left(\int_{\Omega_{3}}\left[w^{2}+\left(\frac{\partial w}{\partial r}\right)^{2}+\left(\frac{\partial w}{\partial z}\right)^{2}\right] r d r d z\right)^{\frac{1}{2}} \tag{6.6}
\end{equation*}
$$

Again, we consider the following space:

$$
\begin{equation*}
Z=\left\{w \mid w \in Z_{0}, w=0 \quad \text { on } \quad D_{1} \cup D_{2}\right\} \tag{6.7}
\end{equation*}
$$

The expression

$$
\begin{equation*}
\|w\|_{Z}=\left(\int_{\Omega_{3}}\left[\left(\frac{\partial w}{\partial r}\right)^{2}+\left(\frac{\partial w}{\partial z}\right)^{2}\right] r d r d z\right)^{\frac{1}{2}} \tag{6.8}
\end{equation*}
$$

defines a norm in $Z$ being equivalent to the norm of $Z_{0}$ determined by (6.6). Let $\theta_{0}$ be a function such that

$$
\begin{equation*}
\theta_{0} \in Z_{0}, \quad \theta_{0}=U \quad \text { on } D_{1}, \quad \theta_{0}=0 \quad \text { on } D_{2} \tag{6.9}
\end{equation*}
$$

We assume that $\chi$ is a function that is integrable in $\Omega_{3}$ with respect to the measure $r d r d z$, and in addition,

$$
\begin{equation*}
b_{1} \geq \chi \geq b_{0}>0 \quad \text { a.e. in } \quad \Omega \tag{6.10}
\end{equation*}
$$

where $b_{0}$ and $b_{1}$ are positive constants.
Define a bilinear form $a: Z_{0} \times Z \rightarrow \mathbb{R}$ as follows:

$$
\begin{equation*}
a(q, h)=\int_{\Omega_{3}} \chi\left(\frac{\partial q}{\partial r} \frac{\partial h}{\partial r}+\frac{\partial q}{\partial z} \frac{\partial h}{\partial z}\right) r d r d z, \quad q \in Z_{0}, \quad h \in Z \tag{6.11}
\end{equation*}
$$

Consider the following problem: Find $\theta_{1}$ satisfying

$$
\begin{equation*}
\theta_{1} \in Z, \quad a\left(\theta_{1}, h\right)=-a\left(\theta_{0}, h\right), \quad h \in Z \tag{6.12}
\end{equation*}
$$

The function $\theta=\theta_{0}+\theta_{1}$ is a generalized solution of the problem (6.2), (6.3).
The Riesz theorem implies the following result.
THEOREM 6.1. Suppose that (6.9) and (6.10) are satisfied. Then there exists a unique solution of the problem (6.12), and there exists a unique generalized solution $\theta$ of the problem (6.2), (6.3). The function $\theta$ is represented in the form $\theta=\theta_{0}+\theta_{1}$, where $\theta_{0}$ is a function satisfying (6.9) and $\theta_{1}$ is the solution of the problem (6.12).
6.2. Problem on the fluid flow. We assume that the velocity vector $u$ and the pressure $p$ depend only on $r, z$ in the mobile orthonormal basis $e_{r}, e_{\alpha}, e_{z}$ of cylindrical coordinate system $r, \alpha, z$ and, in addition, $u(r, z)=\left(0, u_{2}(r, z), 0\right)$. We denote the function $u_{2}$ by $u$.

According to (2.1), we have

$$
\begin{align*}
& \epsilon_{12}(u)=\epsilon_{21}(u)=\frac{1}{2}\left(\frac{\partial u}{\partial r}-\frac{u}{r}\right), \quad \epsilon_{23}(u)=\epsilon_{32}(u)=\frac{1}{2} \frac{\partial u}{\partial z} \\
& \epsilon_{11}(u)=\epsilon_{22}(u)=\epsilon_{33}(u)=\epsilon_{13}(u)=\epsilon_{31}(u)=0 \tag{6.13}
\end{align*}
$$

and

$$
\begin{equation*}
I(u)=\frac{1}{2}\left(\frac{\partial u}{\partial r}-\frac{u}{r}\right)^{2}+\frac{1}{2}\left(\frac{\partial u}{\partial z}\right)^{2} \tag{6.14}
\end{equation*}
$$

In line with (5.5)-(5.7), the motion equations take the form

$$
\begin{gather*}
\frac{\partial p}{\partial r}=\frac{\partial p}{\partial z}=0  \tag{6.15}\\
\frac{\partial}{\partial r}\left(\varphi\left(\frac{\partial u}{\partial r}-\frac{u}{r}\right)\right)+\frac{\partial}{\partial z}\left(\varphi \frac{\partial u}{\partial z}\right)+\frac{2}{r} \varphi\left(\frac{\partial u}{\partial r}-\frac{u}{r}\right)=0 \tag{6.16}
\end{gather*}
$$

where volume force vector is ignored.
In the case under consideration, the condition of incompressibility (2.9) is satisfied.

We prescribe velocities on the surfaces of the internal and external cylinders $S_{1}$ and specify surface forces on the top boundary of the electrorheological fluid $S_{2}$. In this case, we have (see Figure 1 (right))

$$
\begin{equation*}
S_{1}=\bigcup_{i=1}^{4} S_{1 i} \tag{6.17}
\end{equation*}
$$

where

$$
S_{11}=\left\{(r, z) \mid z=0, r \in\left(0, r_{e}\right)\right\}, \quad S_{12}=\left\{(r, z) \mid r=r_{e}, z \in\left(0, l_{e}\right)\right\}
$$

$$
\begin{equation*}
S_{13}=\left\{(r, z) \mid z=l_{e}-l_{i}, r \in\left(0, r_{i}\right)\right\}, \quad S_{14}=\left\{(r, z) \mid r=r_{i}, z \in\left(\left(l_{e}-l_{i}\right), l_{e}\right)\right\}, \tag{6.18}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{2}=\left\{(r, z) \mid z=l_{e}, r \in\left(r_{i}, r_{e}\right)\right\} \tag{6.19}
\end{equation*}
$$

In the case that the inner cylinder is leading, we deal with the following boundary conditions:

$$
\begin{align*}
& u(r, z)= \begin{cases}0 & \text { on } S_{11} \cup S_{12} \cup S_{0} \\
\omega r & \text { on } S_{13}, \\
\omega r_{i} & \text { on } S_{14}\end{cases}  \tag{6.20}\\
& \varphi \frac{\partial u}{\partial z}=0 \quad \text { on } S_{2}, \quad p=\tilde{c} \quad \text { on } S_{2} . \tag{6.21}
\end{align*}
$$

Here $\omega$ is the angular velocity of the internal cylinder, and we assume that $F_{1}=F_{2}=$ $0, F_{3}=-\tilde{c}, \tilde{c}=$ constant $>0$; see (5.12)-(5.14). $S_{0}$ is given in (6.4), and according to (5.15), we have

$$
\begin{equation*}
\left.u\right|_{S_{0}}=0, \quad \lim _{r \rightarrow 0}\left(\frac{\partial u}{\partial r}-\frac{u}{r}\right)(r, z)=0, \quad z \in\left(0, l_{e}-l_{i}\right) \tag{6.22}
\end{equation*}
$$

In the case that the external cylinder is leading, we consider the boundary conditions of this type:

$$
u= \begin{cases}\omega r & \text { on } S_{11}  \tag{6.23}\\ \omega r_{e} & \text { on } S_{12} \\ 0 & \text { on } S_{13} \cup S_{14} \cup S_{0}\end{cases}
$$

where $\omega$ is the angular velocity of the external cylinder, and, in addition, (6.21) and (6.22) hold.

In the case under consideration the set $\mathcal{J}_{0}$ has the form

$$
\begin{equation*}
\mathcal{J}_{0}=\left\{v \mid v \in C^{\infty}\left(\bar{\Omega}_{3}\right), \quad v=0 \quad \text { on } S_{0}\right\} \tag{6.24}
\end{equation*}
$$

and $\mathcal{H}_{0}$ is the closure of $\mathcal{J}_{0}$ relative to the norm (compare with (5.16)-(5.18), (6.14))

$$
\begin{equation*}
\|v\|_{\mathcal{H}_{0}}=\left(\int_{\Omega_{3}}\left[v^{2}+\left(\frac{\partial v}{\partial r}-\frac{v}{r}\right)^{2}+\left(\frac{\partial v}{\partial z}\right)^{2}\right] r d r d z\right)^{\frac{1}{2}} \tag{6.25}
\end{equation*}
$$

The space $\mathcal{H}$ appears as

$$
\begin{equation*}
\mathcal{H}=\left\{v \mid v \in \mathcal{H}_{0}, v=0 \quad \text { on } S_{1}\right\} \tag{6.26}
\end{equation*}
$$

and the norm in $\mathcal{H}$ is given by

$$
\begin{equation*}
\|v\|_{\mathcal{H}}=\left(\int_{\Omega_{3}}\left[\left(\frac{\partial v}{\partial r}-\frac{v}{r}\right)^{2}+\left(\frac{\partial v}{\partial z}\right)^{2}\right] r d r d z\right)^{\frac{1}{2}} \tag{6.27}
\end{equation*}
$$

It follows from Lemma 5.1 that the expressions (6.25) and (3.8) with $v_{1}=0$, $v_{2}=v, v_{3}=0$ define equivalent norms in $\mathcal{H}_{0}$, whereas (6.27) and (3.8) are equivalent norms in $\mathcal{H}$.

Equation (6.15) implies $p=c=$ constant, and (6.21) yields $c=\tilde{c}$.
Let $\stackrel{*}{u}$ be a function from $\mathcal{H}_{0}$ that satisfies either (6.20) or (6.23) according to which cylinder, inner or external, is leading.

The operator $\mathcal{M}: \mathcal{H} \rightarrow \mathcal{H}^{*}$ is defined as follows:

$$
\begin{equation*}
(\mathcal{M}(v), h)=\frac{1}{2} \int_{\Omega_{3}} \varphi\left[\left(\frac{\partial\left({ }_{u}^{u}+v\right)}{\partial r}-\frac{\stackrel{*}{u}+v}{r}\right)\left(\frac{\partial h}{\partial r}-\frac{h}{r}\right)+\frac{\partial\left({ }_{u}^{u}+v\right)}{\partial z} \frac{\partial h}{\partial z}\right] r d r d z \tag{6.28}
\end{equation*}
$$

In the case under consideration the velocity vector is orthogonal to the vector of the electric field at each point $(r, z) \in \bar{\Omega}_{3}$. Therefore, in (6.28) the function $\varphi$ is defined by (see (1.7))

$$
\begin{equation*}
\varphi=b(|E|, 0)(\lambda+I(\stackrel{*}{u}+v))^{-\frac{1}{2}}+\psi(I(\stackrel{*}{u}+v),|E|, 0), \tag{6.29}
\end{equation*}
$$

where the function $I$ is given by (6.14).
We consider the following problem: Find a function $v$ such that

$$
\begin{equation*}
v \in \mathcal{H}, \quad(\mathcal{M}(v), h)=0, \quad h \in \mathcal{H} \tag{6.30}
\end{equation*}
$$

The pair $(u=\stackrel{*}{u}+v, p)$, where $v$ is a solution of the problem (6.30) and $p=\tilde{c}$, is a generalized solution of the problem (6.15), (6.16), (6.21), (6.22), and (6.20) or (6.23).

Let $\left\{\mathcal{V}_{m}\right\}_{m=1}^{\infty}$ be a sequence of finite-dimensional subspaces in $\mathcal{H}$ such that

$$
\begin{gather*}
\lim _{m \rightarrow \infty} \inf _{h \in \mathcal{V}_{m}}\|w-h\|_{\mathcal{H}}=0, \quad w \in \mathcal{H}  \tag{6.31}\\
\mathcal{V}_{m} \subset \mathcal{V}_{m+1}, \quad m \in \mathbb{N} \tag{6.32}
\end{gather*}
$$

We define an approximate solution of the problem (6.30) of the form

$$
\begin{equation*}
v_{m} \in \mathcal{V}_{m}, \quad\left(\mathcal{M}\left(v_{m}\right), h\right)=0, \quad h \in \mathcal{V}_{m} \tag{6.33}
\end{equation*}
$$

It follows from Theorem 5.2 that for the function $\varphi$ defined by (6.29) there exists a unique solution of the problems (6.30) and (6.33); in addition, $v_{m} \rightarrow v$ in $\mathcal{H}$.
6.3. Simulation results. The nonlinear problem (6.30) is solved through solving a sequence of linear problems. Given $v^{0} \in \mathcal{H}$, find $v^{k} \in \mathcal{H}, k=1,2, \ldots$, such that

$$
\begin{align*}
d \in \mathcal{H}, \quad\left(\hat{\mathcal{M}}\left(v^{k-1}\right) d, h\right) & =-\left(\mathcal{M}\left(v^{k-1}\right), h\right) \quad \forall h \in \mathcal{H}  \tag{6.34}\\
v^{k} & =v^{k-1}+\alpha d \tag{6.35}
\end{align*}
$$

Here $\alpha$ is a relaxation parameter, and $\hat{\mathcal{M}}$ is the linearized version of the operator $\mathcal{M}$ (cf. [2]), defined as

$$
\begin{aligned}
& (\hat{\mathcal{M}}(w) v, h)=\frac{1}{2} \int_{\Omega_{3}}\left(b(|E|, 0)(\lambda+I(\stackrel{*}{u}+w))^{-\frac{1}{2}}+\psi\left(I\left({ }_{u}^{u}+w\right),|E|, 0\right)\right) \\
& \\
& \quad \times\left[\left(\frac{\partial\left({ }^{*}+v\right)}{\partial r}-\frac{\stackrel{*}{u}+v}{r}\right)\left(\frac{\partial h}{\partial r}-\frac{h}{r}\right)+\frac{\partial\left({ }_{u}^{u}+v\right)}{\partial z} \frac{\partial h}{\partial z}\right] r d r d z
\end{aligned}
$$

Note that $(\hat{\mathcal{M}}(w) v, h)=(\mathcal{M}(v), h)$ whenever $w=v$. The algorithm can be termed the Birger-Kachanov method with relaxation; see [5] for the analysis of the original Birger-Kachanov method.

We consider the electrorheological fluid called the Rheobay TP AI 3656, a product of Bayer [1]. The experimentally obtained flow curves (relating the shear stress to the shear rate) of this product, corresponding to different electric field strengths


Fig. 2. Contour plot of the electric potential: wide gap configuration.
orthogonal to the velocities, have been approximated by cubic splines. The viscosity function $\varphi$ is then calculated from these splines; see the appendix for details.

In order to understand the behavior of our electrorheological fluid in our model clutch, we study the flow in two different geometrical configurations of the clutch, the wide- and the narrow gap configurations. In the wide gap configuration, we take $r_{i}=35 \mathrm{~mm}, r_{e}=70 \mathrm{~mm}$, and $l_{i}=250 \mathrm{~mm}, l_{e}=300 \mathrm{~mm}$. During this test the cylinder (outer or inner, whichever is leading) rotates with an angular velocity of 125 $\mathrm{rad} \mathrm{sec}^{-1}$. For the narrow gap configuration, we take a much narrower gap between the cylinders by setting $r_{i}=24 \mathrm{~mm}$ and $r_{e}=25 \mathrm{~mm}$. In this case $l_{i}=25 \mathrm{~mm}, l_{e}=30$ mm , and the angular velocity of the leading cylinder (outer or inner) is $5 \mathrm{rad} \mathrm{sec}^{-1}$.

The function of the electric field potential $\theta$ was calculated approximately by using the Galerkin method with continuous and piecewise linear finite elements for the problem (6.12).

Figure 2 shows a contour plot of the electric potential calculated on the wide gap configuration for an applied voltage of 10 kV on the inner electrode. The distribution of this electric potential is linear along any cross-section inside the gap between the electrodes.

Angular velocity profiles for different applied voltages, calculated at one cross section of the gap, are shown in Figures 3 and 4.

From the calculations performed we arrive at the following conclusions:

1. The electric field $E=\left(E_{r}, E_{z}\right)$ in the gap between the cylinders is close to a constant vector $\left(U /\left(r_{i}-r_{e}\right), 0\right)$ for the narrow and wide gap configurations. At each point between the electrodes, with the exception of points in a very small zone by the ends of the electrodes, the electric field $\left(E_{r}, E_{z}\right)$ tends to $\left(U /\left(r_{i}-r_{e}\right), 0\right)$ as $\left(r_{e}-r_{i}\right) / r_{i}$ tends to zero. The electric field decays sharply as the distance to the electrodes increases (see Figure 2).
2. In the case when the gap between the cylinders is wide and the outer cylinder is leading, a zone with a constant angular velocity is formed near the outer cylinder, and this zone increases with the increase of voltage (see Figure 3 left).
3. In the case when the gap between the cylinders is wide and the inner cylinder is leading, a zone with a constant angular velocity is formed near the outer


Fig. 3. Angular velocity profile. Wide gap configuration with leading outer cylinder (left) and leading inner cylinder (right). The curves $C_{1}, C_{2}$, and $C_{3}$ correspond to $U=0 \mathrm{~V}, \mathrm{U}=50 \mathrm{kV}$, and $U=100 k V$, respectively.


Fig. 4. Angular velocity profile. Narrow gap configuration with leading outer cylinder (left) and leading inner cylinder (right). The curves $C_{1}, C_{2}$, and $C_{3}$ correspond to $U=0 V, U=2 k V$, and $U=3 k V$, respectively.
cylinder, as in the case when the outer cylinder is leading. This zone increases under the increase of voltage (see Figure 3 right).
4. In the case of a narrow gap between the cylinders, the zone with a constant angular velocity is not formed. The velocity profiles are almost linear at various voltages. No matter what cylinder is leading and what voltage is applied, the velocity profile tends to linear as $\left(r_{e}-r_{i}\right) / r_{i}$ tends to zero (see Figure 4). In this case essentially the velocity profile does not depend on the shape of a flow curve, and the shear rate is a constant.
We note that in the case of a wide gap between the cylinders, the zone with a constant angular velocity is also formed under the flow of the Bingham fluid. The proximity of the Bingham velocity profiles to the profiles presented in Figure 3
depends on the proximity of approximations of the flow curves by the affine functions $\tau_{0}+b_{0} \gamma$, where $\tau_{0}$ and $b_{0}$ are the yield stress and the viscosity of the Bingham fluid and $\gamma$ is the shear rate. (About the proximity of solutions for close flow curves, see [13, section 6.2].)

As may be seen from the appendix Figure A-1, one cannot obtain good approximations of the flow curves by affine functions, especially for small shear rates.

Appendix. Identification of the viscosity function. In the following, we present a set of cubic splines (flow splines) approximating a set of experimentally obtained flow curves and show how the viscosity function $\varphi$ is calculated from these splines. These flow curves (splines) are for the electrorheological fluid called Rheobay TP AI 3656, a product of Bayer, based on a water-free dispersion of polymer particles in silicone oil (Baysilone Oil M); see [1] for specifications. The application of such a product can be found in various devices, such as shock absorbers, vibration dampers, clutches, and so on.
A.1. The flow splines. The set of cubic splines approximating experimentally obtained flow curves corresponding to a set of different electric field strengths, which are orthogonal to the velocity, are shown in Figure A-1. Complete information for the reconstruction of these splines, i.e., the sample points representing the shear rates $\gamma$, the data representing the shear stress $\tau$, and the end slopes (derivatives), are provided in Table A-1.

Each flow curve has been approximated within the interval $\left[\gamma_{0}, \gamma_{1}\right]$ (in our case $\gamma_{0}=100 \mathrm{sec}^{-2}, \gamma_{1}=2000 \mathrm{sec}^{-2}$ ) by a cubic spline with the given end slopes. Outside of the interval $\left[\gamma_{0}, \gamma_{1}\right]$ the splines have been extended on $\mathbb{R}_{+}$by straight lines (see the dotted lines in Figure A-1), so that the obtained function $\gamma \rightarrow \tau(\gamma)$ becomes continuously differentiable in $\mathbb{R}_{+}$.

A linear interpolation is used to calculate the function $\tau(\gamma)$ for values of $|E|$ intermediate between the values given in the Table A-1.


Fig. A-1. Flow splines showing the effect of field strength (50Hz, AC) and shear rate $\gamma$ on shear stress $\tau$ at $40^{\circ} C$. The cubic splines are constructed using the data provided in Table A-1.

Table A-1
The table contains complete information for the reconstruction of the five cubic splines displayed in Figure A-1. Each of the last five columns in the table corresponds to a spline approximating a flow curve, containing two end slopes and eleven data values corresponding to the eleven sample points in the first column of the table.

| Shear rate <br> $\gamma$ [per sec] | Shear stress (Pa) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} 0.0 \\ \mathrm{~V} / \mathrm{mm} \end{gathered}$ | $\begin{gathered} 1.5 \\ \mathrm{kV} / \mathrm{mm} \end{gathered}$ | $\begin{gathered} 2.0 \\ \mathrm{kV} / \mathrm{mm} \end{gathered}$ | $\begin{gathered} 2.5 \\ \mathrm{kV} / \mathrm{mm} \end{gathered}$ | $\begin{gathered} 3.0 \\ \mathrm{kV} / \mathrm{mm} \end{gathered}$ |
| $1.0 \times 10^{2}$ | 30.2 | 563.0 | 979.0 | 1360.0 | 1720.0 |
| $2.0 \times 10^{2}$ | 48.0 | 650.0 | 1070.0 | 1500.0 | 1900.0 |
| $4.0 \times 10^{2}$ | 69.3 | 695.0 | 1140.0 | 1600.0 | 2030.0 |
| $6.0 \times 10^{2}$ | 83.5 | 700.0 | 1170.0 | 1640.0 | 2070.0 |
| $8.0 \times 10^{2}$ | 100.0 | 712.0 | 1180.0 | 1670.0 | 2110.0 |
| $1.0 \times 10^{3}$ | 110.0 | 723.0 | 1200.0 | 1676.0 | 2140.0 |
| $1.2 \times 10^{3}$ | 115.0 | 727.0 | 1210.0 | 1686.0 | 2160.0 |
| $1.4 \times 10^{3}$ | 120.0 | 731.0 | 1220.0 | 1693.0 | 2180.0 |
| $1.6 \times 10^{3}$ | 125.0 | 735.0 | 1240.0 | 1696.0 | 2190.0 |
| $1.8 \times 10^{3}$ | 130.0 | 740.0 | 1250.0 | 1706.0 | 2200.0 |
| $2.0 \times 10^{3}$ | 135.0 | 743.0 | 1254.0 | 1710.0 | 2210.0 |
| Slope at left end | 0.180 | 0.870 | 0.910 | 1.400 | 1.800 |
| Slope at right end | 0.025 | 0.015 | 0.020 | 0.020 | 0.050 |

A.2. The viscosity function. We now show how the viscosity function $\varphi$ is calculated from the function $\tau(\gamma)$. Let $\tau_{0}$ be the point of intersection of a left dotted line with the shear stress axis. This dotted line is the continuation of the flow curve in the interval $\left[0, \gamma_{0}\right)$, and $\tau_{0}$ is the yield stress.

The viscosity function, in the case of a simple shear flow, is determined as follows:

$$
\varphi=\frac{1}{2} \frac{\tau}{\gamma}, \quad \text { where } \quad \gamma=\left(\frac{1}{2} I(u)\right)^{\frac{1}{2}}
$$

Generalizing it to an arbitrary flow, we get

$$
\begin{equation*}
b=\frac{\tau_{0}}{\sqrt{2}} \quad \text { and } \quad \psi=\frac{\tau-\tau_{0}}{2 \gamma}=\frac{\tau-\tau_{0}}{(2 I(u))^{\frac{1}{2}}} . \tag{A-1}
\end{equation*}
$$

For a fixed value of $|E|$ and $I(u)$, we can thus find the value of $\varphi$ using (A-1) and (6.29), i.e.,

$$
\begin{equation*}
\varphi=\frac{b}{(\lambda+I(u))^{\frac{1}{2}}}+\psi . \tag{A-2}
\end{equation*}
$$

The parameter $\lambda$ was chosen equal to $1.011 e^{-11} \mathrm{sec}^{-2}$.
In the general case, when there are given flow curves for different values of $|E|$ and $\mu(u, E)$, one obtains expressions (A-2) for different values of $|E|$ and $\mu(u, E)$; see (1.7).
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#### Abstract

We consider the diffusion limit of a suitably rescaled model transport equation in a slab with multiplying boundary conditions, as the scaling parameter $\varepsilon$ tends to zero. We show that, for sufficiently smooth data, the solution converges in the $L^{2}$-norm for each $t>0$ to the solution of a diffusion equation with Robin boundary conditions corresponding to an incoming flux. The derivation of the diffusive limit is based on an asymptotic expansion, which is rigorously justified.
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1. Statement of the problem and main result. Traditionally, transport equations have been studied in media with either dissipative or conservative boundary conditions (BCs), while the possible multiplication of particles is confined to volume scattering effects (fission). Recently, multiplying BCs have attracted an interest on their own, first in connection with a model for cell population dynamics $[R]$, and afterwards with the extension of general transport theory results [B1], [BE]. The cell population dynamics is described by an equation that shares strong formal similarities with the linear transport equation; in particular, multiplying BCs ensure the survivability of the cell population. For transport phenomena proper, multiplying BCs may occur in rarefied gas dynamics whereby, upon collision, molecules previously adsorbed at the boundaries may be liberated and reenter the medium. In heterogeneous reactors, with periodic structures of alternating slabs/rods/prisms of fissionable and moderating materials, one could model the effect of the fissionable material upon the moderating one as a multiplying boundary.

In general multidimensional geometries, multiplying BCs lead to difficulties, since the combined effect of geometry and net production of particles at the boundaries may result in the absence of overall control of the flux. In slab (one-dimensional) geometry, if the velocities are bounded, the growth effect can be controlled. This is also the case in general multidimensional geometries if the minimum travel time between two successive boundary collisions is bounded away from zero. Under these conditions, one can prove that the corresponding transport operator generates an exponentially bounded, positivity preserving evolution semigroup [BT], [MaT], [LaM], [B3].

In this paper, we consider the diffusion limit for the linear transport equation with multiplying BCs in slab geometry and provide the first proof of the existence

[^110]and precise meaning of such a limit. The derivation of diffusion (hydrodynamics) from transport with either dissipative or conservative BCs based on scaling arguments and/or asymptotic analysis has a rather long history. A more or less formal mathematical treatment can be found in $[\mathrm{HM}]$, [KL], [BLP], [Se], [Sa], [BSS], [DL2, Chap. XXI-5], $[\mathrm{BM}],[\mathrm{M} 1],[\mathrm{MPT}],[\mathrm{MoT}]$, and the references therein. However, when applied to multiplying BCs, the scaling method presents additional difficulties.

First, while conservative (dissipative) BCs for the transport equation result in Neumann (Dirichlet) BCs for the diffusion equation, without their own additional scaling, multiplying BCs have to be properly scaled: otherwise, in the limit of infinite time, they would lead to uncontrollable growth. To this end we introduce the scaled restitution coefficient at the surface $\alpha=1+\beta \varepsilon(\beta>0)$, which means that we consider multiplying BCs which are almost conservative, and we prove that the corresponding transport semigroup is exponentially bounded in time, uniformly with respect to the scaling parameter $\varepsilon$. The time behavior is then controlled by adding an extra absorption term. We also study the spectral properties of the corresponding transport operator, which are related to the time asymptotic behavior of the transport semigroup. A direct estimate of the "leading eigenvalues," which could give a better understanding of the asymptotic behavior, is still missing.

The second difficulty is related to the boundary layer problem. Indeed, to carry out the analysis, we need to bound, uniformly in $\varepsilon$, the solution of the Milne problem with specularly reflecting BCs that arises from the boundary layer. The solvability condition of this Milne problem yields the BCs for the diffusion problem.

Finally, the proof of the convergence of the transport solution to the solution of the diffusive equation is based on rigorous estimates of the various terms in the asymptotic expansion. The interest of the asymptotic expansions is that the method permits one to solve the boundary layer problem. However, representing the solution of the transport equation as an expansion in the scaling parameter $\varepsilon$ requires certain regularity of the solution of the diffusion equation and thereby of the data of the transport equation.

We state now the problem and the main result. Consider the linear transport equation

$$
\begin{cases}\frac{\partial f_{\varepsilon}}{\partial t}(x, \mu, t)=-\varepsilon^{-1} \mu \frac{\partial f_{\varepsilon}}{\partial x}-\varepsilon^{-2} C f_{\varepsilon}-\gamma f_{\varepsilon}+S & \text { on }(-a, a) \times(-1,1) \times \mathbb{R}^{+}  \tag{1.1}\\ f_{\varepsilon}(-a, \mu, t)=(1+\beta \varepsilon) f_{\varepsilon}(-a,-\mu, t)+\varepsilon S^{-}(\mu), & \mu>0 \\ f_{\varepsilon}(a,-\mu, t)=(1+\beta \varepsilon) f_{\varepsilon}(a, \mu, t)+\varepsilon S^{+}(\mu), & \mu>0 \\ f_{\varepsilon}(x, \mu, 0)=f_{0}(x, \mu) & \end{cases}
$$

as an initial-boundary value problem in the space $L^{2}((-a, a) \times(-1,1))$. Here $\gamma$ and $\beta$ are two positive constants, $f_{0}$ and $S$ are in $L^{2}((-a, a) \times(-1,1))$, and $S^{+} \in L^{2}(0,1)$ and $S^{-} \in L^{2}(0,1)$. The collision operator $C$ and the projection operator $\bar{P}$ are defined as

$$
\begin{gathered}
C \varphi(\mu)=\varphi(\mu)-P \varphi(\mu)=\varphi(\mu)-\frac{1}{2} \int_{-1}^{1} \varphi\left(\mu^{\prime}\right) d \mu^{\prime}, \quad \varphi \in L^{2}(-1,1) \\
\bar{P} \varphi=2 \int_{0}^{1} \mu \varphi(\mu) d \mu, \quad \varphi \in L^{2}(0,1)
\end{gathered}
$$

ThEOREM 1. Let $\gamma$ be an absorption coefficient such that $\gamma>\frac{\beta}{2 a}+\frac{\beta^{2}}{2}$. Let us assume that the data $P f_{0}$ and $P S$ are sufficiently smooth (for the precise conditions,
see Lemma 3 in section 4). Then the solution $f_{\varepsilon}$ of the transport equation $\mathrm{Pb}(1.1)$ satisfies

$$
\begin{equation*}
\left\|f_{\varepsilon}-f\right\|_{L^{2}((-a, a) \times(-1,1))} \leq \varepsilon M e^{\delta T}, \quad \text { uniformly on compact subsets of } t \in(0, T] \tag{1}
\end{equation*}
$$

where $T>0, M$ and $\delta$ are two positive constants independent of $T$ and $\varepsilon$, and $f$ is the solution of the related diffusion equation, considered as an initial-boundary value problem in $H^{1}(-a, a)$,
$\mathrm{Pb}(1.2)$

$$
\left\{\begin{array}{l}
\frac{\partial f}{\partial t}(x, t)=\frac{1}{3} \frac{\partial^{2} f}{\partial x^{2}}-\gamma f+P S \quad \text { on }(-a, a) \times \mathbb{R}^{+} \\
\frac{4}{3} \frac{\partial f}{\partial n}=\beta f+\bar{P} S^{-} \quad \text { in } x=-a \\
\frac{4}{3} \frac{\partial f}{\partial n}=\beta f+\bar{P} S^{+} \quad \text { in } x=a \\
f(x, 0)=P f_{0}(x)
\end{array}\right.
$$

The additional absorption $\gamma$ that appears in both the transport and diffusion problems is introduced in order to make the corresponding evolutions dissipative. Indeed, in the absence of net absorption, unscaled multiplying BCs lead to an unbounded semigroup, and even scaled multiplying BCs lead only to an exponentially bounded semigroup, with strictly positive type. On the other hand, introducing a suitable absorption, as described by the parameter $\gamma$, makes the semigroup a contraction, and as a result, the analysis is simplified. In this sense, the presence of $\gamma$ may be viewed as a mathematical artifact. At the same time though, we note that $\gamma$ estimates quite sharply the multiplicative effect of the boundaries. Besides and beyond the rigorous proof of the asymptotic equivalence between the transport and diffusive regimes as expressed by (1), this relationship between $\gamma$ and $\beta$ is an interesting result in itself, since it allows one to compare, within a specified geometry, the relative effects of the boundary multiplication and the volume absorption needed to counteract it.

The precise meaning and complete analysis of all the terms and operators appearing in the two problems above will be clarified in the next sections, as follows. In section 2 we study the properties of the transport operator with multiplying BCs in order to derive some exponential bound of the transport semigroup. In section 3 we investigate the Milne problem with specularly reflecting BCs that arises from the boundary layer. In section 4 we apply a scaling argument to prove the main result. Section 5 contains a short discussion.
2. Spectral properties of the transport operator. We define the space

$$
\begin{aligned}
W^{2} & =W^{2}((-a, a) \times(-1,1)) \\
& =\left\{\varphi \in L^{2}((-a, a) \times(-1,1)) ; \mu \frac{\partial \varphi}{\partial x} \in L^{2}((-a, a) \times(-1,1))\right\}
\end{aligned}
$$

endowed with the norm $\|\varphi\|_{W^{2}}:=\left(\|\varphi\|_{L^{2}}^{2}+\left\|\mu \frac{\partial \varphi}{\partial x}\right\|_{L^{2}}^{2}\right)^{\frac{1}{2}}$, where $L^{2}$ denotes the usual $L^{2}((-a, a) \times(-1,1))$-norm. It is known (see [DL2, Chap. XXI]) that functions of $W^{2}$ have traces on $\{a\}$ and on $\{-a\}$ in $L^{2}(-1,1)$.

We consider the transport operator

$$
\left\{\begin{array}{l}
T_{\varepsilon} \varphi=-\frac{1}{\varepsilon} \mu \frac{\partial \varphi}{\partial x}-\frac{1}{\varepsilon^{2}} C \varphi  \tag{2}\\
D\left(T_{\varepsilon}\right)=\left\{\varphi \in W^{2}, \varphi(-a, \mu)=\alpha \varphi(-a,-\mu) \text { and } \varphi(a,-\mu)=\alpha \varphi(a, \mu) \text { for } \mu>0\right\}
\end{array}\right.
$$

in a slab of width $2 a$. The restitution coefficient at the surface, $\alpha$, is strictly greater than 1, accounting for multiplying BCs. The collision operator $C$ is a nonnegative self-adjoint operator on $L^{2}(-1,1)$. The spectrum of $C$ is composed of two eigenvalues, namely, $\lambda=0$ associated with the constant eigenvector and $\lambda=1$ associated with the infinite-dimensional subspace of functions with zero mean. These two eigenspaces reduce the operator $C$. For convenience, we define the streaming operator [GMP]

$$
A_{\varepsilon} \varphi=-\frac{1}{\varepsilon} \mu \frac{\partial \varphi}{\partial x}-\frac{1}{\varepsilon^{2}} \varphi, \quad D\left(A_{\varepsilon}\right)=D\left(T_{\varepsilon}\right)
$$

which generates a group (see $[\mathrm{BT}],[\mathrm{MaT}],[\mathrm{LaM}]$, and $[\mathrm{B} 2]$ ).
Proposition 1. The spectrum of $A_{\varepsilon}, \sigma\left(A_{\varepsilon}\right)$, is located in $\left\{\lambda \in \mathbb{C},-\frac{1}{\varepsilon^{2}} \leq \operatorname{Re} \lambda \leq\right.$ $\left.-\frac{1}{\varepsilon^{2}}+\frac{\ln \alpha}{2 a \varepsilon}\right\}$ and is composed of the line $\left\{\lambda \in \mathbb{C}, \operatorname{Re} \lambda=-\frac{1}{\varepsilon^{2}}\right\}$ and the segments

$$
\bigcup_{k \in \mathbb{Z}}\left\{-\frac{1}{\varepsilon^{2}}+v\left(\frac{\ln \alpha}{2 a \varepsilon}+i \frac{k \pi}{2 a \varepsilon}\right), v \in[0,1]\right\}
$$

The spectrum of $T_{\varepsilon}, \sigma\left(T_{\varepsilon}\right)$, consists of the spectrum $\sigma\left(A_{\varepsilon}\right)$, plus possibly a denumerable set of isolated eigenvalues with finite algebraic multiplicities. Moreover, the semigroup generated by $T_{\varepsilon}$ satisfies, for all $\varphi \in L^{2}((-a, a) \times(-1,1))$, the estimate

$$
\begin{equation*}
\left\|e^{t T_{\varepsilon}} \varphi\right\|_{L^{2}} \leq \alpha e^{\omega(\alpha, \varepsilon) t}\|\varphi\|_{L^{2}} \tag{3}
\end{equation*}
$$

with the exponential bound $\omega(\alpha, \varepsilon)=\frac{\ln \alpha}{2 a \varepsilon}+\frac{1}{2 \varepsilon^{2}}\left(\alpha+\frac{1}{\alpha}-2\right)$.
Remark 1. With the scaled restitution coefficient $\alpha=1+\beta \varepsilon(\beta>0)$, the transport semigroup becomes exponentially bounded in time, uniformly in $\varepsilon$, since

$$
w(1+\beta \varepsilon, \varepsilon)=\frac{\ln (1+\beta \varepsilon)}{2 a \varepsilon}+\frac{1}{2 \varepsilon^{2}}\left(1+\beta \varepsilon+\frac{1}{1+\beta \varepsilon}-2\right) \longrightarrow \frac{\beta}{2 a}+\frac{\beta^{2}}{2}(\varepsilon \rightarrow 0)
$$

Proof. First we study the spectrum of $A_{\varepsilon}$. Let us consider $\lambda=-\frac{1}{\varepsilon^{2}}+i b$, where $b \in \mathbb{R}$, and the sequence of functions $\varphi_{n}(x, \mu)=\sqrt{n} \mathrm{e}^{-i \frac{b x \varepsilon}{\mu}+\frac{1}{x^{2}-a^{2}}} f_{n}(\mu)(n \in \mathbb{N})$, where $f_{n}(\mu)=n \mu \mathbb{1}_{\left[0, \frac{1}{n}\right]}(\mu)+(2-n \mu) \mathbb{1}_{\left[\frac{1}{n}, \frac{2}{n}\right]}(\mu)$ and $\mathbb{1}_{[a, b]}($.$) denotes the characteristic$ function of the interval $[a, b]$. We notice that $\varphi_{n}$ is in the domain of $A_{\varepsilon}$ and

$$
\left(\lambda-A_{\varepsilon}\right) \varphi_{n}(x, \mu)=-\mu \frac{2 x}{x^{2}-a^{2}} \varphi_{n}(x, \mu)
$$

One verifies easily that there exists a constant $M>0$ such that $\left\|\varphi_{n}\right\|_{L^{2}} \geq M$ and $\left\|\left(\lambda-A_{\varepsilon}\right) \varphi_{n}\right\|_{L^{2}}$ converges to zero as $n$ tends to $\infty$. Therefore the line $\{\lambda \in \mathbb{C}, \operatorname{Re} \lambda=$ $\left.-\frac{1}{\varepsilon^{2}}\right\}$ belongs to the spectrum of $A_{\varepsilon}$.

Let us consider now $\lambda=-\frac{1}{\varepsilon^{2}}+v\left(\frac{\ln \alpha}{2 a \varepsilon}+i \frac{k \pi}{2 a \varepsilon}\right)$, where $v \in(0,1)$ and $k \in \mathbb{Z}$, and the sequence of functions $\varphi_{n}(x, \mu)=\sqrt{n} \mathrm{e}^{-x \operatorname{sgn}(\mu)\left(\frac{\ln \alpha}{2 a}+i \frac{k \pi}{2 a}\right)} f_{n}(\mu)(n \in \mathbb{N})$, where

$$
\begin{aligned}
f_{n}(\mu)= & (n(\mu+v)+1) \mathbb{1}_{\left[-v-\frac{1}{n},-v\right]}(\mu)+(-n(\mu+v)+1) \mathbb{1}_{\left[-v,-v+\frac{1}{n}\right]}(\mu) \\
& -(n(\mu-v)+1) \mathbb{1}_{\left[v-\frac{1}{n}, v\right]}(\mu)-(-n(\mu-v)+1) \mathbb{1}_{\left[v, v+\frac{1}{n}\right]}(\mu) .
\end{aligned}
$$

We notice that the functions $\varphi_{n}$ are in the domain of $A_{\varepsilon}$ and

$$
\left(\lambda-A_{\varepsilon}\right) \varphi_{n}=\frac{\ln \alpha}{2 a \varepsilon}(v-|\mu|) \varphi_{n}+\frac{k \pi i}{2 a \varepsilon}(v-|\mu|) \varphi_{n}
$$

As before, one verifies that there exists a constant $M>0$ such that $\left\|\varphi_{n}\right\|_{L^{2}} \geq M$ and $\left\|\left(\lambda-A_{\varepsilon}\right) \varphi_{n}\right\|_{L^{2}}$ converges to zero as $n$ tends to $\infty$. Therefore the segment $\left\{-\frac{1}{\varepsilon^{2}}+v\left(\frac{\ln \alpha}{2 a \varepsilon}+i \frac{k \pi}{2 a \varepsilon}\right), v \in[0,1]\right\}$ belongs to the spectrum of $A_{\varepsilon}$.

The remainder of the complex plane is the resolvent set of the operator $A_{\varepsilon}$. This can be checked by writing down explicitly the expression of the evolution generated by $A_{\varepsilon}$, calculating the resolvent of $A_{\varepsilon}$ via Laplace transform, and estimating its norm for complex numbers belonging to the complement of $\sigma\left(A_{\varepsilon}\right)$. A well-known compactness result (see [M2, Chap. 3]) ensures that the operators $A_{\varepsilon}$ and $T_{\varepsilon}$ have the same essential spectrum. Thus the spectrum of $T_{\varepsilon}$ is composed of the spectrum of $A_{\varepsilon}$ together with, possibly, isolated eigenvalues with finite algebraic multiplicities.

In order to prove the estimate (3), we consider the solution $f_{\varepsilon}$ of the equation

$$
\begin{cases}\frac{\partial f_{\varepsilon}}{\partial t}(x, \mu, t)=-\frac{1}{\varepsilon} \mu \frac{\partial f_{\varepsilon}}{\partial x}-\frac{1}{\varepsilon^{2}} C f_{\varepsilon} \quad \text { on }(-a, a) \times(-1,1) \times \mathbb{R}^{+}  \tag{4}\\ f_{\varepsilon}(-a, \mu, t)=\alpha f_{\varepsilon}(-a,-\mu, t), \quad \mu>0 \\ f_{\varepsilon}(a,-\mu, t)=\alpha f_{\varepsilon}(a, \mu, t), & \mu>0 \\ f_{\varepsilon}(x, \mu, 0)=\varphi(x, \mu) & \end{cases}
$$

where $\varphi \in L^{2}((-a, a) \times(-1,1))$. We apply here the method of change of functions introduced in $[\mathrm{LoM}]$ in a related framework. Let $h_{\varepsilon}=\alpha^{\operatorname{sgn}(\mu) \frac{x}{2 a}+\frac{1}{2}} f_{\varepsilon}$. The new function $h_{\varepsilon}$ satisfies the following transport equation with (conservative) specularly reflecting BCs:

$$
\left\{\begin{array}{l}
\frac{\partial h_{\varepsilon}}{\partial t}(x, \mu, t)=-\frac{1}{\varepsilon} \mu \frac{\partial h_{\varepsilon}}{\partial x}+\frac{1}{\varepsilon}|\mu| \frac{\ln \alpha}{2 a} h_{\varepsilon}-\frac{1}{\varepsilon^{2}} h_{\varepsilon}  \tag{5}\\
+\frac{1}{2 \varepsilon^{2}} \int_{-1}^{1} \alpha^{\frac{x}{2 a}}\left(\operatorname{sgn}(\mu)-\operatorname{sgn}\left(\mu^{\prime}\right)\right) \\
h_{\varepsilon}\left(x, \mu^{\prime}, t\right) d \mu^{\prime} \quad \text { on }(-a, a) \times(-1,1) \times \mathbb{R}^{+} \\
h_{\varepsilon}(-a, \mu, t)=h_{\varepsilon}(-a,-\mu, t), \quad \mu>0 \\
h_{\varepsilon}(a,-\mu, t)=h_{\varepsilon}(a, \mu, t), \\
h_{\varepsilon}(x, \mu, 0)=\alpha^{\operatorname{sgn}(\mu) \frac{x}{2 a}+\frac{1}{2}} \varphi(x, \mu)
\end{array}\right.
$$

Let us multiply the transport equation (5) by $h_{\varepsilon}$, integrate by parts on $(-a, a) \times$ $(-1,1) \times(0, t)$ for $t>0$, and use the specularly reflecting BCs; then

$$
\begin{aligned}
& \frac{1}{2}\left\|h_{\varepsilon}(t)\right\|_{L^{2}}^{2} \leq \frac{1}{2}\left\|h_{\varepsilon}(0)\right\|_{L^{2}}^{2}+\left(\frac{\ln \alpha}{2 a \varepsilon}-\frac{1}{\varepsilon^{2}}\right) \int_{0}^{t}\left\|h_{\varepsilon}(s)\right\|_{L^{2}}^{2} d s \\
& \quad+\frac{1}{2 \varepsilon^{2}} \int_{0}^{t} \int_{-a}^{a} \int_{-1}^{1} \int_{-1}^{1} \alpha^{\frac{x}{2 a}\left(\operatorname{sgn}(\mu)-\operatorname{sgn}\left(\mu^{\prime}\right)\right)} h_{\varepsilon}\left(x, \mu^{\prime}, s\right) h_{\varepsilon}(x, \mu, s) d \mu^{\prime} d \mu d x d s
\end{aligned}
$$

By noticing that the function $x \longmapsto \alpha^{\frac{x}{a}}+\alpha^{-\frac{x}{a}}$ attains its maximum on $[-a, a]$ in $-a$ and in $a$, it follows that

$$
\int_{-a}^{a} \int_{-1}^{1} \int_{-1}^{1} \alpha^{\frac{x}{2 a}\left(\operatorname{sgn}(\mu)-\operatorname{sgn}\left(\mu^{\prime}\right)\right)} h_{\varepsilon}\left(x, \mu^{\prime}\right) h_{\varepsilon}(x, \mu) d \mu^{\prime} d \mu d x \leq\left(\alpha+\frac{1}{\alpha}\right)\left\|h_{\varepsilon}\right\|_{L^{2}}^{2}
$$

yielding

$$
\frac{1}{2}\left\|h_{\varepsilon}(t)\right\|_{L^{2}}^{2} \leq \frac{1}{2} \alpha^{2}\|\varphi\|_{L^{2}}^{2}+\left(\frac{\ln \alpha}{2 a \varepsilon}+\frac{1}{2 \varepsilon^{2}}\left(\alpha+\frac{1}{\alpha}-2\right)\right) \int_{0}^{t}\left\|h_{\varepsilon}(s)\right\|_{L^{2}}^{2} d s
$$

By Gronwall's lemma we have $\left\|h_{\varepsilon}(t)\right\|_{L^{2}}^{2} \leq \alpha^{2} \mathrm{e}^{2 \omega(\alpha, \varepsilon) t}\|\varphi\|_{L^{2}}^{2}$, which together with the inequality $\left\|f_{\varepsilon}(t)\right\|_{L^{2}} \leq\left\|h_{\varepsilon}(t)\right\|_{L^{2}}$ concludes the proof.
3. Milne problem with reflecting boundary conditions. The problem of the boundary layer is related to the conservative Milne problem with reflecting BCs in bounded and semi-infinite geometries. The difference in the nature of these geometries leads to somewhat different analyses. First, we introduce the functional spaces which we shall use in what follows. Let $H_{T}:=L^{2}\left(((-1,1),|\mu| d \mu) ; L^{\infty}(0, \infty)\right)$ and $L_{\mu}^{2}(0,1)$ denote the spaces of measurable functions for which the norms $\|\varphi\|_{H_{T}}^{2}:=$ $\int_{-1}^{1}|\mu| \sup _{x \in(0, \infty)}|\varphi(x, \mu)|^{2} d \mu,\|\varphi\|_{L_{\mu}^{2}(0,1)}^{2}:=\int_{0}^{1} \mu|\varphi(\mu)|^{2} d \mu$ are, respectively, bounded.

### 3.1. Bounded geometry.

Lemma 1. Let $e^{2 a}>\alpha>0$ (this condition is satisfied for $\alpha \in[0,1]$ ), and let $f$ and $g$ be in $L_{\mu}^{2}(0,1)$. Then there exists an extension $\phi$ of the functions $f$ and $g$ in $W^{2}$ which satisfies

$$
\left\{\begin{align*}
\mu \frac{\partial \phi}{\partial x}+\phi & =0 \quad \text { on }(-a, a) \times(-1,1)  \tag{6}\\
\phi(-a, \mu) & =\alpha \phi(-a,-\mu)+f(\mu), \quad \mu>0 \\
\phi(a,-\mu) & =\alpha \phi(a, \mu)+g(\mu), \quad \mu>0
\end{align*}\right.
$$

Moreover, the extension application is continuous, i.e., there exists a constant $M$ independent of $\alpha$ and $a$, such that

$$
\|\phi\|_{W^{2}} \leq M \alpha^{2}\left(\|f\|_{L_{\mu}^{2}(0,1)}+\|g\|_{L_{\mu}^{2}(0,1)}\right)
$$

Proof. The solution of (6) is given, for $\mu>0$, by

$$
\begin{aligned}
& \phi(x, \mu)=\left(\mathrm{e}^{\frac{2 a}{\mu}}-\alpha^{2} \mathrm{e}^{-\frac{2 a}{\mu}}\right)^{-1}\left(\alpha g(\mu) \mathrm{e}^{-\frac{a+x}{\mu}}+f(\mu) \mathrm{e}^{-\frac{x-a}{\mu}}\right) \\
& \phi(x,-\mu)=\left(\mathrm{e}^{\frac{2 a}{\mu}}-\alpha^{2} \mathrm{e}^{-\frac{2 a}{\mu}}\right)^{-1}\left(g(\mu) \mathrm{e}^{\frac{a+x}{\mu}}+\alpha f(\mu) \mathrm{e}^{\frac{x-a}{\mu}}\right)
\end{aligned}
$$

If $\alpha>1$, the condition $2 a>\ln \alpha$ ensures $\mathrm{e}^{\frac{2 a}{\mu}}-\alpha^{2} \mathrm{e}^{-\frac{2 a}{\mu}}>0$ for all $0<\mu<1$.
Lemma 2. Let $T_{R}$ be the transport operator with specularly reflecting BCs:

$$
\left\{\begin{array}{l}
T_{R} \varphi=-\mu \frac{\partial \varphi}{\partial x}-C \varphi \\
D\left(T_{R}\right)=\left\{\varphi \in W^{2}, \varphi(-a, \mu)=\varphi(-a,-\mu) \text { and } \varphi(a,-\mu)=\varphi(a, \mu) \text { for } \mu>0\right\}
\end{array}\right.
$$

The value 0 is an algebraically simple eigenvalue of $T_{R}$, associated with the constant eigenvector. The same result holds for the adjoint of $T_{R}$.

Proof. It is obvious that the constant functions are eigenfunctions of $T_{R}$ associated with the eigenvalue 0 . Let $\varphi$ denote an eigenfunction associated with 0 . Upon integrating by parts, we obtain $\left(T_{R} \varphi, \varphi\right)=(C \varphi, \varphi)=0$, where the bracket denotes
the scalar product in $L^{2}((-a, a) \times(-1,1))$. Then $C \varphi=0$ and $\varphi$ does not depend on $\mu$. Thus $\varphi$ is constant because $\frac{\partial \varphi}{\partial x}=0$.

Now let us note that $\left(T_{R} \varphi, 1\right)=\left(-\mu \frac{\partial \varphi}{\partial x}, 1\right)-(C \varphi, 1)=-(\varphi, C 1)=0$. If $\varphi$ is a generalized eigenfunction such that $T_{R} \varphi=1$, then $\left(T_{R} \varphi, 1\right)=4 a$. Therefore $T_{R}$ does not admit other generalized eigenfunctions beyond the constant functions. The same proof holds for the adjoint of $T_{R}$ defined by $T_{R}^{\star} \varphi=\mu \frac{\partial \varphi}{\partial x}-C \varphi, D\left(T_{R}^{\star}\right)=D\left(T_{R}\right)$.

From Lemma 2 and from the theory of isolated singularities of the resolvent (see $[\mathrm{Y}]$ ), we deduce the Fredholm alternative for the operator $T_{R}$ and the following proposition.

Proposition 2. Let $f$ and $g$ be in $L_{\mu}^{2}(0,1)$. The system

$$
\left\{\begin{array}{l}
\mu \frac{\partial \varphi}{\partial x}+C \varphi=0 \quad \text { on }(-a, a) \times(-1,1)  \tag{7}\\
\varphi(-a, \mu)=\varphi(-a,-\mu)+f(\mu), \quad \mu>0 \\
\varphi(a,-\mu)=\varphi(a, \mu)+g(\mu), \quad \mu>0
\end{array}\right.
$$

admits a solution in $W^{2}$ if and only if

$$
\begin{equation*}
\int_{0}^{1} \mu(g(\mu)+f(\mu)) d \mu=0 \tag{8}
\end{equation*}
$$

Moreover, if they exist, the solutions are defined up to a constant, and there is a unique solution in $\operatorname{ker}\left(T_{R}\right)^{\perp}$ which satisfies

$$
\begin{equation*}
\int_{-a}^{a} \int_{-1}^{1} \varphi(x, \mu) d x d \mu=0 \tag{9}
\end{equation*}
$$

Proof. According to Lemma 2, 0 is an algebraically simple eigenvalue of $T_{R}$ and of its adjoint, $T_{R}{ }^{\star}$, associated with the constant eigenvector. The associated spectral projection, $P$, is bounded and $\operatorname{ker}(P)=R\left(-T_{R}\right)$ (see $[\mathrm{Y}]$ ). Thus the range of $T_{R}$, $R\left(T_{R}\right)$, is a closed subspace and $R\left(T_{R}\right)=\overline{R\left(T_{R}\right)}=\operatorname{ker}\left(T_{R}^{\star}\right)^{\perp}=\operatorname{ker}\left(T_{R}\right)^{\perp}$.

Now let $\phi$ be the extension of $f$ and $g$ as in Lemma 1. Then $\varphi$ satisfies (7) if and only if the function $\psi=\varphi-\phi$ satisfies the system

$$
\left\{\begin{array}{l}
\mu \frac{\partial \psi}{\partial x}+C \psi=T_{R} \psi=-\mu \frac{\partial \phi}{\partial x}-C \phi \quad \text { on }(-a, a) \times(-1,1)  \tag{10}\\
\psi(-a, \mu)=\psi(-a,-\mu), \quad \mu>0 \\
\psi(a,-\mu)=\psi(a, \mu), \quad \mu>0
\end{array}\right.
$$

Since $R\left(T_{R}\right)=\operatorname{ker}\left(T_{R}\right)^{\perp}$, the system (10) admits a solution if and only if

$$
\begin{equation*}
\int_{-a}^{a} \int_{-1}^{1}\left(\mu \frac{\partial \phi}{\partial x}(x, \mu)+C \phi(x, \mu)\right) d x d \mu=0 \tag{11}
\end{equation*}
$$

Moreover, the solution $\psi$ is unique in $\operatorname{ker}\left(T_{R}\right)^{\perp}$, which implies

$$
\int_{-a}^{a} \int_{-1}^{1} \varphi(x, \mu) d x d \mu=\int_{-a}^{a} \int_{-1}^{1} \phi(x, \mu) d x d \mu
$$

But $\phi=-\mu \frac{\partial \phi}{\partial x}$, and an integration by parts leads to (9). Likewise, we can see that condition (11) is equivalent to condition (8).
3.2. Semi-infinite geometry. We note that, in contradistinction with the bounded geometry case, 0 belongs to the spectrum of the transport operator in semiinfinite geometry with reflecting BCs

$$
\begin{aligned}
\widetilde{T_{R}} \varphi & =-\mu \frac{\partial \varphi}{\partial x}-C \varphi, D\left(\widetilde{T_{R}}\right) \\
& =\left\{\varphi \in W^{2}((0, \infty) \times(-1,1)), \varphi(0, \mu)=\varphi(0,-\mu) \text { for } \mu>0\right\}
\end{aligned}
$$

but is not an isolated eigenvalue (see [P]).
Proposition 3. The systems

$$
\left\{\begin{array}{l} 
\pm \mu \frac{\partial \varphi}{\partial x}+C \varphi=0 \quad \text { on }(0, \infty) \times(-1,1)  \tag{12}\\
\varphi(0, \mu)=\varphi(0,-\mu)+f(\mu), \quad \mu>0 \\
\lim _{x \rightarrow \infty} \varphi(x, \mu)=0
\end{array}\right.
$$

admit a unique solution $\varphi$ in $H_{T} \cap L^{1}\left((-1,1) ; L^{\infty}(0, \infty)\right)$ if $f \in L_{\mu}^{2}(0,1)$, in $L^{p}((-1,1)$; $L^{\infty}(0, \infty)$ ) for all $1 \leq p<\infty$ if $f \in L^{2}(0,1)$, and in $L^{\infty}((0, \infty) \times(-1,1))$ if $f \in L^{\infty}(0,1)$ if and only if

$$
\begin{equation*}
\int_{0}^{1} \mu f(\mu) d \mu=0 \tag{13}
\end{equation*}
$$

Moreover, there exists a positive constant $M$ such that

$$
\begin{gather*}
\|\varphi\|_{H_{T}} \leq M\|f\|_{L_{\mu}^{2}(0,1)},  \tag{14}\\
\|\varphi\|_{L^{1}\left((-1,1) ; L^{\infty}(0, \infty)\right)} \leq M\|f\|_{L_{\mu}^{2}(0,1)},  \tag{15}\\
\|\varphi\|_{L^{p}\left((-1,1) ; L^{\infty}(0, \infty)\right)} \leq M\|f\|_{L^{2}(0,1)},  \tag{16}\\
\|\varphi\|_{L^{\infty}} \leq M\|f\|_{L^{\infty}(0,1)},  \tag{17}\\
\|\varphi(0, .)\|_{L^{2}(0,1)} \leq M\|f\|_{L^{2}(0,1)} . \tag{18}
\end{gather*}
$$

Proof. We consider the problem

$$
\left\{\begin{array}{l}
\mu \frac{\partial \varphi}{\partial x}+C \varphi=0 \quad \text { on }(0, \infty) \times(-1,1)  \tag{19}\\
\varphi(0, \mu)=\varphi(0,-\mu)+f(\mu), \quad \mu>0 \\
\lim _{x \rightarrow \infty} \varphi(x, \mu)=0
\end{array}\right.
$$

First we notice that, by integrating (19) with respect to $x$ and $\mu$, we get $\int_{0}^{1} \mu f(\mu) d \mu=$ 0 . Now let $f \in L_{\mu}^{2}(0,1)$. Integration of (19) with respect to the spatial variable leads to

$$
\left\{\begin{array}{l}
\varphi(x, \mu)=-\frac{1}{\mu} \int_{x}^{\infty} \mathrm{e}^{\frac{s-x}{\mu}} P \varphi(s) d s, \quad \mu<0  \tag{20}\\
\varphi(x, \mu)=\frac{1}{\mu} \int_{0}^{x} \mathrm{e}^{\frac{s-x}{\mu}} P \varphi(s) d s+\frac{1}{\mu} \int_{0}^{\infty} \mathrm{e}^{-\frac{s+x}{\mu}} P \varphi(s) d s+f(\mu) \mathrm{e}^{-\frac{x}{\mu}}, \quad \mu>0
\end{array}\right.
$$

By integrating (20) with respect to $\mu$, we obtain that $P \varphi$ satisfies the integral equation

$$
P \varphi(x)=\int_{0}^{\infty} H(x, s) P \varphi(s) d s+\frac{1}{2} \int_{0}^{1} f(\mu) \mathrm{e}^{-\frac{x}{\mu}} d \mu
$$

where
$H(x, s)=\frac{1}{2} \int_{0}^{1} \frac{1}{\mu} \mathrm{e}^{-\frac{|x-s|}{\mu}} d \mu+\frac{1}{2} \int_{0}^{1} \frac{1}{\mu} \mathrm{e}^{-\frac{|x+s|}{\mu}} d \mu=\frac{1}{2} \int_{1}^{\infty} \frac{1}{t} \mathrm{e}^{-t|x-s|} d t+\frac{1}{2} \int_{1}^{\infty} \frac{1}{t} \mathrm{e}^{-t|x+s|} d t$.
Let $H$ be the operator which acts on $L^{2}(0, \infty)$ as

$$
H g(x)=\int_{0}^{\infty} H(x, s) g(s) d s
$$

and let

$$
F(x)=\frac{1}{2} \int_{0}^{1} f(\mu) \mathrm{e}^{-\frac{x}{\mu}} d \mu
$$

We introduce the subspace $X=\left\{h \in L^{2}(0, \infty)|\||h|\|<\infty\}\right.$, endowed with the norm $\left\|\left||h|\left\|^{2}=\right\| h \|_{L^{2}}^{2}+\left(\int_{0}^{\infty} x^{2}|h(x)| d x\right)^{2}\right.\right.$. We check easily that $\||F|\| \leq C\|f\|_{L_{\mu}^{2}(0,1)}$. Then $P \varphi$ is a solution $g$ of the equation $g-H g=F$, with $F \in X$.

Now, let us consider the even extension of the functions $g$ and $F$ to $\mathbb{R}$. Since the kernel $H$ is an even function in each variable, it follows that

$$
H g(x)=\int_{-\infty}^{\infty} \frac{1}{2} \int_{1}^{\infty} \frac{1}{t} \mathrm{e}^{-t|x-s|} d t g(s) d s
$$

Thus, we can take advantage of the Fourier analysis, as in $[\mathrm{P}]$. The preceding equation is equivalent to

$$
\begin{equation*}
\hat{g}(\xi)\left(1-\frac{\arctan (\xi)}{\xi}\right)=\hat{F}(\xi) \tag{21}
\end{equation*}
$$

where $\hat{h}(\xi)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} h(x) \mathrm{e}^{i \xi x} d x$ denotes the Fourier transform of a function $h$ and $\xi \longmapsto \frac{\arctan (\xi)}{\xi}$ is the Fourier transform of the function $x \longmapsto \frac{1}{2} \int_{1}^{\infty} \frac{1}{t} \mathrm{e}^{-t|x|} d t$. Since $F$ belongs to $X$, the Fourier transform of $F, \hat{F}$, belongs to $\mathcal{C}^{2}(\mathbb{R})$. Also, since the function $\xi \longmapsto\left(1-\frac{\arctan (\xi)}{\xi}\right)^{-1}$ has a quadratic singularity in $\xi=0,(21)$ admits a unique solution if and only if $\hat{F}(0)=0$ and $\frac{d \hat{F}}{d \xi}(0)=0$. While the condition

$$
\frac{d \hat{F}}{d \xi}(0)=i \int_{-\infty}^{\infty} x F(x) d x=0
$$

is always satisfied due to the evenness of $F$, the condition

$$
\hat{F}(0)=\int_{-\infty}^{\infty} F(x) d x=2 \int_{0}^{\infty} F(x) d x=0
$$

with $F(x)=\frac{1}{2} \int_{0}^{1} f(\mu) \mathrm{e}^{-\frac{x}{\mu}} d \mu$ is implied by condition (13). We estimate now the $L^{2}(0, \infty)$-norm of the solution $g=P \varphi$ of (21). Let $\varepsilon>0$; then according to Plancherel's formula, we get

$$
\int_{0}^{\infty}|P \varphi(x)|^{2} d x=\int_{0}^{\varepsilon}\left|\frac{\xi}{\xi-\arctan (\xi)} \hat{F}(\xi)\right|^{2} d \xi+\int_{\varepsilon}^{\infty}\left|\frac{\xi}{\xi-\arctan (\xi)} \hat{F}(\xi)\right|^{2} d \xi
$$

On the one hand, by using the uniform boundedness on $\mathbb{R}^{2}$ of the function $(x, \xi) \in$ $\mathbb{R}^{2} \longmapsto \frac{\mathrm{e}^{i x \xi}-1-i x \xi}{x^{2} \xi^{2}}$, we have

$$
\begin{aligned}
& \int_{0}^{\varepsilon} \mid\left.\frac{\xi}{\xi-\arctan (\xi)} \hat{F}(\xi)\right|^{2} d \xi \leq C_{2}(\varepsilon) \int_{0}^{\varepsilon}\left|\frac{\hat{F}(\xi)}{\xi^{2}}\right|^{2} d \xi \\
& \quad=C_{2}(\varepsilon) \int_{0}^{\varepsilon}\left|\frac{\hat{F}(\xi)-\hat{F}(0)-i \xi(\widehat{x F})(0)}{\xi^{2}}\right|^{2} d \xi \\
& \quad=C_{2}(\varepsilon) \int_{0}^{\varepsilon}\left|\int_{0}^{\infty} F(x) \frac{\mathrm{e}^{i x \xi}-1-i x \xi}{\xi^{2}} d x\right|^{2} d \xi \leq C_{2}(\varepsilon)\left(\int_{0}^{\infty} x^{2}|F(x)| d x\right)^{2}
\end{aligned}
$$

On the other hand, it is easy to check that

$$
\int_{\varepsilon}^{\infty}\left|\frac{\xi}{\xi-\arctan (\xi)} \hat{F}(\xi)\right|^{2} d \xi \leq C_{1}(\varepsilon) \int_{\varepsilon}^{\infty}|\hat{F}(\xi)|^{2} d \xi \leq C_{1}(\varepsilon)\|F\|_{L^{2}}^{2}
$$

Therefore, $\|P \varphi\|_{L^{2}(0, \infty)} \leq\left\|\left|\|\mid\|\right.\right.$ and $\|P \varphi\|_{L^{2}(0, \infty)} \leq C\|f\|_{L_{\mu}^{2}(0,1)}$. Thus, we showed that $P \varphi$ is uniquely defined if condition (13) is satisfied, and (20) gives the solution of (19). To prove (14), we estimate each part of (20) as follows:

$$
\begin{gathered}
\int_{0}^{1} \mu|f(\mu)|^{2} \sup _{x \in(0, \infty)}\left|\mathrm{e}^{-\frac{x}{\mu}}\right|^{2} d \mu \leq\|f\|_{L_{\mu}^{2}(0,1)}^{2} \\
\int_{0}^{1} \frac{\mu}{\mu^{2}} \sup _{x \in(0, \infty)}\left|\int_{0}^{\infty} \mathrm{e}^{-\frac{s+x}{\mu}} P \varphi(s) d s\right|^{2} d \mu=\int_{0}^{1} \frac{d \mu}{\mu}\left(\sup _{x \in(0, \infty)} \mathrm{e}^{-\frac{2 x}{\mu}}\right)\left|\int_{0}^{\infty} \mathrm{e}^{-\frac{s}{\mu}} P \varphi(s) d s\right|^{2} \\
\leq \int_{0}^{1} \frac{d \mu}{\mu} \int_{0}^{\infty} \mathrm{e}^{-\frac{2 s}{\mu}} d s \int_{0}^{\infty}|P \varphi(s)|^{2} d s \leq M\|f\|_{L_{\mu}^{2}(0,1)}^{2}, \\
\int_{0}^{1} \frac{\mu}{\mu^{2}} \sup _{x \in(0, \infty)}\left|\int_{0}^{x} \mathrm{e}^{\frac{s-x}{\mu}} P \varphi(s) d s\right|^{2} d \mu \leq \int_{0}^{1} \frac{d \mu}{\mu} \sup _{x \in(0, \infty)} \int_{0}^{x} \mathrm{e}^{2 \frac{s-x}{\mu}} d s \int_{0}^{x}|P \varphi(s)|^{2} d s \\
\leq \int_{0}^{1} \frac{d \mu}{\mu} \frac{\mu}{2} \int_{0}^{\infty}|P \varphi(s)|^{2} d s \leq M\|f\|_{L_{\mu}^{2}(0,1)}^{2}, \\
\int_{-1}^{0} \frac{|\mu|}{\mu^{2}} \sup _{x \in(0, \infty)}\left|\int_{x}^{\infty} \mathrm{e}^{\frac{s-x}{\mu}} P \varphi(s) d s\right|^{2} d \mu \leq \int_{0}^{1} \frac{d \mu}{\mu} \sup _{x \in(0, \infty)} \int_{x}^{\infty} \mathrm{e}^{2 \frac{x-s}{\mu}} d s \int_{x}^{\infty}|P \varphi(s)|^{2} d s \\
\leq \int_{0}^{1} \frac{d \mu}{\mu} \frac{\mu}{2} \int_{0}^{\infty}|P \varphi(s)|^{2} d s \leq M\|f\|_{L_{\mu}^{2}(0,1)}^{2}
\end{gathered}
$$

Inequality (15) is obtained using similar estimates.
We show now that $P \varphi$ is a bounded function if $f \in L^{2}(0,1)$; more precisely, there exists $M>0$ such that

$$
\begin{equation*}
\|P \varphi\|_{L^{\infty}(0, \infty)} \leq M\|f\|_{L^{2}(0,1)} \tag{22}
\end{equation*}
$$

One first notices, by using the evenness of $F$, that

$$
\hat{F}(\xi)=\frac{2}{\sqrt{2 \pi}} \int_{0}^{1} \frac{\mu f(\mu)}{1+\xi^{2} \mu^{2}} d \mu
$$

Then, as $P \varphi$ is the inverse Fourier transform of $\hat{g}$, it is sufficient to prove that $\hat{g}$ from (20) is bounded in $L^{1}(\mathbb{R})$. As before, we choose a sufficiently small $\varepsilon>0$ and get

$$
\begin{gathered}
\int_{0}^{\varepsilon}\left|\frac{\xi}{\xi-\arctan (\xi)} \hat{F}(\xi)\right| d \xi=\int_{0}^{\varepsilon}\left|\frac{\xi^{3}}{\xi-\arctan (\xi)} \frac{\hat{F}(\xi)}{\xi^{2}}\right| d \xi \leq C_{2}(\varepsilon)\left(\int_{0}^{\varepsilon}\left|\frac{\hat{F}(\xi)}{\xi^{2}}\right|^{2} d \xi\right)^{1 / 2} \\
\leq C_{2}(\varepsilon) \int_{0}^{\infty} x^{2}|F(x)| d x \leq C_{2}(\varepsilon)\|f\|_{L_{\mu}^{2}(0,1)} \leq C_{2}(\varepsilon)\|f\|_{L^{2}(0,1)}
\end{gathered}
$$

On the other hand,

$$
\begin{gathered}
\int_{\varepsilon}^{\infty}\left|\frac{\xi}{\xi-\arctan (\xi)} \hat{F}(\xi)\right| d \xi \leq C_{1}(\varepsilon) \int_{\varepsilon}^{\infty}|\hat{F}(\xi)| d \xi \leq C_{1}(\varepsilon) \int_{\varepsilon}^{\infty} d \xi \int_{0}^{1} \frac{\mu|f(\mu)|}{1+\xi^{2} \mu^{2}} d \mu \\
\quad \leq C_{1}(\varepsilon)\|f\|_{L^{2}(0,1)} \int_{\varepsilon}^{\infty}\left(\int_{0}^{1} \frac{\mu^{2}}{\left(1+\xi^{2} \mu^{2}\right)^{2}} d \mu\right)^{1 / 2} d \xi \leq C_{1}(\varepsilon)\|f\|_{L^{2}(0,1)}
\end{gathered}
$$

Thus estimate (22) is proven.
From (22) and (20), we easily obtain the estimates (16), (17), and (18). Finally, a similar result holds for the system

$$
\left\{\begin{array}{l}
-\mu \frac{\partial \varphi}{\partial x}+C \varphi=0 \quad \text { on }(0, \infty) \times(-1,1) \\
\varphi(0, \mu)=\varphi(0,-\mu)+f(\mu), \quad \mu>0 \\
\lim _{x \rightarrow \infty} \varphi(x, \mu)=0 .
\end{array}\right.
$$

We consider now the Milne problem without the decay condition at infinity.
Proposition 4. Let $f \in L^{2}(0,1)$ and $1 \leq p<\infty$. If $\int_{0}^{1} \mu f(\mu) d \mu=0$, then the systems

$$
\left\{\begin{array}{l} 
\pm \mu \frac{\partial \varphi}{\partial x}+C \varphi=0 \quad \text { on }(0, \infty) \times(-1,1)  \tag{23}\\
\varphi(0, \mu)=\varphi(0,-\mu)+f(\mu), \quad \mu>0
\end{array}\right.
$$

admit an infinity of solutions in $L^{p}\left((-1,1) ; L^{\infty}(0, \infty)\right)$, or in $L^{\infty}((0, \infty) \times(-1,1))$ if $f \in L^{\infty}(0,1)$. These solutions are obtained by adding any constant to the unique solution of (12).

Proof. From the method introduced in [BSS], slightly modified in [DL2, Chap. XXI.3, Appendix, p. 335], we know (see the proof of [DL2, Thm. 3, p. 340]) that there exists a sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ such that $x_{n} \longrightarrow \infty$ and the solution $\varphi$ of (23) satisfies

$$
\int_{0}^{x_{n}} d x \int_{-1}^{1}(\varphi(x, \mu)-P \varphi(x))^{2} d \mu \leq \frac{1}{2} \int_{-1}^{1} \mu \varphi^{2}(0, \mu) d \mu
$$

To prove the above estimate, the authors use only the fact that the solution is bounded in the space variable. Now if $f=0$, we get

$$
\int_{-1}^{1} \mu \varphi^{2}(0, \mu) d \mu=\int_{0}^{1} \mu\left(\varphi^{2}(0, \mu)-\varphi^{2}(0,-\mu)\right) d \mu=0
$$

Therefore $\varphi$ is independent of the velocity variable, and thus $\frac{\partial \varphi}{\partial x}=0$ and $\varphi$ is a constant.
4. Proof of the main result. In order to prove the existence of all the terms in the asymptotic expansion in the proof of Theorem 1, we need a few additional regularity results for the solution of the diffusion equation $\mathrm{Pb}(1.2)$. These results are warranted by the following lemma.

Lemma 3. If the data $P f_{0}$ and $P S$ are in $L^{2}(-a, a)$, then the problem $\mathrm{Pb}(1.2)$ admits a unique solution in $H^{1}(-a, a)$. Let $h$ be a smooth extension function of the sources on the boundary $\bar{P} S^{ \pm}$. Assuming that both functions $P f_{0}-h$ and $P S-\frac{1}{3} \frac{\partial^{2} h}{\partial x^{2}}+$ $\gamma h$ belong to $H^{10}(-a, a)$ and satisfy the BCs

$$
\begin{equation*}
\frac{4}{3} \frac{\partial^{2 i+1}}{\partial x^{2 i+1}}( \pm a)= \pm \beta \frac{\partial^{2 i}}{\partial x^{2 i}}( \pm a), \quad i=0, \ldots, 4 \tag{24}
\end{equation*}
$$

then the solution $f$ of $\mathrm{Pb}(1.2)$ is in $H^{5}(-a, a)$ and there exist two positive constants $M$ and $\delta$ such that

$$
\begin{equation*}
\left\|\frac{\partial^{i} f}{\partial x^{i}}(t)\right\|_{L^{2}(-a, a)} \leq M e^{\delta t} \quad \forall t \geq 0, i=1, \ldots, 5 \tag{25}
\end{equation*}
$$

Remark 2. Notice that the exponential bound $\mathrm{e}^{\delta t}$ in estimate (25) is due to the fact that the Robin BCs are unstable. With the assumptions of Lemma 3, the solution $f$ of the diffusion equation $\mathrm{Pb}(1.2)$ is in fact in $H^{10}(-a, a)$. The assumptions of Lemma 3 can probably be refined; here we focus only on the rigorous justification of the asymptotic expansion to prove the asymptotic equivalence as quantified by (1).

Proof. To simplify the proof we remove the constant $4 / 3$ in the BCs. First, we use the superposition principle to eliminate the nonhomogeneous sources at the boundary, and define the (smooth) extension function

$$
h(x)=\frac{\bar{P} S^{+}}{4 a^{2}}(x+a)^{2}(x-a)+\frac{\bar{P} S^{-}}{4 a^{2}}(x-a)^{2}(x+a) .
$$

Thus the function $g=f-h$ satisfies the following equation with homogeneous BCs:

$$
\left\{\begin{array}{l}
\frac{\partial g}{\partial t}(x, t)=\frac{1}{3} \frac{\partial^{2} g}{\partial x^{2}}-\gamma g+\psi  \tag{26}\\
\frac{\partial g}{\partial n}=\beta g \quad \text { in } x=-a \text { and } x=a \\
g(x, 0)=\varphi
\end{array}\right.
$$

where $\varphi=P f_{0}-h$ and $\psi=P S-\frac{1}{3} \frac{\partial^{2} h}{\partial x^{2}}+\gamma h$.
We can now apply the variational theory (see, for example, [DL1, Chap. VII.2.3.2]) to deduce the existence of a solution in $H^{1}(-a, a)$ and that the operator
$T_{D} f=\frac{1}{3} \frac{\partial^{2} f}{\partial x^{2}}-\gamma f, D\left(T_{D}\right)=\left\{f \in H^{2}(-a, a), \frac{\partial f}{\partial x}(a)=\beta f(a), \frac{\partial f}{\partial x}(-a)=-\beta f(-a)\right\}$
generates an analytic semigroup. Notice that the assumptions in Lemma 3 are equivalent to the fact that $\varphi \in D\left(T_{D}^{5}\right)$ and $\psi \in D\left(T_{D}^{5}\right)$. Then the semigroup theory (see [Pa]) implies that the solution $g$ belongs to $D\left(T_{D}^{5}\right)$, namely, $g \in H^{10}(-a, a)$ and

$$
\begin{equation*}
\frac{\partial^{2 i+1} g}{\partial x^{2 i+1}}( \pm a)= \pm \beta \frac{\partial^{2 i} g}{\partial x^{2 i}}( \pm a), \quad i=0, \ldots, 4 \tag{27}
\end{equation*}
$$

For sake of brevity, we omit here the rather technical proof of estimates (25); the interested reader can find them in $[P T]$.

Proof of Theorem 1. We seek the solution $f_{\varepsilon}$ in the form

$$
f_{\varepsilon}=u_{\varepsilon}^{0}(x, \mu, t)+u_{\varepsilon}^{i}\left(x, \mu, \tau=\frac{t}{\varepsilon^{2}}\right)+u_{\varepsilon}^{b}\left(\xi=\frac{x}{\varepsilon}, \mu, t\right)+w_{\varepsilon}(x, \mu, t)
$$

where $u_{\varepsilon}^{0}, u_{\varepsilon}^{i}, u_{\varepsilon}^{b}$, and $w_{\varepsilon}$ denote, respectively, the interior, initial layer, boundary layer, and remainder terms. Each one of these first three terms is assumed to satisfy exactly the transport equation and is written as an asymptotic expansion in $\varepsilon$, namely,

$$
u_{\varepsilon}^{0}=\sum_{n=0}^{\infty} \varepsilon^{n} u_{n}^{0}, \quad u_{\varepsilon}^{i}=\sum_{n=0}^{\infty} \varepsilon^{n} u_{n}^{i}, \quad u_{\varepsilon}^{b}=\sum_{n=0}^{\infty} \varepsilon^{n} u_{n}^{b}
$$

In what follows we expand $u_{\varepsilon}^{0}$ and $u_{\varepsilon}^{b}$ to order 2 and $u_{\varepsilon}^{i}$ to order 0 in $\varepsilon$. The initial layer term is assumed to satisfy

$$
\begin{equation*}
u_{0}^{i}(\tau) \longrightarrow 0(\tau \rightarrow \infty) \tag{28}
\end{equation*}
$$

The boundary layer terms are written as

$$
\begin{aligned}
u_{j}^{b}\left(\frac{x}{\varepsilon}, \mu, t\right)= & u_{j}^{b+}\left(\xi_{+}=\frac{a-x}{\varepsilon}, \mu, t\right) \mathbb{1}_{(0, a)}(x)+u_{j}^{b-}\left(\xi_{-}=\frac{a+x}{\varepsilon}, \mu, t\right) \mathbb{1}_{(-a, 0)}(x) \\
& (j=0,1,2)
\end{aligned}
$$

Each term $u_{j}^{b+}$ and $u_{j}^{b-}(j=0,1,2)$ are in fact defined on $\xi_{ \pm} \in(0, \infty)$ and assumed to satisfy

$$
\begin{equation*}
u_{j}^{b \pm}\left(\xi_{ \pm}\right) \longrightarrow 0\left(\xi_{ \pm} \rightarrow \infty\right) \quad(j=0,1,2) \tag{29}
\end{equation*}
$$

In the initial and boundary layer terms we perform the change of variables $\tau=$ $\frac{t}{\varepsilon^{2}}$ and $\xi=\frac{x}{\varepsilon}$, respectively. By replacing each term in $\mathrm{Pb}(1.1)$ and equating the coefficients of corresponding powers in $\varepsilon$, we get

$$
\begin{gather*}
C u_{0}^{0}=0  \tag{30}\\
C u_{1}^{0}=-\mu \frac{\partial u_{0}^{0}}{\partial x}  \tag{31}\\
C u_{2}^{0}=-\left(\frac{\partial u_{0}^{0}}{\partial t}+\mu \frac{\partial u_{1}^{0}}{\partial x}+\gamma u_{0}^{0}-S\right)  \tag{32}\\
\frac{\partial u_{0}^{i}}{\partial \tau}=-C u_{0}^{i}  \tag{33}\\
\mu \frac{\partial u_{0}^{b}}{\partial \xi}+C u_{0}^{b}=0  \tag{34}\\
\mu \frac{\partial u_{1}^{b}}{\partial \xi}+C u_{1}^{b}=0 \tag{35}
\end{gather*}
$$

$$
\begin{equation*}
\mu \frac{\partial u_{2}^{b}}{\partial \xi}+C u_{2}^{b}=-\gamma u_{0}^{b}-\frac{\partial u_{0}^{b}}{\partial t} \tag{36}
\end{equation*}
$$

The same procedure applied to the initial data and the BCs leads to

$$
\begin{equation*}
u_{0}^{0}(x, \mu, 0)+u_{0}^{i}(x, \mu, 0)=f_{0}(x, \mu), \tag{37}
\end{equation*}
$$

and for $\mu>0$

$$
\left\{\begin{align*}
u_{0}^{0}(-a, \mu)+u_{0}^{b}\left(-\frac{a}{\varepsilon}, \mu\right) & =u_{0}^{0}(-a,-\mu)+u_{0}^{b}\left(-\frac{a}{\varepsilon},-\mu\right)  \tag{38}\\
u_{0}^{0}(a,-\mu)+u_{0}^{b}\left(\frac{a}{\varepsilon},-\mu\right) & =u_{0}^{0}(a, \mu)+u_{0}^{b}\left(\frac{a}{\varepsilon}, \mu\right)
\end{align*}\right.
$$

$$
\left\{\begin{align*}
u_{1}^{0}(-a, \mu)+u_{1}^{b}\left(-\frac{a}{\varepsilon}, \mu\right)= & u_{1}^{0}(-a,-\mu)+u_{1}^{b}\left(-\frac{a}{\varepsilon},-\mu\right)  \tag{39}\\
& +\beta u_{0}^{0}(-a,-\mu)+\beta u_{0}^{b}\left(-\frac{a}{\varepsilon},-\mu\right)+S^{-} \\
u_{1}^{0}(a,-\mu)+u_{1}^{b}\left(\frac{a}{\varepsilon},-\mu\right)= & u_{1}^{0}(a, \mu)+u_{1}^{b}\left(\frac{a}{\varepsilon}, \mu\right)+\beta u_{0}^{0}(a, \mu)+\beta u_{0}^{b}\left(\frac{a}{\varepsilon}, \mu\right)+S^{+}
\end{align*}\right.
$$

$$
\left\{\begin{align*}
u_{2}^{b}\left(-\frac{a}{\varepsilon}, \mu\right)+u_{2}^{0}(-a, \mu, t)= & u_{2}^{b}\left(-\frac{a}{\varepsilon},-\mu\right)+\beta u_{1}^{b}\left(-\frac{a}{\varepsilon},-\mu\right)  \tag{40}\\
& +u_{2}^{0}(-a,-\mu, t)+\beta u_{1}^{0}(-a,-\mu, t) \\
u_{2}^{b}\left(\frac{a}{\varepsilon},-\mu\right)+u_{2}^{0}(a,-\mu, t) & =u_{2}^{b}\left(\frac{a}{\varepsilon}, \mu\right)+\beta u_{1}^{b}\left(\frac{a}{\varepsilon}, \mu\right)+u_{2}^{0}(a, \mu, t)+\beta u_{1}^{0}(a, \mu, t) .
\end{align*}\right.
$$

Equations (30)-(33) are treated in a standard manner (see [Sa], [BSS], and [DL2, Chap. XXI-5]). Equation (30) implies that $u_{0}^{0}$ belongs to $\operatorname{ker}(C)$, i.e., $u_{0}^{0}(x, \mu, t)=$ $u_{0}^{0}(x, t)$. We solve (31) and (32) using the solvability condition $R(C)=\operatorname{ker}(C)^{\perp}$, implied by the Fredholm alternative, since $C$ is self-adjoint. Let us note that the solvability condition for (31) is trivially satisfied, and

$$
u_{1}^{0}(x, \mu, t)=-\mu \frac{\partial u_{0}^{0}}{\partial x}(x, t)+c_{1}(x, t)
$$

In what follows we shall take $c_{1}=0$. The solvability condition for (32),

$$
\int_{-1}^{1}\left(\frac{\partial u_{0}^{0}}{\partial t}(x, t)+\mu \frac{\partial u_{1}^{0}}{\partial x}(x, \mu, t)+\gamma u_{0}^{0}(x, t)-S\right) d \mu=0
$$

leads to the diffusion equation in $\mathrm{Pb}(1.2)$, namely,

$$
\frac{\partial u_{0}^{0}}{\partial t}=\frac{1}{3} \frac{\partial^{2} u_{0}^{0}}{\partial x^{2}}-\gamma u_{0}^{0}+P S
$$

From (33), the initial layer term is given by
$u_{0}^{i}\left(x, \mu, \frac{t}{\varepsilon^{2}}\right)=\frac{1}{2} \int_{-1}^{1} u_{0}^{i}\left(x, \mu^{\prime}, 0\right) d \mu^{\prime}+\mathrm{e}^{-\frac{t}{\varepsilon^{2}}}\left(u_{0}^{i}(x, \mu, 0)-\frac{1}{2} \int_{-1}^{1} u_{0}^{i}\left(x, \mu^{\prime}, 0\right) d \mu^{\prime}\right)$.

Condition (28) yields $u_{0}^{i}(x, \mu, 0) \in \operatorname{ker}(C)^{\perp}=\operatorname{ker}(I d-C)$, namely,

$$
u_{0}^{i}(x, \mu, 0)=f_{0}(x, \mu)-\frac{1}{2} \int_{-1}^{1} f_{0}\left(x, \mu^{\prime}\right) d \mu^{\prime}
$$

hence

$$
u_{0}^{i}\left(x, \mu, \frac{t}{\varepsilon^{2}}\right)=\mathrm{e}^{-\frac{t}{\varepsilon^{2}}}\left(f_{0}(x, \mu)-\frac{1}{2} \int_{-1}^{1} f_{0}\left(x, \mu^{\prime}\right) d \mu^{\prime}\right)
$$

Consequently, (37) implies the initial condition for the diffusion equation in $\mathrm{Pb}(1.2)$ :

$$
u_{0}^{0}(x, 0)=\frac{1}{2} \int_{-1}^{1} f_{0}\left(x, \mu^{\prime}\right) d \mu^{\prime}
$$

To complete the analysis and show that $u_{0}^{0}$ is indeed the solution of $\mathrm{Pb} .(1.2)$, we treat now the boundary layer problem. Since $u_{0}^{0}$ does not depend on $\mu$, and taking into account (34) and (39), the term $u_{0}^{b}$ satisfies

$$
\left\{\begin{array}{l}
\mu \frac{\partial u_{0}^{b}}{\partial \xi}+C u_{0}^{b}=0 \quad \text { on }\left(-\frac{a}{\varepsilon}, \frac{a}{\varepsilon}\right) \times(-1,1) \\
u_{0}^{b}\left(-\frac{a}{\varepsilon}, \mu\right)=u_{0}^{b}\left(-\frac{a}{\varepsilon},-\mu\right), \quad \mu>0 \\
u_{0}^{b}\left(\frac{a}{\varepsilon},-\mu\right)=u_{0}^{b}\left(\frac{a}{\varepsilon}, \mu\right), \quad \mu>0
\end{array}\right.
$$

Then Lemma 2 implies that $u_{0}^{b}$ is a constant, and condition (29) implies that $u_{0}^{b}=0$. According to (35) and (38), the term $u_{1}^{b}$ satisfies

$$
\left\{\begin{array}{l}
\mu \frac{\partial u_{1}^{b}}{\partial \xi}+C u_{1}^{b}=0 \quad \text { on }\left(-\frac{a}{\varepsilon}, \frac{a}{\varepsilon}\right) \times(-1,1)  \tag{41}\\
u_{1}^{b}\left(-\frac{a}{\varepsilon}, \mu\right)=u_{1}^{b}\left(-\frac{a}{\varepsilon},-\mu\right)+2 \mu \frac{\partial u_{0}^{0}}{\partial x}(-a, t)+\beta u_{0}^{0}(-a, t)+S^{-}(\mu), \quad \mu>0 \\
u_{1}^{b}\left(\frac{a}{\varepsilon},-\mu\right)=u_{1}^{b}\left(\frac{a}{\varepsilon}, \mu\right)-2 \mu \frac{\partial u_{0}^{0}}{\partial x}(a, t)+\beta u_{0}^{0}(a, t)+S^{+}(\mu), \quad \mu>0
\end{array}\right.
$$

We note that $u_{1}^{b}$ depends on the parameter $t$, which appears in the nonhomogeneous boundary terms. Let us define, for $\mu>0$, the functions $f$ and $g$ as
$f(\mu, t)=2 \mu \frac{\partial u_{0}^{0}}{\partial x}(-a, t)+\beta u_{0}^{0}(-a, t)+S^{-}(\mu), \quad g(\mu, t)=-2 \mu \frac{\partial u_{0}^{0}}{\partial x}(a, t)+\beta u_{0}^{0}(a, t)+S^{+}(\mu)$.
According to Proposition 2, (41) admits some solutions $u_{1}^{b}$ in $L^{2}((-a, a) \times(-1,1))$ if and only if

$$
\begin{equation*}
\int_{0}^{1} \mu(f(\mu, t)+g(\mu, t)) d \mu=0 \tag{42}
\end{equation*}
$$

Condition (42) is equivalent to

$$
-\frac{2}{3} \frac{\partial u_{0}^{0}}{\partial x}(a, t)+\frac{\beta}{2} u_{0}^{0}(a, t)+\frac{2}{3} \frac{\partial u_{0}^{0}}{\partial x}(-a, t)+\frac{\beta}{2} u_{0}^{0}(-a, t)+\frac{1}{2} \bar{P} S^{+}+\frac{1}{2} \bar{P} S^{-}=0
$$

which leads to the nonhomogeneous Robin $B C s$ in $\mathrm{Pb}(1.2)$. The boundedness of $u_{1}^{b}$ in $\varepsilon$ can be obtained from the solution of the Milne problem in semi-infinite geometry. The change of variables $\xi_{ \pm}=\frac{a \mp x}{\varepsilon}$ implies

$$
\left\{\begin{array}{l}
-\mu \frac{\partial u_{1}^{b+}}{\partial \xi_{+}}+C u_{1}^{b+}=0 \quad \text { on }(0, \infty) \times(-1,1)  \tag{43}\\
u_{1}^{b+}(0,-\mu)=u_{1}^{b+}(0, \mu)-2 \mu \frac{\partial u_{0}^{0}}{\partial x}(a, t)+\beta u_{0}^{0}(a, t)+S^{+}(\mu), \quad \mu>0 \\
\lim _{\xi_{+} \rightarrow \infty} u_{1}^{b+}\left(\xi_{+}, \mu\right)=0
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
\mu \frac{\partial u_{1}^{b-}}{\partial \xi_{-}}+C u_{1}^{b-}=0 \quad \text { on }(0, \infty) \times(-1,1)  \tag{44}\\
u_{1}^{b-}(0, \mu)=u_{1}^{b-}(0,-\mu)+2 \mu \frac{\partial u_{0}^{0}}{\partial x}(-a, t)+\beta u_{0}^{0}(-a, t)+S^{-}(\mu), \mu>0 \\
\lim _{\xi-\rightarrow \infty} u_{1}^{b-}\left(\xi_{-}, \mu\right)=0
\end{array}\right.
$$

Proposition 3 yields that (43) and (44) admit, respectively, a unique solution in $L^{2}\left((-1,1) ; L^{\infty}(0, \infty)\right)$, and give separately the previous nonhomogeneous Robin BCs at $a$ and $-a$. We deduce from

$$
\begin{equation*}
\left\|u_{1}^{b}\left(\frac{x}{\varepsilon}, \mu\right)\right\|_{L^{2}((-a, a) \times(-1,1))}^{2} \leq a\left(\left\|u_{1}^{b_{+}}\right\|_{L^{2}\left((-1,1) ; L^{\infty}(0, \infty)\right)}^{2}+\left\|u_{1}^{b_{-}}\right\|_{L^{2}\left((-1,1) ; L^{\infty}(0, \infty)\right)}^{2}\right) \tag{45}
\end{equation*}
$$

that $u_{1}^{b}$ is uniformly bounded in $\varepsilon$ in $L^{2}((-a, a) \times(-1,1))$. Indeed

$$
\begin{aligned}
\int_{-1}^{1} \int_{0}^{a}\left|u_{1}^{b+}\left(\frac{a-x}{\varepsilon}, \mu\right)\right|^{2} d x d \mu & =\int_{-1}^{1} \varepsilon \int_{0}^{\frac{a}{\varepsilon}}\left|u_{1}^{b+}\left(\xi_{+}, \mu\right)\right|^{2} d \xi_{+} d \mu \\
& \leq a \int_{-1}^{1}\left(\sup _{\xi \in(0, \infty)}\left|u_{1}^{b+}(\xi, \mu)\right|\right)^{2} d \mu
\end{aligned}
$$

The same estimate holds for $u_{1}^{b-}$.
We notice that, according to Lemma 2 (see also Proposition 4), the term $u_{1}^{b}$ is defined up to an arbitrary function of time that we denote $\sigma_{\varepsilon}(t)$. Then we have to replace in the asymptotic expansion the term $u_{1}^{b}$ by $u_{1}^{b}+\sigma_{\varepsilon}(t)$, where $u_{1}^{b}$ is uniquely defined with $u_{1}^{b+}$ and $u_{1}^{b-}$. According to (36) and (40), the term $u_{2}^{b}$ satisfies

$$
\left\{\begin{align*}
\mu \frac{\partial u_{2}^{b}}{\partial \xi}+C u_{2}^{b}= & 0 \quad \text { on }\left(-\frac{a}{\varepsilon}, \frac{a}{\varepsilon}\right) \times(-1,1)  \tag{46}\\
u_{2}^{b}\left(-\frac{a}{\varepsilon}, \mu\right)= & u_{2}^{b}\left(-\frac{a}{\varepsilon},-\mu\right)+\beta u_{1}^{b}\left(-\frac{a}{\varepsilon},-\mu\right)+\beta \sigma_{\varepsilon}+\beta \mu \frac{\partial u_{0}^{0}}{\partial x}(-a) \\
& +u_{2}^{0}(-a,-\mu)-u_{2}^{0}(-a, \mu), \quad \mu>0 \\
u_{2}^{b}\left(\frac{a}{\varepsilon},-\mu\right)= & u_{2}^{b}\left(\frac{a}{\varepsilon}, \mu\right)+\beta u_{1}^{b}\left(\frac{a}{\varepsilon}, \mu\right)+\beta \sigma_{\varepsilon}-\beta \mu \frac{\partial u_{0}^{0}}{\partial x}(a) \\
& +u_{2}^{0}(a, \mu)-u_{2}^{0}(a,-\mu), \quad \mu>0
\end{align*}\right.
$$

Of course, the nonhomogeneous boundary terms depend also on the time $t$. According to Proposition 2, (46) admits some solutions in $L^{2}((-a, a) \times(-1,1))$ if and only if

$$
\begin{aligned}
\sigma_{\varepsilon}(t)=-\frac{1}{\beta} \int_{0}^{1} \mu(\beta \mu & \frac{\partial u_{0}^{0}}{\partial x}(-a, t)+\beta u_{1}^{b}\left(-\frac{a}{\varepsilon},-\mu, t\right)+u_{2}^{0}(-a,-\mu, t)-u_{2}^{0}(-a, \mu, t) \\
& \left.-\beta \mu \frac{\partial u_{0}^{0}}{\partial x}(a, t)+\beta u_{1}^{b}\left(\frac{a}{\varepsilon}, \mu, t\right)+u_{2}^{0}(a, \mu, t)-u_{2}^{0}(a,-\mu, t)\right) d \mu
\end{aligned}
$$

As before, the boundedness of $u_{2}^{b}$ in $\varepsilon$ is related to the Milne problem in semi-infinite geometry. With $\sigma_{\varepsilon}=\sigma_{\varepsilon}^{+}+\sigma_{\varepsilon}^{-}$, the terms $u_{2}^{b+}$ and $u_{2}^{b-}$ satisfy

$$
\left.\left.\begin{array}{c}
\left\{\begin{array}{l}
-\mu \frac{\partial u_{2}^{b+}}{\partial \xi_{+}}+C u_{2}^{b+}=0 \quad \text { on }(0, \infty) \times(-1,1), \\
u_{2}^{b+}(0,-\mu)= \\
\quad u_{2}^{b+}(0, \mu)+\beta u_{1}^{b}\left(\frac{a}{\varepsilon}, \mu\right)+\beta \sigma_{\varepsilon}^{+}-\beta \mu \frac{\partial u_{0}^{0}}{\partial x}(a) \\
\quad+u_{2}^{0}(a, \mu)-u_{2}^{0}(a,-\mu), \quad \mu>0,
\end{array}\right. \\
\lim _{\xi_{+} \rightarrow \infty} u_{2}^{b+}\left(\xi_{+}, \mu\right)=0,
\end{array}\right\} \begin{array}{l}
\mu \frac{\partial u_{2}^{b-}}{\partial \xi_{-}}+C u_{2}^{b-}=0 \quad \text { on }(0, \infty) \times(-1,1),  \tag{48}\\
u_{2}^{b-}(0, \mu)=u_{2}^{b-}(0,-\mu)+\beta u_{1}^{b}\left(-\frac{a}{\varepsilon},-\mu\right)+\beta \sigma_{\varepsilon}^{-}+\beta \mu \frac{\partial u_{0}^{0}}{\partial x}(-a) \\
\quad+u_{2}^{0}(-a,-\mu)-u_{2}^{0}(-a, \mu), \quad \mu>0,
\end{array}\right\} \begin{aligned}
& \lim _{\xi_{-} \rightarrow \infty} u_{2}^{b-}\left(\xi_{-}, \mu\right)=0 .
\end{aligned}
$$

Proposition 3 yields that (47) and (48) admit, respectively, a unique solution in $L^{2}\left((-1,1) ; L^{\infty}(0, \infty)\right)$ if and only if the two following conditions are satisfied:

$$
\begin{aligned}
\sigma_{\varepsilon}^{+}(t) & =-\frac{1}{\beta} \int_{0}^{1} \mu\left(-\beta \mu \frac{\partial u_{0}^{0}}{\partial x}(a, t)+\beta u_{1}^{b}\left(\frac{a}{\varepsilon}, \mu, t\right)+u_{2}^{0}(a, \mu, t)-u_{2}^{0}(a,-\mu, t)\right) d \mu \\
\sigma_{\varepsilon}^{-}(t) & =-\frac{1}{\beta} \int_{0}^{1} \mu\left(\beta \mu \frac{\partial u_{0}^{0}}{\partial x}(-a, t)+\beta u_{1}^{b}\left(-\frac{a}{\varepsilon},-\mu, t\right)+u_{2}^{0}(-a,-\mu, t)-u_{2}^{0}(-a, \mu, t)\right) d \mu
\end{aligned}
$$

As before, the estimate

$$
\begin{equation*}
\left\|u_{2}^{b}\left(\frac{x}{\varepsilon}, \mu\right)\right\|_{L^{2}((-a, a) \times(-1,1))}^{2} \leq a\left(\left\|u_{2}^{b_{+}}\right\|_{L^{2}\left((-1,1) ; L^{\infty}(0, \infty)\right)}^{2}+\left\|u_{2}^{b_{-}}\right\|_{L^{2}\left((-1,1) ; L^{\infty}(0, \infty)\right)}^{2}\right) \tag{49}
\end{equation*}
$$

yields that $u_{2}^{b}$ is uniformly bounded in $\varepsilon$ in $L^{2}((-a, a) \times(-1,1))$, where $u_{2}^{b}$ is uniquely defined.

At this stage, all the functions which appear in the asymptotic expansion are well defined if $u_{0}^{0}$ is the solution of $\mathrm{Pb}(1.2)$. We estimate now the remainder $w_{\varepsilon}$, which satisfies the equation

$$
\begin{cases}\frac{\partial w_{\varepsilon}}{\partial t}(x, \mu, t)=-\varepsilon^{-1} \mu \frac{\partial w_{\varepsilon}}{\partial x}-\varepsilon^{-2} C w_{\varepsilon}-\gamma w_{\varepsilon}+\Psi_{\varepsilon}^{0} & \text { on }(-a, a) \times(-1,1) \times \mathbb{R}^{+}  \tag{50}\\ w_{\varepsilon}(-a, \mu, t)=(1+\beta \varepsilon) w_{\varepsilon}(-a,-\mu, t)+\Psi_{\varepsilon}^{b-}(\mu, t), & \mu>0 \\ w_{\varepsilon}(a,-\mu, t)=(1+\beta \varepsilon) w_{\varepsilon}(a, \mu, t)+\Psi_{\varepsilon}^{b+}(\mu, t), & \mu>0 \\ w_{\varepsilon}(x, \mu, 0)=\Psi_{\varepsilon}^{i}(x, \mu) & \end{cases}
$$

where

$$
\begin{aligned}
\Psi_{\varepsilon}^{0}(x, \mu, t) & =-\varepsilon\left(\frac{\partial u_{1}^{0}}{\partial t}+\varepsilon \frac{\partial u_{2}^{0}}{\partial t}+\mu \frac{\partial u_{2}^{0}}{\partial x}+\gamma u_{1}^{0}+\varepsilon \gamma u_{2}^{0}\right)-\gamma u_{0}^{i}\left(\frac{t}{\varepsilon^{2}}\right)-\frac{\mu}{\varepsilon} \frac{\partial u_{0}^{i}}{\partial x}\left(\frac{t}{\varepsilon^{2}}\right) \\
& -\varepsilon\left(\frac{\partial u_{1}^{b}}{\partial t}\left(\frac{x}{\varepsilon}\right)+\gamma u_{1}^{b}\left(\frac{x}{\varepsilon}\right)+\frac{\partial \sigma_{\varepsilon}}{\partial t}(t)+\gamma \sigma_{\varepsilon}(t)+\varepsilon \frac{\partial u_{2}^{b}}{\partial t}\left(\frac{x}{\varepsilon}\right)+\varepsilon \gamma u_{2}^{b}\left(\frac{x}{\varepsilon}\right)\right) \\
\Psi_{\varepsilon}^{b-}(\mu, t) & =\varepsilon^{3} \beta u_{2}^{0}(-a,-\mu, t)+\varepsilon^{3} \beta u_{2}^{b}\left(-\frac{a}{\varepsilon},-\mu, t\right) \\
\Psi_{\varepsilon}^{b+}(\mu, t) & =\varepsilon^{3} \beta u_{2}^{0}(a, \mu, t)+\varepsilon^{3} \beta u_{2}^{b}\left(\frac{a}{\varepsilon}, \mu, t\right) \\
\Psi_{\varepsilon}^{i}(x, \mu) & =-\varepsilon\left(u_{1}^{0}(x, \mu, 0)+\sigma_{\varepsilon}(0)+\varepsilon u_{2}^{0}(x, \mu, 0)+u_{1}^{b}\left(\frac{x}{\varepsilon}, \mu, 0\right)+\varepsilon u_{2}^{b}\left(\frac{x}{\varepsilon}, \mu, 0\right)\right)
\end{aligned}
$$

Let $\phi_{\varepsilon}(t)$ be an extension given by Lemma 1 of $\varepsilon^{-3} \Psi_{\varepsilon}^{b-}$ and $\varepsilon^{-3} \Psi_{\varepsilon}^{b+}$. We show in what follows that the extension $\phi_{\varepsilon}$ is uniformly bounded in $\varepsilon$ in $W^{2}$. The function $W_{\varepsilon}=w_{\varepsilon}-\varepsilon^{3} \phi_{\varepsilon}$ satisfies

$$
\left\{\begin{array}{l}
\frac{\partial W_{\varepsilon}}{\partial t}(x, \mu, t)=-\varepsilon^{-1} \mu \frac{\partial W_{\varepsilon}}{\partial x}-\varepsilon^{-2} C W_{\varepsilon}-\gamma W_{\varepsilon}+\bar{\Psi}_{\varepsilon}^{0} \quad \text { on }(-a, a) \times(-1,1) \times \mathbb{R}^{+}  \tag{51}\\
W_{\varepsilon}(-a, \mu, t)=(1+\beta \varepsilon) W_{\varepsilon}(-a,-\mu, t), \quad \mu>0 \\
W_{\varepsilon}(a,-\mu, t)=(1+\beta \varepsilon) W_{\varepsilon}(a, \mu, t), \\
W_{\varepsilon}(x, \mu, 0)=\bar{\Psi}_{\varepsilon}^{i}(x, \mu)
\end{array}\right.
$$

where $\bar{\Psi}_{\varepsilon}^{i}(x, \mu)=\Psi_{\varepsilon}^{i}(x, \mu)-\varepsilon^{3} \phi_{\varepsilon}(x, \mu, 0)$, and
$\bar{\Psi}_{\varepsilon}^{0}=\Psi_{\varepsilon}^{0}-\varepsilon^{3} \frac{\partial \phi_{\varepsilon}}{\partial t}-\varepsilon^{2} \mu \frac{\partial \phi_{\varepsilon}}{\partial x}-\varepsilon C \phi_{\varepsilon}-\varepsilon^{3} \gamma \phi_{\varepsilon}=\Psi_{\varepsilon}^{0}-\varepsilon^{3} \frac{\partial \phi_{\varepsilon}}{\partial t}-\varepsilon C \phi_{\varepsilon}-\varepsilon^{2} \phi_{\varepsilon}(\varepsilon \gamma-1)$.
We note that the semigroup generated by $T_{\varepsilon}-\gamma$, where $T_{\varepsilon}$ is defined in (2), with a restitution coefficient $\alpha=1+\beta \varepsilon$, is exponentially stable, due to the absorption $\gamma$. Indeed, in the limit $\varepsilon \rightarrow 0$, the exponential bound $w(1+\beta \varepsilon, \varepsilon)$ given in Proposition 1 is dominated by the absorption coefficient $\gamma$ (see Remark 1). Finally, the estimate (3) and the Duhamel formula yield

$$
\left\|W_{\varepsilon}\right\|_{L^{2}} \leq(1+\beta)\left\|\bar{\Psi}_{\varepsilon}^{i}\right\|_{L^{2}}+(1+\beta) \int_{0}^{t}\left\|\bar{\Psi}_{\varepsilon}^{0}(s)\right\|_{L^{2}} d s
$$

Last, lengthy but straightforward calculations yield the estimates (see [PT])

$$
\left\|\bar{\Psi}_{\varepsilon}^{i}\right\|_{L^{2}} \leq \varepsilon M, \quad\left\|\bar{\Psi}_{\varepsilon}^{0}(t)\right\|_{L^{2}} \leq \varepsilon M \mathrm{e}^{\delta t} \quad \forall t \geq 0
$$

which conclude the proof.
5. Discussion. Theorem 1 remains true when the BCs are infinitesimally partially absorbing. In this case, $\beta<0$ and we can take $\gamma=0$ and obtain a diffusion equation with stable Robin BCs. While the proof is simpler, due to the fact that the transport operator (2) is now dissipative, the procedure to solve the boundary layer
problem is similar to the one presented here. In particular, we still need to expand the boundary layer term to the second order, because we are not able, due to the BCs, to obtain an estimate of the remainder directly from (50). This difficulty is overcome by using the superposition principle and considering an extension of the boundary sources. To control the quadratic singularity in $\varepsilon$ the equation, we need the boundary sources to be of order three in $\varepsilon$, which can be obtained with an asymptotic expansion of the boundary layer term up to order two.

If the transport problem has finite (unscaled) partially absorbing BCs $(\alpha<1)$, the diffusion limit with Dirichlet BCs is obtained without any of the boundary layer complications.

Similar results can be proven for the transport problem set in $L^{p}((-a, a) \times(-1,1))$, $1 \leq p<\infty$, by using the same scaling of the BCs. The case $p=1$ is still open, but-at least formally - it appears that in order to prove the result for $p=1$ one would need to resort to a different scaling of the BCs, namely, $\alpha=1+\beta \varepsilon^{2}$. This aspect of the problem is under investigation.

Finally, we remark on a specific feature of this problem within the $P_{1}$-approximation framework. In this approximation, which is widely used in neutron transport theory, the BCs are written as the difference between the ( $P_{1}$-approximated values of the) incoming and outgoing currents at the boundaries. This leads to certain inconsistencies in the BCs for the diffusion limit, in which the notion of current is not well defined. To avoid these inconsistencies, one has to use the exact formulation and impose the (exact) BCs by using the distribution function itself or its integral (particle density), without resorting to the notion of (approximate) current. We are indebted to Profs. M. M. R. Williams and E. Larsen for independently raising the issue of this discrepancy between the exact and $P_{1}$-approximation results.
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# REGULARIZATION BY KINETIC UNDERCOOLING OF BLOW-UP IN THE ILL-POSED STEFAN PROBLEM* 
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#### Abstract

It is well known that the one-dimensional supercooled Stefan problem possesses solutions that blow up in finite time. The asymptotics of such solutions have been analyzed by Herrero and Velazquez [European J. Appl. Math., 7 (1996), pp. 119-150]. Here we consider the effect of kinetic undercooling as a regularizing mechanism to prevent the formation of such singularities and study the continuation of the solution through the "near blow-up" regime. The asymptotics of solutions and interfaces are described for small values of the kinetic undercooling parameter. It is shown that, in this limit, the interface jumps over an interval determined by the latent heat and by the initial data. Specifically, in dimensionless variables, if the temperature profile at blow-up is denoted by $u\left(x, t_{c}^{-}\right)$, where $t_{c}$ is the finite blow-up time, then the interface jumps over the interval in which $u\left(x, t_{c}^{-}\right)<-\lambda$, where $\lambda$ is the latent heat.


Key words. Stefan problem, kinetic undercooling, matched asymptotic expansions
AMS subject classifications. 35B40, 35R35, 80A22

## DOI. 10.1137/04060528X

1. Introduction. The classical Stefan problem arises as an important model in conductive heat transfer problems that involve two phases separated by an unknown phase boundary. In its usual context, the governing equations for temperature are parabolic in both phases, and at the phase boundary the temperature is usually specified as being constant, with a release of latent heat on melting or an uptake on solidification; this latter condition is commonly referred to as the Stefan condition. Further, there is usually a sign requirement (relating to well-posedness) on the initial and/or boundary data that the temperature of the material in the solid phase be negative and that in the liquid phase be positive. Although the problem will be described in the notation and context of heat transfer, mathematically equivalent problems also arise in mass transfer applications. Accordingly, an appropriate generalization of the Stefan condition at the phase boundary will be considered in view of its relevance to such problems (see, for example, [2] or [27] and the references therein). In this context existence, uniqueness, and well-posedness, in both the classical and weak sense, are known (see, for example, Fasano and Primicerio [16], [17], [18] and Elliott and Ockendon [13]). However, as shown by Sherman [33] and characterized by Fasano, Primicerio, and Lacey [20], if the sign requirement on the temperature is violated, with the liquid being sufficiently supercooled (or the solid sufficiently superheated), then a solution may still exist locally in time, but now blow-up can occur in a finite time (i.e., the temperature develops an unbounded first derivative at the phase boundary (interface) or, equivalently, the speed of the interface becomes unbounded).

Several authors have considered the nature of the singularity which appears as blow-up occurs and the possible continuation of solutions after blow-up. In particular,

[^111]Herrero and Velazquez [25] have obtained asymptotic behaviors for the interface and blow-up profile, while Gurtin [24] and Götz and Zaltzman [23] argue that under certain conditions the interface jumps at the blow-up time. Regularization of the model is required in order for the phase change to be described to completion. Here we consider the one-phase, one-dimensional problem and hence consider kinetic undercooling as the regularizing mechanism (in higher space dimensions, surface energy effects could be included). An alternative (less physical) regularization approach is discussed in Fasano et al. [21], where a Baiocchi-type transformation is used to give the CrankGupta (oxygen diffusion-consumption) moving boundary problem; the constraint of solution nonnegativity for this problem provides the required regularizing mechanism.

The layout of the paper is as follows. In section 2, the statement of the onephase problem is carefully derived as a limit case of the two-phase formulation. In section 3 the problem statement is given, together with integral statements and the conditions for blow-up. Section 4 derives the same blow-up asymptotics as those obtained by Herrero and Velazquez [25], albeit through the use of an alternative (in our case less rigorous but perhaps more transparent and comprehensive) approach. The regularization asymptotics are then described in section 5 , with the main timescale for the interface jump described in section 5.2 and the consequent recovery of the classical Stefan problem in section 5.3. The case of zero segregation coefficient is discussed in section 6, where kinetic undercooling is shown not to prevent blow-up. Finally, in section 7 , the asymptotics are compared to numerical solutions of the full problem.
2. Derivation of the one-phase Stefan problem. We first describe the derivation of the one-phase Stefan problem in multiple dimensions with kinetic undercooling and surface tension effects included. The governing equations for the twophase multidimensional problem may be written as

$$
\frac{\partial}{\partial t}\left(\rho c_{i} u_{i}\right)=\nabla \cdot\left(K_{i} \nabla u_{i}\right), \quad \mathbf{x} \in D_{i}(t), \quad i=1,2, \quad D=D_{1} \cup D_{2}
$$

where $i=1$ denotes the liquid phase, $i=2$ the solid phase, and $u_{i}(\mathbf{x}, t), K_{i}$, and $c_{i}$ the temperature, conductivity, and specific heat, respectively, in the corresponding phase. The density $\rho$ is taken to be the same in both phases. We present the problem in terms of heat transfer but, as indicated in (for instance) Evans and King [14], the same formulation arises in problems of mass transfer for which the one-phase limit discussed below is more often relevant.

The conditions on the moving phase boundary $F(\mathbf{x}, t)=0$ are the Stefan condition

$$
\begin{equation*}
\left[K_{i} \frac{\partial u_{i}}{\partial n}\right]_{i=2}^{i=1}=-\rho v_{n}\left(\left[c_{i} u_{i}\right]_{i=2}^{i=1}+L\right) \tag{2.1}
\end{equation*}
$$

and temperature continuity (in view of the possibility of segregation in mass transfer applications, we allow greater generality by introducing a constant "partition coefficient" $\mu$ ), together with kinetic undercooling and surface tension effects, i.e.,

$$
\begin{equation*}
u_{1}=\frac{u_{2}}{\mu}=\alpha \kappa+\beta v_{n} \tag{2.2}
\end{equation*}
$$

Here $\mathbf{n}$ denotes the outward normal (from the liquid phase into the solid), $v_{n}$ is the velocity of the phase boundary in that direction, $\partial / \partial n$ the outward normal derivative, $\alpha$ the surface tension coefficient, $\kappa$ the mean curvature, $\beta$ the kinetic undercooling coefficient, and $L$ the latent heat per unit mass at the equilibrium temperature $u_{m}$
(cf. Charach, Zaltzman, and Götz [7], for example), and we choose units such that the equilibrium melting temperature is zero. We assume that appropriate initial conditions and boundary conditions on the fixed boundary $\partial D$ are given to complete the problem statement.

We now introduce the dimensionless variables

$$
\tilde{\mathbf{x}}=\frac{\mathbf{x}}{\ell}, \quad \tilde{t}=\frac{K_{1}}{\rho c_{1} \ell^{2}} t, \quad \tilde{u}_{i}=\frac{u_{i}}{U} \quad \tilde{n}=\frac{n}{\ell}, \quad \tilde{\kappa}=\ell \kappa, \quad \tilde{v}_{n}=\frac{\rho c_{1} \ell}{K_{1}} v_{n}
$$

where $\ell$ is a typical length scale and $U$ is a representative temperature scale. We define the dimensionless parameters

$$
\lambda=\frac{L}{c_{1} U}, \quad \epsilon=\frac{\beta K_{1}}{\rho c_{1} U \ell}, \quad \tilde{\alpha}=\frac{\alpha}{U \ell}, \quad c=\frac{c_{2}}{c_{1}}, \quad K=\frac{K_{2}}{K_{1}} ;
$$

$\lambda$ is commonly termed the Stefan number. For simplicity we have taken $\rho, c_{i}$, and $K_{i}$ to be constant. Dropping the tildes then gives the dimensionless formulation

$$
\begin{gather*}
\frac{\partial u_{1}}{\partial t}=\nabla^{2} u_{1}, \quad \mathbf{x} \in D_{1}(t), \quad \frac{\partial u_{2}}{\partial t}=\frac{K}{c} \nabla^{2} u_{2}, \quad \mathbf{x} \in D_{2}(t)  \tag{2.3}\\
\text { on } \quad F(\mathbf{x}, t)=0 \quad u_{1}=\frac{u_{2}}{\mu}=\alpha \kappa+\epsilon v_{n}  \tag{2.4}\\
\frac{\partial u_{1}}{\partial n}-K \frac{\partial u_{2}}{\partial n}=-v_{n}\left((1-\mu c) u_{1}+\lambda\right) \tag{2.5}
\end{gather*}
$$

subject to suitable nondimensionalized initial and fixed boundary conditions, in particular $u_{2}(\mathbf{x}, 0)=U_{2}(\mathbf{x})$. When $\epsilon \neq 0$, a truly one-phase problem is not possible in either the freezing or melting regime, since $u_{2}$ is nonzero on the moving boundary, leading to temperature variations in the solid. Moreover, even in the absence of kinetic undercooling and surface tension $(\epsilon=\alpha=0)$, only the melting regime $v_{n}>0$ can be reduced to a bona fide one-phase problem, whereby $U_{2} \equiv 0$ implies $u_{2} \equiv 0$ and (2.10) below holds exactly. This contrasts with the freezing regime $v_{n}<0$ when temperature variations in the solid result even when $U_{2} \equiv 0$, as described below. Nevertheless, we can obtain a one-phase formulation asymptotically by considering the limit $K \rightarrow 0$, being careful to distinguish the cases of melting and freezing. To leading order in the solid, away from the moving interface, we then have, if $\mathbf{x}$ has not been visited by the interface, that

$$
\begin{equation*}
u_{2}=U_{2}(\mathbf{x}) \tag{2.6}
\end{equation*}
$$

where $U_{2}(\mathbf{x})$ is the initial temperature. However, there also exists an interior layer near the moving interface in which significant temperature changes occur in the solid. The scaling for this interior layer is

$$
\mathbf{x}=\mathbf{x}_{0}(t)+\theta \hat{n} \mathbf{n}
$$

where $F\left(\mathbf{x}_{0}, t\right)=0$, so $\mathbf{x}_{0}$ lies on the moving boundary. At leading order within this layer in the solid we obtain from (2.3) that

$$
\begin{equation*}
\frac{\partial^{2} u_{2}}{\partial \hat{n}^{2}}=-c v_{n} \frac{\partial u_{2}}{\partial \hat{n}} \tag{2.7}
\end{equation*}
$$

subject to (in view of (2.4))

$$
u_{2}=\mu u_{1}\left(\mathbf{x}_{0}, t\right) \quad \text { at } \hat{n}=0
$$

which gives for $\hat{n}=O(1)$ that

$$
u_{2} \sim \begin{cases}\left(\mu u_{1}\left(\mathbf{x}_{0}, t\right)-U_{2}\left(\mathbf{x}_{0}\right)\right) e^{-c v_{n} \hat{n}}+U_{2}\left(\mathbf{x}_{0}\right) & \text { if } \quad v_{n}>0  \tag{2.8}\\ \mu u_{1}\left(\mathbf{x}_{0}, t\right) & \text { if } \quad v_{n} \leq 0\end{cases}
$$

where the sign in (2.7) implies that we can impose $u_{2} \rightarrow U_{2}\left(\mathbf{x}_{0}\right)$ as $\hat{n} \rightarrow \infty$ (to match with (2.6)) in the former case but not in the latter (from which we have to exclude the possibility of exponential growth). This highlights the fact that the regimes $v_{n}>0$ and $v_{n}<0$ must be carefully distinguished. We do not consider cases in which the interface reverses direction; if it does, then the requirement of matching with (2.6) may need modification due to an earlier visit by the moving boundary. For $v_{n}<0$, the leading-order equation in $D_{2}$, in the limit $K \rightarrow 0$ with $\left|\mathbf{x}-\mathbf{x}_{0}\right|=O(1)$, namely,

$$
\frac{\partial u_{2}}{\partial t}=0
$$

implies on matching with (2.8) that

$$
\begin{equation*}
u_{2}=\mu u_{1}(\mathbf{x}, \omega(\mathbf{x})) \quad \text { for } \mathbf{x} \in D_{2}(t) \backslash D_{2}(0) \tag{2.9}
\end{equation*}
$$

where we write $F(\mathbf{x}, t)=0$ in the form $t=\omega(\mathbf{x})$ (of course, $D_{2}(t) \backslash D_{2}(0)$ being nonempty corresponds to $v_{n}<0$ ). Since $\frac{\partial}{\partial \hat{n}}=K \frac{\partial}{\partial n}$, the leading-order Stefan condition (2.5) for the liquid becomes

$$
\begin{equation*}
\frac{\partial u_{1}}{\partial n}+v_{n} u_{1}=v_{n}\left(c U_{2}-\lambda\right) \quad \text { if } \quad v_{n}>0 \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial u_{1}}{\partial n}+v_{n}(1-\mu c) u_{1}=-\lambda v_{n} \quad \text { if } \quad v_{n}<0 \tag{2.11}
\end{equation*}
$$

In [14] we were concerned with the particular case $U_{2} \equiv 0$ in the melting regime $v_{n}>0$ (and it should be emphasized that the one-phase model derivation given there applies only when $v_{n}>0$ ), in which the Stefan condition (2.10) simplifies to

$$
\begin{equation*}
\frac{\partial u_{1}}{\partial n}+v_{n} u_{1}=-\lambda v_{n} \tag{2.12}
\end{equation*}
$$

Here we consider the freezing regime $v_{n}<0$. For brevity we henceforth take $c=1$, or equivalently redefine $\mu$, so the Stefan condition (2.11) reads

$$
\begin{equation*}
\frac{\partial u_{1}}{\partial n}+v_{n}(1-\mu) u_{1}=-\lambda v_{n} \tag{2.13}
\end{equation*}
$$

In the case $\mu=0$ (complete segregation into the fluid), this reduces to (2.12) and, as is to be expected, conservation of total heat within the fluid (sensible and latent) then follows, as discussed in [14]. For $\mu=1$ ( $u_{i}$ continuous at the interface), however, the condition reduces to

$$
\begin{equation*}
\frac{\partial u_{1}}{\partial n}=-\lambda v_{n} \tag{2.14}
\end{equation*}
$$

It is the freezing (supercooled liquid) regime that has received the most atten-
tion in the literature, as it is this case which is ill-posed in the absence of kinetic undercooling and surface tension effects (as of course is the melting regime of a superheated solid). The effect of kinetic undercooling has been considered by numerous authors. Visintin [35] and Xie [36] established existence and uniqueness of the twophase problem in one space dimension. Dewynne et al. [11] investigated the behavior of similarity (including traveling wave) solutions of the one-phase problem. Stability was investigated by Coriell and Parker [9] and Coriell and Sekerka [10]. Charach and Zaltzman [5], [6] and Charach, Zaltzman, and Götz [7] developed large-time asymptotic solutions.

The effects of surface tension have received even more attention. For example, Mullins and Sekerka [29] analyzed the stability of supersaturated solutes and supercooled melts in a spherical geometry. Chadam and Ortoleva [3] discussed the stability properties of planar melting and solidification (with and without surface tension). Zhu, Peirce, and Chadam [38] extended these linear stability results to earlier times. Chadam, Howison, and Ortoleva [4] considered the radially symmetric case and showed existence and uniqueness if the supersaturation is not too large, but nonexistence in finite time if the far-field supersaturation is sufficiently pronounced. Linear stability of a radially symmetric similarity solution is also examined. Existence and uniqueness results for small surface tension in the two-phase problem are discussed in Friedman and Reitich [22], while Scianna [32] showed global existence and determined the large-time asymptotics in the radially symmetric case.

The simultaneous effects of surface tension and kinetic undercooling have been considered by several authors. Schaefer and Glicksman [30] considered stability of the spherical supercooled case, while the two-dimensional case was considered by Umantsev and Davis [34]. Doole [12] examined the stability of similarity and traveling wave solutions for the two-dimensional, one-phase problem. Existence and uniqueness results were obtained by Chen and Reitich [8]. Yi [37] demonstrated existence of solutions for the Hele-Shaw problem (obtained from the Stefan problem in the limit of small specific heat) in the one-phase supercooled case. Surface tension is often incorporated through a Gibbs-Thomson term, as in (2.2). However, a term of the form $e^{\sigma \kappa}$, based on Nernst's law, was treated by Abergel, Hilhorst, and Issard-Roch [1] and Scheid [31]. Analogous considerations for nonlinear kinetic undercooling were discussed in Evans and King [15].

Of particular relevance to the work presented here is that of Gurtin [24], who postulates a jump in the position of the phase interface when blow-up occurs in the supercooled one-phase, one-dimensional case in the absence of kinetic undercooling. Götz and Zaltzman [23] studied the one-dimensional two-phase problem with kinetic undercooling and showed that as the kinetic modulus $\beta \rightarrow 0$ (in our notation), the limiting solution contains a jump exactly equal to the interval in which $u_{1}\left(x, t_{c}^{-}\right)<-\lambda$, where $t_{c}$ is the blow-up time. It is the asymptotics of this situation that is of most interest to us here.
3. Problem formulation. The one-dimensional, one-phase supercooled Stefan problem with linear kinetic undercooling can be stated in dimensionless terms as follows:

$$
\begin{array}{ll}
\text { in } 0<x<s(t) & \frac{\partial u}{\partial t}=\frac{\partial^{2} u}{\partial x^{2}} \\
\text { on } x=s(t) & u=\epsilon \dot{s}(t), \quad \frac{\partial u}{\partial x}+\dot{s}(t)(1-\mu) u=-\lambda \dot{s}(t),
\end{array}
$$

$$
\begin{array}{ll}
\text { on } x=0 & \frac{\partial u}{\partial x}=0 \\
\text { at } t=0 & s=1, \quad u=u_{i n}(x) \leq 0 \quad \text { for } \quad 0 \leq x \leq 1
\end{array}
$$

The suffix 1 on the temperature variable from the previous section has been dropped for brevity, and a Neumann condition has been taken on the fixed boundary $x=0$. The length scale $\ell$ has been taken to be the width of the initial region occupied by the liquid, while a characteristic reference temperature $U$ is provided by the initial temperature profile in the liquid.

The important dimensionless parameters are the kinetic undercooling parameter $\epsilon$, the Stefan number $\lambda$, and the initial supercooling parameter $Q$, defined by

$$
\begin{equation*}
Q=\int_{0}^{1}\left(u_{i n}(x)+\lambda\right) d x \tag{3.5}
\end{equation*}
$$

In the absence of kinetic undercooling (i.e., for $\epsilon=0$ ), $Q<0$ is a necessary and sufficient condition for blow-up (see Sherman [33] and Fasano, Primicerio, and Lacey [20]). By this we mean that there exists a $t_{c}<\infty$ such that

$$
\lim _{t \rightarrow t_{c}^{-}} s>0 \text { and } \quad \lim _{t \rightarrow t_{c}^{-}} \dot{s}=-\infty
$$

We are interested in describing the asymptotics of this case in the limit $\epsilon \rightarrow 0^{+}$, where kinetic undercooling has a regularizing effect.

The following integral statements hold:

$$
\begin{equation*}
\int_{0}^{s(t)}(u(x, t)+\lambda) d x=\mu \epsilon \int_{0}^{t} \dot{s}(\tau)^{2} d \tau+Q \tag{3.6}
\end{equation*}
$$

(the significance of positivity or otherwise of $Q$ in the unregularized case $\epsilon=0$ may be apparent from this expression) and

$$
\begin{align*}
\int_{0}^{s(t)} x(u(x, t)+\lambda) d x= & \int_{0}^{1} x\left(u_{i n}(x)+\lambda\right) d x+\int_{0}^{t} u(0, \tau) d \tau  \tag{3.7}\\
& +\mu \epsilon \int_{0}^{t} s \dot{s}^{2} d \tau-\epsilon(s-1)
\end{align*}
$$

It can be seen from (3.6) that in the case $\mu=0$, kinetic undercooling will not prevent blow-up if $Q<0$.
4. Blow-up of the unregularized problem. Results equivalent to those of Herrero and Velazquez [25] (and Herrero, Medina, and Velazquez [26], where the full asymptotic structure in the one-dimensional case is completed) are derived here through an alternative derivation using a Baiocchi-type transformation; they will be required subsequently for the analysis of the regularized case. Denoting the moving boundary by $t=\omega(x)$ (so that $\omega(s(t))=t$ ) and setting $\epsilon=0$, the transformation

$$
\begin{equation*}
w(x, t)=\int_{\omega(x)}^{t} u\left(x, t^{\prime}\right) d t^{\prime} \tag{4.1}
\end{equation*}
$$

gives the system

$$
\begin{equation*}
\text { in } 0<x<s(t) \frac{\partial w}{\partial t}=\frac{\partial^{2} w}{\partial x^{2}}-\lambda \tag{4.2}
\end{equation*}
$$

$$
\begin{array}{ll}
\text { on } x=s(t) & w=0, \quad \frac{\partial w}{\partial x}=0 \\
\text { on } x=0 & \frac{\partial w}{\partial x}=-Q \\
\text { at } t=0 & s=1, \quad w=\int_{x}^{1}\left(x^{\prime}-x\right)\left(u_{i n}\left(x^{\prime}\right)+\lambda\right) d x^{\prime} \quad \text { for } \quad 0 \leq x \leq 1 \tag{4.5}
\end{array}
$$

Taking blow-up to occur at the location $x=x_{c} \in(0,1)$ and the time $t=t_{c}<\infty$, the rescalings

$$
\begin{equation*}
y=\frac{\left(x-x_{c}\right)}{\left(t_{c}-t\right)^{\frac{1}{2}}}, \quad \tau=-\log \left(t_{c}-t\right), \quad L(\tau)=\frac{s(t)-x_{c}}{\left(t_{c}-t\right)^{\frac{1}{2}}} \tag{4.6}
\end{equation*}
$$

(where $L$ here is not to be confused with the latent heat which appeared earlier), with

$$
\begin{equation*}
w(x, t)=\left(t_{c}-t\right) \Phi(y, \tau) \tag{4.7}
\end{equation*}
$$

transform (4.2)-(4.5) into the system

$$
\begin{align*}
& \text { in }-x_{c} e^{\tau / 2}<y<L(\tau)
\end{align*} \frac{\partial \Phi}{\partial \tau}=\frac{\partial^{2} \Phi}{\partial y^{2}}-\frac{y}{2} \frac{\partial \Phi}{\partial y}+\Phi-\lambda, ~ \Phi=0, \quad \frac{\partial \Phi}{\partial y}=0, ~ \begin{array}{ll}
\text { on } y=L(\tau) & \frac{\partial \Phi}{\partial y}=-Q e^{\tau / 2}  \tag{4.8}\\
\text { on } y=-x_{c} e^{\tau / 2} \tag{4.9}
\end{array}
$$

The asymptotic structure of this problem as $\tau \rightarrow \infty$ can be subdivided into two main regions, as follows. First, for $y=O(1)$ we introduce the expansion

$$
\begin{equation*}
\Phi \sim \lambda+A(\tau) \Phi_{0}(y)+\dot{A}(\tau) \Phi_{1}(y) \quad \text { as } \tau \rightarrow \infty \tag{4.11}
\end{equation*}
$$

where $A(\tau) \equiv \Phi(0, \tau)-\lambda$ remains to be determined, with $\dot{A} \ll A \ll 1$ as $\tau \rightarrow \infty$. Thus

$$
\begin{aligned}
& \frac{\partial^{2} \Phi_{0}}{\partial y^{2}}-\frac{y}{2} \frac{\partial \Phi_{0}}{\partial y}+\Phi_{0}=0 \\
& \frac{\partial^{2} \Phi_{1}}{\partial y^{2}}-\frac{y}{2} \frac{\partial \Phi_{1}}{\partial y}+\Phi_{1}=\Phi_{0}
\end{aligned}
$$

so that, without loss of generality (by excluding exponential growth as $y \rightarrow \infty$ ),

$$
\begin{equation*}
\Phi_{0}=1-\frac{y^{2}}{2} \tag{4.12}
\end{equation*}
$$

and

$$
\frac{d}{d y}\left(e^{-y^{2} / 4}\left(\Phi_{0} \frac{d \Phi_{1}}{d y}-\Phi_{1} \frac{d \Phi_{0}}{d y}\right)\right)=e^{-y^{2} / 4} \Phi_{0}^{2}
$$

which implies

$$
\Phi_{0} \frac{d \Phi_{1}}{d y}-\Phi_{1} \frac{d \Phi_{0}}{d y}=-\frac{1}{2} y^{3}-y+4 e^{y^{2} / 4} \int_{-\infty}^{y / 2} e^{-\sigma^{2}} d \sigma
$$

and hence

$$
\begin{equation*}
\Phi_{1} \sim-\frac{16 \sqrt{\pi}}{y^{3}} e^{y^{2} / 4} \quad \text { as } y \rightarrow \infty \tag{4.13}
\end{equation*}
$$

Second, the scalings for the interior layer $z=O(1)$ at the moving boundary are

$$
y=L+\frac{z}{L}, \quad \Phi=\frac{1}{L^{2}} \Psi(z, \tau)
$$

with $\Psi \sim \Psi_{0}(z)$ as $\tau \rightarrow \infty$ and

$$
\frac{d^{2} \Psi_{0}}{d z^{2}}-\frac{1}{2} \frac{d \Psi_{0}}{d z}-\lambda=0
$$

implying that

$$
\begin{equation*}
\Psi_{0}=-2 \lambda z-4 \lambda\left(1-e^{z / 2}\right) \tag{4.14}
\end{equation*}
$$

Leading-order matching of (4.11)-(4.12) with (4.14) (in the limit $z \rightarrow-\infty$ ) yields

$$
A \sim \frac{2 \lambda}{L^{2}}
$$

while matching of the exponential in (4.14) with (4.13) requires

$$
\frac{16 \sqrt{\pi}}{L^{3}} e^{L^{2} / 4} \dot{A} \sim-\frac{4 \lambda}{L^{2}}
$$

so that

$$
\begin{equation*}
\frac{16 \sqrt{\pi}}{L^{4}} e^{L^{2} / 4} \dot{L} \sim 1 \tag{4.15}
\end{equation*}
$$

This then gives

$$
\frac{32 \sqrt{\pi}}{L^{5}} e^{L^{2} / 4} \sim \tau \quad \text { as } \tau \rightarrow \infty
$$

and thus

$$
\begin{equation*}
L \sim 2(\ln \tau)^{1 / 2}, \quad A \sim \lambda / 2 \ln \tau \quad \text { as } \tau \rightarrow \infty \tag{4.16}
\end{equation*}
$$

Since

$$
u=\frac{\partial \Phi}{\partial \tau}+\frac{y}{2} \frac{\partial \Phi}{\partial y}-\Phi=\frac{\partial^{2} \Phi}{\partial y^{2}}-\lambda
$$

we have

$$
\begin{equation*}
u \sim-\lambda-A(\tau) \quad \text { for } y=O(1), \quad u \sim-\lambda\left(1-e^{z / 2}\right) \quad \text { for } z=O(1) \tag{4.17}
\end{equation*}
$$

Denoting the blow-up profile $u\left(x, t_{c}\right)$ by $u_{c}(x)$, it follows using (4.6) that

$$
\begin{equation*}
u_{c}(x) \sim-\lambda-\frac{\lambda}{2 \ln \left(-\ln \left(x_{c}-x\right)\right)} \quad \text { as } x \rightarrow x_{c}^{-} \tag{4.18}
\end{equation*}
$$



FIG. 1. A schematic illustration of the generic blow-up profile $u_{c}(x)=u\left(x, t_{c}\right)$ which gives $Q<0$ in (4.19).

The profile is shown schematically in Figure 1. From (3.6), the blow-up profile satisfies

$$
\begin{equation*}
Q=\int_{0}^{x_{c}}\left(u_{c}(x)+\lambda\right) d x=\int_{0}^{x^{*}}\left(u_{c}(x)+\lambda\right) d x+Q_{c} \tag{4.19}
\end{equation*}
$$

where $u_{c}\left(x^{*}\right)=-\lambda$ (see Figure 1) and

$$
Q_{c}=\int_{x^{*}}^{x_{c}}\left(u_{c}(x)+\lambda\right) d x
$$

As we shall see, $Q_{c}<0$ represents the quantity of heat that the solid needs to absorb before the interface can be continued in the classical sense, the remainder, $Q-Q_{c}$, then being nonnegative (at least for profiles of the form shown in Figure 1). It is in effect the manner in which $Q_{c}$ is removed from the liquid phase that is investigated in subsequent sections.

Nongeneric blow-up scenarios are also possible (see also [25]) and, since we shall need to exclude such a possibility in a particular situation in section 6 below, we record the first of these here. The analysis is in some respects simpler than that of the generic case above since there is no logarithmic dependence on $\tau$. The expansion (4.11) is replaced by

$$
\begin{equation*}
\Phi \sim \lambda+e^{-\tau / 2} \hat{\Phi}(y) \tag{4.20}
\end{equation*}
$$

where

$$
\hat{\Phi}(y)=A\left(y-\frac{y^{3}}{6}\right)
$$

(the various modes can be identified as corresponding to solutions which are polynomials in $y$ ) and the value of the positive constant $A$ depends on the initial data; the interior layer scalings then read

$$
y=L+\frac{z}{L}, \quad w=\left(t_{c}-t\right)^{4 / 3} \hat{\Psi}(z, \tau)
$$

with

$$
L \sim\left(\frac{6 \lambda}{A}\right)^{1 / 3} e^{\tau / 6}, \quad \hat{\Psi} \sim\left(\frac{A}{6 \lambda}\right)^{2 / 3} \hat{\Psi}_{0}
$$

and

$$
\frac{d^{2} \hat{\Psi}_{0}}{d z^{2}}-\frac{1}{3} \frac{d \hat{\Psi}_{0}}{d z}-\lambda=0
$$

so that

$$
\hat{\Psi}_{0}=-3 \lambda z-9 \lambda\left(1-e^{z / 3}\right)
$$

It follows in particular that

$$
\begin{equation*}
u \sim-\lambda+A\left(x_{c}-x\right) \tag{4.21}
\end{equation*}
$$

for $y=O(1)$, with (4.21) also furnishing the local behavior of $u_{c}(x)$ as $x \rightarrow x_{c}^{-}$, and that

$$
\begin{equation*}
s(t) \sim x_{c}+\left(\frac{6 \lambda}{A}\right)^{1 / 3}\left(t_{c}-t\right)^{1 / 3} \quad \text { as } t \rightarrow t_{c}^{-} \tag{4.22}
\end{equation*}
$$

5. The regularized problem with $\boldsymbol{\mu}>\boldsymbol{0}$. The blow-up described in the previous section is moderated and then suppressed by the (small) kinetic undercooling term, as we now describe. There are three timescales of relevance, namely, the slow down timescale $t=t_{c}+O\left(\epsilon^{2} \ln ^{3} \ln (1 / \epsilon)\right)$, on which the blow-up rate in $\dot{s}$ is mitigated somewhat; the turnaround timescale $t=t_{c}+O(\epsilon)$, during which the interface speed goes through a minimum and the interface moves so as to release the required amount of latent heat (i.e., the interface moves quickly to the next location $x^{*}$ at which $u_{c}(x)=-\lambda$ ); and, finally, the timescale $t=t_{c}+(\mu / 3 \nu) \epsilon \ln (1 / \epsilon)+O(\epsilon)$ (where $\nu$ is a constant defined in section 5.2), at the end of which the classical Stefan problem is recovered.
5.1. The slow down timescale. This is the shortest of the timescales. As indicated by (4.17) the solution as blow-up is approached is almost of the self-similar form

$$
u \sim U\left(\left(x-x_{c}\right) /\left(t_{c}-t\right)^{\frac{1}{2}}\right)
$$

so we first rescale via

$$
t=t_{c}(\epsilon)+\epsilon^{2} T, \quad x=x_{c}(\epsilon)+\epsilon X, \quad s=x_{c}(\epsilon)+\epsilon S(T)
$$

to obtain in the first instance the full balance

$$
\begin{gather*}
\frac{\partial u}{\partial T}=\frac{\partial^{2} u}{\partial X^{2}}  \tag{5.1}\\
\text { at } X=S(T) \quad u=\dot{S}(T), \quad \frac{\partial u}{\partial X}+(1-\mu) \dot{S} u=-\lambda \dot{S}, \tag{5.2}
\end{gather*}
$$

where denotes $d / d T$. However, as indicated by (4.17) (and indeed by (5.14) below, which implies "almost traveling-wave" behavior in matching as $T \rightarrow+\infty$ ), this
complete elimination of $\epsilon$ is in fact spurious; the scales appropriate to describing the transition are in fact

$$
T=\delta^{-3} \hat{T}, \quad S=\delta^{-2} \hat{S}, \quad X=\delta^{-2} \hat{S}+\delta^{-1} \hat{Z}
$$

where $\delta=1 / \ln \ln (1 / \epsilon)$ (so that $\epsilon$ has to be minute for $\delta$ to be genuinely small in practice; fortunately this issue does not arise on the other timescales). The dependence on $\epsilon$ is thus remarkably weak.

Hence

$$
\begin{gather*}
\delta \frac{\partial u}{\partial \hat{T}}-\frac{d \hat{S}}{d \hat{T}} \frac{\partial u}{\partial \hat{Z}}=\frac{\partial^{2} u}{\partial \hat{Z}^{2}},  \tag{5.3}\\
\text { on } \hat{Z}=0 \quad u=\delta \frac{d \hat{S}}{d \hat{T}}, \quad \frac{\partial u}{\partial \hat{Z}}+(1-\mu) \frac{d \hat{S}}{d \hat{T}} u=-\lambda \frac{d \hat{S}}{d \hat{T}}, \tag{5.4}
\end{gather*}
$$

so, writing

$$
u \sim \hat{U}_{0}(\hat{Z}, \hat{T})+\delta \hat{U}_{1}(\hat{Z}, \hat{T}), \quad \hat{S} \sim \hat{S}_{0}(\hat{T})+\delta \hat{S}_{1}(\hat{T}) \quad \text { as } \delta \rightarrow 0
$$

we find that

$$
\begin{equation*}
\hat{U}_{0}=-\lambda\left(1-\exp \left(-\frac{d \hat{S}_{0}}{d \hat{T}} \hat{Z}\right)\right) \tag{5.5}
\end{equation*}
$$

$$
\hat{U}_{1}=\frac{\lambda \frac{d^{2} \hat{S}_{0}}{d \hat{T}^{2}}}{\left(\frac{d \hat{S}_{0}}{d \hat{T}}\right)^{3}}\left(\left(\frac{1}{2}\left(\frac{d \hat{S}_{0}}{d \hat{T}}\right)^{2} \hat{Z}^{2}+\frac{d \hat{S}_{0}}{d \hat{T}} \hat{Z}+1\right) \exp \left(-\frac{d \hat{S}_{0}}{d \hat{T}} \hat{Z}\right)-1\right)
$$

$$
+(1-\mu) \frac{d \hat{S}_{0}}{d \hat{T}} \exp \left(-\frac{d \hat{S}_{0}}{d \hat{T}} \hat{Z}\right)+\mu \frac{d \hat{S}_{0}}{d \hat{T}}-\lambda \frac{d \hat{S}_{1}}{d \hat{T}} \hat{Z} \exp \left(-\frac{d \hat{S}_{0}}{d \hat{T}} \hat{Z}\right)
$$

Since $d \hat{S}_{0} / d \hat{T}<0$, we thus have to these orders that

$$
u \sim-\lambda+\delta\left(\mu \frac{d \hat{S}_{0}}{d \hat{T}}-\frac{\lambda \frac{d^{2} \hat{S}_{0}}{d \hat{T}^{2}}}{\left(\frac{d \hat{S}_{0}}{d \hat{T}}\right)^{3}}\right) \quad \text { as } \hat{Z} \rightarrow-\infty
$$

as the condition required in matching with (4.18), so that

$$
\mu \frac{d \hat{S}_{0}}{d \hat{T}}-\frac{\lambda \frac{d^{2} \hat{S}_{0}}{d \hat{T}^{2}}}{\left(\frac{d \hat{S}_{0}}{d \hat{T}}\right)^{3}}=-\frac{\lambda}{2}
$$

It follows (by suitable choice of $x_{c}(\epsilon)$ at $O\left(\epsilon \delta^{-2}\right)$, i.e., up to a translation of $\hat{S}_{0}$ ) that we have

$$
\begin{equation*}
\mu \hat{S}_{0}+\frac{\lambda}{2\left(\frac{d \hat{S}_{0}}{d \hat{T}}\right)^{2}}=-\frac{\lambda}{2} \hat{T} \tag{5.7}
\end{equation*}
$$

Finally, writing

$$
\begin{equation*}
\hat{S}_{0}=-\frac{\lambda}{2 \mu} \hat{T}-W^{2} \tag{5.8}
\end{equation*}
$$

yields

$$
\frac{2 W^{2}}{\left(\left(\frac{\lambda}{2 \mu}\right)^{\frac{1}{2}}-\left(\frac{\lambda}{2 \mu}\right) W\right)} \frac{d W}{d \hat{T}}=1
$$

so that, by suitable choice of $t_{c}(\epsilon)$ at $O\left(\epsilon^{2} \delta^{-3}\right)$ (i.e., up to a translation of $\left.\hat{T}\right)$,

$$
\begin{equation*}
W^{2}+2\left(\frac{2 \mu}{\lambda}\right)^{\frac{1}{2}} W+\frac{4 \mu}{\lambda} \ln \left(W-\left(\frac{2 \mu}{\lambda}\right)^{\frac{1}{2}}\right)=-\frac{\lambda}{2 \mu} \hat{T} \tag{5.9}
\end{equation*}
$$

It follows from (5.9) that

$$
\begin{equation*}
W \sim\left(\frac{-\lambda \hat{T}}{2 \mu}\right)^{1 / 2}-\left(\frac{2 \mu}{\lambda}\right)^{1 / 2} \quad \text { as } \hat{T} \rightarrow-\infty \tag{5.10}
\end{equation*}
$$

which gives the required behavior

$$
\begin{equation*}
\hat{S}_{0} \sim 2(-\hat{T})^{1 / 2} \quad \text { as } \hat{T} \rightarrow-\infty \tag{5.11}
\end{equation*}
$$

to match with (4.16) and also

$$
\begin{equation*}
W \sim\left(\frac{2 \mu}{\lambda}\right)^{1 / 2}+e^{-\lambda^{2} \hat{T} / 8 \mu^{2}} \quad \text { as } \hat{T} \rightarrow+\infty \tag{5.12}
\end{equation*}
$$

which gives the behavior

$$
\begin{equation*}
\hat{S}_{0} \sim-\frac{\lambda}{2 \mu} \hat{T}-\frac{2 \mu}{\lambda}-2\left(\frac{2 \mu}{\lambda}\right)^{1 / 2} e^{-\lambda^{2} \hat{T} / 8 \mu^{2}} \quad \text { as } \hat{T} \rightarrow+\infty \tag{5.13}
\end{equation*}
$$

furnishing a matching condition for the next timescale. The behaviors of $\hat{S}_{0}$ and $d \hat{S}_{0} / d \hat{T}$ are shown in Figure 2 using (5.7) and (5.11).
5.2. The turnaround timescale. Setting

$$
t=t_{c}(\epsilon)+\epsilon \hat{t}, \quad x=s(\hat{t} ; \epsilon)+\epsilon \hat{z}
$$

in the interior layer located at the moving boundary, we have

$$
\begin{gather*}
\epsilon \frac{\partial u}{\partial \hat{t}}-\frac{d s}{d \hat{t}} \frac{\partial u}{\partial \hat{z}}=\frac{\partial^{2} u}{\partial \hat{z}^{2}},  \tag{5.14}\\
\text { at } \hat{z}=0 \quad u=\frac{d s}{d \hat{t}}, \quad \frac{\partial u}{\partial \hat{z}}+(1-\mu) \frac{d s}{d \hat{t}} u=-\lambda \frac{d s}{d \hat{t}}, \tag{5.15}
\end{gather*}
$$

while in the outer region $x=O(1)$

$$
\frac{\partial u}{\partial \hat{t}}=\epsilon \frac{\partial^{2} u}{\partial x^{2}}
$$

so that

$$
\begin{equation*}
u \sim u_{c}(x) \tag{5.16}
\end{equation*}
$$



FIG. 2. Illustration of the leading-order asymptotic solution showing (A) $\hat{S}_{0}$ and (B) $d \hat{S}_{0} / d \hat{T}$ using (5.7)-(5.9) with $\lambda=\mu=1$. The far-field matching behaviors are clearly exhibited, particularly in $(\mathrm{B})$, where $d \hat{S}_{0} / d \hat{T} \sim-(-\hat{T})^{-1 / 2}$ as $\hat{T} \rightarrow-\infty$ and $d \hat{S}_{0} / d \hat{T} \sim-\lambda / 2 \mu$ as $\hat{T} \rightarrow+\infty$.
where, as before, $u_{c}(x)=u_{0}\left(x, t_{c}\right), u_{0}$ being the solution to the classical $(\epsilon=0)$ Stefan problem, as discussed above. Expanding in (5.14)-(5.15) in the form

$$
u \sim \hat{u}_{0}(\hat{z}, \hat{t}), \quad s \sim \hat{s}_{0}(\hat{t}) \quad \text { as } \epsilon \rightarrow 0
$$

yields

$$
\begin{equation*}
\hat{u}_{0}=-\lambda\left(1-e^{-\dot{\hat{s}}_{0} \hat{z}}\right)+\dot{\hat{s}}_{0}\left(\mu+(1-\mu) e^{-\dot{\hat{s}}_{0} \hat{z}}\right) \tag{5.17}
\end{equation*}
$$

where now denotes $d / d \hat{t}$. Matching (5.17) as $\hat{z} \rightarrow-\infty$ with (5.16) requires that $\hat{s}_{0}$ be given by

$$
\begin{equation*}
\mu \dot{\hat{s}}_{0}=u_{c}\left(\hat{s}_{0}\right)+\lambda \quad \text { with } \hat{s}_{0}=x_{c} \text { at } \hat{t}=0 \tag{5.18}
\end{equation*}
$$

This first-order ordinary differential equation governs the dynamics of the interface motion over the current timescale.

In the one-phase limit, we have from (2.9) that

$$
u_{2}=\mu u_{1}(x, \omega(x))=\epsilon \mu \frac{d s}{d t}(\omega(x))
$$

which implies that

$$
u_{2} \sim u_{c}(x)+\lambda
$$

is, to leading order, independent of $\mu$. Thus, as expected (cf. Gurtin [24]), the temperature left behind in the second phase during this rapid transition is given by that in the first phase modified by the latent heat $\lambda$ in a manner which accounts correctly for the conservation of energy on change of phase.

It remains to discuss the behavior of the ordinary differential equation (5.18). First, it follows from (4.18) that the initial behavior is governed by

$$
\begin{equation*}
\mu \dot{\hat{s}}_{0} \sim-\frac{\lambda}{2 \ln \left(-\ln \left(x_{c}-\hat{s}_{0}\right)\right)} \tag{5.19}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\hat{s}_{0} \sim x_{c}-\frac{\lambda}{2 \mu} \frac{\hat{t}}{\ln (-\ln \hat{t})} \quad \text { as } \hat{t} \rightarrow 0^{+} \tag{5.20}
\end{equation*}
$$

Since $\hat{t}=\epsilon \delta^{-3} \hat{T}$, this gives the matching condition

$$
\hat{s}_{0} \sim x_{c}-\frac{\lambda}{2 \mu} \epsilon \delta^{-2} \hat{T},
$$

consistent with (5.13).
Elsewhere, $u_{c}(x)$ depends on the initial data. The key observation regarding (5.18) is that the interface slows down as it approaches the point $x^{*}<x_{c}$ at which $u_{c}\left(x^{*}\right)=-\lambda$; we generically have

$$
\begin{equation*}
u_{c} \sim-\lambda-\nu\left(x-x^{*}\right) \tag{5.21}
\end{equation*}
$$

as $x \rightarrow x^{*}$ for some positive constant $\nu$ and hence

$$
\begin{equation*}
\hat{s}_{0} \sim x^{*}+e^{-\nu\left(\hat{t}-\hat{t}_{c}\right) / \mu} \quad \text { as } \hat{t} \rightarrow+\infty \tag{5.22}
\end{equation*}
$$

for some constant $\hat{t}_{c}$.
It is worth remarking that the nongeneric behavior

$$
\begin{equation*}
u_{c} \sim-\lambda-\nu\left(x-x^{*}\right)^{2 m+1} \tag{5.23}
\end{equation*}
$$

as $x \rightarrow x^{*}$ for some positive constant $\nu$ and integer power $m>0$ gives instead the algebraic decay behavior

$$
\begin{equation*}
\hat{s}_{0} \sim x^{*}+\left(\frac{\mu}{2 m \nu \hat{t}}\right)^{1 / 2 m} \quad \text { as } \hat{t} \rightarrow+\infty \tag{5.24}
\end{equation*}
$$

5.3. The timescale of recovery of the classical Stefan problem. The relevant timescale corresponds to $s=x_{c}+O\left(\epsilon^{1 / 3}\right)$, so by (5.22) the scalings

$$
\hat{t}=\frac{\mu}{3 \nu} \ln (1 / \epsilon)+\hat{t}_{c}+\bar{T}, \quad s(\bar{T} ; \epsilon)=x^{*}+\epsilon^{1 / 3} \bar{S}, \quad x=s(\bar{T} ; \epsilon)+\epsilon^{2 / 3} \frac{Z}{\overline{\bar{S}}}
$$

pertain, where is now $d / d \bar{T}$. Thus in the interior layer $Z=O(1)$

$$
\begin{array}{r}
\frac{\epsilon^{1 / 3}}{\dot{\bar{S}}^{2}} \frac{\partial u}{\partial \bar{T}}+\epsilon^{1 / 3} \frac{\ddot{\bar{S}} Z}{\dot{\bar{S}}^{3}} \frac{\partial u}{\partial Z}-\frac{\partial u}{\partial Z}=\frac{\partial^{2} u}{\partial Z^{2}} \\
\text { at } Z=0 \quad u=\epsilon^{1 / 3} \dot{\bar{S}}, \quad \frac{\partial u}{\partial Z}+(1-\mu) u=-\lambda \tag{5.26}
\end{array}
$$

Expanding in the form

$$
u \sim U_{0}(Z)+\epsilon^{1 / 3} U_{1}(Z, \bar{T}), \quad \bar{S} \sim \bar{S}_{0}(\bar{T}) \quad \text { as } \epsilon \rightarrow 0
$$

yields

$$
U_{0}=-\lambda\left(1-e^{-Z}\right)
$$

and hence

$$
\begin{gather*}
-\lambda \frac{\ddot{\bar{S}}_{0} Z}{\dot{\bar{S}}_{0}^{3}} e^{-Z}-\frac{\partial U_{1}}{\partial Z}=\frac{\partial^{2} U_{1}}{\partial Z^{2}},  \tag{5.27}\\
\text { at } Z=0 \quad U_{1}=\dot{\bar{S}}_{0}, \quad \frac{\partial U_{1}}{\partial Z}=-(1-\mu) \dot{\bar{S}}_{0}, \tag{5.28}
\end{gather*}
$$

so that

$$
U_{1}=\frac{\lambda \ddot{\bar{S}}_{0}}{\dot{\bar{S}}_{0}^{3}}\left(\left(\frac{1}{2} Z^{2}+Z+1\right) e^{-Z}-1\right)+(1-\mu) \dot{\bar{S}}_{0} e^{-Z}+\mu \dot{\dot{S}_{0}}
$$

Since (5.16) still applies in $x<s$, matching as $Z \rightarrow+\infty$ (noting that $\dot{\bar{S}}<0$ ) with (5.22) requires that $\bar{S}_{0}$ be given by the ordinary differential equation

$$
\begin{equation*}
\mu \dot{\bar{S}}_{0}-\lambda \frac{\ddot{\bar{S}}_{0}}{\dot{\bar{S}}_{0}^{3}}=-\nu \bar{S}_{0}, \tag{5.29}
\end{equation*}
$$

with

$$
\begin{equation*}
\bar{S}_{0} \sim e^{-\nu \bar{T} / \mu}-\frac{\lambda \mu}{3 \nu^{2}} e^{2 \nu \bar{T} / \mu} \quad \text { as } \bar{T} \rightarrow-\infty . \tag{5.30}
\end{equation*}
$$

As $\bar{T} \rightarrow+\infty$, the first term in (5.29) becomes negligible and we obtain

$$
\begin{equation*}
\bar{S}_{0} \sim-\left(\frac{6 \lambda}{\nu}\right)^{1 / 3} \bar{T}^{1 / 3} \quad \text { as } \bar{T} \rightarrow+\infty \tag{5.31}
\end{equation*}
$$

the formulation (5.29) indicates how the interface $s$ passes through $x^{*}$. A numerical solution of (5.29) as an initial value problem is shown in Figure 3, using the two-term behavior (5.30) at $\bar{T}=-\bar{T}_{\text {init }}$ (for suitably large $\bar{T}_{\text {init }}$ ) to start the scheme.

Finally, from (5.31) we can deduce that for $t=t_{c 0}+O(1)$ we recover at leading order the classical Stefan problem

$$
\begin{array}{ll}
\text { in } 0<x<s_{0}(t) & \frac{\partial u_{0}}{\partial t}=\frac{\partial^{2} u_{0}}{\partial x^{2}}, \\
\text { on } x=0 & \frac{\partial u_{0}}{\partial x}=0, \\
\text { on } x=s_{0}(t) & u_{0}=0, \quad \frac{\partial u_{0}}{\partial x}=-\lambda \frac{d s_{0}}{d t}, \\
\text { at } t=t_{c 0} & u_{0}=u_{c}(x), s_{0}=x^{*},
\end{array}
$$

whose small $t-t_{c 0}$ behavior can be shown (essentially as above) to take the form

$$
s_{0}(t) \sim x^{*}-\left(\frac{6 \lambda}{\nu}\right)^{1 / 3}\left(t-t_{c 0}\right)^{1 / 3} \quad \text { as } t \rightarrow t_{c 0}^{+}
$$

thereby matching with (5.31).
The discussion so far has assumed that the blow-up profile has only two roots for $u_{c}(x)+\lambda=0$ with $0 \leq x \leq x_{c}$. The case in which there are more than two roots


Fig. 3. (A) and (B) show $\bar{S}_{0}$ and $\bar{S}_{0}$, respectively, against $\bar{T}$ calculated from (5.29). The values $\nu=0.1, \lambda=\mu=1$ were taken for illustrative purposes, and the scheme started from $\bar{T}=-20$. The asymptotic behavior (5.31) is also shown in both (A) and (B).
gives rise to the possibility of repeated blow-up in the unregularized problem. Such scenarios depend upon the blow-up profile satisfying

$$
Q-Q_{c}=\int_{0}^{x^{*}}\left(u_{c}(x)+\lambda\right) d x<0
$$

The case in which $u_{c}<-\lambda$ for all $x$ is remarked upon in the next subsection.
5.4. Final behavior. In this section we address the possible ultimate outcomes of (3.1)-(3.4) for arbitrary $\epsilon$. One possibility for any $\mu$ is that $s \rightarrow s_{\infty}$ as $t \rightarrow \infty$ for some positive constant $s_{\infty}$ (which will depend on the initial data), with

$$
\text { on } x=s_{\infty} \quad \epsilon \frac{\partial u}{\partial x} \sim-\lambda u
$$

giving the asymptotic boundary condition, implying that

$$
\begin{equation*}
u \sim-U_{\infty} e^{-\kappa^{2} t} \cos (\kappa x) \quad \text { as } t \rightarrow \infty \tag{5.32}
\end{equation*}
$$

for some positive constant $U_{\infty}$, where $\kappa$ is (generically) the smallest root of

$$
\begin{equation*}
\epsilon \kappa \tan \kappa s_{\infty}=\lambda \tag{5.33}
\end{equation*}
$$

However, for $\mu<1$ it is also possible that $s$ drops to zero in finite time, a scenario which can be identified by assuming that the left-hand side of (3.1) is asymptotically negligible (the self-consistency of this assumption being readily checked a posteriori), implying that

$$
u \sim U(t), \quad \frac{\partial u}{\partial x} \sim \dot{U}(t) x
$$

for some function $U(t)$. The moving boundary conditions then yield

$$
U \sim \epsilon \dot{s}, \quad \dot{U} s+\dot{s}(1-\mu) U \sim-\lambda \dot{s}
$$

so for $\mu \neq 1$ we obtain

$$
\begin{equation*}
\dot{s} \sim A s^{\mu-1}-\frac{\lambda}{\epsilon(1-\mu)} \tag{5.34}
\end{equation*}
$$

for some constant $A$. If $A>0$ and $\mu<1$, then $s$ tends to $s_{\infty} \sim(\lambda / \epsilon(1-\mu) A)^{1 /(\mu-1)}$ as $t \rightarrow \infty$, and the behavior of (5.34) in this case can easily be seen to be consistent with the small $s_{\infty}$ limit of (5.32)-(5.33). If $\mu>1$, then $A$ is necessarily less than zero (since $\dot{s}<0$ must hold for $u<0$ ) and the same conclusion applies (the equivalent result can easily be seen always to follow when $\mu=1$ as well). However, for $\mu<1$ with $A<0$ we have that
$s \sim\left((2-\mu)(-A)\left(t_{e}-t\right)\right)^{\frac{1}{2-\mu}}, \quad U \sim \epsilon(-A)\left((2-\mu)(-A)\left(t_{e}-t\right)\right)^{-\frac{1-\mu}{2-\mu}} \quad$ as $t \rightarrow t_{e}^{-}$ (5.35)
for some finite extinction time $t_{e}$ which will depend on the initial data, with $u$ becoming unbounded in this limit. Thus, interestingly, there are two possible generic outcomes for $\mu<1$ : first, $s \rightarrow s_{\infty}>0$ with (5.32), and second, (5.35), the borderline between the two being given by the nongeneric case $A=0$ in (5.34), whereby

$$
\begin{equation*}
s \sim \frac{\lambda}{\epsilon(1-\mu)}\left(t_{e}-t\right), \quad U \sim-\frac{\lambda}{1-\mu} . \tag{5.36}
\end{equation*}
$$

For small $\epsilon$, when $u_{c}\left(\hat{s}_{0}\right)<-\lambda$ for all $\hat{s}_{0}$ the result (5.18) does not in general hold uniformly as $\hat{s}_{0}$ approaches zero. We shall not address the corresponding small $\epsilon$ asymptotics here, but it is plausible that for $\mu<1$ the scenario (5.35) will typically ultimately apply, whereas for $\mu \geq 1$ we necessarily have $s_{\infty}>0$, so the interface does not impinge upon the boundary, though as $\epsilon$ tends to zero $s_{\infty}$ presumably also does so.
6. The special case $\boldsymbol{\mu}=\mathbf{0}$. We stress that the parameter $\mu$ plays no role in the zero kinetic undercooling case, so it does not feature as a special case in the unregularized problem. It does, however, require separate treatment for $\epsilon>0$ since, as already noted, even with kinetic undercooling bona fide blow-up can occur for $\mu=0$. Here we treat the behavior close to the blow-up time $t=t_{c}$ for arbitrary $\epsilon>0$. Two reformulations of (3.1)-(3.4) are helpful in this case (it is no coincidence that these reformulations are available only in the special case $\mu=0$, which is also exceptional with regard to its blow-up properties); we first recall from (3.6) that

$$
\begin{equation*}
\int_{0}^{s(t)}(u(x, t)+\lambda) d x=Q \tag{6.1}
\end{equation*}
$$

holds for all time when $\mu=0$. Again introducing $w$ as in (4.1), we obtain (4.2) subject to
(6.2) on $x=s(t) \quad w=0, \quad \frac{\partial w}{\partial x}=-\epsilon$,

$$
\begin{equation*}
\text { on } x=0 \quad \frac{\partial w}{\partial x}=-Q-\epsilon, \tag{6.3}
\end{equation*}
$$

$$
\begin{equation*}
\text { at } t=0 \quad s=1, \quad w=\epsilon(1-x)+\int_{x}^{1}\left(x^{\prime}-x\right)\left(u_{0}\left(x^{\prime}\right)+\lambda\right) d x^{\prime}, \tag{6.4}
\end{equation*}
$$

the conditions (6.3) and (6.4) following from (6.2) and

$$
\text { at } t=0 \quad \frac{\partial^{2} w}{\partial x^{2}}=u_{0}(x)+\lambda .
$$

Second, introducing

$$
\begin{equation*}
v=-\int_{x}^{s(t)}\left(u\left(x^{\prime}, t\right)+\lambda\right) d x^{\prime} \tag{6.5}
\end{equation*}
$$

so that

$$
\begin{equation*}
v=\epsilon+\frac{\partial w}{\partial x}, \quad u=\frac{\partial w}{\partial t}=\frac{\partial v}{\partial x}-\lambda \tag{6.6}
\end{equation*}
$$

leads to

$$
\begin{array}{ll} 
& \frac{\partial v}{\partial t}=\frac{\partial^{2} v}{\partial x^{2}}, \\
\text { on } x=s(t) & v=0, \quad \frac{\partial v}{\partial x}=\lambda+\epsilon \dot{s}(t), \\
\text { on } x=0 & v=-Q, \\
\text { at } t=0 & s=1, \quad v=-\int_{x}^{1}\left(u_{0}\left(x^{\prime}\right)+\lambda\right) d x^{\prime} .
\end{array}
$$

If the $\lambda$ terms are negligible, then (6.7)-(6.10) reduces to the classical Stefan problem with Stefan number $\epsilon$. The boundary condition we have adopted on $x=0$, (3.3), differs in form from (6.9), but provided $x_{c}>0$ the analysis of section 4 carries over because it is local to $x=x_{c}$; thus identifying $u$ with $-v$ and $\epsilon$ with $\lambda$, it follows from (4.17) that

$$
\begin{equation*}
v \sim \epsilon+A(\tau) \quad \text { for } y=O(1), \quad v \sim \epsilon\left(1-e^{z / 2}\right) \quad \text { for } z=O(1) \tag{6.11}
\end{equation*}
$$

immediately prior to blow-up, where (4.6) remains valid, as does $y=L+z / L$. The expressions (4.16) become

$$
L \sim 2(\ln \tau)^{1 / 2}, \quad A \sim \epsilon / 2 \ln \tau \quad \text { as } \tau \rightarrow \infty
$$

in the current notation; since

$$
\dot{s} \sim-\frac{1}{2} L(\tau)\left(t_{c}-t\right)^{-1 / 2} \quad \text { as } t \rightarrow t_{c}^{-}
$$

the $\lambda$ term in (6.8) is indeed negligible, as required for self-consistency. From (6.6) and (4.18) (which now gives the local behavior of $v$ ) we have

$$
\begin{equation*}
u_{c}(x) \sim-\frac{\epsilon}{2 \ln ^{2}\left(-\ln \left(x_{c}-x\right)\right)\left(-\ln \left(x_{c}-x\right)\right)\left(x_{c}-x\right)} \quad \text { as } x \rightarrow x_{c}^{-} \tag{6.12}
\end{equation*}
$$

so (unlike (4.18)) $u$ becomes unbounded as the blow-up time is approached.
For $u<0$, we have from (6.6) that $v$ is monotonic decreasing with $x$, and hence (6.11) is consistent with (6.9) only if $-Q>\epsilon$ (that this inequality should arise is perhaps not surprising in the light of (6.3)). A second, distinct, blow-up scenario thus necessarily pertains when this inequality is not satisfied; this has $x_{c}=0$, so the form of the boundary condition on $x=0$ is important in this case, and this form of blow-up can most conveniently be derived directly from the original formulation (3.1)-(3.4), with $\mu=0$ and with the $\lambda$ term again negligible in the limit $t \rightarrow t_{c}^{-}$. We thus seek self-similar behavior of the form

$$
\begin{equation*}
u \sim \frac{1}{\left(t_{c}-t\right)^{1 / 2}} f(\eta), \quad \eta=\frac{x}{\left(t_{c}-t\right)^{1 / 2}}, \quad s(t) \sim \sigma\left(t_{c}-t\right)^{1 / 2} \quad \text { as } t \rightarrow t_{c}^{-} \tag{6.13}
\end{equation*}
$$



Fig. 4. Plot of the solutions to the transcendental equation (6.14) together with the asymptotic behaviors (6.16) and (6.17). We have that $\sigma^{*} \approx 3.0045$ and $\Lambda \approx 1.28475$.
implying

$$
f=-B e^{\eta^{2} / 4}
$$

for some constant $B$, with $\sigma$ given by the transcendental equation

$$
\begin{equation*}
\frac{1}{2} \sigma e^{-\sigma^{2} / 4} \int_{0}^{\sigma} e^{\eta^{2} / 4} d \eta=\frac{(-Q)}{\epsilon} \tag{6.14}
\end{equation*}
$$

and with

$$
\begin{equation*}
B=\frac{\epsilon}{2} \sigma e^{-\sigma^{2} / 4} \tag{6.15}
\end{equation*}
$$

these follow from (3.2) and (6.1). Thus as $(-Q) / \epsilon \rightarrow 0^{+}$we have

$$
\begin{equation*}
\sigma \sim(2(-Q) / \epsilon)^{1 / 2}, \quad B \sim((-Q) \epsilon / 2)^{1 / 2} \tag{6.16}
\end{equation*}
$$

and as $(-Q) / \epsilon \rightarrow 1^{+}$,

$$
\begin{equation*}
\sigma \sim(2 /((-Q) / \epsilon-1))^{1 / 2} \tag{6.17}
\end{equation*}
$$

with $B$ exponentially small.
We plot in Figure 4 the solutions to (6.14), the nonmonotonicity following from (6.16)-(6.17). There is thus a range of $(-Q) / \epsilon>1$ (which we denote $1<(-Q) / \epsilon<\Lambda$, as in Figure 4) for which two solutions are possible, and we speculate that those with
$\sigma \leq \sigma^{*}$ are stable (where $\sigma=\sigma^{*}$ corresponds to the maximum value of $(-Q) / \epsilon$ from (6.14)) and those beyond the fold, in $\sigma>\sigma^{*}$, are unstable. In the range of $1<(-Q) / \epsilon<\Lambda$ there are thus two generic (stable) blow-up scenarios (one with $x_{c}=0, \sigma<\sigma^{*}$ and another with $x_{c}>0$ depending on the initial data, for which (6.12) applies), separated by a nongeneric (unstable) scenario of the form (6.13) with $\sigma>\sigma^{*}$. Finally, in the borderline case $(-Q) / \epsilon=1$ it is in principle possible that a form of blow-up which would be nongeneric for arbitrary parameter values may occur generically, so it is worthwhile to confirm that the situation described at the end of section 4 cannot pertain with $x_{c}=0$; thus, while in the current notation (4.21) becomes

$$
v \sim \epsilon+A x
$$

which satisfies (6.9), it also follows that $v$ is increasing with $x$, contrary to the assumption that $u<0$. Thus we conjecture that (6.13) provides the only generic form of blow-up for $(-Q) / \epsilon \leq 1$ and (6.17) for $(-Q) / \epsilon>1$.

For completeness we also note that when $Q>0$ (so that blow-up does not occur even without kinetic undercooling) we have $s \sim Q / \lambda$ as $t \rightarrow \infty$, with $u$ decaying exponentially with $t$, as dictated by the relevant linear diffusion problem subject to

$$
\text { on } x=Q / \lambda \quad \epsilon \frac{\partial u}{\partial x} \sim-\lambda u \text {. }
$$

Finally, for $Q=0$ we have

$$
u \sim-\lambda, \quad s \sim \frac{\lambda}{\epsilon}\left(t_{c}-t\right) \quad \text { as } t \rightarrow t_{c}^{-}
$$

which in fact furnishes the exact solution to (3.1)-(3.4) for $\mu=0, u_{0} \equiv-\lambda$. This exact solution generalizes to arbitrary $\mu<1$ to

$$
\begin{equation*}
u=-\frac{\lambda}{1-\mu}, \quad s=\frac{\lambda}{\epsilon(1-\mu)}\left(t_{c}-t\right) \tag{6.18}
\end{equation*}
$$

a solution which is consistent with (5.18) and which has played a role above in (5.36); moreover, (6.18) generalizes further to

$$
u=-\lambda-\epsilon \mu q+(\lambda-\epsilon(1-\mu) q) e^{q z}, \quad s=q\left(t_{c}-t\right)
$$

for arbitrary wavespeed $q$ (cf. (5.17)).
For small $\epsilon$, the relevant regime is of course that leading to (6.12). The transition to this from the blow-up behavior described in section 4 is rather complex, and we shall not give anything like full details; the initial stages can be described by naively incorporating the $\epsilon$ term in the boundary condition in $x=s$ into the interior layer analysis of section 4 , in which case the ordinary differential equation (4.15) generalizes to

$$
\frac{16 \sqrt{\pi}}{L^{4}} e^{L^{2} / 4} \dot{L} \sim 1-\frac{\epsilon L}{2 \lambda} e^{\tau / 2}
$$

which itself has a rather delicate asymptotic structure in the limit $\epsilon \rightarrow 0$ over the timescales on which the second term on the right-hand side comes to dominate the first. Subsequently, there is a phase in which the $\lambda$ terms are asymptotically negligible (i.e., the evolution is governed by the zero latent heat problem), from which the blowup behavior (6.12) ultimately emerges.
7. Numerical results. The method of lines may be used to solve the problem (3.1)-(3.4) numerically. The method adopted is described in detail in the appendix and follows Fasano, Meyer, and Primicerio [19], with the modification discussed in Meyer [28] used to accommodate the Neumann condition on the fixed boundary. The scheme may be used for both cases $\epsilon=0$ and $\epsilon>0$, with the minor modifications needed for the former case also described in the appendix.

For the numerical simulations, the initial profile adopted was the following piecewise linear function:

$$
u_{i n}(x)= \begin{cases}-a, & x<\hat{\alpha}  \tag{7.1}\\ -a+a \frac{(x-\hat{\alpha})(x-\hat{\beta})}{(1-\hat{\alpha})(1-\hat{\beta})}, & \hat{\alpha}<x \leq 1\end{cases}
$$

where $\hat{\alpha}=0.2$ and $\hat{\beta}=0.9$ were fixed in all of the following calculations.
Figure 5 shows the full numerical solution for the interface position and speed in the case with no kinetic undercooling, $\epsilon=0$. Taking $a=0.4,0.5,0.6,0.8$ gives $Q=$ $0.33,0.167,1.3 \times 10^{-7},-0.33$, respectively, from (3.5). The increase in the interface speed as $Q$ decreases is clearly illustrated. Blow-up would be expected to occur in the case $Q=-0.33$. Not surprisingly, such behavior is not fully reproduced in the numerics, with truncation errors presumably serving to regularize the problem.

Figures 6 and 7 show the time development of the full numerical solution for the interface position and speed as the two key parameters, the segregation coefficient $\mu$ and the kinetic undercooling parameter $\epsilon$, vary independently; the initial profile (7.1) with $a=0.8$, corresponding to $Q=-0.33$, was adopted. Figure 6 shows the approach to blow-up behavior as $\mu \rightarrow 0^{+}$for $\epsilon=1$, while Figure 7 illustrates the corresponding behavior as $\epsilon \rightarrow 0^{+}$for $\mu=1$. As already noted, kinetic undercooling does not prevent blow-up when $\mu=0$, with Figure 6 illustrating that this limit is approached relatively quickly as $\mu$ is decreased (the numerical scheme being particularly sensitive to the value of $\mu$, as can be seen from the scalar equation (A.9) for determination of the position of the interface at the next time level). For comparison in Figure 7, the asymptotic blow-up behavior (4.16) of the unregularized problem

$$
\begin{equation*}
\dot{s} \sim-\left(\frac{1}{\ln \left(t_{c}-t\right) \sqrt{\ln \left(-\ln \left(t_{c}-t\right)\right)}}\right)\left(t_{c}-t\right)^{-1 / 2} \quad \text { as } t \rightarrow t_{c}^{-} \tag{7.2}
\end{equation*}
$$

is also plotted in Figure $7(\mathrm{~B})$ (the estimate $t_{c}=0.0096$ being used for the blow-up time, this being determined from the full numerical solution in the $\epsilon=0$ case with the same initial profile). The value $\epsilon=10^{-4}$ represents the smallest value accessible numerically with reasonable accuracy.

Figures 8 and 9 compare the full numerical solution (shown in both as (A) and (B)) with the asymptotics (shown in both as (C) and (D)) of sections 4 and 5 for the specific case $\epsilon=10^{-3}, \mu=1, Q=-0.33$. The same initial profile was used and the time variable $-\ln \left|t-t_{c}\right|$ was chosen to illustrate the timescales involved. The asymptotics require estimates of certain values from the blow-up profile which were obtained from the full numerical scheme in the $\epsilon=0$ case with the same initial profile. This yielded the approximate values $x_{c}=0.56, x^{*}=0.15, t_{c}=0.0096, \nu=1.75$, with


Fig. 5. Results from the method of lines numerical scheme on (3.1)-(3.4) in the unregularized case $\epsilon=0$. The initial profile (7.1) was taken with the parameter a varied to give the values of initial supercooling parameter $Q$ shown. The interface location $s$ is shown in (A) and its speed $\dot{s}$ in (B).


Fig. 6. Results from the method of lines numerical scheme for (3.1)-(3.4) in the regularized case $\epsilon=1, Q=-0.33$ for selected values of the segregation coefficient $\mu$; (A) shows $s$ and (B) $\dot{s}$. The initial profile (7.1) was taken with the parameter $a=0.8$. Our analysis implies bona fide blow-up occurs for $\mu=0$, and we observe that for $\mu=0.1$ and $\mu=0.25$ also the regularizing term seems insufficient to prevent the numerical scheme from breaking down in a manner akin to such blow-up.


FIG. 7. Results from the method of lines numerical scheme for (3.1)-(3.4) in the regularized case with $\mu=1, Q=-0.33$ for selected values of the kinetic parameter $\epsilon$; (A) shows $s$ and (B) $\dot{s}$. The initial profile (7.1) was taken with the parameter $a=0.8$ fixed. Also shown for comparison in (B) is the asymptotic blow-up behavior (7.2).


FIG. 8. Comparison of numerical and asymptotic solutions for the interface $s(t)$. The parameter values taken were $\epsilon=10^{-3}, \mu=1$. (A) and (B) show $s(t)$ from the method of lines numerical scheme for (3.1)-(3.4) with $a=0.8$ in the initial profile (7.1), so that $Q=-0.33$. The value $t_{c}=0.0096$ was used in (A) and (B) for the transformed timescale, which was estimated using the numerical scheme on the same initial profile but with the parameter value $\epsilon=0$ (this scheme also gave the estimates $\left.x_{c}=0.56, x^{*}=0.15\right)$. The upper curve gives $s(t)$ for $t<t_{c}$ and the lower gives $s(t)$ for $t>t_{c}$. (C) and (D) illustrate the asymptotic approximations derived for $s(t)$ in section 5 on the three main timescales. The parameter values for $\epsilon$ and $\mu$ are used to express these asymptotic approximations for $s$ in terms of $t-t_{c}$. Since the asymptotics are for times relative to $t_{c}$, an approximation for $t_{c}$ is not necessary, but the estimates $x_{c}=0.56, x^{*}=0.15$ from the numerical scheme with $\epsilon=0$ were used. For comparison in (C) the blow-up asymptotic solution (4.16) is also shown. In (D), only the initial and final behaviors (5.20) and (5.22) on the turnaround timescale are shown since behavior over the whole of this timescale is controlled by (5.18), which requires the full profile $u_{c}(x)$. The interval over which the interface effectively "jumps" is represented in (D) by the vertical distance between horizontal asymptote at $s \approx 0.56$ and the end of the timescale that leads to the recovery of the classical Stefan problem at $s \approx 0.15$.


Fig. 9. Comparison of numerical and asymptotic solutions for the interface speed ds/dt in the example described in Figure 8. Results analogous to those shown for $s$ in Figure 8 are given here for $d s / d t$. Results from the method of lines numerical scheme are shown in (A) and (B), while the asymptotic approximations derived in section 5 are shown in (C) and (D). We note in (D) a gap in the asymptotic solution for the turnaround timescale where only the start and end behaviors are shown. The intermediate behavior requires the blow-up profile as dictated by (5.18).

Figure 10 showing the initial profile $u_{0}(x)$ and an approximation to the blow-up profile $u_{c}(x)$. These values are very sensitive to the approximation to the blow-up profile chosen and are recorded here for illustrative purposes only. Even though $\epsilon=10^{-3}$ is relatively large (as far as the asymptotics are concerned, since $\delta \approx 0.52$ is still not particularly small), only qualitative comparisons can be made. Although the initial behavior on the turnaround timescale of section 5.2 cannot really be observed for the $\epsilon$ chosen, the emergence of the predicted timescales is supported. On the turnaround timescale, the asymptotics suggest that $d s / d t$ will decrease according to (5.13) before subsequently increasing to eventually give (5.22), with profiles of the form shown in Figure 1 indicating from (5.18) the existence of a local minimum for $d s / d t$.


Fig. 10. Illustration of the initial and blow-up profiles from the method of lines numerical scheme in the case $\epsilon=0, Q=-0.33$, where $a=0.8$ in the initial profile (7.1). The blow-up profile is of course approximate and has the value $Q=-0.3$, illustrating that approximately $10 \%$ of $Q$ has been lost by the numerical scheme. This approximation to the blow-up profile was used to give the estimates $x_{c}=0.56, x^{*}=0.15, \nu=1.75$ with $t_{c}=0.0096$. These values are used in both the numerical scheme and asymptotic approximations shown in Figures 8 and 9.
8. Discussion. The regularization of the supercooled Stefan problem by kinetic undercooling in the one-dimensional, one-phase case has been discussed both asymptotically and numerically. The derivation of the one-phase model from a two-phase formulation highlights the necessity to distinguish between the cases in which the interface advances and retreats. The asymptotics of the main transition timescales for regularization by kinetic undercooling support the proposal of Gurtin [24] that an appropriate $\epsilon=0$ formulation which allows continuation through blow-up involves an instantaneous jump in the interface location (to a position which the $\epsilon \rightarrow 0^{+}$ asymptotics uniquely identifies, clarifying an issue raised in [24]) at the blow-up time. This abrupt jump becomes a smooth but rapid one in the regularized problem with $0<\epsilon \ll 1$. For $\mu=0$, the regularization becomes ineffective in preventing singularity formation (as follows from the conserved quantity (6.1)), and some intriguing blow-up behavior arises.

One way of characterizing concisely the asymptotic results is to note the power laws and so forth which describe the various intermediate asymptotic regimes. Here we note, in particular, the $(-\hat{T})^{1 / 2}$ behavior in (5.11), the near-linear nature of (5.20), the exponential decay in $(5.22)$, and the $\bar{T}^{1 / 3}$ rate of decrease in (5.31). Other noteworthy features include the cases in which two distinct generic behaviors occur (so that which is realized depends on the initial data); these arise in section 5.4 for $0<\mu<1$ (related behavior for $\mu=0$ is described at the end of section 6 , but the conservation law (6.1) which pertains in this case means that the dependence on the initial conditions can be characterized explicitly through the value of $Q \geq-\epsilon$ ) and in section 6 for $\mu=0$ with
$1<(-Q) / \epsilon \leq \Lambda$, wherein the existence of multiple similarity solutions is particularly striking.

Obvious extensions of this work are to consider the analogous two-phase and higher-dimensional problems.

Appendix. Method of lines numerical scheme. The continuous time problem is discretized and solved at successive time levels as a sequence of free boundary problems for the ordinary differential equations which arise in this way.

At time level $t=t_{n}$ with $t_{n}-t_{n-1}=\Delta t$ the solution $\left\{u_{n}(x), s_{n}\right\}$ is computed as the solution of the discretized equations

$$
\text { in } 0<x<s_{n} \quad \begin{array}{ll}
u_{n}^{\prime \prime}-\frac{1}{\Delta t}\left(u_{n}-u_{n-1}\right)=0 \\
& u_{n}^{\prime}(0)=0 \\
& \frac{s_{n}-s_{n-1}}{\Delta t}=f\left(u_{n}\left(s_{n}\right)\right), \quad s_{0}=s(0)=1 \\
& u_{n}^{\prime}\left(s_{n}\right)=-\frac{s_{n}-s_{n-1}}{\Delta t}\left(\lambda+(1-\mu) u_{n}\left(s_{n}\right)\right) .
\end{array}
$$

Here, we have allowed for a general kinetic condition of the form $\dot{s}=f(u)$, where $f(u)$ satisfies the conditions $f^{\prime}(u)>0$ and $f(0)=0$. The power law form $f(u)=u^{1 / n} / \epsilon$ is common, with $n=1$ being the case considered in the main text. It is assumed that the function $u_{n-1}(x)$ (defined over $\left[0, s_{n-1}\right]$ ) and $s_{n-1}$ are both known. The free boundary problem (A.1)-(A.4) may be solved by the method of invariant embedding (or the sweep method), as described in [28].

Writing (A.1)-(A.4) as a first-order system over $\left(0, s_{n}\right)$

$$
\begin{equation*}
u_{n}^{\prime}=v_{n}, \quad v_{n}^{\prime}=\frac{1}{\Delta t}\left(u_{n}-u_{n-1}\right), \tag{A.5}
\end{equation*}
$$

the Riccati transformation

$$
\begin{equation*}
v_{n}(x)=R(x) u_{n}(x)+W_{n}(x) \tag{A.6}
\end{equation*}
$$

relates $u_{n}$ and $v_{n}$, where

$$
\begin{equation*}
R^{\prime}=\frac{1}{\Delta t}-R^{2}, \quad R(0)=0 \tag{A.7}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{n}^{\prime}=-R(x) W_{n}-\frac{u_{n-1}(x)}{\Delta t}, \quad W_{n}(0)=0 \tag{A.8}
\end{equation*}
$$

(A.3) and (A.6) show that $s_{n}$ is a root of the scalar equation

$$
\begin{equation*}
\sigma_{n}(x) \equiv \frac{\left(x-s_{n-1}\right)}{\Delta t}-f\left(\frac{-\left(W_{n}(x)+\lambda \frac{\left(x-s_{n-1}\right)}{\Delta t}\right)}{R(x)+(1-\mu)\left(\frac{x-s_{n-1}}{\Delta t}\right)}\right)=0 . \tag{A.9}
\end{equation*}
$$

Given $s_{n}$, we have

$$
\begin{equation*}
u_{n}\left(s_{n}\right)=-\frac{\lambda \dot{s}_{n}+W_{n}\left(s_{n}\right)}{R\left(s_{n}\right)+(1-\mu) \dot{s}_{n}} \tag{A.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\dot{s}_{n}=\frac{s_{n}-s_{n-1}}{\Delta t}=f\left(u_{n}\left(s_{n}\right)\right) \tag{A.11}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{n}^{\prime}\left(s_{n}\right)=v_{n}\left(s_{n}\right)=-\dot{s}_{n}\left(\frac{\lambda R\left(s_{n}\right)-(1-\mu) W_{n}\left(s_{n}\right)}{R\left(s_{n}\right)+(1-\mu) \dot{s}_{n}}\right) . \tag{A.12}
\end{equation*}
$$

The triple $\left\{u_{n}\left(s_{n}\right), v_{n}\left(s_{n}\right), s_{n}\right\}$ is an exact solution of (A.3), (A.4), and (A.6).
Once $s_{n}$ is determined, then $v_{n}$ can be found by integrating backward over $\left[0, s_{n}\right)$ the reverse sweep equation

$$
\begin{equation*}
v_{n}^{\prime}=\frac{1}{\Delta t}\left(R(x) v_{n}+W_{n}(x)-u_{n-1}(x)\right), \tag{A.13}
\end{equation*}
$$

with $v_{n}\left(s_{n}\right)$ given in (A.12).
The above algorithm was implemented as follows. A time-independent mesh with grid points $\left\{x_{i}\right\}_{i=0}^{N}$ was imposed on the interval $[0,1]$, the grid being uniform with $x_{i}=i / N$. Nonuniform grids with clustering of grid points where the free boundary moves quickly may also be used. The time step $\Delta t$ is variable. The Riccati equation (A.7) has the closed form solution

$$
\begin{equation*}
R(x, \Delta t)=\frac{1}{\sqrt{\Delta t}} \tanh \left(\frac{x}{\sqrt{\Delta t}}\right), \tag{A.14}
\end{equation*}
$$

while the linear equation (A.8) is integrated to give

$$
W_{n}(x) \cosh \left(\frac{x}{\sqrt{\Delta t}}\right)=-\int_{0}^{x} \frac{u_{n-1}(\tau)}{\Delta t} \cosh \left(\frac{\tau}{\sqrt{\Delta t}}\right) d \tau
$$

and evaluated using a suitable quadrature rule (here the simple trapezoidal rule was used). The function $\sigma_{n}(x)$ is evaluated at successive mesh points of the grid before $s_{n-1}$ until it changes sign between, say, $x_{\ell}$ and $x_{\ell-1}$. The free boundary $s_{n}$ is now determined as the root of the quadratic interpolant through $\sigma\left(x_{\ell-1}\right), \sigma\left(x_{\ell}\right)$, and $\sigma\left(x_{\ell+1}\right)$. Equation (A.6) is also integrated to give

$$
u_{n}(x)=u_{n}\left(s_{n}\right) \frac{\cosh \left(\frac{x}{\sqrt{\Delta t}}\right)}{\cosh \left(\frac{s_{n}}{\sqrt{\Delta t}}\right)}+\cosh \left(\frac{x}{\sqrt{\Delta t}}\right) \int_{s_{n}}^{x} \frac{W_{n}(\tau)}{\cosh \left(\frac{\tau}{\sqrt{\Delta t}}\right)} d \tau
$$

and evaluated by the trapezoidal rule, first from $s_{n}$ to $x_{\ell-1}$ and then backward over the fixed mesh.

In the special case $\epsilon=0$, (A.3) and (A.4) reduce to

$$
\begin{align*}
& u_{n}\left(s_{n}\right)=0, \quad s_{0}=s(0)=1,  \tag{A.15}\\
& u_{n}^{\prime}\left(s_{n}\right)=-\lambda \frac{\left(s_{n}-s_{n-1}\right)}{\Delta t}, \tag{A.16}
\end{align*}
$$

with (A.9) replaced with

$$
\begin{equation*}
\sigma_{n}(x)=W_{n}(x)+\lambda \frac{\left(x-s_{n-1}\right)}{\Delta t}=0 \tag{A.17}
\end{equation*}
$$

and (A.10)-(A.12) modified to

$$
u_{n}\left(s_{n}\right)=0, \quad \dot{s}_{n}=\frac{s_{n}-s_{n-1}}{\Delta t}, \quad u_{n}^{\prime}\left(s_{n}\right)=v_{n}\left(s_{n}\right)=W_{n}\left(s_{n}\right)=-\lambda \dot{s}_{n} .
$$

The algorithm for this special case proceeds as before.
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#### Abstract

This paper contains qualitative and quantitative comparisons between a weakly nonlinear analysis and direct numerical simulations of a free-boundary problem. The former involves modulating the most linearly unstable mode, taking a small perturbation of the neutrally stable value $\nu_{c}$ of a parameter $\nu$ related to the activation energy. Analogously, we perform the direct numerical computations near the marginally unstable value, namely, $\nu=\nu_{c}-\epsilon^{2}$, where $\epsilon$ is rather small.
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1. Introduction. In this article, we study the nonuniform dynamics of front propagation in a free-boundary model of solid combustion, through both weakly nonlinear analysis and direct simulations. We do the first quantitative comparison of the two methods.

The asymptotic technique applies to the weakly unstable setting. In particular, we fix the bifurcation parameter $\nu$ related to the activation energy to within a rather small number $\epsilon^{2}$ of the neutrally stable value $\nu_{c}$. By solving numerically in the same regime, we closely investigate the role of a parameter $\sigma$ associated with the Arrhenius kinetics. In particular, period-doubling and eventual chaos develop as the kinetics parameter $\sigma$ decreases (and the bifurcation parameter $\nu$ remains at a deviation of $\epsilon^{2}$ from its critical value).

Weakly nonlinear analysis involves modulating the most linearly unstable mode. Within quite a small neighborhood of the neutral stability boundary, Fourier spectra of the numerical quasi-steady-state solutions indicate a regime in which a single mode dominates, as well as complex regimes of front propagation.

As the bifurcation parameter $\nu$ approaches ever closer to the neutrally stable value, the range of the parameter $\sigma$ for which period-doubling and other strongly nonlinear dynamics occur shrinks. Sufficiently near the stability threshold ( $\epsilon$ approximately 0.06 ), numerical solutions for all values of $\sigma$ agree closely with the weakly

[^112]nonlinear solutions. By varying $\epsilon$, we quantify the domain of applicability of the weakly nonlinear analysis.

The problem under consideration models, for example, solid combustion, in which a chemical reaction converts a solid fuel directly into solid products with no intermediate gas phase formation. For instance, in self-propagating high-temperature synthesis (SHS), a flame wave advancing through powdered ingredients leaves high-quality ceramic materials or metallic alloys in its wake. (See, for instance, [15, 17, 20].)

The propagation results from the interplay between heat generation and heat diffusion in the medium. A balance exists between the two in some parametric regimes, producing a constant burning rate. In other cases, competition between the reaction and the diffusion results in a wide variety of nonuniform behaviors, some leading to chaos.

Shkadinsky, Khaikin, and Merzhanov [18] predicted the simplest oscillatory regimes through numerical simulation on reaction-diffusion partial differential equations (PDEs). The system contains Arrhenius-kinetics terms that account for chemical conversion throughout the spatial domain.

Various works have explored numerically the dynamics of models that employ approximations to the Arrhenius kinetics. For instance, in [1], Arrhenius kinetics with a cutoff was used to observe chaotic pulsations, following a number of perioddoubling bifurcations.

Other approximations exploit the narrowness of the reaction zone. A point-source model has an exact traveling-wave solution and is more amenable to analysis than one with the full Arrhenius kinetics. Matkowsky and Sivashinsky [14] studied a concentrated-kinetics model in the case of large activation energy. The $\delta$-function kinetics follow from an analysis similar to that of [19].

This free-interface problem has been studied numerically in [4]. For a sufficiently large activation energy, the work showed transitions to chaos via a period-doubling solution and highly irregular relaxational oscillations. The authors attributed a lack of sequential secondary bifurcations to the difference between the point-source and distributed-kinetics models (as in [1]). Later, however, in [9], the entire spectrum of behavior was observed for the free-interface model, as previously had been seen for distributed kinetics.

In [9], the authors performed numerical computations on a second model of solid combustion as well. They motivate it by noting that both the reaction-diffusion model as in [18] and the free-interface model in [14] assume a constant value of thermal diffusivity. However, some problems manifest a clear dependence of this parameter on degree of conversion. In fact, when the burnt product is a foam-like substance, heat diffusion in the product region is negligible. For such cases, they consider a model that includes the heat equation on a semi-infinite domain ahead of the reaction and a nonlinear kinetic condition imposed on the moving boundary. The present paper uses this free-boundary problem.

Note that both the free-interface (two-sided) model and the free-boundary (onesided) model stem from reaction-diffusion PDEs with full Arrhenius kinetics. To emphasize, the one-sided model is not an adaptation of the two-sided model; rather each of them is a viable derivative of the reaction-diffusion model. The two-sided model assumes a single constant conductivity throughout the reactant and product zones. The one-sided model assumes zero conductivity in the burned region. In some cases the first approximation is more appropriate, in others the second.

Belyaev and Komkova discovered a pulsating regime in the burning of a chrome-
magnesium thermite in 1950 [2]. A planar front may have oscillated with a constant frequency in their experiments, but they did not observe the process in detail. Later Merzhanov, Filonenko, and Borovinskaya [16] observed experimentally both the periodic propagation of a flat front in SHS as well as spinning waves, showing a fuller understanding of the behaviors. All the models discussed in this literature review exhibit the same spectrum of dynamics as experiments. Specifically, we refer to computed solutions of (i) the reaction-diffusion system governed by the full Arrhenius kinetics (e.g., [5]), (ii) the reaction-diffusion system with Arrhenius kinetics with a cutoff (e.g., [1]), and models that use point-source kinetics like (iii) the free-interface ("two-sided") model with constant heat diffusivity (e.g., [9]), as well as (iv) the freeboundary ("one-sided") model, in which heat transfer behind the flame front (in the burned matter) is qualitatively unimportant (e.g., [9]).

Simulations on all these models show the same dynamical behaviors as one pushes the bifurcation parameters deeper into the instability regions. In particular, numerical simulations and analysis in [9] show that dynamics of the two-sided and one-sided problems agree extremely closely.

In the present work, we fix the bifurcation parameter $\nu$ within $\epsilon^{2}$ of the neutrally stable value and vary the kinetics parameter $\sigma$, rather than exploring regimes more and more strongly unstable in $\nu$. In addition, we vary $\epsilon$, thereby also changing $\nu$, and study the impact on the dynamics with respect to the kinetics parameter $\sigma$. We will point out the agreement with dynamical scenarios described in previous studies, which use a variety of models.

The stability thresholds for uniformly propagating fronts generally differ for all of the different kinetics mentioned, however. Distributed kinetics have only the numerical approximate bifurcation values. Intricate bifurcation analyses [13, 10] of instabilities for the point-source models have also classified the interactions of clockwise and counterclockwise spinning waves on the surface of a cylinder. Margolis's review paper [13] includes a thorough discussion of resonance phenomena, treating sample radii that yield close, as well as equal, eigenvalues. Also, Booty, Margolis, and Matkowsky [3] predicted cascades of bifurcations from a double eigenvalue of a linearized model of condensed-phase combustion in a long cylindrical sample. They show that the inclusion of melting in the model makes the neutral-stability threshold more accessible. A bifurcation parameter $\nu$ in the present work is restricted to a smaller neighborhood of the value corresponding to a single neutrally stable eigenvalue. A different parameter $\sigma$ is varied to produce period-doubling behaviors numerically.

Combustion in two dimensions can be described by a one-dimensional model when the only unstable mode corresponds to the dynamics with no spatial variation in the transverse direction. For example, the linear stability analysis in [12] shows that for a free-boundary model, a flat front dominates the behavior for the case of a sufficiently narrow strip of material with insulated edges.

In particular, to satisfy the boundary conditions, the wave numbers are integer multiples of $\pi / a$, where $a$ is the strip width [12]. If $a<\pi$, all modes are stable for $\nu>1 / 3$. Exactly one mode (the zeroth mode) loses stability at $\nu_{c}=1 / 3$. The zero mode corresponds to the dynamics with no spatial variation in the transverse direction (i.e., to the one-dimensional case). If, on the other hand, $\pi<a<2 \pi$, then, as we decrease $\nu$, the first mode $\pi / a$ loses stability prior to the flat mode, namely, at a value of $\nu>1 / 3$. In both cases $(a<\pi$ and $\pi<a<2 \pi)$ the weakly nonlinear analysis shows that the evolution is governed by a complex Landau-Stuart ordinary differential equation [11]. (See what follows for the narrow-strip analysis.)

At $a=\pi$, the flat mode and the first wavy mode both lose stability at $\nu_{c}=1 / 3$, while the other modes remain stable. The nonlinear interaction of the flat and curvy modes is the subject of the weakly nonlinear analysis in [12], which culminates in the derivation of a system of two complex Landau-Stuart equations. (Notice that if the width $a$ is infinite, a continuum of modes goes unstable, and the evolution is governed by Ginzburg-Landau PDEs.)

In the remainder of this section, we introduce the governing equations and, for convenience, summarize a linear stability analysis. Because we consider the case in which a zero-wavenumber mode is the most unstable, we present the model in one space dimension. In [21], we do a full linear stability study for the two-dimensional problem formulated as an initial-value problem.

Section 2 contains a weakly nonlinear analysis, and section 3 shows simulations in the marginally unstable regime. In computations, the dynamics unfold as the parameter $\sigma$ associated with the Arrhenius kinetics decreases (while the bifurcation parameter $\nu$ remains fixed within $\epsilon^{2}$ of its neutrally stable value).

Section 4 presents quantitative comparisons of the asymptotic solutions and computed solutions. Some qualitative comparisons for a similar problem-involving competing flat and wavy (two-dimensional) modes-appear in [6] (together with numerics that venture into more strongly unstable regimes than in the present paper). Here we investigate the numerical solutions for marginally unstable values of the activation energy, allowing a full range of kinetics-parameter values.

Specifically, we perform the computations with $\nu$ fixed near the marginally unstable value, namely, $\nu=\nu_{c}-\epsilon^{2}$, where $\epsilon$ is fairly small. For $\epsilon$ smaller than about 0.12 , we see the smooth periodic solutions that the weakly nonlinear analysis predicts, provided $\sigma$ has an appropriate value. In particular, Fourier transforms of the numerical data illustrate the ranges of $\sigma$ in which the analysis accurately predicts the quantitative behavior of solutions.

The data simultaneously reveal the development of complex dynamics in various kinetics-parameter regimes (with the inverse activation energy $\nu$ held at $\epsilon^{2}$ units below the stability threshold), when $\epsilon$ exceeds about 0.06 . When $\epsilon$ drops below this value, the $\sigma$ intervals of strongly nonlinear dynamics disappear.

In the model, we seek the temperature distribution $u(x, t)$ in one spatial dimension and the interface position $\Gamma(t)=\{x \mid x=f(t)\}$ that satisfy the appropriately nondimensionalized free-boundary problem

$$
\begin{gather*}
\frac{\partial u}{\partial t}=\frac{\partial^{2} u}{\partial x^{2}}, \quad x>f(t), \quad t>0  \tag{1.1}\\
V=G\left(\left.u\right|_{\Gamma}\right), \quad t>0  \tag{1.2}\\
\left.\frac{\partial u}{\partial x}\right|_{\Gamma}=-V, \quad t>0 \tag{1.3}
\end{gather*}
$$

Here $V$ is the velocity of the rightward-traveling interface, i.e.,

$$
V=\frac{d f}{d t}
$$

In addition, the temperature satisfies the condition

$$
\begin{equation*}
u \rightarrow 0 \text { as } x \rightarrow \infty ; \tag{1.4}
\end{equation*}
$$

that is, the ambient temperature is normalized to zero at infinity.
To model solid combustion, we take the Arrhenius function as the kinetics function $G$ in the nonequilibrium interface condition (1.2) [4, 17]. Then, with appropriate nondimensionalization, the velocity of propagation relates to the interface temperature as

$$
\begin{equation*}
V=\exp \left[\left(\frac{1}{\nu}\right) \frac{u-1}{\sigma+(1-\sigma) u}\right] \tag{1.5}
\end{equation*}
$$

at the interface $\Gamma$. Here $\nu$ is inversely proportional to the activation energy of the exothermic chemical reaction that occurs at the interface, and $0<\sigma<1$ is the ambient temperature nondimensionalized by the adiabatic temperature of combustion products. (See [8].)

Inverting the Arrhenius function (1.5), we reexpress the boundary condition (1.2) in the form

$$
\begin{equation*}
\left.u\right|_{\Gamma}=1+\nu K(V ; \sigma, \nu) \tag{1.6}
\end{equation*}
$$

where

$$
\begin{equation*}
K(V ; \sigma, \nu)=\frac{\ln (V)}{1-(1-\sigma) \nu \ln (V)} \tag{1.7}
\end{equation*}
$$

Note the function $K(V)$ has been introduced to have the convenient properties $K(1)=$ $0, K^{\prime}(1)=1$.

For ease of subsequent asymptotic and numerical analysis, we reformulate the problem in the front-attached coordinate frame:

$$
\eta=x-f(t), \quad \tau=t
$$

Problem (1.1)-(1.6) then takes the form

$$
\begin{gather*}
\frac{\partial u}{\partial \tau}=\frac{\partial^{2} u}{\partial^{2} \eta}+V \frac{\partial u}{\partial \eta}, \quad \eta>0, \tau>0  \tag{1.8}\\
\left.u\right|_{\Gamma}=u(0, \tau)=1+\nu K(V)  \tag{1.9}\\
\left.\frac{\partial u}{\partial \eta}\right|_{\Gamma}=\left.\frac{\partial u}{\partial \eta}\right|_{(0, \tau)}=-V  \tag{1.10}\\
\lim _{\eta \rightarrow \infty} u=0 \tag{1.11}
\end{gather*}
$$

The free-boundary problem (1.8)-(1.11) admits a traveling-wave solution

$$
\begin{equation*}
u_{0}(\eta, \tau)=\exp (-\eta), \quad f_{0}(\tau)=\tau \tag{1.12}
\end{equation*}
$$

The problem linearized about the traveling wave has a normal-mode solution of the form

$$
\begin{equation*}
w=e^{\lambda \tau} g(\eta ; \lambda), \quad \phi=e^{\lambda \tau} \tag{1.13}
\end{equation*}
$$

where $w$ and $\phi$ represent the perturbations about $u_{0}$ and $f_{0}$, respectively. Substituting them into the linearized problem produces an eigenvalue problem in $\lambda$ and $g(\eta ; \lambda)$.

The discrete spectrum values are zero and

$$
\begin{equation*}
\lambda=\frac{1-3 \nu \pm \sqrt{(3 \nu-1)^{2}-4 \nu^{3}}}{2 \nu^{2}} \tag{1.14}
\end{equation*}
$$

The eigenfunction corresponding to the eigenvalue $\lambda$ is

$$
\begin{equation*}
g(\eta ; \lambda, \nu)=(1+\nu \lambda) \exp \left(-(1+\sqrt{1+4 \lambda}) \frac{\eta}{2}\right)-\exp (-\eta) \tag{1.15}
\end{equation*}
$$

Linearly unstable behavior occurs for this system only when $\Re \lambda$ is positive.
The basic solution (1.12) is neutrally stable under a small perturbation of the form (1.13) if $\Re \lambda=0$. Setting $\Re \lambda=0$ in (1.14) gives the critical value $\nu_{c}$ of $\nu$, namely,

$$
\begin{equation*}
\nu_{c}=\frac{1}{3} \tag{1.16}
\end{equation*}
$$

The corresponding neutrally stable eigenvalues from (1.14) are $\pm i \omega$, where

$$
\begin{equation*}
\omega=\sqrt{3} . \tag{1.17}
\end{equation*}
$$

If $\nu<1 / 3$, then $\Re \lambda>0$, and the basic solution is linearly unstable. (See, for example, [12, 21].)
2. Weakly nonlinear analysis. Let $\epsilon^{2}$ be a small deviation from the neutrally stable value of $\nu$, namely,

$$
\begin{equation*}
\epsilon^{2}=\nu_{c}-\nu=\frac{1}{3}-\nu \tag{2.1}
\end{equation*}
$$

We consider the time scales

$$
t_{0}=\tau, \quad t_{1}=\epsilon \tau, \quad t_{2}=\epsilon^{2} \tau
$$

as independent variables, so that $\partial / \partial \tau=\partial / \partial t_{0}+\epsilon \partial / \partial t_{1}+\epsilon^{2} \partial / \partial t_{2}$. We then seek a solution of the form

$$
\begin{align*}
u\left(\eta, t_{0}, t_{1}, t_{2}\right) & =e^{-\eta}+\epsilon A\left(t_{1}, t_{2}\right) e^{i \sqrt{3} t_{0}} g\left(\eta ; i \sqrt{3}, \frac{1}{3}\right)  \tag{2.2}\\
& +\epsilon^{2} w_{2}\left(\eta, t_{0}, t_{1}, t_{2}\right)+\cdots+\mathrm{CC} \\
f\left(t_{0}, t_{1}, t_{2}\right) & =t_{0}+\epsilon\left\{A\left(t_{1}, t_{2}\right) e^{i \sqrt{3} t_{0}}+\frac{1}{2} B\left(t_{1}, t_{2}\right)\right\} \\
& +\epsilon^{2} \phi_{2}\left(t_{0}, t_{1}, t_{2}\right)+\cdots+\mathrm{CC}
\end{align*}
$$

where $A\left(t_{1}, t_{2}\right)$ is complex, and "CC" stands for complex-conjugate terms. The realvalued function $B\left(t_{1}, t_{2}\right)$ modulates the constant-velocity solution to the linearized problem.

Notice that in $O(\epsilon)$, the weakly nonlinear solution (2.2) has only one Fourier term in $t_{0}$. We will show below in (2.19)-(2.20) that the $O\left(\epsilon^{2}\right)$ term contains the second harmonic. We refer to the expansion (2.2) as a "single-mode approximation" because the leading-order perturbation contains only one mode in fast time.

Making the substitutions (2.2) and equating like powers of $\epsilon$ results in subproblems for the terms in the perturbation expansions above, subject to solvability conditions on the amplitudes $A$ and $B$. The $O(1)$ problem is satisfied identically because in (2.2) we took the temperature-interface pair $(u, f)$ perturbed about $\left(e^{-\eta}, t_{0}\right)$, a solution to the nonlinear problem (1.8)-(1.11). The $O(\epsilon)$ problem is just the linearized problem with $\nu=\nu_{c}=1 / 3$, which is satisfied identically by the $O(\epsilon)$ terms in the expansions (2.2).

The problems of order $\epsilon^{j}, j=2,3$, are

$$
\begin{align*}
\frac{\partial w_{j}}{\partial t_{0}}-\frac{\partial^{2} w_{j}}{\partial \eta^{2}}-\frac{\partial w_{j}}{\partial \eta}+e^{-\eta} \frac{\partial \phi_{j}}{\partial t_{0}} & =Q_{j}(\eta, \mathbf{t})  \tag{2.3}\\
\left.w_{j}\right|_{\eta=0}-\frac{1}{3} \frac{\partial \phi_{j}}{\partial t_{0}} & =\alpha_{j}(\mathbf{t})  \tag{2.4}\\
\left.\frac{\partial w_{j}}{\partial \eta}\right|_{\eta=0}+\frac{\partial \phi_{j}}{\partial t_{0}} & =\beta_{j}(\mathbf{t})  \tag{2.5}\\
\lim _{\eta \rightarrow \infty} w_{j} & =0 \tag{2.6}
\end{align*}
$$

where $\mathbf{t}=\left(t_{0}, t_{1}, t_{2}\right)$. For brevity, we have named the right-hand sides above as $Q_{j}$, $\alpha_{j}$, and $\beta_{j}$. The PDEs (2.3) can be represented as

$$
\begin{equation*}
\mathcal{L}_{1} w_{j}+\mathcal{L}_{2} \phi_{j}=\mathcal{P}\left(w_{1}, \phi_{1}, \ldots, w_{j-1}, \phi_{j-1}\right) \tag{2.7}
\end{equation*}
$$

$\mathcal{L}_{1}$ and $\mathcal{L}_{2}$ are linear operators on bounded functions in $L^{2}(\Omega)$, where $\Omega=\{(\eta, \tau) \mid 0 \leq$ $\eta<\infty, 0 \leq \tau<\infty\}$.

According to Fredholm's alternative, equation (2.7) has a nonsecular (bounded-in-time) solution if the right-hand side is orthogonal to the null space of the adjoint operator $\mathcal{L}^{*}$. That is,

$$
\begin{equation*}
\left(\mathcal{L}_{1} w_{j}+\mathcal{L}_{2} \phi_{j}, v\right)=0 \tag{2.8}
\end{equation*}
$$

for $v \in \operatorname{ker} \mathcal{L}^{*}$ and the inner product defined such that

$$
\begin{equation*}
\left(f_{1}, f_{2}\right)=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} \int_{0}^{\infty} f_{1}(\eta, \tau) \overline{f_{2}(\eta, \tau)} d \eta d \tau \tag{2.9}
\end{equation*}
$$

The quantity $v$ in (2.8) satisfies

$$
\begin{gather*}
\left(-\frac{\partial}{\partial t_{0}}-\frac{\partial^{2}}{\partial \eta^{2}}+\frac{\partial}{\partial \eta}\right) v=0  \tag{2.10}\\
\left.2 i \frac{\sqrt{3}}{3} v\right|_{\eta=0}-\left.\left(1-i \frac{1}{3}\right) \frac{\partial v}{\partial \eta}\right|_{\eta=0}=0 . \tag{2.11}
\end{gather*}
$$

Nonzero solutions are

$$
\begin{equation*}
u_{1}\left(\eta, t_{0} ; i \sqrt{3}\right)=\exp \left(i \sqrt{3} t_{0}\right) h(\eta ; i \sqrt{3}) \text { and } u_{0}\left(\eta, t_{0} ; 0\right)=1 \tag{2.12}
\end{equation*}
$$

where

$$
\begin{equation*}
h(\eta ; i \sqrt{3})=\exp \left((1-\sqrt{1-4 i \sqrt{3}}) \frac{\eta}{2}\right) \tag{2.13}
\end{equation*}
$$

Substituting $v=u_{1}$ into the solvability condition (2.8) when $j=2$ produces the differential equation

$$
\begin{equation*}
\frac{\partial A}{\partial t_{1}}=0 \tag{2.14}
\end{equation*}
$$

Substituting $v=u_{0}$ into the solvability condition (2.8) when $j=2$ produces the differential equation

$$
\begin{equation*}
\frac{\partial B}{\partial t_{1}}=A \bar{A} r_{0}, \quad r_{0}=-3\left(2+K^{\prime \prime}(1)\right) \tag{2.15}
\end{equation*}
$$

Substituting (2.14) and (2.15) into the $O\left(\epsilon^{2}\right)$ problem in (2.3)-(2.6) yields the problem

$$
\begin{align*}
\frac{\partial w_{2}}{\partial t_{0}}-\frac{\partial^{2} w_{2}}{\partial \eta^{2}}-\frac{\partial w_{2}}{\partial \eta}+e^{-\eta} \frac{\partial \phi_{2}}{\partial t_{0}} & =A^{2} e^{2 i \sqrt{3} t_{0}} \mathcal{R}_{2}(\eta)+A \bar{A} \mathcal{R}_{0}(\eta)+\mathrm{CC}  \tag{2.16}\\
\left.w_{2}\right|_{\eta=0}-\frac{1}{3} \frac{\partial \phi_{2}}{\partial t_{0}} & =A^{2} e^{2 i \sqrt{3} t_{0}} F_{2}+A \bar{A} F_{0}+\mathrm{CC}  \tag{2.17}\\
\left.\frac{\partial w_{2}}{\partial \eta}\right|_{\eta=0}+\frac{\partial \phi_{2}}{\partial t_{0}} & =A^{2} e^{2 i \sqrt{3} t_{0}} G_{2}+A \bar{A} G_{0}+\mathrm{CC} \tag{2.18}
\end{align*}
$$

The solution $\left(w_{2}, \phi_{2}\right)$ consists of a homogeneous and a particular solution. Because only the inhomogeneous terms will contribute to the solvability condition at the next order, we present the nonsecular solution as

$$
\begin{align*}
& w_{2}=A^{2} e^{2 i \sqrt{3} t_{0}} g_{2}(\eta)+A \bar{A} g_{0}(\eta)+\mathrm{CC}  \tag{2.19}\\
& \phi_{2}=A^{2} e^{2 i \sqrt{3} t_{0}} C_{2}+A \bar{A}+\mathrm{CC} \tag{2.20}
\end{align*}
$$

where $g_{j}(\eta), j=0,2$, satisfy the initial-value problems

$$
\begin{gather*}
g_{j}^{\prime \prime}+g_{j}^{\prime}-j i \sqrt{3} g_{j}=j i \sqrt{3} C_{2} e^{-\eta}-\mathcal{R}_{j}(\eta)  \tag{2.21}\\
g_{j}(0)=j i \frac{\sqrt{3}}{3} C_{2}+F_{j}  \tag{2.22}\\
g_{j}^{\prime}(0)=-j i \sqrt{3} C_{2}+G_{j}  \tag{2.23}\\
g_{2}(\eta) \tag{2.24}
\end{gather*} \rightarrow 0 \text { as } \eta \rightarrow \infty, ~ \$
$$

where

$$
\begin{gather*}
\mathcal{R}_{j}(\eta)=-(-1)^{j / 2} g^{\prime}(\eta) i \sqrt{3}-\frac{2-j}{4} r_{0} e^{-\eta}  \tag{2.25}\\
F_{j}=\frac{1}{2}(-1)^{j / 2} K^{\prime \prime}(1)+\frac{2-j}{12} r_{0}  \tag{2.26}\\
G_{j}=-\frac{2-j}{4} r_{0} \tag{2.27}
\end{gather*}
$$

Recall that $r_{0}$ is given in (2.15). Also, $g(\eta)=g(\eta ; i \sqrt{3})$ is defined via (1.15).
Substituting $v=u_{1}$ into the solvability condition (2.8) when $j=3$ produces the Landau-Stuart equation

$$
\begin{equation*}
\frac{d A}{d t_{2}}=\chi A+\beta A^{2} \bar{A} \tag{2.28}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi \equiv-\left.\frac{\partial \lambda_{0}}{\partial \nu}\right|_{\nu=\nu_{c}}=\frac{3}{2}(9+\sqrt{3} i) \tag{2.29}
\end{equation*}
$$

The coefficient $\beta$ is defined as

$$
\begin{equation*}
\beta=\frac{\int_{0}^{\infty} R(\eta) \bar{h}(\eta) d \eta+F \mathcal{U}}{\int_{0}^{\infty}\left(g(\eta)+e^{-\eta}\right) \bar{h}(\eta) d \eta-\frac{1}{3} \mathcal{U}-1} \tag{2.30}
\end{equation*}
$$

where

$$
\begin{align*}
R(\eta) & =r_{0} g^{\prime}(\eta)+i \sqrt{3}\left[2 C_{2} \bar{g}^{\prime}(\eta)-g_{2}^{\prime}(\eta)+2 \operatorname{Re}\left(g_{0}^{\prime}(\eta)\right)\right]  \tag{2.31}\\
F & =\frac{1}{3}\left(6 C_{2}+i r_{0} \sqrt{3}\right) K^{\prime \prime}(1)+i \frac{\sqrt{3}}{2} K^{\prime \prime \prime}(1)  \tag{2.32}\\
\mathcal{U} & =-\frac{1}{2}(3+i \sqrt{3}) \tag{2.33}
\end{align*}
$$

Once we solve the Landau-Stuart equation (2.28) subject to an initial condition, the full asymptotic expansion (2.2) is known with $w_{2}$ and $\phi_{2}$ given in (2.19)-(2.20) and $B$ given in (2.15). In what follows, we compare the asymptotic solution with a numerical solution over the range $0<\sigma<1$ with $\nu$ fixed at a small deviation $\epsilon^{2}$ from the neutrally stable value $1 / 3$, as given in (2.1).

The amplitude equation (2.28) determines the dynamics of the unstable mode $A\left(t_{2}\right) e^{i \sqrt{3} t_{0}}$, subject to self-interaction. The dynamics of the mode depend on the relationships between the coefficients $\chi$ and $\beta$ and are affected by the kinetics function $K(V)$, introduced in (1.7). Recall that the function $K(V)$ is normalized such that $K(1)=0$ and $K^{\prime}(1)=1$. The form of the kinetics function comes into play via $K^{\prime \prime}(1)$ and $K^{\prime \prime \prime}(1)$, which appear explicitly in $r_{0}, F_{j}$, and $F$ of (2.15), (2.26), and (2.32), respectively. Note from (2.17) that $F_{j}, j=2,0$, are the coefficients of $A^{2} e^{2 i \sqrt{3} t_{0}}$ and $A \bar{A}$, respectively, on the right-hand side of an $O\left(\epsilon^{2}\right)$ boundary condition. Also, $F$ is the coefficient of $A^{2} \bar{A} e^{i \sqrt{3} t_{0}}$ on the right-hand side $\alpha_{3}(\mathbf{t})$ of the $O\left(\epsilon^{3}\right)$ boundary condition (2.4). In particular, $\alpha_{3}(\mathbf{t})$ has the form

$$
\begin{align*}
\alpha_{3}(\mathbf{t})= & \left\{\left(\frac{\partial A}{\partial t_{2}}-\chi A\right) \frac{1}{3} e^{i \sqrt{3} t_{0}}\right.  \tag{2.34}\\
& \left.+A^{3} e^{3 i \sqrt{3} t_{0}} F_{3}+A^{2} \bar{A} e^{i \sqrt{3} t_{0}} F+\mathrm{CC}\right\}+\frac{1}{3} \frac{\partial B}{\partial t_{2}} .
\end{align*}
$$

( $F_{3}$ does not pertain to this discussion.)
To examine the behavior of the front in the different parameter regimes, let us consider the real equation in $|A|$ corresponding to the complex equation (2.28), namely,

$$
\begin{equation*}
\frac{d|A|}{d t_{2}}=|A|\left(\operatorname{Re}(\chi)+|A|^{2} \operatorname{Re}(\beta)\right) \tag{2.35}
\end{equation*}
$$

Perturbation amplitude $|A|=0$ is a stationary solution for (2.35). Because $\operatorname{Re}(\chi)=27 / 2$ is greater than zero, trajectories with an initial point near the origin in the complex $A$ plane tend away from the origin. That is, in the absence of other equilibria, the amplitude blows up in (slow) time for $\nu$ slightly below the critical value $1 / 3$.

Equation (2.35) has a second equilibrium $|A|=\sqrt{-\operatorname{Re}(\chi) / \operatorname{Re}(\beta)}$ (a circle in the complex- $A$ plane) if $\operatorname{Re}(\beta)$ is negative. A simple stability analysis of (2.35) shows that $d|A| / d t_{2}<0$ outside of the circle, and $d|A| / d t_{2}>0$ inside it. As a result, the limit cycle in the complex- $A$ plane is asymptotically stable in this setting. A supercritical Hopf bifurcation occurs at $\nu=1 / 3$. The nonlinear solution develops oscillations of magnitude $O(\epsilon)$ on the time scale $O\left(\epsilon^{-2}\right)$. (See the expansion in (2.2).)

The quantity $\operatorname{Re}(\beta)$ is a quadratic function in $\sigma$ with no roots at physical values of $\sigma$. For all $0<\sigma<1, \operatorname{Re}(\beta)$ is negative. The amplitude of the flat mode $A\left(t_{2}\right) e^{i \sqrt{3} t_{0}}$ approaches the limit cycle $|A|=\sqrt{-\operatorname{Re}(\chi) / \operatorname{Re}(\beta)}$. The nonlinear problem (1.8)(1.11) develops oscillations, as detailed below.
3. Numerical method. We integrate numerically the exact problem as given by (1.8)-(1.11). In section 4, we compare the numerical solution with the asymptotics derived above. As was pointed out in [7], numerical solutions of (1.8)-(1.11) are very sensitive to the boundary condition (1.10). In order to obtain an alternative condition, we integrate (1.8) with respect to $\eta$ from 0 to $\infty$. Subsequently applying conditions (1.9)-(1.11) results in the equation

$$
\begin{equation*}
\frac{d}{d t} \int_{0}^{\infty} u d \eta=-\nu f_{t} K(V) \tag{3.1}
\end{equation*}
$$

We use (3.1) to replace (1.10) and adopt the Crank-Nicolson method for the numerical solution. The computation domain for $\eta$ is $[0,10]$ with $\delta t=\delta \eta=0.025$. This produces a nonlinear system of $m(=401)$ equations. In particular, in reference to (2.2), we introduce perturbation variables $u^{*}$ and $f^{*}$ defined by

$$
\begin{equation*}
u=e^{-\eta}+\epsilon u^{*} ; \quad f=t+\epsilon f^{*} \tag{3.2}
\end{equation*}
$$

Our discretization of condition (3.1) is

$$
\begin{align*}
&\left.\left(\int_{0}^{\infty} u^{*} d \eta\right)\right|_{t_{k}} ^{t_{k+1}}=-\frac{\nu}{2 \epsilon}\left[\left(1+\epsilon f_{t}^{*}\left(t_{k+1}\right)\right) K\left(1+\epsilon f_{t}^{*}\left(t_{k+1}\right)\right)\right.  \tag{3.3}\\
&\left.+\left(1+\epsilon f_{t}^{*}\left(t_{k}\right)\right) K\left(1+\epsilon f_{t}^{*}\left(t_{k}\right)\right)\right]\left(t_{k+1}-t_{k}\right)
\end{align*}
$$

where the integral on the left-hand side of (3.3) can be approximated by a composite trapezoidal rule.

We solve the nonlinear system of equations using Newton's method. The Jacobian matrix has the following sparse structure:

$$
\left(\begin{array}{cccccccc}
\# & \# & 0 & 0 & 0 & 0 & \ldots & 0  \tag{3.4}\\
\# & \# & \# & \# & \# & \# & \ldots & \# \\
\# & \# & \# & \# & 0 & 0 & \ldots & 0 \\
\# & 0 & \# & \# & \# & 0 & \ldots & 0 \\
\vdots & & & \ddots & \ddots & \ddots & & \vdots \\
\# & 0 & \ldots & 0 & \# & \# & \# & 0 \\
\# & 0 & \ldots & 0 & 0 & \# & \# & \# \\
\# & 0 & \ldots & 0 & 0 & 0 & \# & \#
\end{array}\right)
$$

where \# denotes a nonzero element. The matrix can be efficiently inverted by using Gaussian elimination with backward substitution.

The next section contains comparisons between numerical and asymptotic solutions. For the asymptotic solution, we integrate the ordinary differential equation (2.28) using a fourth-order Runge-Kutta method. As was pointed out in section 2, the Landau-Stuart equation (2.28) has circular limit cycles in the complex- $A$ plane for all values of the kinetic parameter $\sigma$ in the interval $0<\sigma<1$.
4. Comparison between asymptotics and numerics. To fix the idea, we first consider $\epsilon=0.1$. The value of $\nu$ remains at the marginally unstable value $\nu_{c}-\epsilon^{2}$, as introduced in (2.1), so $\nu \approx 0.32 \overline{3}$. We show in this section that this choice of $\epsilon$ corresponds to a mix of dynamics as $\sigma$ varies. Subsequently, we both decrease and increase $\epsilon$ and discuss the impact on the front behavior. For the remainder of this paper, we take the initial condition $A(0)=0.1$.

To start, take $\sigma=0.48$ in the kinetic function (1.7). Figure 4.1 shows the numerical (solid line) and asymptotic (dashed line) values of front speed perturbation as a function of time $t$ in the interval $0 \leq t \leq 60$. Specifically, for the numerical and asymptotic solutions we have graphed the quantities

$$
\begin{equation*}
v_{n}=f_{t}^{*} \text { and } v_{a}=A\left(t_{2}\right) e^{i \sqrt{3} t_{0}}+\frac{1}{2} B\left(t_{1}, t_{2}\right)+\epsilon \phi_{2}\left(t_{0}, t_{1}, t_{2}\right) \tag{4.1}
\end{equation*}
$$

respectively, where $f^{*}$ is defined in (3.2), and $v_{a}$ contains the first three terms in the perturbation in (2.2).

Figure 4.1 shows that from $t=0$ to about $t=30$, the small front speed perturbation is linearly unstable, and its amplitude grows exponentially in time. As this amplitude becomes large, nonlinearity takes effect. At around $t=30$, the front speed


FIG. 4.1. Velocity perturbation versus time: Comparison between numerical (solid line) and asymptotic (dashed line); $\sigma=0.48, \epsilon=0.1, A(0)=0.1\left(\nu \approx \nu_{c}-\epsilon^{2}=1 / 3-(0.1)^{2}=0.32 \overline{3}\right)$.


Fig. 4.2. Fourier amplitude of the numerical steady-state velocity perturbation; $\sigma=0.48$, $\epsilon=0.1, A(0)=0.1,50<t<100\left(\nu \approx \nu_{c}-\epsilon^{2}=1 / 3-(0.1)^{2}=0.32 \overline{3}\right)$.
perturbation has reached steady oscillation. The asymptotic solution accurately captures the period in both transient behavior for $t=0$ to 30 and the long-time behavior after $t=30$. The amplitude and phase differ somewhat.

The weakly nonlinear approach describes well, by definition, marginally unstable large-time behaviors when a single modulated temporal mode of frequency $\sqrt{3}$ captures the dynamics. (See (2.2).) We have illustrated such a case in Figure 4.1. We then numerically calculated the velocity perturbation data $\left\{f_{t}^{*}\left(t_{i}\right)\right\}$ on the time interval $50<t<100$, using the parameter values as in Figure 4.1. The discrete Fourier transform of the data reveals the dominance of one mode. (See Figure 4.2.)

However, the subsequent modes do contribute to the solution as well. The second spike in Figure 4.2 is about $3 / 5$ the height of the first, and the third is fully $1 / 2$ the height of the second. Contributions of higher-order modes may explain some quantitative discrepancies between the numerical and asymptotic solutions in Figure 4.1.

Figure 4.3 summarizes the Fourier transformed velocity data for all physical values of $\sigma(0<\sigma<1)$. For each $\sigma$ value and each frequency, the color indicates the corresponding amplitude, with the red end of the spectrum standing for larger numbers than the violet end, as the legend to the right of the figure illustrates. For roughly $0.3<\sigma<0.6$, the figure shows the dominance of the lowest-order mode, suggesting the appropriateness of the weakly nonlinear analysis in this range.

Notice, however, that at least four additional modes appear significant as well. Nevertheless, for $\sigma$ in the interval approximately ( $0.3,0.6$ ), the weakly nonlinear solution captures the gross features of the oscillation. (See, for example, Figure 4.1.)

With our choice of $\epsilon=0.1$, Figure 4.3 shows that for $\sigma$ greater than approximately 0.6 , a single mode cannot be expected to capture the full dynamics of the solution. For example, for $\sigma=0.85$, the asymptotic solution certainly will not exhibit a velocity perturbation with the very sharp peaks seen in the numerical solution in Figure 4.4.


Fig. 4.3. Amplitudes corresponding to each frequency of the Fourier transformed velocity perturbation data for the Arrhenius kinetics parameter $\sigma$ in the interval $(0,1) ; \epsilon=0.1, A(0)=0.1$, $35<t<85\left(\nu \approx \nu_{c}-\epsilon^{2}=1 / 3-(0.1)^{2}=0.32 \overline{3}\right)$.


FIG. 4.4. Velocity perturbation versus time: Numerical solution for $\sigma=0.85, \epsilon=0.1, A(0)=$ $0.1\left(\nu \approx \nu_{c}-\epsilon^{2}=1 / 3-(0.1)^{2}=0.32 \overline{3}\right)$.

Further, Figure 4.3 shows that the Fourier spectrum has a complicated character for $\sigma$ sufficiently small, starting with the emergence of a period-doubling solution for $\sigma \approx 0.25$. Naturally, the asymptotic solution captures neither the period-doubling solution nor the period-quadrupling computed for $\sigma=0.22$ and $\sigma=0.21$, respectively. (Numerical solutions in Figures 4.5 and 4.6 illustrate the dynamics.) Figure 4.3 reflects the breakdown of the numerical solution for $\sigma$ less than approximately 0.15.


FIG. 4.5. Velocity perturbation versus time: Period-doubling numerical solution for $\sigma=0.22$, $\epsilon=0.1, A(0)=0.1\left(\nu \approx \nu_{c}-\epsilon^{2}=1 / 3-(0.1)^{2}=0.32 \overline{3}\right)$.


FIG. 4.6. Velocity perturbation versus time: Period-quadrupling numerical solution for $\sigma=$ $0.21, \epsilon=0.1, A(0)=0.1\left(\nu \approx \nu_{c}-\epsilon^{2}=1 / 3-(0.1)^{2}=0.32 \overline{3}\right)$.

The weakly nonlinear analysis of section 2 predicts periodic single-mode-dominant solutions for all physical values of $\sigma(0<\sigma<1)$ when $\nu=1 / 3-\epsilon^{2}$ is sufficiently close to the neutrally stable value $\nu_{c}=1 / 3$. From numerical simulation with $\epsilon=0.1$, the interval in which a single mode dominates has been identified via Figure 4.3 as a subinterval of $(0,1)$, namely, $(0.3,0.6)$. The corresponding asymptotic solution


Fig. 4.7. Amplitudes corresponding to each frequency of the Fourier transformed velocity perturbation data for the Arrhenius kinetics parameter $\sigma$ in the interval $(0,1) ; \epsilon=0.06, A(0)=0.1$, $35<t<85\left(\nu \approx \nu_{c}-\epsilon^{2}=1 / 3-(0.06)^{2}\right)$.
captures the numerical solution accurately even for $\epsilon$ as large as 0.1 when the dynamics associated with varying the parameter $\sigma$ are not too complex. In particular, the interval $0.3<\sigma<0.6$ corresponds to good agreement. In what follows, we discuss the effects of decreasing and increasing $\epsilon$.

We have seen that the approximate interval of $\sigma \geq 0.6$ in Figure 4.3 corresponds to sharply spiking solutions with many Fourier modes contributing. This far right interval moves farther and farther to the right as $\epsilon$ decreases. When $\epsilon$ drops to 0.06 , the interval of spiking solutions disappears.

As we decrease $\epsilon$, graphs analogous to Figure 4.3 also show the period-doubling region pushed farther and farther to the left along the $\sigma$ axis. Similarly, the far left code-failure region moves farther to the left. When $\epsilon$ drops to 0.07 , the period-doubling interval essentially disappears, and solutions can be computed even for extremely small $\sigma$ values.

Figure 4.7 shows that for $\epsilon=0.06$, one mode dominates strongly throughout the entire interval $0<\sigma<1$. The asymptotic and numerical solutions are consistent for all physical values of $\sigma$ when $\nu=1 / 3-\epsilon^{2}$ if $\epsilon$ lies in the relatively small interval $0<\epsilon<0.06$.

Figure 4.7 also shows that only three higher-order modes appear to make slight additional contributions, fewer than for any value of $\sigma$ illustrated in Figure 4.3 for $\epsilon=0.1$. Therefore, as expected, the weakly nonlinear and numerical solutions agree more closely with $\epsilon$ reduced from 0.1 to 0.06 . Figure $4.8(\epsilon=0.06)$ shows good agreement in period-as does Figure 4.1 when $\epsilon=0.1$. Also, the phase, amplitude, and centerline agreement has improved considerably in Figure 4.8 for the decreased $\epsilon$. In Figure 4.8 , the asymptotic solution oscillates between about -6 and 6 , while the numerical extends from -5 to 7 , and their difference at the quasi-steady-state peaks is about 1. In Figure 4.1 for $\epsilon=0.1$, the asymptotic solution also lies between -6 and 6 , but the numerical solution varies between -4.5 to 7.9 . The difference at the peaks is about 2 .

We have discussed the impact of reducing $\epsilon$ from the value 0.1 used in Figures 4.14.6 , which all pertain to the dynamics when $\nu=1 / 3-(0.1)^{2}$. If $\epsilon$ increases beyond 0.1 ,


Fig. 4.8. Velocity perturbation versus time: Comparison between numerical (solid line) and asymptotic (dashed line), $\sigma=0.48, \epsilon=0.06, A(0)=0.1\left(\nu \approx \nu_{c}-\epsilon^{2}=1 / 3-(0.06)^{2}=0.3297 \overline{3}\right)$.
then the far right $\sigma$ interval in Figure 4.3, corresponding to sharply spiking solutions, has a left-hand endpoint that moves farther and farther to the left: The $\sigma$ interval of solutions with sharp peaks expands.

Also, as we increase $\epsilon$, graphs analogous to Figure 4.3 show the period-doubling region pushed farther and farther to the right along the $\sigma$ axis, when compared with Figure 4.3. In addition, the far left code-failure region has a right-hand endpoint that moves farther and farther to the right: The $\sigma$ interval on which the code breaks down expands.

When $\epsilon$ grows to 0.12 , the $\sigma$ zone in which one mode dominates strongly becomes extremely narrow. The asymptotic and numerical solutions agree well for $\sigma$ in the approximate interval $(0.41,0.42)$.
5. Conclusions and discussion. We have quantitatively compared a weakly nonlinear analysis and direct numerical integration for a solid combustion model. By definition, the weakly nonlinear approach is well suited to the study of marginally unstable large-time behaviors when the modulated most-unstable mode captures the dynamics.

For both the asymptotic and numerical methods, we examined nonuniform solutions corresponding to $\nu$ fixed within $\epsilon^{2}$ of the stability boundary. When $\epsilon=0.1$, for values of $\sigma$ in the approximate interval ( $0.3,0.6$ ), the weakly nonlinear analysis predicted accurately the transient and steady-state behaviors and particularly the period of oscillation. Beyond these special values of $\sigma$, the steady-state front propagation exhibited complicated nonlinear behaviors. We took the Fourier transforms of computational solutions to illustrate that higher-order modes play a significant role on $\sigma$ intervals outside of $(0.3,0.6)$ when $\epsilon=0.1$.

For larger values of $\epsilon$, the $\sigma$ interval of applicability of the weakly nonlinear analysis shrinks. By contrast, when $\epsilon$ drops to approximately 0.06 , the asymptotic and numerical solutions agree well for all physical values of $\sigma$.

Specifically, as $\epsilon$ increases from 0.06 (Figure 4.7) to $\epsilon=0.1$ (Figure 4.3) and beyond, a period-doubling sequence develops in $\sigma$. As $\epsilon$ gets larger (thereby pushing
$\nu$ somewhat deeper into the instability region), the period-doubling bifurcation occurs at larger and larger values of $\sigma$, and the subsequent bifurcations occur as $\sigma$ decreases. We note that this result, when viewed for a fixed value of $\sigma$, shows a period-doubling sequence in $\nu$ (as $\epsilon$ increases), which concurs with the dynamical scenarios described in the literature for experiments, as well as for simulations on reaction-diffusion and free-interface models.

In future work, we will suggest a hybrid expansion-perturbation technique for capturing more complex dynamics than those that have single-mode dominance. A more flexible general expansion as in [22] will assume that the temperature and interface position can be represented as a Fourier-like series that includes multiple temporal modes varying in fast time.
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#### Abstract

A new model for the study of one-dimensional walls in magnetic multilayers is presented. We obtain the optimal scaling of this energy functional for low anisotropy double layers with magnetic layers of equal thickness. We prove that the optimal scaling may be attained by opposing Néel walls. We obtain the core length of the Néel wall and a detailed description of its structure. We illustrate our findings numerically.
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1. Introduction. A magnetic multilayer consists of two or more magnetic films, separated by a layer of nonmagnetic material (see Figure 1). Each layer may be of a different thickness. Multilayers seem to have good permanent magnet properties, in particular a high coercive field and approximately rectangular hysteresis loop [17]. For that reason multilayers are an integral part of magnetic memories (MRAMs) and have been one of the most important applications of ferromagnetic thin films in the past few years.

The magnetization distribution in a ferromagnetic material is described by the micromagnetics model, introduced by Landau and Lifshitz [12]. In nondimensional variables, the Landau-Lifshitz energy functional for a sample occupying a volume $V$ is

$$
\begin{equation*}
F[\mathbf{m}]=\frac{q}{2} \int_{V} \Phi(\mathbf{m}) d x+\frac{1}{2} \int_{V}|\nabla \mathbf{m}|^{2} d x+\frac{1}{2} \int_{\mathbb{R}^{3}}|\nabla \eta|^{2} d x \tag{1.1}
\end{equation*}
$$



Fig. 1. One-dimensional wall setting in a multilayer.

[^113]In (1.1), $|\mathbf{m}|=1$ in $V$, and $\mathbf{m}=0$ outside $V$. The three terms in (1.1) are anisotropy, exchange, and stray field energy, respectively. The parameter $q$ is the quality factor, defined as $q=K_{u} /\left(\mu_{0} M_{s}^{2}\right)$, where $K_{u}$ is the crystalline anisotropy constant, $M_{s}$ is the saturation magnetization, and $\mu_{0}$ is the permeability of vacuum ( $\mu_{0}=4 \pi \times$ $10^{-7} N / A^{2}$ ). In (1.1), lengths are measured in units of the exchange length, $l=$ $\sqrt{C_{e x} /\left(\mu_{0} M_{s}^{2}\right)}$, where $C_{e x}$ is the exchange constant. The energy is measured in units of $e=\sqrt{\mu_{0} M_{s}^{2} C_{e x}}$.

The stray field is $\mathbf{h}_{s}=-\nabla \eta$, where $\eta$ is obtained by solving the equation

$$
\begin{equation*}
\operatorname{div}(-\nabla \eta+\mathbf{m})=0 \text { in } \mathbb{R}^{3} \tag{1.2}
\end{equation*}
$$

in the sense of distributions. The solution has the explicit form

$$
\begin{equation*}
\eta=\nabla N * \mathbf{m} \tag{1.3}
\end{equation*}
$$

where $N(\mathbf{x})=-\frac{1}{4 \pi} \frac{1}{|\mathbf{x}|}$ is the Newtonian potential.
For physical parameters typical of Permalloy $\left(C_{e x}=1.3 \times 10^{-11} \mathrm{~J} / \mathrm{m}, K_{u}=\right.$ $\left.5 \times 10^{2} \mathrm{~J} / \mathrm{m}^{3}, M_{s}=8 \times 10^{5} \mathrm{~A} / \mathrm{m}\right)$, the quality factor is $q \approx 6.21 \times 10^{-3}$. Thus it is physically relevant to consider the low anisotropy limit $q \rightarrow 0$, which is the situation considered in this article.

Functional (1.1) has been the focus of recent attention in the mathematical community, and the energy landscape for a single magnetic layer is now fairly well understood $[9,4,5,6,8,7,18]$.

Due to the nonlocal nature of the magnetostatic interactions, the behavior of the magnetization distribution in double layers is very different from the single layer case. The magnetization patterns correspond to local minimizers of the Landau-Lifshitz energy. In a double layer, a pattern that would otherwise be energetically unfavorable for a single layer can be permitted by producing a pattern in the other layer which will cause the necessary field cancellations. With this compensating mechanism, new phenomena occur that are intrinsic to double layers.

The domain structure in magnetic films can be rather complicated $[10,6,18]$. In order to understand the structure in double films, we start by analyzing onedimensional profiles, which will be the building blocks of more complicated structures. We are interested in both the structure and the energy of the minimizers. We are mainly interested in the scaling of the energy in terms of $q$ as $q \rightarrow 0$, since all other parameters are kept fixed. To determine the energy of the minimizers, we consider an appropriate function in the admissible class, which provides us with an upper bound for the energy in terms of $q$. Subsequently we find a lower bound for the energy with the same scaling in $q$. The upper bound and the matching lower bound ensure that the energy is optimal, at least in terms of scaling.

In this article, we focus on the study of Néel walls in multilayers formed by two layers of equal thickness. Throughout this article we will refer to these multilayers as symmetric double layers. A description of the Néel wall in a single ferromagnetic layer was presented in [7], where the following energy functional, due originally to Aharoni [1], was analyzed:

$$
\begin{align*}
F_{q, \delta}^{A}[\mathbf{m}]= & \frac{q}{2} \int_{\mathbb{R}}\left(m_{1}^{2}+m_{2}^{2}\right)+\frac{1}{2} \int_{\mathbb{R}}\left|\mathbf{m}^{\prime}\right|^{2}+\frac{1}{2} \int_{\mathbb{R}}\left(m_{1}^{2}-m_{1}\left(\Gamma_{\delta} * m_{1}\right)\right) \\
& +\frac{1}{2} \int_{\mathbb{R}} m_{2}\left(\Gamma_{\delta} * m_{2}\right) . \tag{1.4}
\end{align*}
$$

The set of admissible functions is

$$
\begin{align*}
\mathcal{A}=\{\mathbf{m} & =\left(m_{1}, m_{2}, m_{3}\right)\left|m_{1}, m_{2} \in H^{1}(\mathbb{R}), m_{3}^{\prime} \in L^{2}(\mathbb{R}),|\mathbf{m}|=1\right. \text { a.e., }  \tag{1.5}\\
& \left.\mathbf{m} \rightarrow \pm \mathbf{e}_{3} \text { as } x \rightarrow \pm \infty\right\}
\end{align*}
$$

In (1.4), $\delta$ represents the (rescaled) thickness of the sample, and

$$
\begin{equation*}
\Gamma_{\delta}(x)=\frac{1}{4 \pi \delta} \log \left(1+\frac{4 \delta^{2}}{x^{2}}\right) \tag{1.6}
\end{equation*}
$$

Functional (1.4) is derived directly from (1.1) by considering magnetization profiles that depend only on the $x$-variable. Functional (1.4) provides an accurate description of the minimizers for thin films $(\delta \ll 1)$, since the dependence on the thickness variable becomes negligible as $\delta \rightarrow 0[9,6,8,7,18,11,3]$. For thicker films, lower energy can be achieved with higher-dimensional structures $[10,18,16]$.

For the study of Néel walls, we consider magnetization profiles such that $m_{2}=0$. The optimal energy scaling for a Néel wall in a single layer was obtained in [7]. In particular, it was proved that for a given $\delta>0$ there exist positive constants $c_{0}$ and $C_{0}$ such that

$$
\begin{equation*}
\frac{c_{0}}{\log \frac{1}{q}} \leq \inf _{\mathbf{m} \in \mathcal{A}, m_{2}=0} F_{q, \delta}^{A}[\mathbf{m}] \leq \frac{C_{0}}{\log \frac{1}{q}} \tag{1.7}
\end{equation*}
$$

as $q \rightarrow 0$. Moreover, it was shown that the Néel wall has a long logarithmic tail, which extends the stray field interactions to great distances.

In double layers the structure of Néel walls can be very different [14, 19, 20]. In this article we prove that in low anisotropy symmetric double layers, the logarithmic tail of the Néel wall disappears. The stray field becomes an exchange-type energy, and the wall becomes more localized and similar to the Landau-Lifshitz wall [12].

Considering a double layer as depicted in Figure 1, we have derived the following one-dimensional model for the study of magnetic walls in double layers:

$$
\begin{align*}
G_{q, \alpha, \delta_{1}, \delta_{2}}\left[\mathbf{m}_{1}, \mathbf{m}_{2}\right]= & F_{q, \delta_{1}}\left[\mathbf{m}_{1}\right]+\frac{\delta_{2}}{\delta_{1}} F_{q, \delta_{2}}\left[\mathbf{m}_{2}\right]  \tag{1.8}\\
& +\frac{\delta_{2}}{2} \int_{\mathbb{R}} u_{1}\left(u_{2} * \Theta_{\alpha, \delta_{1}, \delta_{2}}\right)-v_{1}\left(v_{2} * \Theta_{\alpha, \delta_{1}, \delta_{2}}\right) d x \\
& +\frac{\delta_{2}}{2} \int_{\mathbb{R}} v_{1}\left(u_{2} * \Psi_{\alpha, \delta_{1}, \delta_{2}}\right)-u_{1}\left(v_{2} * \Psi_{\alpha, \delta_{1}, \delta_{2}}\right) d x
\end{align*}
$$

where $\mathbf{m}_{1}=\left(u_{1}, v_{1}, w_{1}\right)$ and $\mathbf{m}_{2}=\left(u_{2}, v_{2}, w_{2}\right)$ represent the magnetization inside each layer, $F_{q, \delta_{1}}$ and $F_{q, \delta_{2}}$ are as in (1.4), and

$$
\begin{align*}
\Theta_{\alpha, \delta_{1}, \delta_{2}}(x)= & \frac{1}{2 \delta_{1} \delta_{2} \pi}\left(\log \left(\frac{x^{2}+\left(2 \alpha+\delta_{1}\right)^{2}}{x^{2}+\left(2 \alpha+\delta_{1}+\delta_{2}\right)^{2}}\right)-\log \left(\frac{x^{2}+4 \alpha^{2}}{x^{2}+\left(2 \alpha+\delta_{2}\right)^{2}}\right)\right) \\
\Psi_{\alpha, \delta_{1}, \delta_{2}}(x)= & \frac{1}{\delta_{1} \delta_{2} \pi}\left(\arctan \left(\frac{2 \alpha+\delta_{1}}{x-s}\right)-\arctan \left(\frac{2 \alpha}{x-s}\right)\right. \\
& \left.-\arctan \left(\frac{2 \alpha+\delta_{1}+\delta_{2}}{x-s}\right)+\arctan \left(\frac{2 \alpha+\delta_{2}}{x-s}\right)\right) \tag{1.9}
\end{align*}
$$

We have not been able to find this model in the literature, and therefore a complete derivation of this model is given in Appendix A. For the study of Néel walls, we assume $v_{1}=v_{2}=0$. For a symmetric double layer, $\delta_{1}=\delta_{2}=\delta$.

This article is organized as follows. In section 2, we obtain the optimal energy scaling for Néel walls in symmetric double layers. In particular, we show that for fixed $\delta>0$ and $\alpha>0$ there exists a constant $C_{0}>0$ such that

$$
\begin{equation*}
4 \sqrt{q} \leq \inf _{\mathbf{m} \in \mathcal{A}} G_{q, \alpha, \delta, \delta}[\mathbf{m}] \leq C_{0} \sqrt{q} \tag{1.10}
\end{equation*}
$$

The upper bound is obtained considering Néel walls in the double layer.
A more detailed analysis is carried out in section 3, where we prove that for a family of minimizers of the Néel wall functional (2.7), $\left\{\mathbf{m}_{q}\right\}_{\{q>0\}}$,

$$
\begin{equation*}
\lim _{q \rightarrow 0} \frac{1}{\sqrt{q}} G_{q, \alpha, \delta, \delta}\left[\mathbf{m}_{q}\right]=\min _{\mathbf{m} \in \mathcal{A}, m_{2}=0} \int_{\mathbb{R}} m_{1}^{2} d x+\frac{\delta(\delta+3 \alpha)}{3} \int_{\mathbb{R}}\left(m_{1}^{\prime}\right)^{2} d x+\int_{\mathbb{R}}\left|\mathbf{m}^{\prime}\right|^{2} d x \tag{1.11}
\end{equation*}
$$

We also prove that, given a family of minimizers $\left\{\mathbf{m}_{q}\right\}_{\{q>0\}}$, we can extract a sequence (not relabeled) such that the rescaled family $\left\{\mathbf{m}_{q}(x / \sqrt{q})\right\}_{\{q>0\}}$ converges strongly in $H^{1}(\mathbb{R})$. We interpret this in the $\Gamma$-limit sense of an appropriately scaled family of functionals. The limiting profile is studied in section 4 using a formal asymptotic expansion.

In section 5 we illustrate all of our findings numerically. To this end, we have implemented a modified Newton method for energy minimization. Finally, a detailed derivation of the model used in this article is presented in Appendix A.
2. Optimal scaling: Opposing Néel walls. Since the stray field energy is nonnegative, the Landau-Lifshitz wall profile always provides us with a lower bound for the energy:

$$
\begin{equation*}
G_{q, \alpha, \delta}\left[\mathbf{m}_{1}, \mathbf{m}_{2}\right] \geq \min _{\mathbf{m}_{1}, \mathbf{m}_{2} \in \mathcal{A}} \widetilde{F}_{q}\left[\mathbf{m}_{1}, \mathbf{m}_{2}\right] \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\widetilde{F}_{q}\left[\mathbf{m}_{1}, \mathbf{m}_{2}\right]=\frac{1}{2} \sum_{j=1}^{2}\left(q \int_{\mathbb{R}}\left(u_{j}^{2}+v_{j}^{2}\right) d x+\int_{\mathbb{R}}\left|\mathbf{m}_{j}^{\prime}\right|^{2} d x\right) . \tag{2.2}
\end{equation*}
$$

Since $\mathbf{m}_{1}$ and $\mathbf{m}_{2}$ are decoupled in (2.2), the minimum will be achieved for $\mathbf{m}_{1}=$ $\mathbf{m}_{2}=(u, v, w)$. Moreover, we can assume that either $u=0$ or $v=0$. Otherwise, following Lemma 4 in [7], consider $\widetilde{\mathbf{m}}=\left(\sqrt{u^{2}+v^{2}}, 0, w\right)$. Then

$$
\begin{align*}
\widetilde{F}_{q}[\widetilde{\mathbf{m}}, \widetilde{\mathbf{m}}] & =q \int_{\mathbb{R}}\left(u^{2}+v^{2}\right)+\int_{\mathbb{R}}\left(\frac{\left(u u^{\prime}+v v^{\prime}\right)^{2}}{u^{2}+v^{2}}+\left(w^{\prime}\right)^{2}\right) \\
& =q \int_{\mathbb{R}}\left(u^{2}+v^{2}\right)+\int_{\mathbb{R}}\left|\mathbf{m}^{\prime}\right|^{2}-\int_{\mathbb{R}} \frac{\left(u v^{\prime}-v u^{\prime}\right)^{2}}{u^{2}+v^{2}} \leq \widetilde{F}_{q}[\mathbf{m}, \mathbf{m}] \tag{2.3}
\end{align*}
$$

Therefore, a lower bound for (1.8) in a symmetric double layer is obtained by minimizing

$$
\begin{equation*}
\min _{\mathbf{m} \in \mathcal{A}, m_{2}=0} \widetilde{F}_{q}[\mathbf{m}, \mathbf{m}] . \tag{2.4}
\end{equation*}
$$

This is the minimization problem studied by Landau and Lifshitz in [12]. The minimizer is

$$
\begin{equation*}
\mathbf{m}=(\operatorname{sech}(\sqrt{q} x), 0, \tanh (\sqrt{q} x)) \tag{2.5}
\end{equation*}
$$

and the minimum energy is

$$
\begin{equation*}
q \int_{\mathbb{R}} u^{2} d x+\int_{\mathbb{R}}\left|\mathbf{m}^{\prime}\right|^{2} d x=4 \sqrt{q} \tag{2.6}
\end{equation*}
$$

In a single layer, this is not optimal for a Néel wall, as proved in [7]. However, we can prove that, due to stray field cancellations, this energy scaling is indeed optimal in a symmetric double layer.

To obtain a matching upper bound for the energy, we consider Néel walls in symmetric double layers and study the functional

$$
\begin{align*}
G_{q, \alpha, \delta}\left[\mathbf{m}_{1}, \mathbf{m}_{2}\right]= & \frac{q}{2} \int_{\mathbb{R}} u_{1}^{2}+\frac{1}{2} \int_{\mathbb{R}}\left|\mathbf{m}_{1}^{\prime}\right|^{2}+\frac{1}{2} \int_{\mathbb{R}}\left(u_{1}^{2}-u_{1}\left(\Gamma_{\delta} * u_{1}\right)\right)+\frac{q}{2} \int_{\mathbb{R}} u_{2}^{2}  \tag{2.7}\\
& +\frac{1}{2} \int_{\mathbb{R}}\left|\mathbf{m}_{2}^{\prime}\right|^{2}+\frac{1}{2} \int_{\mathbb{R}}\left(u_{2}^{2}-u_{2}\left(\Gamma_{\delta} * u_{2}\right)\right)+\frac{\delta}{2} \int_{\mathbb{R}} u_{1}\left(u_{2} * \Theta_{\alpha, \delta}\right) .
\end{align*}
$$

In (2.13), we have renamed the energy functional $G_{q, \alpha, \delta} \equiv G_{q, \alpha, \delta, \delta}$, and the convolution kernel $\Theta_{\alpha, \delta} \equiv \Theta_{\alpha, \delta, \delta}$, in view of definitions (1.8) and (1.9), respectively. In Fourier space,

$$
\begin{gather*}
G_{q, \alpha, \delta}\left[\mathbf{m}_{1}, \mathbf{m}_{2}\right]=\frac{q}{2} \int_{\mathbb{R}}\left|\widehat{u}_{1}\right|^{2} d \xi+\frac{1}{2} \int_{\mathbb{R}} 4 \pi^{2} \xi^{2}\left|\widehat{\mathbf{m}}_{1}\right|^{2} d \xi+\frac{1}{2} \int_{\mathbb{R}}\left|\widehat{u}_{1}\right|^{2}\left(1-\widehat{\Gamma}_{\delta}(\xi)\right) d \xi  \tag{2.8}\\
+\frac{q}{2} \int_{\mathbb{R}}\left|\widehat{u}_{2}\right|^{2} d \xi+\frac{1}{2} \int_{\mathbb{R}} 4 \pi^{2} \xi^{2}\left|\widehat{\mathbf{m}}_{2}\right|^{2} d \xi+\frac{1}{2} \int_{\mathbb{R}}\left|\widehat{u}_{2}\right|^{2}\left(1-\widehat{\Gamma}_{\delta}(\xi)\right) d \xi+\frac{\delta}{2} \Re \int_{\mathbb{R}} \widehat{u}_{1} \widehat{\widehat{u}}_{2} \widehat{\Theta}_{a, \delta}(\xi) d \xi
\end{gather*}
$$

In the following lemma, we prove that in a symmetric double layer the minimum of (2.7) is achieved by opposing Néel walls; i.e., $u_{1}=-u_{2}$.

Lemma 2.1. Consider $\mathbf{m}_{1}, \mathbf{m}_{2} \in \mathcal{A}$, where $\mathbf{m}_{1}=\left(u_{1}, 0, w_{1}\right)$ and $\mathbf{m}_{2}=\left(u_{2}, 0, w_{2}\right)$. Define $\widetilde{\mathbf{m}}_{1}=\left(-u_{1}, 0, w_{1}\right)$ and $\widetilde{\mathbf{m}}_{2}=\left(-u_{2}, 0, w_{2}\right)$. Then, either

$$
\begin{equation*}
G_{q, \alpha, \delta}\left[\mathbf{m}_{1}, \widetilde{\mathbf{m}}_{1}\right] \leq G_{q, \alpha, \delta}\left[\mathbf{m}_{1}, \mathbf{m}_{2}\right] \tag{2.9}
\end{equation*}
$$

or

$$
\begin{equation*}
G_{q, \alpha, \delta}\left[\mathbf{m}_{2}, \widetilde{\mathbf{m}}_{2}\right] \leq G_{q, \alpha, \delta}\left[\mathbf{m}_{1}, \mathbf{m}_{2}\right] . \tag{2.10}
\end{equation*}
$$

Proof. We can rewrite the Fourier representation (2.8) as

$$
\begin{align*}
& G_{q, \alpha, \delta}\left[\mathbf{m}_{1}, \mathbf{m}_{2}\right]=\frac{q}{2} \int_{\mathbb{R}}\left|\widehat{u}_{1}\right|^{2} d \xi+\frac{1}{2} \int_{\mathbb{R}} 4 \pi^{2} \xi^{2}\left|\widehat{\mathbf{m}}_{1}\right|^{2} d \xi \\
&+\frac{1}{2} \int_{\mathbb{R}}\left|\widehat{u}_{1}\right|^{2}\left(1-\widehat{\Gamma}_{\delta}(\xi)-\frac{\delta}{2} \widehat{\Theta}_{\alpha, \delta}(\xi)\right) d \xi+\frac{q}{2} \int_{\mathbb{R}}\left|\widehat{u}_{2}\right|^{2} d \xi+\frac{1}{2} \int_{\mathbb{R}} 4 \pi^{2} \xi^{2}\left|\widehat{\mathbf{m}}_{2}\right|^{2} d \xi \\
&(2.11)+\frac{1}{2} \int_{\mathbb{R}}\left|\widehat{u}_{2}\right|^{2}\left(1-\widehat{\Gamma}_{\delta}(\xi)-\frac{\delta}{2} \widehat{\Theta}_{\alpha, \delta}(\xi)\right) d \xi+\frac{\delta}{4} \int_{\mathbb{R}}\left|\widehat{u}_{1}+\widehat{u}_{2}\right|^{2} \widehat{\Theta}_{a, \delta}(\xi) d \xi . \tag{2.11}
\end{align*}
$$

Note that

$$
\begin{equation*}
\int_{\mathbb{R}}\left|\widehat{u}_{2}\right|^{2}\left(1-\widehat{\Gamma}_{\delta}(\xi)-\frac{\delta}{2} \widehat{\Theta}_{\alpha, \delta}(\xi)\right) d \xi \tag{2.12}
\end{equation*}
$$

is the stray field energy that corresponds to a symmetric double layer where $u_{1}=$ $-u_{2}$, and therefore it is nonnegative. Thus, given $\left(\mathbf{m}_{1}, \mathbf{m}_{2}\right)$, since all the terms in (2.11) are nonnegative, we can always lower the total energy by selecting ( $\mathbf{m}_{1}, \widetilde{\mathbf{m}}_{1}$ ) or $\left(\mathbf{m}_{2}, \widetilde{\mathbf{m}}_{2}\right)$.

In view of this lemma, we need to consider only opposing Néel walls. Thus, we need to study functional

$$
\begin{align*}
\widetilde{G}_{q, \alpha, \delta}[\mathbf{m}]= & q \int_{\mathbb{R}} u^{2} d x+\int_{\mathbb{R}}\left|\mathbf{m}^{\prime}\right|^{2} d x+\int_{\mathbb{R}} u^{2} d x-\int_{\mathbb{R}} u\left(\Gamma_{\delta} * u\right) d x  \tag{2.13}\\
& -\frac{\delta}{2} \int_{\mathbb{R}} u\left(u * \Theta_{\alpha, \delta}\right) d x,
\end{align*}
$$

which can be written in Fourier space as

$$
\begin{equation*}
\widetilde{G}_{q, \alpha, \delta}[\mathbf{m}]=q \int_{\mathbb{R}}|\widehat{u}|^{2} d \xi+\int_{\mathbb{R}} 4 \pi^{2} \xi^{2}|\widehat{\mathbf{m}}|^{2} d \xi+\int_{\mathbb{R}}|\widehat{u}|^{2}\left(1-\widehat{\Gamma}_{\delta}(\xi)-\frac{\delta}{2} \widehat{\Theta}_{\alpha, \delta}(\xi)\right) d \xi . \tag{2.14}
\end{equation*}
$$

The lower semicontinuity and existence of minimizers of functional (2.13) follow from Lemmas 1,2 , and 3 in $[7]$. The main difficulty in establishing the existence of minimizers lies in the fact that functional (2.13) is translation invariant. This problem is resolved in $[7]$ by considering a translation of $\mathbf{m}$ such that $\mathbf{m}(0)=(1,0,0)$. The result then follows from the Sobolev embedding and the Rellich compactness theorem [21].

As a consequence of Lemma 2.1,

$$
\begin{equation*}
\inf _{\mathbf{m}_{1}, \mathbf{m}_{2} \in \mathcal{A}} G_{q, \alpha, \delta}\left[\mathbf{m}_{1}, \mathbf{m}_{2}\right]=\inf _{\mathbf{m} \in \mathcal{A}} \widetilde{G}_{q, \alpha, \delta}[\mathbf{m}] . \tag{2.15}
\end{equation*}
$$

Thus, the existence of minimizers for functional (2.7) is established. To simplify notation, in what follows we will drop the tilde from functional (2.13).

The matching upper bound that we need can be obtained by considering the test function $\mathbf{m}=(\operatorname{sech}(\sqrt{q} x), 0, \tanh (\sqrt{q} x))$, which is the Landau-Lifshitz wall. The Fourier transform of $u(x)=\operatorname{sech}(\sqrt{q} x)$ can be obtained by residues [2]:

$$
\begin{equation*}
\widehat{u}(\xi)=\frac{\pi}{\sqrt{q}} \operatorname{sech}\left(\frac{\pi^{2} \xi}{\sqrt{q}}\right) . \tag{2.16}
\end{equation*}
$$

The stray field energy of this profile is

$$
\begin{align*}
E_{s} & =\int_{\mathbb{R}} \widehat{u}^{2}\left(1-\frac{1-e^{-2 \pi \delta|\xi|}}{2 \pi \delta|\xi|}-\frac{1}{2} e^{-4 \pi a|\xi|} \frac{\left(1-e^{-2 \pi \delta|\xi|}\right)^{2}}{2 \pi \delta|\xi|}\right) d \xi  \tag{2.17}\\
& =\frac{\pi^{2}}{q} \int_{\mathbb{R}} \operatorname{sech}^{2}\left(\frac{\pi^{2} \xi}{\sqrt{q}}\right)\left(1-\frac{1-e^{-2 \pi \delta|\xi|}}{2 \pi \delta|\xi|}-\frac{1}{2} e^{-4 \pi \alpha|\xi|} \frac{\left(1-e^{-2 \pi \delta|\xi|}\right)^{2}}{2 \pi \delta|\xi|}\right) d \xi \\
& =\frac{1}{\sqrt{q}} \int_{\mathbb{R}} \operatorname{sech}^{2}(\xi)\left(1-\frac{1-e^{-2 \delta|\xi| \sqrt{ } / \pi}}{2 \delta|\xi| \sqrt{q} / \pi}-\frac{1}{2} e^{-4 \alpha|\xi| \sqrt{ } / / \pi} \frac{\left(1-e^{-2 \delta|\xi| \sqrt{q} / \pi}\right)^{2}}{2 \delta|\xi| \sqrt{q} / \pi}\right) d \xi \\
& =\frac{4 \delta \sqrt{q}}{\pi^{2}}\left(\frac{\delta}{3}+\alpha\right) \int_{\mathbb{R}}|\xi|^{2} \operatorname{sech}^{2}(\xi) d \xi+O(q)=\frac{2 \delta \sqrt{q}}{3}\left(\frac{\delta}{3}+\alpha\right)+O(q) .
\end{align*}
$$

Therefore $\exists q_{0}>0$ such that

$$
\begin{equation*}
E_{s} \leq \frac{4 \delta \sqrt{q}}{3}\left(\frac{\delta}{3}+\alpha\right) \quad \forall q \leq q_{0} \tag{2.18}
\end{equation*}
$$

The total energy is therefore

$$
\begin{equation*}
\widetilde{G}_{q, \alpha, \delta}[\mathbf{m}]=\left\{4+\frac{2 \delta}{3}\left(\frac{\delta}{3}+\alpha\right)\right\} \sqrt{q}+O(q) \leq 4\left\{1+\frac{\delta}{3}\left(\frac{\delta}{3}+\alpha\right)\right\} \sqrt{q} \quad \forall q \leq q_{0} \tag{2.19}
\end{equation*}
$$

We collect all this in the following theorem.
THEOREM 2.2. Consider the one-dimensional wall energy functional for a symmetric double layer (1.8). Given $\alpha>0$ and $\delta>0$ fixed, $\exists q_{0}>0$ such that

$$
\begin{equation*}
4 \sqrt{q} \leq \min _{\mathbf{m}_{1}, \mathbf{m}_{2} \in \mathcal{A}} G_{q, \alpha, \delta, \delta}\left[\mathbf{m}_{1}, \mathbf{m}_{2}\right] \leq 4\left\{1+\frac{\delta}{3}\left(\frac{\delta}{3}+\alpha\right)\right\} \sqrt{q} \quad \forall q \leq q_{0} \tag{2.20}
\end{equation*}
$$

An estimate of the value of $q_{0}$ is presented in Appendix B.
3. Néel walls: Limiting behavior. In this section we study the structure of Néel walls in symmetric double layers and obtain the limiting behavior of any sequence of minimizers of the Néel wall functional (2.13). This is the content of the following theorem.

Theorem 3.1. Given $\alpha>0$ and $\delta>0$, consider $\left\{\mathbf{m}_{q}\right\}_{\{q>0\}} \subset \mathcal{A}_{N}=\{\mathbf{m}=$ $\left.\left(m_{1}, 0, m_{3}\right) \in \mathcal{A}\right\}$ such that

$$
\begin{equation*}
G_{q, \alpha, \delta}\left[\mathbf{m}_{q}\right] \leq C \sqrt{q} \tag{3.1}
\end{equation*}
$$

and define $\widetilde{\mathbf{m}}_{q}(x)=\mathbf{m}_{q}\left(\frac{x}{\sqrt{q}}\right)$. There exists a subsequence of $\left\{\mathbf{m}_{q}\right\}_{\{q>0\}}$ (not relabeled) such that the following two statements hold:
(i)

$$
\begin{equation*}
\lim _{q \rightarrow 0} \frac{1}{\sqrt{q}} G_{q, \alpha, \delta}\left[\mathbf{m}_{q}\right]=\min _{\mathbf{m} \in \mathcal{A}_{N}} F_{\alpha, \delta}[\mathbf{m}] \tag{3.2}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{\alpha, \delta}[\mathbf{m}]=\int_{\mathbb{R}} m_{1}^{2} d x+\left(1+\delta\left(\frac{1}{3} \delta+\alpha\right)\right) \int_{\mathbb{R}}\left(m_{1}^{\prime}\right)^{2} d x+\int_{\mathbb{R}}\left(m_{3}^{\prime}\right)^{2} d x \tag{3.3}
\end{equation*}
$$

(ii) The subsequence converges strongly in $\mathcal{A}_{N}$ to $\mathbf{n} \in \mathcal{A}_{N}$ such that

$$
\begin{equation*}
F_{\alpha, \delta}[\mathbf{n}]=\min _{\mathbf{m} \in \mathcal{A}_{N}} F_{\alpha, \delta}[\mathbf{m}] . \tag{3.4}
\end{equation*}
$$

Proof. Given the sequence of minimizers, consider the new rescaled sequence $\widetilde{\mathbf{m}}_{q}(x)=\mathbf{m}_{q}\left(\frac{x}{\sqrt{q}}\right)$. This sequence is bounded in the following sense:

$$
\begin{align*}
\int_{\mathbb{R}} \widetilde{u}_{q}^{2}(x) d x+\int_{\mathbb{R}}\left|\widetilde{\mathbf{m}}_{q}^{\prime}\right|^{2} d x & =\sqrt{q} \int_{\mathbb{R}} u_{q}^{2}(x) d x+\frac{1}{\sqrt{q}} \int_{\mathbb{R}}\left|\mathbf{m}_{q}^{\prime}\right|^{2} d x  \tag{3.5}\\
& \leq \frac{1}{\sqrt{q}} G_{q, \alpha, \delta}\left[\mathbf{m}_{q}\right] \leq C
\end{align*}
$$

Thus there is a subsequence (not relabeled) that converges weakly in $\mathcal{A}_{N}$ to $\mathbf{n} \in \mathcal{A}_{N}$.
Consider now $\mathbf{n}_{q}(x)=\mathbf{n}(\sqrt{q} x)$. Then,

$$
\begin{equation*}
\widehat{\mathbf{n}}_{q}(\xi)=\frac{1}{\sqrt{q}} \widehat{\mathbf{n}}\left(\frac{\xi}{\sqrt{q}}\right) \tag{3.6}
\end{equation*}
$$

and

$$
\begin{align*}
& G_{q, \alpha, \delta}\left[\mathbf{n}_{q}\right]=\sqrt{q} \int_{\mathbb{R}} u^{2}(\xi) d \xi+\sqrt{q} \int_{\mathbb{R}} 4 \pi^{2} \xi^{2}|\widehat{\mathbf{n}}(\xi)|^{2} d \xi  \tag{3.7}\\
& \quad+\frac{1}{\sqrt{q}} \int_{\mathbb{R}} \widehat{u}^{2}(\xi)\left(1-\frac{1-e^{-2 \pi \delta|\xi| \sqrt{q}}}{2 \pi \delta|\xi| \sqrt{q}}-\frac{1}{2} e^{-4 \pi a|\xi| \sqrt{q}} \frac{\left(1-e^{-2 \pi \delta|\xi| \sqrt{q}}\right)^{2}}{2 \pi \delta|\xi| \sqrt{q}}\right) d \xi
\end{align*}
$$

We need to take the limit of the stray field energy. Since $\alpha \sqrt{q} \ll 1$ and $\delta \sqrt{q} \ll 1$,

$$
\begin{equation*}
\lim _{q \rightarrow 0} \frac{1}{q}\left(1-\frac{1-e^{-2 \pi \delta|\xi| \sqrt{q}}}{2 \pi \delta|\xi| \sqrt{q}}-\frac{1}{2} e^{-4 \pi a|\xi| \sqrt{q}} \frac{\left(1-e^{-2 \pi \delta|\xi| \sqrt{q})^{2}}\right.}{2 \pi \delta|\xi| \sqrt{q}}\right)=\left(\frac{1}{3} \delta+a\right) 4 \pi^{2}|\xi|^{2} \delta \tag{3.8}
\end{equation*}
$$

The stray field energy can be written as

$$
\begin{equation*}
\frac{1}{\sqrt{q}} E_{s}=\delta\left(\frac{1}{3} \delta+a\right) \int_{\mathbb{R}} 4 \pi^{2} \xi^{2} \widehat{u}^{2}(\xi) \widehat{\varphi}(\sqrt{q} \xi) d \xi \tag{3.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\widehat{\varphi}(\xi)=\frac{1}{\left(\frac{1}{3} \delta+a\right)} \frac{1}{4 \pi^{2} \xi^{2}}\left(1-\frac{1-e^{-2 \pi \delta|\xi|}}{2 \pi \delta|\xi|}-\frac{1}{2} e^{-4 \pi a|\xi|} \frac{\left(1-e^{-2 \pi \delta|\xi|}\right)^{2}}{2 \pi \delta|\xi|}\right) \tag{3.10}
\end{equation*}
$$

Note that $\widehat{\varphi}(0)=1$ and $\widehat{\varphi} \in L^{1}(\mathbb{R}) \cap L^{\infty}(\mathbb{R})$, so $\varphi \in L^{1}(\mathbb{R}) \cap L^{2}(\mathbb{R})$. Therefore, the stray field can be written, in real space, as

$$
\begin{equation*}
\frac{1}{\sqrt{q}} E_{s}=\delta\left(\frac{1}{3} \delta+a\right) \int_{\mathbb{R}} u\left(u * \varphi_{\sqrt{q}}\right) d x \tag{3.11}
\end{equation*}
$$

where $\varphi_{\sqrt{q}}(x)=\frac{1}{\sqrt{q}} \phi\left(\frac{x}{\sqrt{q}}\right)$, which is an approximation to the identity. Therefore we can take the limit in (3.7), and we obtain

$$
\text { .12) } \begin{align*}
\lim _{q \rightarrow 0} \frac{1}{\sqrt{q}} G_{q, \alpha, \delta}\left[\mathbf{n}_{q}\right] & =\int_{\mathbb{R}} \widehat{u}^{2}(\xi) d \xi+\int_{\mathbb{R}} 4 \pi^{2} \xi^{2}\left(1+\delta\left(\frac{1}{3} \delta+a\right)\right)|\widehat{u}(\xi)|^{2} d \xi  \tag{3.12}\\
+\frac{1}{2} \int_{\mathbb{R}} 4 \pi^{2} \xi^{2}|\widehat{w}(\xi)|^{2} d \xi & =\int_{\mathbb{R}} u^{2} d x+\left(1+\delta\left(\frac{1}{3} \delta+a\right)\right) \int_{\mathbb{R}}\left(u^{\prime}\right)^{2} d x+\int_{\mathbb{R}}\left(w^{\prime}\right)^{2} d x \\
& =F_{\alpha, \delta}[\mathbf{n}] .
\end{align*}
$$

Since $\mathbf{m}_{q}$ was a minimizer,

$$
\begin{equation*}
\frac{1}{\sqrt{q}} G_{q, \alpha, \delta}\left[\mathbf{m}_{q}\right] \leq \frac{1}{\sqrt{q}} G_{q, \alpha, \delta}\left[\mathbf{n}_{q}\right] \tag{3.13}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\limsup _{q \rightarrow 0} \frac{1}{\sqrt{q}} G_{q, \alpha, \delta}\left[\mathbf{m}_{q}\right] \leq \lim _{q \rightarrow 0} \frac{1}{\sqrt{q}} G_{q, \alpha, \delta}\left[\mathbf{n}_{q}\right]=F_{\alpha, \delta}[\mathbf{n}] \tag{3.14}
\end{equation*}
$$

Observe now that

$$
\begin{equation*}
\frac{1}{\sqrt{q}} G_{q, \alpha, \delta}\left[\mathbf{m}_{q}\right]=H_{q, \alpha, \delta}\left[\widetilde{\mathbf{m}}_{q}\right] \tag{3.15}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{q, \alpha, \delta}[\mathbf{m}]=\int_{\mathbb{R}} u^{2} d x+\int_{\mathbb{R}}\left|\mathbf{m}^{\prime}\right|^{2} d x+\delta\left(\frac{1}{3} \delta+\alpha\right) \int_{\mathbb{R}} u\left(u * \varphi_{\sqrt{q}}\right) d x \tag{3.16}
\end{equation*}
$$

Since $\widetilde{\mathbf{m}}_{q}$ converges to $\mathbf{n}$ weakly in $\mathcal{A}_{N}$, by the lower semicontinuity of the functional,

$$
\begin{equation*}
F_{\alpha, \delta}[\mathbf{n}] \leq \liminf _{q \rightarrow 0} \frac{1}{\sqrt{q}} G_{q, \alpha, \delta}\left[\mathbf{m}_{q}\right] \tag{3.17}
\end{equation*}
$$

Combining (3.14) and (3.17), we conclude that

$$
\begin{equation*}
\lim _{q \rightarrow 0} \frac{1}{\sqrt{q}} G_{q, \alpha, \delta}\left[\mathbf{m}_{q}\right]=F_{\alpha, \delta}[\mathbf{n}] . \tag{3.18}
\end{equation*}
$$

It is easy to see that $\mathbf{n}$ must be a minimizer of $F_{\alpha, \delta}$ : Given any $\mathbf{m}_{0} \in \mathcal{A}$, consider $\widetilde{\mathbf{n}}_{q}(x)=\mathbf{m}_{0}(\sqrt{q} x)$. Then

$$
\begin{equation*}
F_{\alpha, \delta}\left[\mathbf{m}_{0}\right]=\lim _{q \rightarrow 0} \frac{1}{\sqrt{q}} G_{q, \alpha, \delta}\left[\widetilde{\mathbf{n}}_{q}\right] \geq \lim _{q \rightarrow 0} \frac{1}{\sqrt{q}} G_{q, \alpha, \delta}\left[\mathbf{m}_{q}\right]=F_{\alpha, \delta}[\mathbf{n}] . \tag{3.19}
\end{equation*}
$$

This proves (i). Since the sequence $\mathbf{n}_{q}$ converges weakly to $\mathbf{n}$ and the energies converge, the limit is strong, which proves (ii).

From the previous proof, it is easy to see that $H_{q, \alpha, \delta} \rightarrow F_{\alpha, \delta}$ in $\mathcal{A}_{N}$ as $q \rightarrow 0$, in the $\Gamma$-limit sense [13].
4. Asymptotic analysis of the limiting profile. We perform a formal asymptotic expansion of the minimizers of functional $F_{\alpha, \delta}$, defined in (3.3), for $\delta \ll 1$. Since $|\mathbf{m}|=1$, it is customary to write $\mathbf{m}=(\cos \theta, 0, \sin \theta)$, where $\theta \rightarrow \pm \frac{\pi}{2}$ as $x \rightarrow \pm \infty$. We consider the functional

$$
\begin{equation*}
F_{\beta}[\mathbf{m}]=\int_{\mathbb{R}} m_{1}^{2} d x+(1+\beta) \int_{\mathbb{R}}\left(m_{1}^{\prime}\right)^{2} d x+\int_{\mathbb{R}}\left(m_{3}^{\prime}\right)^{2} d x \tag{4.1}
\end{equation*}
$$

where $\beta=\delta(3 \alpha+\delta) / 3 \ll 1$. We do the change of variables to $\theta$, and get

$$
\begin{equation*}
F_{\beta}[\theta]=\int_{\mathbb{R}} \cos ^{2} \theta d x+\int_{\mathbb{R}}\left(\theta^{\prime}\right)^{2} d x+\beta \int_{\mathbb{R}}\left(\theta^{\prime}\right)^{2} \sin ^{2} \theta d x \tag{4.2}
\end{equation*}
$$

The Euler-Lagrange equation is

$$
\begin{equation*}
\left(1+\beta \sin ^{2} \theta\right) \theta^{\prime \prime}+\left(1+\beta\left(\theta^{\prime}\right)^{2}\right) \sin \theta \cos \theta=0 \tag{4.3}
\end{equation*}
$$

For $\beta=0$, we get

$$
\begin{equation*}
\theta^{\prime \prime}+\sin \theta \cos \theta=0 \tag{4.4}
\end{equation*}
$$

which has as solution $\cos \theta=\tanh x$. This is the Landau-Lifshitz profile [12]. The asymptotic analysis can be carried out more easily if we consider profiles of the form
$\mathbf{m}=(\operatorname{sech} \varphi, 0, \tanh \varphi)$ instead, and write the equation for $\varphi$. Since $\cos \theta=\operatorname{sech} \varphi$ and $\sin \theta=\tanh \varphi$, we get $\theta^{\prime}=\varphi^{\prime} \operatorname{sech} \varphi$ and

$$
\begin{equation*}
\theta^{\prime \prime}=\operatorname{sech} \varphi\left(\varphi^{\prime \prime}-\left(\varphi^{\prime}\right)^{2} \tanh \varphi\right) . \tag{4.5}
\end{equation*}
$$

The equation becomes then

$$
\begin{equation*}
\left(1+\beta \tanh ^{2} \varphi\right)\left(\varphi^{\prime \prime}-\left(\varphi^{\prime}\right)^{2} \tanh \varphi\right)+\left(1+\beta\left(\varphi^{\prime}\right)^{2} \operatorname{sech}^{2} \varphi\right) \tanh \varphi=0 \tag{4.6}
\end{equation*}
$$

Assume that $\varphi \sim \varphi_{0}+\beta \varphi_{1}+O\left(\beta^{2}\right)$. Then,

$$
\begin{align*}
& \left(1+\beta \tanh ^{2}\left(\varphi_{0}+\beta \varphi_{1}\right)\right)\left(\varphi_{0}^{\prime \prime}+\beta \varphi_{1}^{\prime \prime}-\left(\varphi_{0}^{\prime}+\beta \varphi_{1}^{\prime}\right)^{2} \tanh \left(\varphi_{0}+\beta \varphi_{1}\right)\right)  \tag{4.7}\\
& \quad+\left(1+\beta\left(\varphi_{0}^{\prime}+\beta \varphi_{1}^{\prime}\right)^{2} \operatorname{sech}^{2}\left(\varphi_{0}+\beta \varphi_{1}\right)\right) \tanh \left(\varphi_{0}+\beta \varphi_{1}\right)=0 .
\end{align*}
$$

Collecting terms, we get

$$
\begin{equation*}
\varphi_{0}^{\prime \prime}+\left(1-\left(\varphi_{0}^{\prime}\right)^{2}\right) \tanh \varphi_{0}=0 . \tag{4.8}
\end{equation*}
$$

The solution is $\varphi_{0}=x$. The next term in (4.7) is

$$
\begin{align*}
& \varphi_{1}^{\prime \prime}-2 \varphi_{1}^{\prime} \varphi_{0}^{\prime} \tanh \varphi_{0}-\left(\varphi_{0}^{\prime}\right)^{2} \operatorname{sech}^{2} \varphi_{0} \varphi_{1}+\tanh ^{2}\left(\varphi_{0}\right)\left(\varphi_{0}^{\prime \prime}-\left(\varphi_{0}^{\prime}\right)^{2} \tanh \varphi_{0}\right)  \tag{4.9}\\
& \quad+\left(\varphi_{0}^{\prime}\right)^{2} \operatorname{sech}^{2} \varphi_{0} \tanh \varphi_{0}+\operatorname{sech}^{2} \varphi_{0} \varphi_{1}=0 .
\end{align*}
$$

Since $\varphi_{0}=x$ and $\varphi_{0}^{\prime}=1$, the equation simplifies to

$$
\begin{equation*}
\varphi_{1}^{\prime \prime}-2 \varphi_{1}^{\prime} \tanh x-\tanh ^{3} x+\operatorname{sech}^{2} x \tanh x=0 \tag{4.10}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left(\frac{\varphi_{1}^{\prime}}{\cosh ^{2} x}\right)^{\prime}=\frac{\varphi_{1}^{\prime \prime}-2 \varphi_{1}^{\prime} \tanh x}{\cosh ^{2} x}=\operatorname{sech}^{2} x \tanh ^{3} x-\operatorname{sech}^{4} x \tanh x . \tag{4.11}
\end{equation*}
$$

We can integrate the right-hand side:

$$
\begin{aligned}
\int \operatorname{sech}^{2} x \tanh ^{3} x d x & =\int \frac{\sinh x\left(\cosh ^{2} x-1\right)}{\cosh ^{5} x} d x=\frac{1}{4} \frac{1}{\cosh ^{4} x}-\frac{1}{2} \frac{1}{\cosh ^{2} x}, \\
\text { (4.12) } \int \operatorname{sech}^{4} x \tanh x d x & =\int \frac{\sinh x}{\cosh ^{5} x} d x=-\frac{1}{4} \frac{1}{\cosh ^{4} x}
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\varphi_{1}^{\prime}=C \cosh ^{2} x+\frac{1}{2} \frac{1}{\cosh ^{2} x}-\frac{1}{2} \tag{4.13}
\end{equation*}
$$

and, integrating,

$$
\begin{equation*}
\varphi_{1}=C \frac{\sinh 2 x+2 x}{4}+\frac{1}{2} \tanh x-\frac{x}{2}+D . \tag{4.14}
\end{equation*}
$$

We want $\varphi$ to be odd, so $D=0$. Unless $C=0, \varphi_{1}$ will dominate over $\varphi_{0}$, so we take $C=0$, and finally,

$$
\begin{equation*}
\varphi_{1}=\frac{1}{2} \tanh x-\frac{x}{2} . \tag{4.15}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\mathbf{m}=\left(\operatorname{sech}\left(x+\frac{\beta}{2}(\tanh x-x)\right), 0, \tanh \left(x+\frac{\beta}{2}(\tanh x-x)\right)\right)+O\left(\beta^{2}\right) . \tag{4.16}
\end{equation*}
$$

5. Numerical experiments. We have implemented a truncated Newton method with an inexact line search for the minimization of

$$
\begin{align*}
G_{q, \alpha, \delta}\left[\mathbf{m}_{1}, \mathbf{m}_{2}\right]= & \frac{1}{2} q \int_{\mathbb{R}} u_{1}^{2} d x+\frac{1}{2} \int_{\mathbb{R}}\left|\mathbf{m}_{1}^{\prime}\right|^{2} d x+\frac{1}{2} \int_{\mathbb{R}} u_{1}^{2} d x-\frac{1}{2} \int_{\mathbb{R}} u_{1}\left(\Gamma_{\delta} * u_{1}\right) d x \\
& +\frac{1}{2} q \int_{\mathbb{R}} u_{2}^{2} d x+\frac{1}{2} \int_{\mathbb{R}}\left|\mathbf{m}_{2}^{\prime}\right|^{2} d x+\frac{1}{2} \int_{\mathbb{R}} u_{2}^{2} d x-\frac{1}{2} \int_{\mathbb{R}} u_{2}\left(\Gamma_{\delta} * u_{2}\right) d x \\
& -\frac{\delta}{2} \int_{\mathbb{R}} u_{1}\left(u_{2} * \Theta_{\alpha, \delta}\right) d x . \tag{5.1}
\end{align*}
$$

The method is well known, and the details can be found in the literature [15], so we will simply describe some of the details particular to our implementation.

We consider a finite interval $I=[-M, M]$, and restrict the functional to $I$. We have performed simulations in several intervals of increasing size until no change was found in the characteristics of the wall. For the results presented here we used $I=[-200,200]$. We define the grid points $x_{i}=-M+i \Delta x$, for $i=0,1, \ldots, n+1$, where $\Delta x=\frac{2 M}{n+1}$. The magnetization is approximated by a linear interpolant in the subinterval $I_{i}=\left[x_{i}, x_{i+1}\right]$, for $i=0,1, \ldots, n$. We impose the boundary conditions $u_{0}=u_{n+1}=0$. For the simulations presented here we fixed the parameters $\delta=1$ and $a=10^{-1}$. The parameter $q$ varied in the range $q \in\left[10^{-3}, 1\right]$.

To evaluate the stray field, we need to approximate convolution integrals of the form

$$
\begin{equation*}
v\left(x_{j}\right)=\int_{-M}^{M} u(s) K\left(x_{j}-s\right) d s \tag{5.2}
\end{equation*}
$$

Substituting the piecewise linear interpolant,

$$
\begin{equation*}
v\left(x_{j}\right) \approx \sum_{i=0}^{n} \int_{x_{i}}^{x_{i+1}}\left(u_{i}+\frac{u_{i+1}-u_{i}}{\Delta x}\left(s-x_{i}\right)\right) K\left(x_{j}-s\right) d s \tag{5.3}
\end{equation*}
$$

Grouping terms,

$$
\begin{equation*}
v_{j}=\sum_{i=1}^{n} u_{i}\left[\int_{x_{i}}^{x_{i+1}}\left(1-\frac{\left(s-x_{i}\right)}{\Delta x}\right) K\left(x_{j}-s\right) d s+\int_{x_{i-1}}^{x_{i}} \frac{\left(s-x_{i-1}\right)}{\Delta x} K\left(x_{j}-s\right) d s\right] \tag{5.4}
\end{equation*}
$$

This can be written in the form

$$
\begin{equation*}
v_{j}=\sum_{i=1}^{n} K_{j-i} u_{i} \tag{5.5}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{\lambda}=\Delta x \int_{0}^{1}(1-t) K(\Delta x(\lambda-t))+t K(\Delta x(\lambda+1-t)) d t \tag{5.6}
\end{equation*}
$$

The sum (5.5) has the shape of a discrete convolution, and it can therefore be efficiently evaluated using the fast Fourier transform (FFT) in $O(n \log n)$ operations.

The unit length constraint in the magnetization is taken into account by considering a line search on the function

$$
\begin{equation*}
h(\epsilon)=G_{q, \alpha, \delta}\left[\frac{\mathbf{m}_{1}+\epsilon \mathbf{p}_{1}}{\left|\mathbf{m}_{1}+\epsilon \mathbf{p}_{1}\right|}, \frac{\mathbf{m}_{2}+\epsilon \mathbf{p}_{2}}{\left|\mathbf{m}_{2}+\epsilon \mathbf{p}_{2}\right|}\right] \tag{5.7}
\end{equation*}
$$

where $\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)$ is a descent direction, i.e., $h^{\prime}(0)<0$.
In Figure 2 we show the profiles of several minimizers as a function of $q$. All the numerically computed minimizers were opposed Néel walls, consistent with Lemma 2.1. These same profiles are presented in Figure 3, but this time the abscissa is rescaled by $\sqrt{q}$. As can be seen, all the plots collapse into one, illustrating that the core length is $1 / \sqrt{q}$, as proved in section 4 . This limiting profile is plotted in Figure 4, where it is compared to the profile of the minimizer of (5.1) computed numerically. The profiles are almost indistinguishable.

The computed values for the minimum energy as a function of $q$ are presented in Table 1. From the results in the third column it is clear that the energy scales like $\sqrt{q}$. We plot the results in a logarithmic scale in Figure 5. The energy of the asymptotic approximation (4.16) was computed to machine precision using adaptive Gaussian quadrature. The computed energy coincides to a remarkable degree with the energy obtained using the asymptotic analysis described in the previous section.


Fig. 2. Néel wall profiles for several values of $q$.
6. Conclusion. We have presented a new model for the analysis of onedimensional walls in double layers. Using this new model, we have studied the structure of Néel walls and obtained the core length of the wall, the optimal energy scaling, and the structure of the minimizers. The main observation is that in a symmetric double layer the Néel wall no longer has a long logarithmic tail. The wall profile becomes local and similar to the classic Landau-Lifshitz wall. Thus, the range of nonlocal interactions is considerably reduced. We have implemented a truncated Newton method for energy minimization, and illustrated all the results numerically. In our simulations


Fig. 3. Néel wall profiles for several values of $q$. The abscissa has been rescaled to illustrate that the core length scales like $\sqrt{q}$.



FIG. 4. Comparison between the computed limiting profile and the asymptotic approximation obtained in section 2.
we have managed to accurately capture the energy scaling, the core length, and the structure of the wall.

Appendix A. One-dimensional model for double layers. In this section we derive the model used in this article, starting from the Landau-Lifshitz energy functional.

Table 1
Minimum energy as a function of $q$. The energy is computed with the energy minimization algorithm described in section 5, and the energy scaling in $q$ is obtained. We fixed the parameters $\delta=1$ and $a=10^{-1}$.

| Energy scaling as $q \rightarrow 0$ |  |  |  |
| :---: | :---: | :---: | :---: |
| $n$ | $q_{n}=2^{-n}$ | $E_{n}$ | $\log \frac{E_{n-1}}{E_{n}} / \log 2$ |
| 0 | $1.000000 \mathrm{E}+00$ | $0.413832547 \mathrm{E}+01$ |  |
| 1 | $5.000000 \mathrm{E}-01$ | $0.294556828 \mathrm{E}+01$ | 0.490501 |
| 2 | $2.500000 \mathrm{E}-01$ | $0.209484869 \mathrm{E}+01$ | 0.491699 |
| 3 | $1.250000 \mathrm{E}-01$ | $0.148838645 \mathrm{E}+01$ | 0.493096 |
| 4 | $6.250000 \mathrm{E}-02$ | $0.105647543 \mathrm{E}+01$ | 0.494489 |
| 5 | $3.125000 \mathrm{E}-02$ | $0.749249198 \mathrm{E}+00$ | 0.495741 |
| 6 | $1.562500 \mathrm{E}-02$ | $0.530979818 \mathrm{E}+00$ | 0.496788 |
| 7 | $7.812500 \mathrm{E}-03$ | $0.376078916 \mathrm{E}+00$ | 0.497621 |
| 8 | $3.906250 \mathrm{E}-03$ | $0.266248579 \mathrm{E}+00$ | 0.498261 |
| 9 | $1.953125 \mathrm{E}-04$ | $0.188430720 \mathrm{E}+00$ | 0.498739 |



FIG. 5. Comparison between the numerically computed energy, the optimal energy obtained in section 2, and the energy of the Landau-Lifshitz wall. The asymptotics give us an upper bound, while the Landau-Lifshitz wall provides us with a lower bound.

We consider a double layer, infinite in both the $x$ and $y$ directions, and solve the magnetostatic equation in two dimensions. The stray field is $\mathbf{h}_{s}(x, z)=-\nabla \eta$, where

$$
\begin{equation*}
\eta=\nabla N * \mathbf{m} \tag{A.1}
\end{equation*}
$$

is the magnetostatic potential, and $N(\mathbf{x})=\frac{1}{2 \pi} \log (|\mathbf{x}|), \mathbf{x}=(x, z) \in \mathbb{R}^{2}$.
For the study on one-dimensional walls, we assume that $\mathbf{m}$ depends only on $x$. The double layer will be identified with the domain $\Omega=\mathbb{R} \times\left[-a-D_{1},-a\right] \cup\left[a, a+D_{2}\right]$. In the bottom layer, we have $\mathbf{m}=\left(u_{1}, v_{1}, w_{1}\right)$, and in the top layer, $\mathbf{m}=\left(u_{2}, v_{2}, w_{2}\right)$.

Then,
(A.2) $\quad \eta(x, z)=\int_{\Omega} \partial_{x} N(x-s, z-t) u(s) d s+\int_{\Omega} \partial_{z} N(x-s, z-t) v(s) d s$

$$
\begin{aligned}
=\int_{\Omega} \partial_{x} N(x-s, z-t) u(s) & d s+\int_{\mathbb{R}}\left(N\left(x-s, z+a+D_{1}\right)-N(x-s, z+a)\right) v_{1}(s) d s \\
+ & \int_{\mathbb{R}}\left(N(x-s, z-a)-N\left(x-s, z-a-D_{2}\right)\right) v_{2}(s) d s
\end{aligned}
$$

The stray field energy is
(A.3) $\frac{2}{\mu_{0} M_{s}^{2}} E=\int_{\Omega} \nabla \eta \cdot \mathbf{m} d x d z=\int_{\Omega} u \partial_{x} \eta+v \partial_{z} \eta d x d z$

$$
\begin{gathered}
=\int_{\mathbb{R}} u_{1}(x) \int_{-a-D_{1}}^{-a} \partial_{x} \eta(x, z) d z d x+\int_{\mathbb{R}} u_{2}(x) \int_{a}^{a+D_{2}} \partial_{x} \eta(x, z) d z d x \\
+\int_{\mathbb{R}} v_{1}(x)\left(\eta(x,-a)-\eta\left(x,-a-D_{1}\right)\right) d x+\int_{\mathbb{R}} v_{2}(x)\left(\eta\left(x, a+D_{2}\right)-\eta(x, a)\right) d x
\end{gathered}
$$

We can easily compute the derivative of $\eta$ w.r.t. $x$ :

$$
\begin{align*}
\partial_{x} \eta(x, z)= & \int_{\Omega} \partial_{x x} N(x-s, z-t) u(s) d s  \tag{A.4}\\
& +\int_{\mathbb{R}}\left(\partial_{x} N\left(x-s, z+a+D_{1}\right)-\partial_{x} N(x-s, z+a)\right) v_{1}(s) d s \\
& +\int_{\mathbb{R}}\left(\partial_{x} N(x-s, z-a)-\partial_{x} N\left(x-s, z-a-D_{2}\right)\right) v_{2}(s) d s
\end{align*}
$$

Since $\Delta N=\delta$, we get that $\partial_{x x} N(x-s, z-t)=\delta_{(x, z)}-\partial_{z z} N(x-s, z-t)$. Substituting this,

$$
\begin{align*}
\partial_{x} \eta(x, z)= & u(x)-\int_{\Omega} \partial_{z z} N(x-s, z-t) u(s) d s \\
& +\int_{\mathbb{R}}\left(\partial_{x} N\left(x-s, z+a+D_{1}\right)-\partial_{x} N(x-s, z+a)\right) v_{1}(s) d s  \tag{A.5}\\
& +\int_{\mathbb{R}}\left(\partial_{x} N(x-s, z-a)-\partial_{x} N\left(x-s, z-a-D_{2}\right)\right) v_{2}(s) d s \\
= & u(x)-\int_{\mathbb{R}}\left(\partial_{z} N\left(x-s, z+a+D_{1}\right)-\partial_{z} N(x-s, z+a)\right) u_{1}(s) d s \\
& -\int_{\mathbb{R}}\left(\partial_{z} N(x-s, z-a)-\partial_{z} N\left(x-s, z-a-D_{2}\right)\right) u_{2}(s) d s \\
& +\int_{\mathbb{R}}\left(\partial_{x} N\left(x-s, z+a+D_{1}\right)-\partial_{x} N(x-s, z+a)\right) v_{1}(s) d s \\
& +\int_{\mathbb{R}}\left(\partial_{x} N(x-s, z-a)-\partial_{x} N\left(x-s, z-a-D_{2}\right)\right) v_{2}(s) d s
\end{align*}
$$

Now we compute the energy step by step:
(A.6)

$$
\begin{aligned}
& \int_{\mathbb{R}} u_{1}(x) \int_{-a-D_{1}}^{-a} \partial_{x} \eta(x, z) d z d x=D_{1} \int_{\mathbb{R}} u_{1}^{2}(x) d x-\int_{\mathbb{R}} u_{1}(x) \int_{\mathbb{R}} u_{1}(s)\left(N\left(x-s, D_{1}\right)\right. \\
& \left.-2 N(x-s, 0)+N\left(x-s,-D_{1}\right)\right) d s d x \\
& -\int_{\mathbb{R}} u_{1}(x) \int_{\mathbb{R}} u_{2}(s)\left(N(x-s,-2 a)-N\left(x-s,-2 a-D_{1}\right)\right. \\
& \left.-N\left(x-s,-2 a-D_{2}\right)+N\left(x-s,-2 a-D_{1}-D_{2}\right)\right) d s d x \\
& +\frac{1}{2 \pi} \int_{\mathbb{R}} u_{1}(x) \int_{\mathbb{R}} v_{2}(s)\left(\arctan \left(\frac{2 a+D_{1}}{x-s}\right)-\arctan \left(\frac{2 a}{x-s}\right)\right. \\
& \left.\quad-\arctan \left(\frac{2 a+D_{1}+D_{2}}{x-s}\right)+\arctan \left(\frac{2 a+D_{2}}{x-s}\right)\right) d s d x \\
& =D_{1} \int_{\mathbb{R}} u_{1}^{2} d x-D_{1} \int_{\mathbb{R}} u_{1}\left(u_{1} * \Gamma_{D_{1}}\right) d x+\frac{D_{1} D_{2}}{2} \int_{\mathbb{R}} u_{1}\left(u_{2} * \Theta_{\left.a, D_{1}, D_{2}\right) d x}\right. \\
& \quad+\frac{D_{1} D_{2}}{2} \int_{\mathbb{R}} u_{1}\left(v_{2} * \Psi_{a, D_{1}, D_{2}}\right) d x,
\end{aligned}
$$

where we have defined

$$
\begin{equation*}
\Gamma_{D_{i}}(x)=\frac{1}{2 \pi D_{i}} \log \left(1+\frac{D_{i}^{2}}{x^{2}}\right), \quad i=1,2 \tag{A.7}
\end{equation*}
$$

$\Theta_{a, D_{1}, D_{2}}(x)=\frac{1}{2 D_{1} D_{2} \pi}\left(\log \left(\frac{x^{2}+\left(2 a+D_{1}\right)^{2}}{x^{2}+\left(2 a+D_{1}+D_{2}\right)^{2}}\right)-\log \left(\frac{x^{2}+4 a^{2}}{x^{2}+\left(2 a+D_{2}\right)^{2}}\right)\right)$,
$\Psi_{a, D_{1}, D_{2}}(x)=\frac{1}{D_{1} D_{2} \pi}\left(\arctan \left(\frac{2 a+D_{1}}{x-s}\right)-\arctan \left(\frac{2 a}{x-s}\right)\right.$

$$
\begin{equation*}
\left.-\arctan \left(\frac{2 a+D_{1}+D_{2}}{x-s}\right)+\arctan \left(\frac{2 a+D_{2}}{x-s}\right)\right) \tag{A.8}
\end{equation*}
$$

$$
\begin{align*}
\int_{\mathbb{R}} u_{2}(x) & \int_{a}^{a+D_{2}} \partial_{x} \eta(x, z) d z d x=D_{2} \int_{\mathbb{R}} u_{2}^{2} d x-D_{2} \int_{\mathbb{R}} u_{2}\left(u_{2} * \Gamma_{D_{2}}\right) d x  \tag{A.9}\\
& +\frac{D_{1} D_{2}}{2} \int_{\mathbb{R}} u_{2}\left(u_{1} * \Theta_{a, D_{1}, D_{2}}\right) d x-\frac{D_{1} D_{2}}{2} \int_{\mathbb{R}} u_{2}\left(v_{1} * \Psi_{a, D_{1}, D_{2}}\right) d x
\end{align*}
$$

Now

$$
\begin{aligned}
\eta(x,-a)- & \eta\left(x,-a-D_{1}\right) \\
= & \int_{\mathbb{R}} u_{1}(s) \int_{-a-D_{1}}^{-a}\left(\partial_{x} N(x-s,-a-t)-\partial_{x} N\left(x-s,-a-D_{1}-t\right)\right) d t d s \\
& +\int_{\mathbb{R}} u_{2}(s) \int_{a}^{a+D_{2}}\left(\partial_{x} N(x-s,-a-t)-\partial_{x} N\left(x-s,-a-D_{1}-t\right)\right) d t d s \\
& +\int_{\mathbb{R}}\left(N\left(x-s, D_{1}\right)-2 N(x-s, 0)+N\left(x-s,-D_{1}\right)\right) v_{1}(s) d s \\
& +\int_{\mathbb{R}}\left(N(x-s,-2 a)-N\left(x-s,-2 a-D_{2}\right)\right. \\
& \left.-N\left(x-s,-2 a-D_{1}\right)+N\left(x-s,-2 a-D_{1}-D_{2}\right)\right) v_{2}(s) d s \\
(\mathrm{~A} .10)= & \frac{D_{1} D_{2}}{2} u_{2} * \Psi_{a, D_{1}, D_{2}}+D_{1} v_{1} * \Gamma_{D_{1}}-\frac{D_{1} D_{2}}{2} v_{2} * \Theta_{a, D_{1}, D_{2}}
\end{aligned}
$$

and

$$
\begin{align*}
& \eta\left(x, a+D_{2}\right)-\eta(x, a) \\
&= \int_{\mathbb{R}} u_{2}(s) \int_{a}^{a+D_{2}}\left(\partial_{x} N\left(x-s, a+D_{2}-t\right)-\partial_{x} N(x-s, a-t)\right) d t d s \\
&+\int_{\mathbb{R}} u_{1}(s) \int_{-a-D_{1}}^{-a}\left(\partial_{x} N\left(x-s, a+D_{2}-t\right)-\partial_{x} N(x-s, a-t)\right) d t d s \\
&+\int_{\mathbb{R}}\left(N\left(x-s, 2 a+D_{1}+D_{2}\right)-N\left(x-s, 2 a+D_{2}\right)\right. \\
&\left.\quad-N\left(x-s, 2 a+D_{1}\right)+N(x-s, 2 a)\right) v_{1}(s) d s \\
&+\int_{\mathbb{R}}\left(N\left(x-s, D_{2}\right)-2 N(x-s, 0)+N\left(x-s,-D_{2}\right)\right) v_{2}(s) d s \\
&=-\frac{D_{1} D_{2}}{2} u_{1} * \Psi_{a, D_{1}, D_{2}}-\frac{D_{1} D_{2}}{2} v_{1} * \Theta_{a, D_{1}, D_{2}}+D_{2} v_{2} * \Gamma_{D_{2}} . \tag{A.11}
\end{align*}
$$

Assembling all this, we get the stray field energy:

$$
\begin{align*}
\frac{2}{\mu_{0} M_{s}^{2}} E_{s}= & D_{1} \int_{\mathbb{R}} u_{1}^{2} d x-D_{1} \int_{\mathbb{R}} u_{1}\left(u_{1} * \Gamma_{D_{1}}\right) d x+D_{1} \int_{\mathbb{R}} v_{1}\left(v_{1} * \Gamma_{D_{1}}\right) d x  \tag{A.12}\\
& +D_{2} \int_{\mathbb{R}} u_{2}^{2} d x-D_{2} \int_{\mathbb{R}} u_{2}\left(u_{2} * \Gamma_{D_{2}}\right) d x+D_{2} \int_{\mathbb{R}} v_{2}\left(v_{2} * \Gamma_{D_{2}}\right) d x \\
& +D_{1} D_{2} \int_{\mathbb{R}} u_{1}\left(u_{2} * \Theta_{a, D_{1}, D_{2}}\right)-v_{1}\left(v_{2} * \Theta_{a, D_{1}, D_{2}}\right) d x \\
& +D_{1} D_{2} \int_{\mathbb{R}} u_{1}\left(v_{2} * \Psi_{a, D_{1}, D_{2}}\right)-v_{1}\left(u_{2} * \Psi_{a, D_{1}, D_{2}}\right) d x
\end{align*}
$$

In order to write this in Fourier space, we need the Fourier transform of the convolution kernels. We start with the following:

$$
\begin{align*}
\int_{\mathbb{R}} \log \left(\frac{x^{2}+\alpha^{2}}{x^{2}+\beta^{2}}\right) e^{-2 \pi i \xi x} d x & =\int_{\mathbb{R}} \log \left(1+\frac{\alpha^{2}-\beta^{2}}{x^{2}+\beta^{2}}\right) e^{-2 \pi i \xi x} d x  \tag{A.13}\\
& =\frac{\beta^{2}-\alpha^{2}}{2 \pi i \xi} \int_{\mathbb{R}} \frac{1}{1+\frac{\alpha^{2}-\beta^{2}}{x^{2}+\beta^{2}}} \frac{2 x}{\left(x^{2}+\beta^{2}\right)^{2}} e^{-2 \pi i \xi x} d x \\
& =\frac{\beta^{2}-\alpha^{2}}{2 \pi i \xi} \int_{\mathbb{R}} \frac{2 x}{\left(x^{2}+\alpha^{2}\right)\left(x^{2}+\beta^{2}\right)} e^{-2 \pi i \xi x} d x
\end{align*}
$$

Using residue theory, we get that

$$
\begin{align*}
\int_{\mathbb{R}} \frac{2 x}{\left(x^{2}+\alpha^{2}\right)\left(x^{2}+\beta^{2}\right)} e^{-2 \pi i \xi x} d x & =2 \pi i(\operatorname{Res}(f, i \alpha)+\operatorname{Res}(f, i \beta)) \\
& =2 \pi i\left(\frac{2 i \beta}{2 i \beta\left(\alpha^{2}-\beta^{2}\right)} e^{2 \pi \beta \xi}+\frac{2 i \alpha}{2 i \alpha\left(\beta^{2}-\alpha^{2}\right)} e^{2 \pi \alpha \xi}\right) \tag{A.14}
\end{align*}
$$

for $\xi<0$. When we put it all together, we get

$$
\begin{equation*}
\int_{\mathbb{R}} \log \left(\frac{x^{2}+\alpha^{2}}{x^{2}+\beta^{2}}\right) e^{-2 \pi i \xi x} d x=\frac{e^{-2 \pi \beta|\xi|}-e^{-2 \pi \alpha|\xi|}}{|\xi|} \tag{A.15}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{\mathbb{R}} \log \left(1+\frac{D_{j}^{2}}{x^{2}}\right) e^{-2 \pi i \xi x} d x=\frac{1-e^{-2 \pi D_{j}|\xi|}}{2 \pi|\xi|}, \quad j=1,2 \tag{A.16}
\end{equation*}
$$

and

$$
\begin{align*}
\frac{1}{2 \pi} \int_{\mathbb{R}}\left(\log \left(\frac{x^{2}+4 a^{2}}{x^{2}+\left(2 a+D_{2}\right)^{2}}\right)\right. & \left.-\log \left(\frac{x^{2}+\left(2 a+D_{1}\right)^{2}}{x^{2}+\left(2 a+D_{1}+D_{2}\right)^{2}}\right)\right) e^{-2 \pi i \xi x} d x  \tag{A.17}\\
& =-e^{-4 \pi a|\xi|} \frac{\left(1-e^{-2 \pi D_{1}|\xi|}\right)\left(1-e^{-2 \pi D_{2}|\xi|}\right)}{2 \pi|\xi|}
\end{align*}
$$

Finally,

$$
\begin{aligned}
& \frac{1}{\pi} \int_{\mathbb{R}} e^{-2 \pi i \xi x} \arctan \left(\frac{\alpha}{x}\right) d x=-\frac{2 i}{\pi} \int_{0}^{\infty} \sin (2 \pi \xi x) \arctan \left(\frac{\alpha}{x}\right) d x \\
& \quad=-\frac{2 i}{\pi}\left(-\left.\frac{1}{2 \pi \xi} \cos (2 \pi \xi x) \arctan \left(\frac{\alpha}{x}\right)\right|_{0} ^{\infty}-\frac{\alpha}{2 \pi \xi} \int_{0}^{\infty} \cos (2 \pi \xi x) \frac{1}{\alpha^{2}+x^{2}} d x\right) \\
& 18)=-i \frac{1-e^{-2 \pi|\xi| \alpha}}{2 \pi \xi} .
\end{aligned}
$$

Therefore

$$
\begin{align*}
& \frac{1}{\pi} \int_{\mathbb{R}} e^{-2 \pi i \xi x}\left(\arctan \left(\frac{2 a+D_{1}}{x}\right)-\arctan \left(\frac{2 a}{x}\right)\right.  \tag{A.19}\\
& \\
& \left.\quad-\arctan \left(\frac{2 a+D_{1}+D_{2}}{x}\right)+\arctan \left(\frac{2 a+D_{2}}{x}\right)\right) d x \\
& =-i e^{-4 \pi a|\xi|} \frac{\left(1-e^{-2 \pi|\xi| D_{1}}\right)\left(1-e^{-2 \pi|\xi| D_{2}}\right)}{2 \pi \xi}
\end{align*}
$$

Thus, the stray field energy can be written in Fourier space as

$$
\begin{align*}
\frac{2}{\mu_{0} M_{s}^{2}} E_{s}= & D_{1} \int_{\mathbb{R}}{\widehat{u_{1}}}^{2}(\xi)\left(1-\frac{1-e^{-2 \pi D_{1}|\xi|}}{2 \pi D_{1}|\xi|}\right) d \xi+D_{1} \int_{\mathbb{R}}{\widehat{v_{1}}}^{2}(\xi) \frac{1-e^{-2 \pi D_{1}|\xi|}}{2 \pi D_{1}|\xi|} d \xi  \tag{A.20}\\
& +D_{2} \int_{\mathbb{R}}{\widehat{u_{2}}}^{2}(\xi)\left(1-\frac{1-e^{-2 \pi D_{2}|\xi|}}{2 \pi D_{2}|\xi|}\right) d \xi+D_{2} \int_{\mathbb{R}}{\widehat{v_{2}}}^{2}(\xi) \frac{1-e^{-2 \pi D_{2}|\xi|}}{2 \pi D_{2}|\xi|} d \xi \\
& +\int_{\mathbb{R}}\left(\widehat{u_{1}}(\xi) \overline{\widehat{u_{2}}}(\xi)-\widehat{v_{1}}(\xi) \widehat{\widehat{v_{2}}}(\xi)\right) e^{-4 \pi a|\xi|} \frac{\left(1-e^{-2 \pi D_{1}|\xi|}\right)\left(1-e^{-2 \pi D_{2}|\xi|}\right)}{2 \pi|\xi|} d \xi \\
& -i \int_{\mathbb{R}}\left(\widehat{v_{1}}(\xi) \overline{\widehat{u_{2}}}(\xi)-\widehat{u_{1}}(\xi) \widehat{\widehat{v_{2}}}(\xi)\right) e^{-4 a \pi|\xi|} \frac{\left(1-e^{-2 \pi D_{1}|\xi|}\right)\left(1-e^{-2 \pi D_{2}|\xi|}\right)}{2 \pi \xi} d \xi
\end{align*}
$$

Note that the interaction between the layers decays exponentially with the spacer distance.

In this one-dimensional setting, the Landau-Lifshitz energy for a double layer reduces to
$F\left[\mathbf{m}_{1}, \mathbf{m}_{2}\right]=\frac{K_{u} D_{1}}{2} \int_{\mathbb{R}}\left(u_{1}^{2}+v_{1}^{2}\right) d x+\frac{A D_{1}}{2} \int_{\mathbb{R}}\left|\mathbf{m}_{1}^{\prime}\right|^{2} d x$

$$
\begin{equation*}
+\frac{D_{1} \mu_{0} M_{s}^{2}}{2} \int_{\mathbb{R}} u_{1}^{2} d x-\frac{D_{1} \mu_{0} M_{s}^{2}}{2} \int_{\mathbb{R}} u_{1}\left(\Gamma_{D_{1}} * u_{1}\right) d x+\frac{D_{1} \mu_{0} M_{s}^{2}}{2} \int_{\mathbb{R}} v_{1}\left(\Gamma_{D_{1}} * v_{1}\right) d x \tag{A.21}
\end{equation*}
$$

$$
+\frac{K_{u} D_{2}}{2} \int_{\mathbb{R}}\left(u_{2}^{2}+v_{2}^{2}\right) d x+\frac{A D_{2}}{2} \int_{\mathbb{R}}\left|\mathbf{m}_{2}^{\prime}\right|^{2} d x
$$

$$
+\frac{D_{2} \mu_{0} M_{s}^{2}}{2} \int_{\mathbb{R}} u_{2}^{2} d x-\frac{D_{2} \mu_{0} M_{s}^{2}}{2} \int_{\mathbb{R}} u_{2}\left(\Gamma_{D_{2}} * u_{2}\right) d x+\frac{D_{2} \mu_{0} M_{s}^{2}}{2} \int_{\mathbb{R}} v_{2}\left(\Gamma_{D_{2}} * v_{2}\right) d x
$$

$$
+\frac{D_{1} D_{2} \mu_{0} M_{s}^{2}}{2} \int_{\mathbb{R}} u_{1}\left(u_{2} * \Theta_{a, D_{1}, D_{2}}\right)-v_{1}\left(v_{2} * \Theta_{a, D_{1}, D_{2}}\right) d x
$$

$$
+\frac{D_{1} D_{2} \mu_{0} M_{s}^{2}}{2} \int_{\mathbb{R}} v_{1}\left(u_{2} * \Psi_{a, D_{1}, D_{2}}\right)-u_{1}\left(v_{2} * \Psi_{a, D_{1}, D_{2}}\right) d x
$$

where

$$
\begin{align*}
& \Gamma_{i}(x)=\frac{1}{2 \pi D_{i}} \log \left(1+\frac{D_{i}^{2}}{x^{2}}\right), \quad i=1,2 \\
& \Theta_{a, D_{1}, D_{2}}(x)=\frac{1}{2 D_{1} D_{2} \pi}\left(\log \left(\frac{x^{2}+\left(2 a+D_{1}\right)^{2}}{x^{2}+\left(2 a+D_{1}+D_{2}\right)^{2}}\right)-\log \left(\frac{x^{2}+4 a^{2}}{x^{2}+\left(2 a+D_{2}\right)^{2}}\right)\right), \\
& \Psi_{a, D_{1}, D_{2}}(x)=\frac{1}{D_{1} D_{2} \pi}\left(\arctan \left(\frac{2 a+D_{1}}{x-s}\right)-\arctan \left(\frac{2 a}{x-s}\right)\right. \\
&\left.\begin{array}{l}
\text { (A.22) }
\end{array} \quad-\arctan \left(\frac{2 a+D_{1}+D_{2}}{x-s}\right)+\arctan \left(\frac{2 a+D_{2}}{x-s}\right)\right) \tag{A.22}
\end{align*}
$$

and in Fourier space

$$
\begin{align*}
\widehat{\Gamma}_{D_{j}}(\xi) & =\frac{1-e^{-2 \pi D_{j}|\xi|}}{2 \pi D_{j}|\xi|}, \quad j=1,2 \\
\widehat{\Theta}_{a, D_{1}, D_{2}}(\xi) & =e^{-4 \pi a|\xi|} \frac{\left(1-e^{-2 \pi D_{1}|\xi|}\right)\left(1-e^{-2 \pi D_{2}|\xi|}\right)}{2 \pi D_{1} D_{2}|\xi|} \\
\widehat{\Psi}_{a, D_{1}, D_{2}}(\xi) & =i e^{-4 \pi a|\xi|} \frac{\left(1-e^{-2 \pi D_{1}|\xi|}\right)\left(1-e^{-2 \pi D_{2}|\xi|}\right)}{2 \pi D_{1} D_{2} \xi} \tag{A.23}
\end{align*}
$$

To write the energy in dimensionless variables, we define $x=l x^{\prime}$, $a=l \alpha, D_{1}=l \delta_{1}$, and $D_{2}=l \delta_{2}$, where $l=\sqrt{A /\left(\mu_{0} M_{s}^{2}\right)}$. Define also $q=K_{u} /\left(\mu_{0} M_{s}^{2}\right)$. Performing this change of variables and dropping the prime in $x^{\prime}$, we obtain

$$
\text { (A.24) } \begin{aligned}
\frac{1}{D_{1} \sqrt{\mu_{0} M_{s}^{2} A}} F\left[\mathbf{m}_{1}, \mathbf{m}_{2}\right]= & \frac{q}{2} \int_{\mathbb{R}}\left(u_{1}^{2}+v_{1}^{2}\right) d x+\frac{1}{2} \int_{\mathbb{R}}\left|\mathbf{m}_{1}^{\prime}\right|^{2} d x \\
& +\frac{1}{2} \int_{\mathbb{R}} u_{1}^{2} d x-\frac{1}{2} \int_{\mathbb{R}} u_{1}\left(\Gamma_{\delta_{1}} * u_{1}\right) d x \\
& +\frac{1}{2} \int_{\mathbb{R}} v_{1}\left(\Gamma_{\delta_{1}} * v_{1}\right) d x+\frac{q \delta_{2}}{2 \delta_{1}} \int_{\mathbb{R}}\left(u_{2}^{2}+v_{2}^{2}\right) d x \\
& +\frac{\delta_{2}}{2 \delta_{1}} \int_{\mathbb{R}}\left|\mathbf{m}_{2}^{\prime}\right|^{2} d x+\frac{\delta_{2}}{2 \delta_{1}} \int_{\mathbb{R}} u_{2}^{2} d x \\
& -\frac{\delta_{2}}{2 \delta_{1}} \int_{\mathbb{R}} u_{2}\left(\Gamma_{\delta_{2}} * u_{2}\right) d x+\frac{\delta_{2}}{2 \delta_{1}} \int_{\mathbb{R}} v_{2}\left(\Gamma_{\delta_{2}} * v_{2}\right) d x \\
& +\frac{\delta_{2}}{2} \int_{\mathbb{R}} u_{1}\left(u_{2} * \Theta_{\alpha, \delta_{1}, \delta_{2}}\right)-v_{1}\left(v_{2} * \Theta_{\alpha, \delta_{1}, \delta_{2}}\right) d x \\
& +\frac{\delta_{2}}{2} \int_{\mathbb{R}} v_{1}\left(u_{2} * \Psi_{\alpha, \delta_{1}, \delta_{2}}\right)-u_{1}\left(v_{2} * \Psi_{\alpha, \delta_{1}, \delta_{2}}\right) d x .
\end{aligned}
$$

Appendix B. Validity range for the upper bound. In order to estimate the value of $q_{0}$ in (2.18), we need to study the stray field (2.17). Define

$$
\begin{equation*}
\eta=\frac{2 \delta|\xi| \sqrt{q}}{\pi} \tag{B.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta=\frac{\alpha}{\delta} \tag{B.2}
\end{equation*}
$$

We need to study the Taylor series of

$$
\begin{equation*}
\phi(\eta)=1-\frac{1-e^{-\eta}}{\eta}-\frac{1}{2} e^{-2 \beta \eta} \frac{\left(1-e^{-\eta}\right)^{2}}{\eta} \tag{B.3}
\end{equation*}
$$

Using the Taylor polynomials of $e^{-\eta}$ and $e^{-2 \beta \eta}$, we obtain

$$
\begin{align*}
& \phi(\eta)=\left(\frac{1}{3}+\beta\right) \eta^{2}+\eta^{3}\left(\frac{e^{-\eta_{1}}}{4!}-\beta^{2} e^{-2 \beta \eta_{3}}-\beta e^{-2 \beta \eta_{4}}\right.  \tag{B.4}\\
&\left.-\frac{e^{-2 \beta \eta}}{2}\left(\frac{1}{4}+\frac{1}{3} e^{-\eta_{2}}-\frac{\eta}{3!} e^{-\eta_{2}}+\frac{\eta^{2}}{36} e^{-2 \eta_{2}}\right)\right)
\end{align*}
$$

where $\eta_{k} \in[0, \eta]$ for $k=1,2,3,4$. Using (B.4), (B.1), and (B.2) in (2.17), we obtain

$$
\begin{align*}
E_{s} \leq & \frac{2 \delta \sqrt{q}}{3}\left(\frac{\delta}{3}+\alpha\right)+\frac{8 \delta^{3} q}{\pi^{3}}\left(\frac{1}{3}+\frac{\alpha^{2}}{\delta^{2}}+\frac{\alpha}{\delta}\right) \int|\xi|^{3} \operatorname{sech}^{2}(\xi) d \xi  \tag{B.5}\\
& +\frac{4 \delta^{4} q^{3 / 2}}{3 \pi^{4}} \int|\xi|^{4} \operatorname{sech}^{2}(\xi) d \xi+\frac{4 \delta^{5} q^{2}}{9 \pi^{5}} \int|\xi|^{5} \operatorname{sech}^{2}(\xi) d \xi
\end{align*}
$$

Estimate (2.20) holds for

$$
\begin{align*}
& q_{0} \leq \min \left\{M, \frac{4}{9}\left(\frac{\delta}{3}+\alpha\right)^{2}\left[\frac{8}{\pi^{3}}\left(\frac{\delta^{2}}{3}+\alpha^{2}+\delta \alpha\right) \int|\xi|^{3} \operatorname{sech}^{2}(\xi) d \xi\right.\right. \\
&  \tag{B.6}\\
& \left.\left.\quad+\frac{4 \delta^{3} M^{1 / 2}}{3 \pi^{4}} \int|\xi|^{4} \operatorname{sech}^{2}(\xi) d \xi+\frac{4 \delta^{4} M^{3 / 2}}{9 \pi^{5}} \int|\xi|^{5} \operatorname{sech}^{2}(\xi) d \xi\right]^{-2}\right\}
\end{align*}
$$

where $M>0$ is arbitrary.
Note that as $\alpha \rightarrow \infty, q_{0} \rightarrow 0$. This is consistent with the fact that as $\alpha \rightarrow \infty$, the layers are decoupled, and we recover the Néel wall energy for a single layer, for which the upper bound is not (2.20) but (1.7).
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#### Abstract

Concentration gradients of morphogens are known to be instrumental in cell signaling and tissue patterning. Of interest here is how the presence of a competitor of BMP ligands affects cell signaling. The effects of Sog on the binding of Dpp with cell receptors are analyzed for dorsal-ventral morphogen gradient formation in vertebrate and Drosophila embryos. This prototype system includes diffusing ligands, degradation of morphogens, and cleavage of Dpp-Sog complexes by Tolloid to free up Dpp. Simple and biologically meaningful necessary and sufficient conditions for the existence of a steady state gradient configuration are established, and existence theorems are proved. For high Sog production rates (relative to the Dpp production rate), it is found that the steady state configuration exhibits a more intense Dpp-receptor concentration near the dorsal midline. Numerical simulations of the evolution of the system show that, beyond some threshold Sog production rate, the transient Dppreceptor concentration at the dorsal midline would become more intense than that of the steady state, before subsiding and approaching a nonuniform steady state of lower magnitude. The magnitude of the transient concentration has been found to increase by several fold with increasing Sog production rate. The highly intense Dpp activity at and around the dorsal midline is consistent with available experimental observations and other analytical studies.
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1. Introduction. The proper functioning of tissues and organs requires that each cell differentiate appropriately for its position. In many cases, the positional information that instructs cells about their prospective fate is conveyed by concentration gradients of morphogens bound to cell receptors. Morphogens are signaling molecules that, when bound to cell receptors, assign different cell fates at different concentrations [1], [2]. Morphogen action is of special importance in understanding development because it is a highly efficient way for a population of uncommitted cells in an embryo to create complex patterns of gene expression in space. This role of morphogens has been the prevailing thought in tissue patterning for over half a century, but only recently have there been sufficient experimental data and adequate analytical studies for us to begin to understand how various useful morphogen concentration gradients are formed [3], [4].

Dorsal-ventral (back-to-belly) patterning in vertebrate and Drosophila (fruit fly) embryos is now known to be regulated by bone morphogenetic proteins (BMP). The BMP activity is controlled mainly by several secreted factors including the antagonists chordin and short gastrulation (Sog). In Drosophila, seven zygotic genes have been proposed to regulate dorsal-ventral patterning. Among them, decapentaplegic (Dpp) encodes BMP homologues that promote dorsal cell fates such as amnioserosa and inhibits development of the ventral central nervous system. The chordin homologue

[^114]Sog is expressed ventrally and promotes central nervous system development. The phenotype of Sog loss-of-function mutants is intriguing; as expected for a Dpp antagonist, ventral structures are lost but, in addition, the amnioserosa is reduced. This result is paradoxical, as the amnioserosa is the dorsal-most tissue, and thus apparently a BMP antagonist is required for maximal BMP signaling [5], [6], [7], [8].

In principle, morphogen concentration gradients can be generated through the production of morphogens at particular sources, followed by their diffusion and degradation in appropriate regions [4], [9], [10], [11], [12]. In the above Dpp/Sog system, the production of Dpp is pretty much uniform in the dorsal region and absent in the ventral region, while the opposite is true for Sog. However, the Dpp activity has a sharp peak around the midline of the dorsal region in the presence of its "inhibitor" Sog. Mutation of Sog results in a reduction and a broadening of Dpp activity around the midline of the dorsal region. As the system contains many variables, the question of what leads to a sharp concentration peak is difficult to tackle by traditional experimental means.

Recently, Eldar et al. [13] studied a more complex morphogen system that includes the effects of Sog (and other morphogens) on Dpp activities. By performing massive computer calculations to search for molecular networks that support robustness, they found that the presence of the BMP inhibitor Sog stimulates intense Dpp activity at the dorsal midline resulting in highly nonuniform Dpp-receptor concentration in space for the the patterning process. They also showed that the Dpp concentration gradient itself is robust to changes in gene dosage. Two conditions were stipulated in their model to produce agreement with experimentally observed gradient formation. First, the steady state of the system is achieved by shutting off the production of Dpp through setting the production rate to zero 10 minutes after the initiation of the system [14], and there is no degradation of Dpp-receptor complex in the model. Second, the model requires immobility of free Dpp molecules; i.e., Dpp does not diffuse, but diffusion of the Dpp-Sog complexes and other ligands can occur.

For formation of morphogen gradients in a wing imaginal disc (a structure in the larva that will become the wing of the adult fly), Lander, Nie, and Wan [4] and Lou, Nie, and Wan [9] have demonstrated the important biological roles of diffusion for Dpp, and degradation for the Dpp-receptor complex. Without degradation, the steady state of the system is not achievable unless ligand production is shut off after a while, as in [14]. Eldar et al., in a recent paper [15], have also studied how degradation of ligand affects robustness of morphogen gradients. Most recently, the diffusion coefficient of Dpp has been measured in vivo using FCS (fluorescence correlation spectroscopy) techniques [16], and it was found that the magnitude of diffusion coefficient for Dpp is close to the magnitude of the diffusion coefficient for the Dpp-Sog complex used in [14] and hence not negligible.

Given the rather special restrictions on the Dpp/Sog system in [13] and [14], it is desirable to investigate the possibility of an alternative and simpler known biological mechanism for the generation of the intense Dpp activities around the dorsal midline. In this paper, we will extend the dynamic Dpp/Sog system formulated in [17] for morphogen activities in dorsal-ventral patterning by allowing for diffusion of ligands, degradation of the morphogens, and the cleavage of Dpp-Sog complexes by the enzyme Tolloid to free up a fraction $\tau$ of Dpp and to degrade part of Sog.

In this study, we will establish a biologically meaningful necessary and sufficient condition for the existence of a steady state. This condition requires a balance of the production of ligands, strength of degradation, and rate of cleavage of Dpp-Sog complex by Tolloid, with no restrictions on the diffusion coefficients of the ligands.


$$
\begin{aligned}
& {[L]+[R] \underset{K_{\text {off }}}{\stackrel{K_{\text {on }}}{\rightleftharpoons}}[L R] \xrightarrow{K_{\text {deg }}} \underset{\text { products }}{\text { degradation }}} \\
& {[L]+[S] \stackrel{J_{\text {off }}}{\stackrel{J_{o n}}{\rightleftharpoons}}[L S] \xrightarrow{J_{d e g}}\left\{\begin{array}{l}
{[L]\left(\mathrm{w} / \text { rate } \tau J_{d g g}\right)} \\
\begin{array}{l}
\text { degradation } \\
\text { products }
\end{array}
\end{array}\right.}
\end{aligned}
$$

Fig. 1. Cross section of a Drosophila embryo, and the reaction schemes with rate constants.

To gain insight into the dependence of the morphogen activities on various biological parameters, we will obtain a perturbation solution of the steady state gradients with a biologically relevant assumption that the Sog production rate is high compared to that of Dpp [13], [14]. The solution indicates that the requirement for complete immobility of Dpp is not necessary for a biologically realistic Dpp-receptor gradient that is intense in Dpp activity at the dorsal midline. Finally, we will perform numerical simulations for the dynamics of the system. It is found that the cleavage of Sog-Dpp complex by Tolloid produces a transient peak of the Dpp-receptor concentration around the dorsal midline that is significantly stronger than the corresponding concentration at the steady state. The dependence of the peak on various biological parameters, including Sog production rate and diffusion coefficients, is also investigated. The overall features of the various concentrations of the model are consistent with experimental observations [5], [6], [7], [8]. A more complete model including more biological components and its comparison with new experiments on robustness of morphogen gradients will be presented in a separate paper [18].
2. Mathematical formulation. For an analytical and computational study of the biological phenomenon of interest, a system of partial differential equations and auxiliary conditions is formulated to capture the essential features of the dynamics of the two interacting morphogens. This approach was first applied to study the development of the Drosophila wing imaginal disc [19], [20], [4]. The three basic biological processes involving Dpp in the wing disc are diffusion for free Dpp molecules, their reversible binding with receptors, and degradation of the bound Dpp. The main purpose was to investigate the role of diffusion in the formation of a Dpp-receptor concentration gradient in the wing disc. That system was extended to include the effect of Sog on Dpp activities in a dorsal-ventral configuration [17] in an embryo, with the cleavage of Dpp-Sog complexes by Tolloid implicitly incorporated into the system through the complete recovery of Dpp after cleavage (while the Sog components degrade completely). The cleavage-recovery phenomenon has been suggested by previous experimental studies [21], [22]. Here we consider an even more general system than that in [17] by allowing fractional recovery through the fraction parameter $\tau$, $0 \leq \tau \leq 1$, with $\tau=1$ corresponding to complete recovery.

The setting for dorsal-ventral patterning in a Drosophila embryo during development is different and more complex than that considered in [4]. As shown in the sketch of the dorsal-ventral cross section of the embryo in Figure 1, Dpp is produced only in the dorsal region (with the rate $v_{L}(x)$ ), while Sog is produced only in the ventral region (with the rate $v_{S}(x)$ ). For a one-dimensional study of the dynamics of Sog and Dpp in the presence of cell receptors, we have idealized the dorsal-ventral an-
nular cross-section of the embryo as a ring and introduced an artificial cut of the ring at the ventral midline to map the cut ring onto the line segment $\left[-X_{\max }, X_{\max }\right]$, with $X=0$ corresponding to the dorsal midline. Let $[\mathrm{L}],[\mathrm{S}],[\mathrm{LS}],[\mathrm{LR}]$ denote the concentrations of Dpp, Sog, Dpp-Sog complexes, and Dpp bound to receptors, respectively. The first three diffuse with coefficients of diffusion $D_{L}, D_{S}$, and $D_{L S}$, respectively, while the concentration for the immobile and undegradable receptor is fixed at $R_{0}$ and uniformly distributed in $\left[-X_{\max }, X_{\max }\right]$. The system of equations governing the morphogen dynamics of such a system consists of the following four coupled second order differential equations, three of them being nonlinear partial differential equations (PDE) of the reaction-diffusion type:

$$
\begin{align*}
\frac{\partial[\mathrm{L}]}{\partial T}= & D_{\mathrm{L}} \frac{\partial^{2}[\mathrm{~L}]}{\partial X^{2}}-K_{\mathrm{on}}[\mathrm{~L}]\left(R_{0}-[\mathrm{LR}]\right)-J_{\mathrm{on}}[\mathrm{~L}][\mathrm{S}] \\
& +K_{\mathrm{off}}[\mathrm{LR}]+\left(J_{\mathrm{off}}+\tau J_{\mathrm{deg}}\right)[\mathrm{LS}]+v_{L}(X),  \tag{1}\\
\frac{\partial[\mathrm{LR}]}{\partial T}= & K_{\mathrm{on}}[\mathrm{~L}]\left(R_{0}-[\mathrm{LR}]\right)-\left(K_{\mathrm{off}}+K_{\mathrm{deg}}\right)[\mathrm{LR}],  \tag{2}\\
\frac{\partial[\mathrm{LS}]}{\partial T}= & D_{\mathrm{LS}} \frac{\partial^{2}[\mathrm{LS}]}{\partial X^{2}}+J_{\mathrm{on}[\mathrm{~L}][\mathrm{S}]-}\left(J_{\mathrm{off}}+J_{\mathrm{deg}}\right)[\mathrm{LS}],  \tag{3}\\
\frac{\partial[\mathrm{S}]}{\partial T}= & D_{\mathrm{S}} \frac{\partial^{2}[\mathrm{~S}]}{\partial X^{2}}-J_{\mathrm{on}}[\mathrm{~L}][\mathrm{S}]+J_{\mathrm{off}}[\mathrm{LS}]+v_{S}(X) \tag{4}
\end{align*}
$$

for $-X_{\max }<X<X_{\max }$ and $T>0$. The coefficients $\left\{K_{o n}, J_{o n}\right\}$, $\left\{K_{o f f}, J_{o f f}\right\}$, $\left\{K_{\text {deg }}, J_{\text {deg }}\right\}$ are the binding rate constants, the off rate constants, and the degradation rate constants of Dpp and Sog, respectively. With the morphogen activities symmetric about the ventral (as well as dorsal) midline, we must have the following symmetry (no flux) conditions at the two ends of the solution domain:

$$
X= \pm X_{\max }: \frac{\partial[L]}{\partial X}=\frac{\partial[L S]}{\partial X}=\frac{\partial[S]}{\partial X}=0 .
$$

The number of independent parameters may be reduced by suitable normalization. Let

$$
\begin{gather*}
x=\frac{X}{X_{\max }}, \quad t=\frac{D_{0} T}{X_{\text {max }}^{2}},  \tag{5}\\
\left\{h_{L}, h_{L S}\right\}=\frac{X_{\text {max }}^{2} R_{0}}{D_{0}}\left\{K_{o n}, J_{o n}\right\},  \tag{6}\\
\left\{f_{L}, f_{L S}, g_{L}, g_{L S}\right\}=\frac{X_{\text {max }}^{2}}{D_{0}}\left\{K_{o f f}, J_{o f f}, K_{\text {deg }}, J_{\text {deg }}\right\},  \tag{7}\\
\left\{V_{L}(x), V_{S}(x)\right\}=\frac{X_{\text {max }}^{2}}{R_{0} D_{0}}\left\{v_{L}(X), v_{S}(X)\right\},  \tag{8}\\
\left\{\rho_{L}, \rho_{S}, \rho_{L S}\right\}=\left\{\frac{D_{L}}{D_{0}}, \frac{D_{L S}}{D_{0}}, \frac{D_{S}}{D_{0}}\right\},  \tag{9}\\
\{A, B, C, D\}=\left\{\frac{[\mathrm{L}]}{R_{0}}, \frac{[\mathrm{LR}]}{R_{0}}, \frac{[\mathrm{LS}]}{R_{0}}, \frac{[\mathrm{~S}]}{R_{0}}\right\} . \tag{10}
\end{gather*}
$$

In these relations, it would seem natural to choose the normalizing diffusion coefficient $D_{0}$ to be the maximum of the three diffusion coefficients. However, it turns out to be more appropriate to choose $D_{0}=D_{S}$ to facilitate an appreciation of the implication of the solution. At this time, we will leave $D_{0}$ unspecified, but will see in section 4 why it is expeditious to specify it as $D_{S}$. In terms of these normalized quantities, (1)-(4) may be written as

$$
\begin{gather*}
A_{, t}=\rho_{L} A_{, x x}-h_{L} A(1-B)-h_{L S} A D+f_{L} B+\left(f_{L S}+\tau g_{L S}\right) C+V_{L}(x)  \tag{11}\\
B_{, t}=h_{L} A(1-B)-\left(f_{L}+g_{L}\right) B  \tag{12}\\
C_{, t}=\rho_{L S} C_{, x x}+h_{L S} A D-\left(f_{L S}+g_{L S}\right) C  \tag{13}\\
D_{, t}=\rho_{S} D_{, x x}-h_{L S} A D+f_{L S} C+V_{S}(x) \tag{14}
\end{gather*}
$$

for $-1<x<1$ and $t>0$, with ()$_{, z}=\partial() / \partial z$ for the temporal and spatial derivatives of the dependent variables $A, B, C, D$.
3. Existence of steady state solutions. In this section, we examine the existence of time-independent (or steady state) solutions of the system (11)-(14) subject to the no flux conditions at the two end points, which can now be written in terms of the normalized unknowns as

$$
\begin{equation*}
x= \pm 1: \quad A_{, x}=C_{, x}=D_{, x}=0 \quad(t>0) \tag{15}
\end{equation*}
$$

With the steady state solution independent of time, (12) becomes an algebraic equation and can be solved for B in terms of A :

$$
\begin{equation*}
B=\frac{A}{\alpha_{L}+A}, \quad \alpha_{L}=\frac{g_{L}+f_{L}}{h_{L}} \tag{16}
\end{equation*}
$$

The expression for $B$ is then used to eliminate it from (11), leaving the following three simultaneous equations for the three unknowns $A, C$, and $D$ :

$$
\begin{gather*}
\rho_{L} A_{, x x}-\frac{g_{L} h_{L} A}{f_{L}+g_{L}+h_{L} A}-h_{L S} A D+\left(f_{L S}+\tau g_{L S}\right) C+V_{L}=0  \tag{17}\\
\rho_{L S} C_{, x x}+h_{L S} A D-\left(f_{L S}+g_{L S}\right) C=0  \tag{18}\\
\rho_{S} D_{, x x}-h_{L S} A D+f_{L S} C+V_{S}=0 \tag{19}
\end{gather*}
$$

for $-1<x<1$ subject to the boundary conditions (15).
Throughout this section we assume the following:
(A1) $f_{L}, f_{L S}, g_{L}, g_{L S}, h_{L}$, and $h_{L S}$ are continuous positive functions in $[-1,1]$; $\rho_{L}, \rho_{L S}$, and $\rho_{S}$ are positive constants; $V_{S}, V_{L}$ are nonnegative integrable functions that satisfy $\int_{-1}^{1} V_{L}>0$ and $\int_{-1}^{1} V_{S}>0$; and $\tau$ is a constant satisfying $0 \leq \tau \leq 1$.

If $V_{L}(x)$ and $V_{S}(x)$ are continuous, we seek a classical solution of (15)-(19); i.e., $A, C$, and $D$ are twice continuously differentiable in $[-1,1]$ that satisfy (15)-(19).

Theorem 3.1. Suppose that (A1) holds and $V_{L}, V_{S}$ are continuous in $[-1,1]$. Then (15)-(19) has a positive classical solution if and only if both of the following inequalities hold:

$$
\begin{gather*}
\int_{-1}^{1} V_{L}(x) d x>(1-\tau) \int_{-1}^{1} V_{S}(x) d x  \tag{20}\\
\int_{-1}^{1} V_{L}(x) d x<(1-\tau) \int_{-1}^{1} V_{S}(x) d x+\int_{-1}^{1} g_{L}(x) d x . \tag{21}
\end{gather*}
$$

Since $\int_{-1}^{1} V_{L}(x)>0$, the first condition is trivially satisfied for $\tau=1$ (full recovery of Dpp), and the second is a distributed version of the necessary and sufficient condition for existence in [9], [10], [11], [12] (that the Dpp production rate must be slower than the degradation rate of the Dpp-receptor complexes). For $0 \leq \tau<1$, these two conditions may be combined to give a similar condition on a nonnegative "effective" Dpp production rate $\left[V_{L}-(1-\tau) V_{S}\right]$ (see section 5).

Lemma 3.2. If (15)-(19) has a positive classical solution, then (20) and (21) must hold.

Proof. Adding up (17) and (18) and integrating over $[-1,1]$, we obtain with the help of (15)

$$
\begin{equation*}
\int_{-1}^{1} V_{L}=\int_{-1}^{1} \frac{g_{L} h_{L} A}{f_{L}+g_{L}+h_{L} A}+(1-\tau) \int_{-1}^{1} g_{L S} C \tag{22}
\end{equation*}
$$

Similarly, adding up (18) and (19) and integrating over $[-1,1]$, we get

$$
\begin{equation*}
\int_{-1}^{1} g_{L S} C=\int_{-1}^{1} V_{S} \tag{23}
\end{equation*}
$$

It follows from (22) and (23) that

$$
\begin{equation*}
\int_{-1}^{1} V_{L}=\int_{-1}^{1} \frac{g_{L} h_{L} A}{f_{L}+g_{L}+h_{L} A}+(1-\tau) \int_{-1}^{1} V_{S} \tag{24}
\end{equation*}
$$

For $A>0$ in $[-1,1]$, we have

$$
\begin{equation*}
0<\int_{-1}^{1} \frac{g_{L} h_{L} A}{f_{L}+g_{L}+h_{L} A}<\int_{-1}^{1} g_{L} \tag{25}
\end{equation*}
$$

which along with (24) implies (20)-(21).
In view of Lemma 3.2, we'll assume that (20)-(21) holds for the rest of this subsection. Our goal is to show that if $V_{L}$ and $V_{S}$ are continuous, then the condition (20)-(21) implies that (15)-(19) has at least a positive classical solution. The idea is to introduce some parameter $\lambda$ and consider the following system of equations:

$$
\begin{align*}
& \rho_{L} \tilde{A}_{, x x}+\lambda F_{1}(x, \tilde{A}, \tilde{C}, \tilde{D})=0, \quad-1<x<1  \tag{26}\\
& \rho_{L S} \tilde{C}_{, x x}+\lambda F_{2}(x, \tilde{A}, \tilde{C}, \tilde{D})=0, \quad-1<x<1 \tag{27}
\end{align*}
$$

$$
\begin{gather*}
\rho_{S} \tilde{D}_{, x x}+\lambda F_{3}(x, \tilde{A}, \tilde{C}, \tilde{D})=0, \quad-1<x<1  \tag{28}\\
\tilde{A}_{, x}=\tilde{C}_{, x}=\tilde{D}_{, x}=0 \quad \text { at } x=-1,1 \tag{29}
\end{gather*}
$$

where $\lambda \in(0,1]$ and $F_{i}(i=1,2,3)$ is given by

$$
\begin{gather*}
F_{1}(x, \tilde{A}, \tilde{C}, \tilde{D})=-\frac{g_{L} h_{L} \tilde{A}}{f_{L}+g_{L}+h_{L} \tilde{A}}-h_{L S} \tilde{A} \tilde{D}+\left(f_{L S}+\tau g_{L S}\right) C+V_{L}  \tag{30}\\
F_{2}(x, \tilde{A}, \tilde{C}, \tilde{D})=h_{L S} \tilde{A} \tilde{D}-\left(f_{L S}+g_{L S}\right) \tilde{C}  \tag{31}\\
F_{3}(x, \tilde{A}, \tilde{C}, \tilde{D})=-h_{L S} \tilde{A} \tilde{D}+f_{L S} \tilde{C}+V_{S} \tag{32}
\end{gather*}
$$

We establish some a priori estimates for nonnegative classical solutions of (26)(29).

Lemma 3.3. Let $(\tilde{A}, \tilde{C}, \tilde{D})$ be any nonnegative classical solution of (26)-(29). If $\lambda>0$, then $\tilde{A}(x)>0, \tilde{C}(x)>0$, and $\tilde{D}(x)>0$ for every $x \in[-1,1]$.

Proof. Similar to (23) we have $\int_{-1}^{1} g_{L S} \tilde{C}=\int_{-1}^{1} V_{S}$. Hence $\tilde{C} \geq 0, \tilde{C} \not \equiv 0$. By (27) and (31) we have

$$
\begin{equation*}
-\rho_{L S} \tilde{C}_{, x x}+\lambda\left(f_{L S}+g_{L S}\right) \tilde{C}=\lambda h_{L S} \tilde{A} \tilde{D} \geq 0, \quad-1<x<1 \tag{33}
\end{equation*}
$$

This together with $\tilde{C}_{, x}(-1)=\tilde{C}_{, x}(1)=0$, via the maximum principle [23], implies that $\tilde{C}(x)>0$ for every $x \in[-1,1]$. Since $V_{L} \not \equiv 0$ and $V_{S} \not \equiv 0$, similarly by (26)-(29) and the maximum principle we can show that $\tilde{A}>0$ and $\tilde{D}>0$ in $[-1,1]$.

Lemma 3.4. There exists some constant $M>0$, independent of $\lambda$, such that for any $0<\lambda \leq 1$ and any positive classical solution $(\tilde{A}, \tilde{C}, \tilde{D})$ of (26)-(29) we have

$$
\begin{equation*}
\|\tilde{A}\|_{L^{\infty}}+\|\tilde{C}\|_{L^{\infty}}+\|\tilde{D}\|_{L^{\infty}} \leq M \tag{34}
\end{equation*}
$$

The proof of Lemma 3.4 is postponed to the appendix. Lemmas 3.3 and 3.4 enable us to define Leray-Schauder degree (see, e.g., [24]) for a certain operator whose fixed points correspond to positive solutions of (26)-(29).

Set $E=\{C[-1,1]\}^{3}$ and $C_{N}^{2}[-1,1]=\left\{u \in C^{2}[-1,1]: u_{, x}(-1)=u_{, x}(1)=0\right\}$. For any positive constant $\gamma$, let $L_{\gamma}^{-1}$ denote the inverse of the operator $L_{\gamma}:=-\gamma \frac{d^{2}}{d x^{2}}+I$ : $C_{N}^{2}[-1,1] \rightarrow C[-1,1]$, where $I$ denotes the identity map from $C[-1,1]$ to itself.

For every $\lambda \in[0,1]$, define operator $T(\lambda): \quad E \rightarrow E$ by

$$
T(\lambda)(\tilde{A}, \tilde{C}, \tilde{D})=\left(\begin{array}{l}
L_{\rho_{L}}^{-1}\left[\tilde{A}+\lambda F_{1}^{+}(x, \tilde{A}, \tilde{C}, \tilde{D})\right]  \tag{35}\\
L_{\rho_{L S}}^{-1}\left[\tilde{C}+\lambda F_{2}(x, \tilde{A}, \tilde{C}, \tilde{D})\right] \\
L_{\rho_{S}}^{-1}\left[\tilde{D}+\lambda F_{3}(x, \tilde{A}, \tilde{C}, \tilde{D})\right]
\end{array}\right)
$$

where

$$
\begin{equation*}
F_{1}^{+}(x, \tilde{A}, \tilde{C}, \tilde{D})=\frac{-g_{L} h_{L} A}{f_{L}+g_{L}+h_{L} A_{+}}-h_{L S} A D+\left(f_{L S}+\tau g_{L S}\right) C+V_{L} \tag{36}
\end{equation*}
$$

$A_{+}=\max (A, 0)$. By standard regularity theory and the embedding theorem, we see that $T(\lambda)$ is well defined and continuous, and the operator $\tilde{T}:[-1,1] \times E \rightarrow E$,
defined by $\tilde{T}(\lambda, \tilde{A}, \tilde{C}, \tilde{D})=T(\lambda)(\tilde{A}, \tilde{C}, \tilde{D})$, is continuous and compact. For $M$ given in (34), define

$$
\Omega=\{(\tilde{A}, \tilde{C}, \tilde{D}) \in E: 0<\tilde{A}(x), \tilde{C}(x), \tilde{D}(x)<M+1 \quad \forall x \in[-1,1]\}
$$

$\Omega$ is an open and bounded subset of $E$. By Lemmas 3.3 and 3.4, we see that for any $\lambda \in$ $(0,1],[I-T(\lambda)]^{-1}\{(0,0,0)\} \notin \partial \Omega$. Hence the Leray-Schauder degree, $\operatorname{deg}(I-T(\lambda)$, $\Omega,(0,0,0))$, is well defined for $0<\lambda \leq 1$. Moreover, by the homotopy invariance of the Leray-Schauder degree [24], $\operatorname{deg}(I-T(\lambda), \Omega,(0,0,0))$ is a constant function for $0<\lambda \leq 1$. To complete the proof of Theorem 3.1, we need the following result.

Proposition 3.5. There exists $\delta>0$ such that $\operatorname{deg}(I-T(\lambda), \Omega,(0,0,0))=1$ for $\lambda \in(0, \delta)$.

The detail of the proof of this proposition is not particularly relevant to the proof of Theorem 3.1 and will be given in an appendix of this paper. Assuming Proposition 3.5, we can now complete the proof of Theorem 3.1.

Proof of Theorem 3.1. By Lemma 3.2, it suffices to establish the sufficiency part. By Proposition 3.5, for every $0<\lambda \leq 1$, $\operatorname{deg}(I-T(\lambda), \Omega,(0,0,0))=1$. In particular, $\operatorname{deg}(I-T(1), \Omega,(0,0,0)) \neq 0$. This implies that there exists $(\tilde{A}, \tilde{C}, \tilde{D}) \in \Omega$ such that $(I-T(1))(\tilde{A}, \tilde{C}, \tilde{D})=(0,0,0)$. By standard regularity theory we see that $\tilde{A}, \tilde{C}, \tilde{D} \in C^{2}[-1,1]$ and is thus a positive classical solution of (15)-(19).

Specific morphogen systems of interest include those with morphogen production rates that are discontinuous in the spatial variable (see section 4). When $V_{L}$ and $V_{S}$ are bounded and measurable, we will be seeking $C^{1,1}$ solutions of (15)-(19), i.e., functions $A, C, D$ that are differentiable in $[-1,1]$; have derivatives $A_{, x}, C_{, x}$, and $D_{, x}$ Lipschitz continuous in $[-1,1]$; and satisfy (15) and for every $x \in[-1,1]$

$$
\begin{equation*}
\rho_{L} A_{, x}+\int_{-1}^{x} F_{1}=\rho_{L S} C_{, x}+\int_{-1}^{x} F_{2}=\rho_{S} D_{, x}+\int_{-1}^{x} F_{3}=0 \tag{37}
\end{equation*}
$$

ThEOREM 3.6. Suppose that (A1) holds and that $V_{L}$ and $V_{S}$ are bounded measurable. Then (15)-(19) has a positive $C^{1,1}$ solution if and only if (20)-(21) holds.

Proof. Suppose that (15)-(19) has a positive $C^{1,1}$ solution. Setting $x=1$ in (37) and applying the same argument as in the proof of Lemma 3.2, we see that (20)-(21) must hold. On the other hand, if (20)-(21) holds, we can choose a uniformly bounded sequence of continuous positive functions $V_{L}^{n}(x)$ and $V_{S}^{n}(x)$ such that $V_{L}^{n}(x) \rightarrow V_{L}$ and $V_{S}^{n}(x) \rightarrow V_{S}$ a.e., and $0<\int_{-1}^{1}\left[V_{L}^{n}-(1-\tau) V_{S}^{n}\right]<\int_{-1}^{1} g_{L}$. By Theorem 3.1 (17)-(19), with $V_{L}$ and $V_{S}$ being replaced by $V_{L}^{n}$ and $V_{S}^{n}$, respectively, there is a sequence of positive classical solutions, denoted by $A^{n}, C^{n}$, and $D^{n}$. As for Lemma 3.4, we can show that there exists some positive constant $M$, independent of $n$, such that $\left\|A^{n}\right\|_{L^{\infty}}+\left\|C^{n}\right\|_{L^{\infty}}+\left\|D^{n}\right\|_{L^{\infty}} \leq M$. Furthermore, $\left\|A_{, x x}^{n}\right\|_{L^{\infty}}$, $\left\|C_{, x x}^{n}\right\|_{L^{\infty}}$, and $\left\|C_{, x x}^{n}\right\|_{L^{\infty}}$ are uniformly bounded. By passing to a subsequence if necessary, $\left(A^{n}, C^{n}, D^{n}\right)$ converge to some functions $(A, C, D)$ in $C^{1}$, and $A, C, D$ satisfy (15) and are nonnegative solutions of (37). From (37) we see that $A_{, x}, C_{, x}, D_{, x}$ are Lipschitz continuous in $[-1,1]$. By similar argument as in Lemma 3.3 (but instead using the maximum principle for weak solutions of (15)-(19)), we see that $A, C, D$ are all positive in $[-1,1]$. This completes the proof of Theorem 3.6.

Remark 3.7. Note that $C \in C^{2}[-1,1]$. If $V_{L}$ and $V_{S}$ are piecewise continuous, then $A$ and $D$ are also piecewise twice continuously differentiable in $[-1,1]$.
4. Approximate steady state solutions for $\boldsymbol{V}_{\boldsymbol{L}} \ll \boldsymbol{V}_{\boldsymbol{S}}$. In previous studies [13], [14], the constant (in both space and time) Dpp production rate, $\bar{v}_{L}$, in the dorsal
region was estimated to be significantly smaller than the constant Sog production rate, $\bar{v}_{S}$, in the ventral region. In [14], the ratio of the two production rates, defined as $\epsilon \equiv \bar{v}_{L} / \bar{v}_{S}$, is 0.008 for its baseline study. The robustness of the solutions with respect to variations of $\bar{v}_{S}$ is studied for fixed $\bar{v}_{L}$ [13].

For $\bar{v}_{L} \ll \bar{v}_{S}$, so that $\epsilon \ll 1$, we obtain below a perturbation solution for the steady state of (15)-(19), with $\tau=1$ for simplicity. For $\tau<1$, perturbation solution procedure applies only if (20)-(21) hold. Similar to [14], we assume

$$
\begin{equation*}
V_{L}(x)=\bar{V}_{L} H\left(\frac{1}{2}-x\right), \quad V_{S}(x)=\bar{V}_{S} H\left(x-\frac{1}{2}\right) \tag{38}
\end{equation*}
$$

where $\left(\bar{V}_{L}, \bar{V}_{S}\right)=\left(\bar{v}_{L}, \bar{v}_{S}\right) X_{\text {max }}^{2} /\left(R_{0} D_{0}\right)$ and $H(z)$ is the unit step function.
With $\bar{V}_{L} \ll \bar{V}_{S}$, we expect $D(x), C(x)=O\left(\bar{V}_{S}\right), O\left(\bar{V}_{S}\right)$, although the latter may be a smaller fraction of $\bar{V}_{S}$. On the other hand, we have $A(x)=O\left(\bar{V}_{L}\right)$ at most, in fact quite a bit smaller since free Dpp should eventually be bound to Sog or receptors, given that Sog is produced at a much higher rate. For these reasons, we set

$$
\begin{equation*}
A(x)=\frac{\bar{V}_{L}}{\mu_{L}^{2}} a(x), \quad C(x)=\frac{\bar{V}_{S}}{f_{L S}+g_{L S}} c(x), \quad D(x)=\bar{V}_{S} d(x) \tag{39}
\end{equation*}
$$

where $\mu_{L}^{2}=g_{L} / \alpha_{L}$ and $\alpha_{L}=\left(f_{L}+g_{L}\right) / h_{L}$. Then (17)-(19) become

$$
\begin{align*}
& \bar{V}_{L}\left[\frac{\rho_{L}}{{\overline{V_{S}}}_{2}^{2}} a^{\prime \prime}-\frac{a}{1+\beta_{L} a}+H\left(\frac{1}{2}-x\right)\right]-\mu_{D}^{2} a d+c=0,  \tag{40a}\\
& \rho_{L S} c^{\prime \prime}+\left(f_{L S}+g_{L S}\right)\left[\mu_{D}^{2} a d-c\right]=0  \tag{40b}\\
& \rho_{S} d^{\prime \prime}-\left[\mu_{D}^{2} a d-c\right]-\left(1-\sigma_{L S}\right) c+H\left(x-\frac{1}{2}\right)=0, \tag{40c}
\end{align*}
$$

where ()$^{\prime}=d() / d x, \beta_{L}=\bar{V}_{L} / g_{L}, \sigma_{L S}=f_{L S} /\left(f_{L S}+g_{L S}\right)<1$, and $\mu_{D}^{2}=h_{L S} \alpha_{L} \bar{V}_{L} / g_{L}$. Using symmetry about $x=0$, we need only to consider solutions for $0<x<1$ with the boundary conditions at $x=0$ being again no flux for all three unknowns $a, b$, and $c$.

The form of (40a)-(40c) suggests that we seek a perturbation solution of $\{a, c, d\}$ in $\varepsilon$ :

$$
\begin{equation*}
\{a(x ; \epsilon), c(x ; \epsilon), d(x ; \epsilon)\}=\sum_{n=0}^{\infty}\left\{a_{n}(x), c_{n}(x), d_{n}(x)\right\} \epsilon^{n} \tag{41}
\end{equation*}
$$

For moderate values of $\bar{V}_{L}$ so that $\mu_{D}^{2}$ is not small compared to unity, the three leading term coefficients are determined by

$$
\begin{align*}
& \mu_{D}^{2} a_{0} d_{0}-c_{0}=0  \tag{42a}\\
& \rho_{L S} c_{0}^{\prime \prime}+\left(f_{L S}+g_{L S}\right)\left[\mu_{D}^{2} a_{0} d_{0}-c_{0}\right]=0  \tag{42b}\\
& \rho_{S} d_{0}^{\prime \prime}-\left[\mu_{D}^{2} a_{0} d_{0}-c_{0}\right]-\left(1-\sigma_{L S}\right) c_{0}+H\left(x-\frac{1}{2}\right)=0 \tag{42c}
\end{align*}
$$

The complementary case, $\mu_{D}^{2} \ll 1$, can also be analyzed but is not relevant for our biological system.

Upon combining (42a) and (42b) we get

$$
\begin{equation*}
\rho_{L S} c_{0}^{\prime \prime}=0 \tag{43}
\end{equation*}
$$

The no flux boundary conditions at $x=0,1$ require $c_{0}(x) \equiv \sigma_{0}$ for some constant $\sigma_{0}$. To determine $\sigma_{0}$, we note that (23) is still valid and requires

$$
\begin{equation*}
\frac{1}{2} \bar{V}_{S}=\int_{0}^{1} V_{S}(x) d x=g_{L S} \int_{0}^{1} C(x) d x=\bar{V}_{S} \frac{g_{L S}}{f_{L S}+g_{L S}} \int_{0}^{1} c(x) d x \tag{44}
\end{equation*}
$$

so that $\sigma_{0}=1 / 2\left(1-\sigma_{L S}\right)$, i.e.,

$$
\begin{equation*}
\left(1-\sigma_{L S}\right) c_{0}(x)=\frac{1}{2}, \quad 0 \leq x \leq 1 \tag{45}
\end{equation*}
$$

To determine $d_{0}(x)$, we use (42a) and (42c) to obtain

$$
\begin{equation*}
\rho_{S} d_{0}^{\prime \prime}-\left(1-\sigma_{L S}\right) c_{0}+H\left(x-\frac{1}{2}\right)=0 \tag{46}
\end{equation*}
$$

Upon integration and application of boundary conditions at $x=0,1$, as well as the continuity condition at $x=1 / 2$ for $d_{0}$, we obtain

$$
\rho_{S} d_{0}(x)= \begin{cases}\delta_{0}+\frac{x^{2}}{4} & \left(x \leq \frac{1}{2}\right)  \tag{47}\\ \delta_{0}-\frac{1}{8}+\frac{1}{2}\left(x-\frac{x^{2}}{2}\right) & \left(x \geq \frac{1}{2}\right)\end{cases}
$$

where $\delta_{0}$ is an undetermined constant. By (42a) we have also

$$
\frac{1-\sigma_{L S}}{\rho_{S}} \mu_{D}^{2} a_{0}(x)=\frac{1-\sigma_{L S}}{\rho_{S}} \frac{c_{0}(x)}{d_{0}(x)}= \begin{cases}\frac{1}{2} \frac{1}{\left(\delta_{0}+\frac{1}{4} x^{2}\right)} & \left(x<\frac{1}{2}\right)  \tag{48}\\ \frac{1}{2} \frac{1}{\left[\delta_{0}-\frac{1}{8}+\frac{1}{2} x-\frac{1}{4} x^{2}\right]} & \left(x>\frac{1}{2}\right)\end{cases}
$$

It is rather fortuitous to have $a_{0}{ }^{\prime}(0)=a_{0}{ }^{\prime}(1)=0$ because $d_{0}$ and $c_{0}$ satisfy no flux conditions at the two end points so that there are no boundary layers adjacent to the two ends.

It remains to determine $\delta_{0}$. We note that (24) still holds, particularly when $\tau=1$. In that case, (24) becomes

$$
\begin{equation*}
G\left(\delta_{0}\right) \equiv \int_{0}^{1} \frac{a_{0}(x)}{1+\beta_{L} a_{0}(x)} d x=\frac{1}{2} \tag{49}
\end{equation*}
$$

It is easy to see that $G\left(\delta_{0}\right)$ is strictly monotone decreasing in $\delta_{0}$ and that $G\left(\delta_{0}\right) \rightarrow 0$ as $\delta_{0} \rightarrow \infty$. Hence $G\left(\delta_{0}\right)=\frac{1}{2}$ has at most one positive root, and it has one positive root if and only if $G(0)>\frac{1}{2}$. Note that $G(0)$ can be explicitly computed, and thus $G\left(\delta_{0}\right)=\frac{1}{2}$ determines $\delta_{0}$.

Altogether, we have as the corresponding leading terms for the concentrations

$$
\begin{gather*}
A(x) \sim \frac{\left(1-\sigma_{L S}\right) \mu_{D}^{2} a_{0}(x) / \rho_{S}}{R_{0} J_{o n, e f f} /\left(D_{S} / X_{\max }^{2}\right)}  \tag{50}\\
B(x) \sim \frac{\Gamma_{L S}\left(1-\sigma_{L S}\right) \mu_{D}^{2} a_{0}(x) / \rho_{S}}{1+\Gamma_{L S}\left(1-\sigma_{L S}\right) \mu_{D}^{2} a_{0}(x) / \rho_{S}} \tag{51}
\end{gather*}
$$



Fig. 2. Comparisons between the numerical steady states (solid lines) and the perturbation solutions (dashed lines). The parameters are $\bar{v}_{L}=8 \times 10^{-4} s^{-1} \mu M, K_{o n}=0.4 s^{-1}, K_{o f f}=$ $4 \times 10^{-6} s^{-1}, K_{\text {deg }}=3.2 \times 10^{-3} s^{-1}, \bar{v}_{S}=6 \times 10^{-2} s^{-1} \mu M, J_{o n}=6 s^{-1} \mu M, J_{o f f}=10^{-5} s^{-1}$, $J_{\text {deg }}=6 \times 10^{-2} s^{-1}, \tau=1$.

$$
\begin{gather*}
C(x) \sim \frac{1}{2} \frac{\bar{v}_{S}}{J_{\text {deg }} R_{0}},  \tag{52}\\
D(x) \sim \frac{\bar{v}_{S} / R_{0}}{D_{S} / X_{\max }^{2}}\left[\rho_{S} d_{0}(x)\right], \tag{53}
\end{gather*}
$$

where
$K_{o n, e f f} \equiv \frac{K_{d e g} K_{o n}}{K_{d e g}+K_{o f f}}, \quad J_{o n, e f f} \equiv \frac{J_{d e g} J_{o n}}{J_{d e g}+J_{o f f}}, \quad \Gamma_{L S}=\frac{K_{o n, e f f}}{J_{o n, e f f}} \frac{D_{S}}{K_{d e g} X_{\text {max }}^{2}}$.
In Figure 2, the perturbation solutions (50)-(53) are plotted against the numerical solutions obtained through temporal evolution (which will be discussed in the next section). The relative difference between the two solutions is $1.5 \%$ for $A, 1.4 \%$ for $B$, $4.3 \%$ for $C$, and $2.9 \%$ for $D$ for $\epsilon=\bar{v}_{L} / \bar{v}_{S}=0.0133$ and $\mu_{D}^{2}=18.4$. This illustrates the approximation and accuracy of the perturbation solution for $\epsilon \ll 1$.

More interesting is the dependence of the leading term solutions (51)-(53) on the biological parameters. The simplest of the four is the uniformly distributed concentration of Dpp-Sog complexes in (53): it depends only on the production rate of Sog per receptor, which is uniform in the ventral region. Free $\operatorname{Sog} D(x)$ is proportional to the quadratic function defined in (47) with a magnitude of $\bar{v}_{S} / R_{0}$ modified by the diffusion coefficient of Sog. That $D(x)$ is inversely proportional to $D_{S}$ is not surprising, since faster diffusion of Sog would move more of it into the dorsal region for
binding with the available Dpp there. Note that $\rho_{S} d_{0}(x)$ is independent of the choice of normalizing diffusion coefficient $D_{0}$ and the effects of all biological parameters are felt by $\rho_{S} d_{0}(x)$ only implicitly through the parameter $\delta_{0}$.

Less expected is the dependence of $A(x)$ and $B(x)$ on the biological parameters. From (51), we see that if $\Gamma_{L S}=O(1)$, the amplitude of $B(x)$ is determined mainly by $\Gamma_{L S}$. For $\Gamma_{L S} \gg 1$, we have $B(x) \sim 1$, except possibly for a region adjacent to the ventral midline $x=1$. In either case, the amplitude of $B(x)$ does not depend explicitly on either of the two production rate parameters $\bar{v}_{S} / R_{0}$ or $\bar{v}_{L} / R_{0}$; the effects of these two parameters on $B(x)$ are felt only through $\delta_{0}$.

The situation is similar for $A(x)$. It seems unreasonable that $A(x)$ does not tend to zero with $\bar{v}_{L} / R_{0}$ (with the same observation applied to $B(x)$ as well). However, we see from a closer examination of (40a) that $\mu_{D}^{2}=h_{L S} \alpha_{L} \bar{V}_{L} / g_{L}$ tends to zero with $\bar{v}_{L} / R_{0}$. For sufficiently small $\bar{v}_{L} / R_{0}$, the first approximation relation (42a) would give $c_{0}(x)=0$. In that case, $c(x)$ should be rescaled (by an additional factor $\mu_{D}^{2}$ ) for a proper perturbation solution, while the solution of this section ceases to be applicable. In other words, to apply the perturbation solution $\left\{a_{0}(x), c_{0}(x), d_{0}(x)\right\}$ obtained above, we must have $\bar{v}_{L} / R_{0}$ sufficiently small so that $\bar{V}_{L} / \bar{V}_{S}=\bar{v}_{L} / \bar{v}_{S} \ll 1$ but not too small so that $\mu_{D}^{2}=h_{L S} \alpha_{L} \bar{V}_{L} / g_{L}$ is not small compared to unity.
5. Numerical solutions for evolutions. The system (1)-(4) can be solved by finite difference schemes [25]. The diffusion terms are approximated by the second order central difference. The temporal evolution is approximated through the fourth order Adams-Moulton predictor-corrector method. The overall accuracy for the method is second order in space and fourth order in time.

For a typical calculation, the time step is chosen to be $\triangle t=2 \times 10^{-4}$ seconds, and the number of points to discretize the entire dorsal and ventral region is $N=64$. Smaller time step and larger number of points have been used to check the accuracy and convergence of the calculations.

Similar to [13], the span of both the dorsal region and the ventral region is chosen to be $175 \mu \mathrm{~m}$, i.e., $X_{\max }=175 \mu \mathrm{~m}$. Unlike [13], the diffusion constants for Dpp, Sog, and Dpp-Sog are taken to be the same with $D_{0}=D_{L}=D_{L S}=D_{S}=20 \mu \mathrm{~m}^{2} /$ second [4], so that $\rho_{L}=\rho_{S}=\rho_{L S}=1$ (except for changes indicated in Figures 7 and 8). In this study, the synthesis rates for Dpp and Sog remain the same for all time. In particular, $v_{L}(X)$ is always chosen to be a nonzero constant, $\bar{v}_{L}$, in the dorsal region and zero in the ventral region, while $v_{S}(X)$ is the opposite, with $v_{S}(X)=\bar{v}_{S}$ in the ventral and zero in the dorsal region.

The dynamics of the system without Sog is very similar to that in [4], even though the ligand is produced from a localized source in [4] while the ligand is produced in the whole dorsal region for the system (1)-(4). For realistic ranges of the biological parameters of the problem, this system typically evolves quickly and monotonically to a steady state within a half hour, with the Dpp-receptor concentration almost uniform around the dorsal region. This behavior is consistent with the experimental observation of [8]. At $x=0$ the steady state is approximately equal to $\bar{v}_{L} /\left(K_{d e g} R_{0}\right)$.

Without Sog, the solution at any fixed $x$ is found to be an increasing function of time. This feature is also observed for cases where Sog is synthesized at a slow rate or at a rate comparable to the Dpp production rate. The situation is different if the Sog production rate is significantly larger than the Dpp production rate, which is the most biologically relevant case [13]. In Figure 3, time evolution of a typical system for large $\bar{v}_{S}$ is plotted. It is observed that the spatial distributions of Dpp and the Dpp-receptor complex continue to have maximum concentrations at the middle of the


FIG. 3. The dynamics of solutions with SOG at every 5 minutes; o in the left-hand panels marks the steady-state solutions. All parameters are the same as for Figure 2.
dorsal region, $x=0$, at any instance in time (see the left-hand panels). However, the various morphogen concentrations at $x=0$ (the center of the dorsal region) peak at an early time, then oscillate, with the amplitude of oscillations decaying until the concentrations reach their steady state (see the right-hand panels). Therefore we record two interesting curves for Dpp-receptor concentration: the transient solution with the largest value at the dorsal midline and the steady state solution.

In Figure $4(\mathrm{a})$, the steady state for Dpp-receptor concentration of our system (from the same numerical simulations for Figure 3) are plotted. With Sog ( $\bar{v}_{S} \neq$ 0 ), the Dpp-receptor in the dorsal region generally has sharper gradient and larger concentration than those without $\operatorname{Sog}\left(\bar{v}_{S}=0\right)$. For the transient solution at its maximal peak magnitude, the concentration with Sog is at least double that without Sog around the middle region. These are consistent with the experimental observation in [8].

In steady state, the system with or without Sog has the same total amount of Dpp-receptor complex for $\tau=1$. This can be shown by simply adding the right-hand sides of (11)-(13) and (13)-(14), respectively, and then integrating them through the whole domain:

$$
\begin{equation*}
\int_{-1}^{1} g_{L} B d x=\int_{-1}^{1}\left(V_{L}(x)-(1-\tau) V_{S}(x)\right) d x \tag{55}
\end{equation*}
$$

This relationship is independent of the presence of Sog when $\tau=1$. In other words, the effect of inhibitor on Dpp-receptor concentration in the steady state is a spatial


Fig. 4. Effect of Sog on the transient and steady state solutions. (a) $[L R]$ as a function of space; (b) $[L R]$ at dorsal midline as a function of $\bar{v}_{S}$. Parameters are as in Figure 3.
redistribution, not an increase or decrease in total concentration aggregated over the entire embryo if all degraded Dpp-Sog complexes, $[L S]$, are cleaved to free up Dpp and degrade only the Sog component.

For the transient solution, the presence of Sog clearly helps build up the Dppreceptor complexes in terms of both gradient and concentration, as shown in Figure 3. In Figure 4(b), we study how the transient peak of Dpp-receptor and the steady state at the dorsal midline $(x=0)$ depend on $\bar{v}_{S}$. The steady state for $B$ without Sog at $x=0$ is 0.25 , and its value is plotted at the $y$-axis in Figure $4(\mathrm{~b})$. For a small amount of Sog, the transient peaks are not high, and the steady state has the largest value at $x=0$, as shown for $\bar{v}_{S} / R_{0}<0.01$. Also, $B(x=0)$ at steady state increases as $\bar{v}_{S}$ increases, and the transient peak begins to deviate from the steady state around $\bar{v}_{S} / R_{0}=0.01$. As $\bar{v}_{S}$ increases by one order of magnitude from 0.015 to 0.1 , the transient peak increases from 0.34 to 0.99 , while the steady state only from 0.32 to 0.34 . Once $\bar{v}_{S} / R_{0}$ becomes large enough, the variation of the transient peak is more sensitively dependent on variation of $\bar{v}_{S} / R_{0}$ than that of the steady state at $x=0$. The dependence of the transient peak on other parameters such as $J_{o n}$ and $J_{\text {deg }}$ have been investigated previously in [17] for $\tau=1$.

When $\tau<1$, so that only a portion of the degraded Dpp-receptor complex is cleaved to free up Dpp, the dynamics of the system strongly depends on the size of $\tau$ when the steady state condition (20)-(21) holds. It is not surprising that for smaller $\tau$, i.e., less free Dpp released from the degraded $[L S]$, the transient and steady


Fig. 5. Effect of $\tau$ on the steady state solutions. Parameters are as in Figure 3 except for $\tau$. (a) Cases with steady states; (b) cases without steady states.
peaks of Dpp-receptor complex are lower, as shown in Figure 5(a) for $\tau=0.995$ and 0.99. However, for $\tau=0.99$, the concentration of Dpp-receptor complex around the dorsal region is much lower with Sog than without Sog, as shown in Figure 5(a). As demonstrated in (55), a small change of $\tau$ will result in a large change of $[L R]$ at steady state for a large $\bar{v}_{S}$, which is the case for Figure 5(a). In essence, $v_{e f f} \equiv \bar{v}_{L}-(1-\tau) \bar{v}_{S}$ can be regarded as an effective production rate for Dpp.

When the effective production rate $v_{\text {eff }}$ becomes negative, that is, the condition (20)-(21) does not hold, then the system can no longer sustain a steady state. For this situation, the concentrations of both free Dpp and the Dpp-receptor complex are typically very low, and the Dpp-receptor complex reaches the peak before Sog diffuses into the dorsal region from the ventral side and takes over the reaction with Dpp. With the availability of a large amount of Sog and its fast association rate with Dpp, Dpp-Sog reaction dominates. It is interesting to note in Figure 5(b) that as $\tau$ varies from 0.98 to 0 , the time for Dpp and Dpp-receptor complex to reach their peaks barely changes. This critical time (to reach the peak) is mainly determined by the coefficient of diffusion $D_{S}$, which controls the speed of Sog movement into the dorsal zone.

In [14] (hence also in [13]), degradation for $[L R]$ is not allowed in the system $\left(K_{\text {deg }}=0\right)$; therefore the condition $(20)-(21)$ does not hold for any $\bar{v}_{L}>0$. In order to achieve steady state in [13], [14], the models there turned off production of Dpp after 10 minutes $\left(T^{*}=10\right.$ minutes). The effect of the choice of $T^{*}$ and


Fig. 6. $\bar{v}_{L}$ is set to zero at different times. (a) $[L R]$ at the dorsal midline at steady state as a function of the time for turning off $\bar{v}_{L}$; (b) $[L R]$ at steady states as a function of space for different times of turning off $\bar{v}_{L}$, as shown in (a). Other parameters are as in Figure 3 except that $K_{d e g}=0$.
the biological background for the choice $T^{*}=10$ minutes were not discussed in [13] and [14]. In Figure 6, we study how our system reacts to the choice of $T^{*}$ if $K_{\text {deg }}=0$. It is found that the evolution of $[L R]$ at the dorsal midline becomes monotone, unlike the case in Figure 3, and as expected, the time to reach steady states strongly depends on the choice of $T^{*}$. In Figure 6, the steady states for $[L R]$ are shown for $T^{*}=5,8,10,12,15,20,30,45,60$ minutes. The concentration of $[L R]$ varies almost linearly with respect to $T^{*}$ until the receptors are close to being fully occupied when $T^{*}$ is large.

Finally, we investigate the effect of diffusion. In Figure 7, Dpp-receptor complexes as functions of time and space are shown for five different choices of diffusion constants. Case (a) has all three diffusion constants the same as in Figure 3, cases (b)-(d) have one of the diffusion constants being $1 \%$ of the corresponding value in case (a), and the case (e) has two constants at $1 \%$ of the corresponding values in case (a). Similarly in Figure 8, some of the diffusion constants are 10-fold larger than others.

As shown in case (b) of both Figures 7 and 8 , the magnitude of the diffusion coefficient for Dpp has very little effect on the broadness and intensity of Dpp activity at the dorsal midline. This is consistent with the behavior of the leading term perturbation solution. A larger diffusion for Dpp reduces the peak of transient Dpp-activity at the midline slightly and broadens it slightly. On the other hand, a decrease in diffusion constant for Dpp-Sog complexes, as in cases (d) and (e), significantly broad-


Fig. 7. Effect of smaller diffusion constants on the transient peak and steady state. For the left-hand panels, solid line: transient peak; dotted line: steady state. Parameters are as in Figure 3 except for diffusion constants.
ens the Dpp activity around the midline for both peak transient and steady state distributions, with the height of only the transient peak reduced significantly but with almost the same steady state at $x=0$. The time to steady state and transient peaks seems to be insensitive to the change of the diffusion constants for Dpp or the Dpp-Sog complex.

As predicted by the perturbation solutions, varying the diffusion coefficient for Sog changes the Dpp activity around the dorsal midline significantly. As shown in Figure 7(c), a smaller diffusion of Sog relative to the diffusion of Dpp leads to more concentrated transient Dpp activity around the dorsal midline, but it takes much longer to reach the steady state, with a monotone increase of Dpp activity around the dorsal midline (i.e., there is no transient peak). On the other hand, larger diffusion of Sog relative to the diffusion of Dpp weakens and broadens the Dpp activity, as in Figure 8(c).
6. Conclusions. The dynamics of Dpp activities in the presence of the inhibitor Sog is analyzed herein to initiate a study of dorsal-ventral morphogen gradient formation in vertebrates and Drosophila embryos. Here we investigate a prototype morphogen system with typical ligand diffusion and degradation, but now with the additional feature of cleavage of Dpp-Sog complexes by Tolloid to free up Dpp.Among


Fig. 8. Effect of larger diffusion constants on the transient peak and steady state. For the left-hand panels, solid line: transient peak; dotted line: steady state. Parameters are as in Figure 3 except for diffusion constants.
the principal results of our investigation is the establishment of a simple and biologically meaningful necessary and sufficient condition for the existence of a steady state gradient in the system. This condition requires a balance of the production rates of ligands, degradation rate of ligand-receptor complex, and rate of cleavage of ligandinhibitor complex. For high Sog production rates (relative to the Dpp production rate), a perturbation solution has been obtained in terms of elementary functions. This solution exhibits an intense Dpp-receptor concentration near the dorsal midline. Numerical simulations of the evolution of the system confirmed these features of the steady state behavior. In addition, a transient peak of Dpp-receptor concentration at the dorsal midline was found to be even more intense prior to steady state, reaching more than twice the level of the steady state at its peak amount. This transient peak is more sensitively dependent on variation of the production of Sog than the steady state peak. The high Dpp-receptor concentration around the dorsal midline and other features of the system are consistent with experimental observations.

## Appendix $\mathbf{A}$.

Proof of Lemma 3.4. We show that there exists $M_{1}>0$ such that $\|\tilde{C}\|_{L^{\infty}} \leq M_{1}$. As in the proof of Lemma 3.3, $\|\tilde{C}\|_{L^{1}} \leq M_{2}$ for some constant $M_{2}>0$. Integrating
(27) in $(-1,1)$, we get

$$
\begin{equation*}
\int_{-1}^{1} h_{L S} \tilde{A} \tilde{D}=\int_{-1}^{1}\left(f_{L S}+g_{L S}\right) \tilde{C} \tag{56}
\end{equation*}
$$

which implies that $\int_{-1}^{1} \tilde{A} \tilde{D} \leq M_{3} \int_{-1}^{1} \tilde{C} \leq M_{2} M_{3}$ for some $M_{3}>0$. Integrating (27) from -1 to $x$, we get

$$
\begin{equation*}
\rho_{L S} \tilde{C}_{, x}+\lambda \int_{-1}^{x}\left[h_{L S} \tilde{A} \tilde{D}-\left(f_{L S}+g_{L S}\right) \tilde{C}\right]=0, \quad-1<x<1 \tag{57}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\rho_{L S}\left\|\tilde{C}_{, x}\right\|_{L^{\infty}} \leq\left\|h_{L S}\right\|_{L^{\infty}} \int_{-1}^{1} \tilde{A} \tilde{D}+\left\|f_{L S}+g_{L S}\right\|_{L^{\infty}} \int_{-1}^{1} \tilde{C} \leq M_{4} \tag{58}
\end{equation*}
$$

for some constant $M_{4}>0$. This along with $\int_{-1}^{1} \tilde{C} \leq M_{2}$ implies the $L^{\infty}$ bound of $\tilde{C}$, which is independent of $\lambda$.

Next we show that there exists some constant $M_{5}>0$ such that $\|\tilde{A}\|_{L^{\infty}} \leq M_{5}$. To this end, adding up (26) and (27) and integrating from -1 to $x$, we get

$$
\begin{equation*}
\rho_{L} \tilde{A}_{, x}+\rho_{L S} \tilde{C}_{, x}=\lambda \int_{-1}^{x}\left[\frac{g_{L} h_{L} \tilde{A}}{f_{L}+g_{L}+h_{L} \tilde{A}}+(1-\tau) g_{L S} \tilde{C}-V_{L}\right] \tag{59}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\left\|\tilde{A}_{, x}\right\|_{L^{\infty}} \leq M_{6}\left(\left\|\tilde{C}_{, x}\right\|_{L^{\infty}}+\left\|g_{L}\right\|_{L^{\infty}}+\left\|\rho_{L S}\right\|_{L^{\infty}} \int_{-1}^{1} \tilde{C}+\left\|V_{L}\right\|_{L^{\infty}}\right):=M_{7} \tag{60}
\end{equation*}
$$

We claim that there exists some constant $M_{8}>0$ such that $\int_{-1}^{1} \tilde{A} \leq M_{8}$. To establish this assertion, we argue by contradiction: if not, passing to a subsequence if necessary, we may assume that $\int_{-1}^{1} \tilde{A} \rightarrow+\infty$. This together with (60) implies that

$$
\begin{equation*}
\left|\frac{\tilde{A}(x)}{\int_{-1}^{1} \tilde{A}}-1\right| \leq \frac{\left\|\tilde{A}_{, x}\right\|_{L^{\infty}}}{\int_{-1}^{1} \tilde{A}} \leq \frac{M_{7}}{\int_{-1}^{1} \tilde{A}} \rightarrow 0 \quad \forall-1 \leq x \leq 1 \tag{61}
\end{equation*}
$$

Hence $\tilde{A} \rightarrow+\infty$ uniformly. Similar to (24) we have

$$
\begin{equation*}
\int_{-1}^{1} V_{L}=\int_{-1}^{1} \frac{g_{L} h_{L} \tilde{A}}{f_{L}+g_{L}+h_{L} \tilde{A}}+(1-\tau) \int_{-1}^{1} V_{S} \tag{62}
\end{equation*}
$$

By (61) we have $\int_{-1}^{1} \frac{g_{L} h_{L} \tilde{A}}{f_{L}+g_{L}+h_{L} \tilde{A}} \rightarrow \int_{-1}^{1} g_{L}$, which together with (62) implies that $\int_{-1}^{1} V_{L}=\int_{-1}^{1} g_{L}+(1-\tau) \int_{-1}^{1} V_{S}$. However, this contradicts (21). Therefore $\int_{-1}^{1} \tilde{A}$ is uniformly bounded for $\lambda \in(0,1]$. This together with (60) yields $\|\tilde{A}\|_{L^{\infty}} \leq M_{5}$ for some $M_{5}>0$.

Finally we show that there exists some constant $M_{9}>0$ such that $\|\tilde{D}\|_{L^{\infty}} \leq M_{9}$. We argue by contradiction: suppose not; passing to a subsequence if necessary, we may assume that $\|\tilde{D}\|_{L^{\infty}} \rightarrow \infty$ and $\lambda \rightarrow \hat{\lambda} \in[0,1]$. Set $\hat{D}(x)=\frac{\tilde{D}(x)}{\|\tilde{D}\|_{L^{\infty}}}$. Then $\hat{D}$
satisfies $\hat{D}_{, x}(-1)=\hat{D}_{, x}(1)=0,\|\hat{D}\|_{L^{\infty}}=1$, and

$$
\begin{equation*}
\rho_{L S} \hat{D}_{, x x}+\lambda\left[-h_{L S} \tilde{A} \hat{D}+\frac{f_{L S} \tilde{C}+V_{S}}{\|\hat{D}\|_{L^{\infty}}}\right]=0, \quad-1<x<1 . \tag{63}
\end{equation*}
$$

Since $\|\tilde{A}\|_{L^{\infty}},\left\|\tilde{A}_{x}\right\|_{L^{\infty}}$ are uniformly bounded, we may assume that $\tilde{A}(x) \rightarrow$ $A^{*}(x)$ uniformly in $[-1,1]$. From (62) and (20) we see $\int_{-1}^{1} \tilde{A} \geq M_{10}>0$ for some constant $M_{10}$. Hence $A^{*} \not \equiv 0$ since $\int_{-1}^{1} A^{*} \geq M_{10}>0$. By standard regularity theory we may assume that $\hat{D}(x) \rightarrow D^{*}(x)$ in $C^{1}[-1,1]$, and $D^{*}$ is a weak solution of

$$
\begin{equation*}
\rho_{L S} D_{, x x}^{*}-\hat{\lambda} h_{L S} A^{*} D^{*}=0, \quad-1<x<1, \quad D_{, x}^{*}(-1)=D_{, x}^{*}(1)=0 . \tag{64}
\end{equation*}
$$

Moreover, $D^{*} \geq 0$ in $[-1,1]$ and $\left\|D^{*}\right\|_{L^{\infty}}=1$. If $\hat{\lambda}>0$, since $A^{*} \not \equiv 0, A^{*} \geq 0$, by the maximum principle we see that $D^{*} \equiv 0$, which contradicts $\left\|D^{*}\right\|_{L^{\infty}}=1$; if $\hat{\lambda}=0$, then it follows from (64) that $D^{*} \equiv 1$, i.e., $\hat{D}(x) \rightarrow 1$ uniformly. Dividing (56) by $\|\tilde{D}\|_{L^{\infty}}$, we have $\int_{-1}^{1} h_{L S} \tilde{A} \hat{D}=\int_{-1}^{1}\left(f_{L S}+g_{L S}\right) \tilde{C} /\|\tilde{D}\|_{L^{\infty}}$. Then we obtain $\int_{-1}^{1} h_{L S} A^{*}=0$, which implies that $A^{*} \equiv 0$. Contradiction! This completes the proof of (34).

When $\lambda=0,(\tilde{A}, \tilde{C}, \tilde{D})$ is a solution of (26)-(29) if and only if $\tilde{A}, \tilde{C}$, and $\tilde{D}$ are all constants. It turns out that a particular triple, denoted by ( $\hat{A}, \hat{C}, \hat{D}$ ), is special, where $\hat{A}, \hat{C}, \hat{D}$ are defined as follows: by (20)-(21) it is easy to see that there is a unique positive constant, denoted by $\hat{A}$, such that

$$
\begin{equation*}
\int_{-1}^{1} \frac{g_{L} h_{L} \hat{A}}{f_{L}+g_{L}+h_{L} \hat{A}}=\int_{-1}^{1} V_{L}-(1-\tau) \int_{-1}^{1} V_{S} . \tag{65}
\end{equation*}
$$

Set

$$
\begin{equation*}
\hat{D}=\frac{\int_{-1}^{1}\left(f_{L S}+g_{L S}\right) \int_{-1}^{1} V_{S}}{\hat{A} \int_{-1}^{1} h_{L S} \int_{-1}^{1} g_{L S}}, \quad \hat{C}=\frac{\int_{-1}^{1} V_{S}}{\int_{-1}^{1} g_{L S}} . \tag{66}
\end{equation*}
$$

Lemma A.1. Suppose that (20)-(21) holds. Let $\left(A_{\lambda}, C_{\lambda}, D_{\lambda}\right)$ denote positive solutions of (26)-(29). Then as $\lambda \rightarrow 0+,\left(A_{\lambda}, C_{\lambda}, D_{\lambda}\right) \rightarrow(\hat{A}, \hat{C}, \hat{D})$ uniformly.

Proof. By Lemma 3.4, ( $A_{\lambda}, C_{\lambda}, D_{\lambda}$ ) are uniformly bounded. By standard regularity theory and the embedding theorem, passing to a subsequence if necessary, we may assume that $\left(A_{\lambda}, C_{\lambda}, D_{\lambda}\right) \rightarrow(\bar{A}, \bar{C}, \bar{D})$ uniformly, where $\bar{A}, \bar{C}$, and $\bar{D}$ satisfy $\bar{A}_{x x}=\bar{C}_{x x}=\bar{D}_{x x}=0$, and $\bar{A}_{x}=\bar{C}_{x}=\bar{D}_{x}=0$ at $x=-1,1$. Therefore $\bar{A}, \bar{C}, \bar{D}$ are all nonnegative constants. Passing to the limit in (62) (with $\tilde{A}$ being replaced by $A_{\lambda}$ ), we have $\bar{A}=\hat{A}$. Similarly we can show that $\hat{C}=\bar{C}$ and $\hat{D}=\bar{D}$. Since the limit $(\hat{A}, \hat{C}, \hat{D})$ is unique, the convergence $\left(A_{\lambda}, C_{\lambda}, D_{\lambda}\right) \rightarrow(\hat{A}, \hat{C}, \hat{D})$ is true for the whole sequence, and the limit is uniform in $x$.

Lemma A.2. There exists some constant $\delta_{1}>0$ such that if $0<\lambda \leq \delta_{1}$, (26)-(29) has a unique positive solution.

Proof. Set $X=\left\{u \in C[-1,1]: \int_{-1}^{1} u(x) d x=0\right\}, Z=\left\{u \in X: u_{, x}(-1)=\right.$ $\left.u_{, x}(1)=0\right\}$, and define the projection operator $P: C[-1,1] \rightarrow X$ by $P u=u-$ $\int_{-1}^{1} u(x) d x$. For $\left(\lambda, A_{0}, a_{0}, C_{0}, c_{0}, D_{0}, d_{0}\right) \in R^{1} \times\left(Z \times R^{1}\right)^{3}$, define $F: R^{1} \times(Z \times$
$\left.R^{1}\right)^{3} \rightarrow\left(X \times R^{1}\right)^{3}$ by
(67)

$$
F\left(\lambda, A_{0}, a_{0}, C_{0}, c_{0}, D_{0}, d_{0}\right)=\left(\begin{array}{c}
\rho_{L} A_{0, x x}+\lambda P F_{1}^{+}\left(x, A_{0}+a_{0}, C_{0}+c_{0}, D_{0}+d_{0}\right) \\
\int_{-1}^{1} F_{1}^{+}\left(x, A_{0}+a_{0}, C_{0}+c_{0}, D_{0}+d_{0}\right) d x \\
\rho_{L S} C_{0, x x}+\lambda P F_{2}\left(x, A_{0}+a_{0}, C_{0}+c_{0}, D_{0}+d_{0}\right) \\
\int_{-1}^{1} F_{2}\left(x, A_{0}+a_{0}, C_{0}+c_{0}, D_{0}+d_{0}\right) d x \\
\rho_{S} D_{0, x x}+\lambda P F_{3}\left(x, A_{0}+a_{0}, C_{0}+c_{0}, D_{0}+d_{0}\right) \\
\int_{-1}^{1} F_{3}\left(x, A_{0}+a_{0}, C_{0}+c_{0}, D_{0}+d_{0}\right) d x
\end{array}\right)
$$

By the definition of $\hat{A}, \hat{C}, \hat{D}, F(0, \hat{A}, \hat{C}, \hat{D}, 0,0,0)=(0,0,0,0,0,0)$. The Fréchet derivative of $F$ with respect to $\left(A_{0}, a_{0}, C_{0}, c_{0}, D_{0}, d_{0}\right)$ at $\left(\lambda, A_{0}, a_{0}, C_{0}, c_{0}, D_{0}, d_{0}\right)=$ ( $0, \hat{A}, 0, \hat{C}, 0, \hat{D}, 0$ ) is given by
(68)

$$
\left.D_{\left(A_{0}, a_{0}, C_{0}, c_{0}, D_{0}, d_{0}\right)} F\right|_{(0, \hat{A}, 0, \hat{C}, 0, \hat{D}, 0)}=\left(\begin{array}{cccccc}
\rho_{L} \frac{d^{2}}{d x^{2}} & 0 & 0 & 0 & 0 & 0 \\
0 & \rho_{L S} \frac{d^{2}}{d x^{2}} & 0 & 0 & 0 & 0 \\
0 & 0 & \rho_{S} \frac{d^{2}}{d x^{2}} & 0 & 0 & 0 \\
* & * & * & & & \\
* & * & * & M_{3 \times 3} & \\
* & * & * & &
\end{array}\right)
$$

where $M_{3 \times 3}$ is the $3 \times 3$ matrix

$$
\left(\begin{array}{ccc}
\int_{-1}^{1}\left[\frac{-g_{L} h_{L}\left(f_{L}+g_{L}\right)}{\left(f_{L}+g_{L}+h_{L} \hat{A}\right)^{2}}-h_{L S} \hat{D}\right] & \int_{-1}^{1}\left(f_{L S}+\tau g_{L S}\right) & -\left(\int_{-1}^{1} h_{L S}\right) \hat{A}  \tag{69}\\
\left(\int_{-1}^{1} h_{L S}\right) \hat{D} & -\int_{-1}^{1}\left(f_{L S}+g_{L S}\right) & \left(\int_{-1}^{1} h_{L S}\right) \hat{A} \\
-\left(\int_{-1}^{1} h_{L S}\right) \hat{D} & \int_{-1}^{1} f_{L S} & -\left(\int_{-1}^{1} h_{L S}\right) \hat{A}
\end{array}\right)
$$

Since the operator $\frac{d^{2}}{d x^{2}}$, subject to the no flux boundary condition, is an isomorphism from $Z$ to $X$, we see that the operator $\left.D_{\left(A_{0}, a_{0}, C_{0}, c_{0}, D_{0}, d_{0}\right)} F\right|_{(0, \hat{A}, 0, \hat{C}, 0, \hat{D}, 0)}$ is invertible from $\left(Z \times R^{1}\right)^{3}$ to $\left(X \times R^{1}\right)^{3}$ if and only if the matrix $M_{3 \times 3}$ is invertible. It is straightforward to check that the determinant of $M_{3 \times 3}$ is equal to

$$
\begin{equation*}
\left(\int_{-1}^{1} h_{L S}\right) \hat{D} \cdot \int_{-1}^{1}\left(f_{L S}+g_{L S}\right) \cdot\left(\int_{-1}^{1} h_{L S}\right) \hat{A}\left(1-\gamma_{2}\right)\left(-\gamma_{1}\right) \tag{70}
\end{equation*}
$$

where $\gamma_{1}, \gamma_{2}$ are defined as

$$
\begin{equation*}
\gamma_{1}=\frac{\int_{-1}^{1} \frac{g_{L} h_{L}\left(f_{L}+g_{L}\right)}{\left(f_{L}+g_{L}+h_{L} \hat{A}\right)^{2}}}{\left(\int_{-1}^{1} h_{L S}\right) \hat{D}}, \quad \gamma_{2}=\frac{\int_{-1}^{1} f_{L S}}{\int_{-1}^{1}\left(f_{L S}+g_{L S}\right)} \tag{71}
\end{equation*}
$$

Since $\gamma_{1}>0$ and $0<\gamma_{2}<1, M_{3 \times 3}$ is nondegenerate.
By the implicit function theorem, there exists $\delta_{2}>0$ such that if $0<\lambda \leq \delta_{2}$, there is a unique solution to $F=0$, denoted by $\left(A_{\lambda}(x), a_{\lambda}(x), C_{\lambda}(x), c_{\lambda}(x), D_{\lambda}(x), d_{\lambda}(x)\right)$, in some neighborhood of $(\hat{A}, 0, \hat{C}, 0, \hat{D}, 0)$. As $\lambda \rightarrow 0+,\left(A_{\lambda}, a_{\lambda}, C_{\lambda}, c_{\lambda}, D_{\lambda}, d_{\lambda}\right) \rightarrow$ $(\hat{A}, 0, \hat{C}, 0, \hat{D}, 0)$ uniformly. In particular, for $0<\lambda \leq \delta_{2},\left(A_{\lambda}+a_{\lambda}, C_{\lambda}+c_{\lambda}, D_{\lambda}+d_{\lambda}\right)$ is the unique positive solution of (26)-(29) in some neighborhood of $(\hat{A}, \hat{C}, \hat{D})$. This and Lemma A. 1 imply that, for $0<\lambda \ll 1,(26)-(29)$ has a unique positive solution.

Lemma A.3. Let $\left(A^{*}, C^{*}, D^{*}\right)$ denote the unique positive solution of (26)-(29) for $0<\lambda_{\tilde{A}} \ll 1$. Then for $0<\lambda \ll 1$, the Fréchet derivative of $T(\lambda)$ with respect to $(\tilde{A}, \tilde{C}, \tilde{D})$ at $\left(A^{*}, C^{*}, D^{*}\right)$, denoted by $\left.D_{(\tilde{A}, \tilde{C}, \tilde{D})} T(\lambda)\right|_{\left(A^{*}, C^{*}, D^{*}\right)}$, has no eigenvalue greater than or equal to 1.

Proof. By $(35),\left.D_{(\tilde{A}, \tilde{C}, \tilde{D})} T(\lambda)\right|_{\left(A^{*}, C^{*}, D^{*}\right)}\left(\varphi_{1}, \varphi_{2}, \varphi_{3}\right)$ is given by

$$
\left(\begin{array}{c}
L_{\rho_{L}}^{-1}\left\{\left[1+\lambda \frac{\partial F_{1}}{\partial \tilde{A}}\left(x, A^{*}, C^{*}, D^{*}\right)\right] \varphi_{1}+\lambda \frac{\partial F_{1}}{\partial \tilde{C}} \varphi_{2}+\lambda \frac{\partial F_{1}}{\partial \tilde{D}} \varphi_{3}\right\} \\
L_{\rho_{L S}}^{-1}\left\{\lambda \frac{\partial F_{2}}{\partial \tilde{A}} \varphi_{1}+\left[1+\lambda \frac{\partial F_{2}}{\partial \tilde{C}}\right] \varphi_{2}+\lambda \frac{\partial F_{2}}{\partial \tilde{D}} \varphi_{3}\right\} \\
L_{\rho_{S}}^{-1}\left\{\lambda \frac{\partial F_{3}}{\partial \tilde{A}} \varphi_{1}+\lambda \frac{\partial F_{3}}{\partial \tilde{C}} \varphi_{2}+\left[\lambda \frac{\partial F_{3}}{\partial \tilde{D}}+1\right] \varphi_{3}\right\}
\end{array}\right)
$$

where $\frac{\partial F_{i}}{\partial \tilde{A}}, \frac{\partial F_{i}}{\partial \tilde{C}}, \frac{\partial F_{i}}{\partial \tilde{D}}(i=1,2,3)$ are evaluated at $\left(x, A^{*}, C^{*}, D^{*}\right)$.
We argue by contradiction: suppose that Lemma A. 3 fails. Passing to a subsequence if necessary, we may assume that for $0<\lambda \ll 1$ the operator $\left.D_{(\tilde{A}, \tilde{C}, \tilde{D})} T(\lambda)\right|_{\left(A^{*}, C^{*}, D^{*}\right)}$ has eigenvalue $\mu=\mu(\lambda) \geq 1$, with the corresponding eigenfunction $\left(\varphi_{1}, \varphi_{2}, \varphi_{3}\right)$ normalized by $\left\|\varphi_{1}\right\|_{L^{\infty}}+\left\|\varphi_{2}\right\|_{L^{\infty}}+\left\|\varphi_{3}\right\|_{L^{\infty}}=1$. Then $\left(\varphi_{1}, \varphi_{2}, \varphi_{3}\right)$ satisfies

$$
\begin{gather*}
-\mu \rho_{L} \frac{d^{2} \varphi_{1}}{d x^{2}}+(\mu-1) \varphi_{1}=\lambda\left[\frac{\partial F_{1}}{\partial \tilde{A}} \varphi_{1}+\frac{\partial F_{1}}{\partial \tilde{C}} \varphi_{2}+\frac{\partial F_{1}}{\partial \tilde{D}} \varphi_{3}\right]  \tag{72}\\
-\mu \rho_{L S} \frac{d^{2} \varphi_{2}}{d x^{2}}+(\mu-1) \varphi_{2}=\lambda\left[\frac{\partial F_{2}}{\partial \tilde{A}} \varphi_{1}+\frac{\partial F_{2}}{\partial \tilde{C}} \varphi_{2}+\frac{\partial F_{2}}{\partial \tilde{D}} \varphi_{3}\right]  \tag{73}\\
-\mu \rho_{S} \frac{d^{2} \varphi_{3}}{d x^{2}}+(\mu-1) \varphi_{3}=\lambda\left[\frac{\partial F_{3}}{\partial \tilde{A}} \varphi_{1}+\frac{\partial F_{3}}{\partial \tilde{C}} \varphi_{2}+\frac{\partial F_{3}}{\partial \tilde{D}} \varphi_{3}\right]  \tag{74}\\
\left(\varphi_{1}\right)_{,_{x}}=\left(\varphi_{2}\right)_{, x}=\left(\varphi_{3}\right)_{, x}=0 \quad \text { at } x=-1,1 \tag{75}
\end{gather*}
$$

where $\frac{\partial F_{i}}{\partial \tilde{A}}, \frac{\partial F_{i}}{\partial \tilde{C}}, \frac{\partial F_{i}}{\partial \tilde{D}}(i=1,2,3)$ in $(72)-(74)$ are evaluated at $(\tilde{A}, \tilde{C}, \tilde{D})=\left(A^{*}, C^{*}, D^{*}\right)$.
It is easy to see that $\mu(\lambda) \rightarrow 1$ as $\lambda \rightarrow 0+$, and the corresponding eigenfunctions $\left(\varphi_{1}, \varphi_{2}, \varphi_{3}\right) \rightarrow\left(\bar{\varphi}_{1}, \bar{\varphi}_{2}, \bar{\varphi}_{3}\right)$ uniformly, where $\left(\bar{\varphi}_{1}, \bar{\varphi}_{2}, \bar{\varphi}_{3}\right)$ are constants satisfying $\left|\bar{\varphi}_{1}\right|+$ $\left|\bar{\varphi}_{2}\right|+\left|\bar{\varphi}_{3}\right|=1$. Set $\mu(\lambda)=1+\lambda \mu_{1}(\lambda)$. Since $\mu(\lambda) \geq 1$, we have $\mu_{1}(\lambda) \geq 0$. Integrating (72)-(74), we get

$$
\begin{equation*}
\int_{-1}^{1}\left[\frac{\partial F_{1}}{\partial \tilde{A}}-\mu_{1}\right] \varphi_{1}+\int_{-1}^{1} \frac{\partial F_{1}}{\partial \tilde{C}} \varphi_{2}+\int_{-1}^{1} \frac{\partial F_{1}}{\partial \tilde{D}} \varphi_{3}=0 \tag{76}
\end{equation*}
$$

$$
\begin{align*}
& \int_{-1}^{1} \frac{\partial F_{2}}{\partial \tilde{A}} \varphi_{1}+\int_{-1}^{1}\left[\frac{\partial F_{2}}{\partial \tilde{C}}-\mu_{1}\right] \varphi_{2}+\int_{-1}^{1} \frac{\partial F_{2}}{\partial \tilde{D}} \varphi_{3}=0  \tag{77}\\
& \int_{-1}^{1} \frac{\partial F_{3}}{\partial \tilde{A}} \varphi_{1}+\int_{-1}^{1} \frac{\partial F_{3}}{\partial \tilde{C}} \varphi_{2}+\int_{-1}^{1}\left[\frac{\partial F_{3}}{\partial \tilde{D}}-\mu_{1}\right] \varphi_{3}=0 \tag{78}
\end{align*}
$$

We first prove that $\mu_{1}(\lambda)$ is uniformly bounded for all $0<\lambda \ll 1$. If not, passing to a subsequence if necessary, we may assume that as $\lambda \rightarrow 0+, \mu_{1}(\lambda) \rightarrow+\infty$. Divide (76) by $\mu_{1}$; passing to the limit, we find that $\bar{\varphi}_{1}=0$. Similarly, $\bar{\varphi}_{2}=\bar{\varphi}_{3}=0$. However, this contradicts $\left|\bar{\varphi}_{1}\right|+\left|\varphi_{2}\right|+\left|\bar{\varphi}_{3}\right|=1$. Therefore $\mu_{1}(\lambda)$ is nonnegative and uniformly bounded. Passing to a subsequence if necessary, we may assume that $\mu_{1}(\lambda) \rightarrow \bar{\mu}_{1} \geq 0$ as $\lambda \rightarrow 0+$.

Passing to the limit in (76)-(78), by Lemma A.1, $\left(M_{3 \times 3}-\bar{\mu}_{1} I_{3 \times 3}\right)\left(\bar{\varphi}_{1}, \bar{\varphi}_{2}, \bar{\varphi}_{3}\right)=$ $(0,0,0)$. Since $\left(\bar{\varphi}_{1}, \bar{\varphi}_{2}, \bar{\varphi}_{3}\right) \neq(0,0,0),\left|M_{3 \times 3}-\bar{\mu}_{1} I_{3 \times 3}\right|=0$. However, direct calculation yields that $\left|M_{3 \times 3}-\bar{\mu}_{1} I_{3 \times 3}\right|$ is equal to

$$
\begin{aligned}
& -\left(\int_{-1}^{1} h_{L S}\right) \hat{D} \cdot \int_{0}^{1}\left(f_{L S}+g_{L S}\right) \cdot\left(\int_{-1}^{1} h_{L S}\right) \hat{A} \\
& \quad \cdot\left\{\left(\gamma_{1}+\frac{\bar{\mu}_{1}}{\left(\int_{-1}^{1} h_{L S}\right) \hat{D}}\right) \cdot\left(1+\frac{\bar{\mu}_{1}}{\int_{-1}^{1}\left(f_{L S}+g_{L S}\right)}\right) \cdot \frac{\bar{\mu}_{1}}{\left(\int_{-1}^{1} h_{L S}\right) \hat{A}}\right. \\
& \quad+\left[(1-\tau)\left(1-\gamma_{2}\right)+\frac{\bar{\mu}_{1}}{\int_{-1}^{1}\left(f_{L S}+g_{L S}\right)}\right] \cdot \frac{\bar{\mu}_{1}}{\int_{-1}^{1} h_{L S} \hat{A}} \\
& \left.\quad+\left(\gamma_{1}+\frac{\bar{\mu}_{1}}{\left(\int_{-1}^{1} h_{L S}\right) \hat{D}}\right) \cdot\left(1-\gamma_{2}+\frac{\bar{\mu}_{1}}{\int_{-1}^{1}\left(f_{L S}+g_{L S}\right)}\right)\right\}
\end{aligned}
$$

which is negative since $\bar{\mu}_{1} \geq 0, \gamma_{1}>0,0 \leq \tau \leq 1$, and $\gamma_{2}<1$. Contradiction! This completes the proof of Lemma A.3.

Proof of Proposition 3.5. By Lemma A.2, for $0<\lambda \ll 1, T(\lambda)$ has a unique fixed point. By Lemma A.3, 1 is not an eigenvalue of $\left.D_{(\tilde{A}, \tilde{C}, \tilde{D})} T(\lambda)\right|_{\left(A^{*}, C^{*}, D^{*}\right)}$. Hence $\operatorname{deg}(I-T(\lambda), \Omega,(0,0,0))=(-1)^{\beta}$, where $\beta$ is the number of eigenvalues (counting algebraic multiplicity) of $\left.D_{(\tilde{A}, \tilde{C}, \tilde{D})} T(\lambda)\right|_{\left(A^{*}, C^{*}, D^{*}\right)}$, which is greater than 1. By Lemma A. 3 we see that $\beta=0$. Hence $\operatorname{deg}(I-T(\lambda), \Omega,(0,0,0))=1$ for $0<\lambda \ll 1$.
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#### Abstract

An asymptotic analysis of a quasi-geostrophic model is presented to investigate the vertically propagating internal Rossby wave structure in the presence of a sharp density interface. For the case of a nonconstant density gradient, the pattern of the vertical structure is nontrivial and depends on the parameter of varying stratification, denoted by $\delta$. As this parameter approaches a critical value from above (i.e., $\delta \approx \delta_{c r i}$ ), the internal wave amplitudes increase continually until wave breaking occurs. When $\delta<\delta_{c r i}$, two cases are considered. For the case without a turning-point, the requirement of appropriate interfacial conditions provides a general matching solution, available only for a certain range of $\delta$. In the presence of a turning-point, which describes the solution transition from monotonic to oscillatory behavior or vice versa, three asymptotic forms of the solutions are derived, even for small values of $\delta$.
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1. Introduction. Internal waves are long waves, with large amplitudes within several kilometers, which are generally produced in the upper layer of the sea surface by tidal fluctuations, differences of density, and atmospheric conditions. Internal waves increase the sea surface current and create a stormy current, which affects fishing grounds, en route vessels, rigs, etc. They may generate slowly varying local currents in open ocean or in fjords. Such induced currents are important factors to be considered when determining the dimensions of offshore platforms operating in deep water areas where internal waves might occur.

When there is a vertical density gradient with a thin density interface, the internal waves can be limited in their spectral density by sporadic local instabilities, and when the waves break, they produce turbulence (Fernando and Hunt [1] and Hannan, Fernando, and List [4]). This process produces a turbulent mixing between fluids of different densities, leading to the overturning of waves by static instability. In environmental fluid mechanics, an understanding of these mixing processes is essential in determining water quality and also the physical properties and concentrations of chemical and biological constituents in the well-mixed layers.

Thus, there is a general need for mathematical models of large-amplitude internal waves propagating along an arbitrary pycnocline or thermocline. In this paper we present an analytical study, to deal with this kind of wave when the density is a continuous function of depth in the presence of a very sharp gradient, taking viscous dissipation into account.

Several attempts have been made to investigate internal waves with respect to the interfacial thickness. Smith and Vallis [2] have presented work on using freely

[^115]decaying geostrophic turbulence to understand and explain the vertical and horizontal flow of energy through a stratified horizontally homogeneous geostrophic fluid. They found that the stratification profile, in particular the presence of a pycnocline, has significant qualitative effects on the efficiency and spectral pathways of energy flow. With uniform stratification, energy in high baroclinic modes transfers directly and almost completely to barotropic mode. In contrast, in the presence of ocean-like stratification, kinetic energy in high baroclinic modes transfers intermediately to the first baroclinic mode, whence it transfers inefficiently to the barotropic mode. The efficiency of transfer to the barotropic mode is reduced as the pycnocline is made increasingly thin.

In his theoretical study, Phillips [5] investigated the degradation of the first internal wave mode and considered the possible occurrence of a dynamic instability in the thermocline where the rate of shear $U$ induced by internal waves reaches its maximum. He postulated the possibility of the occurrence of similar interfacial instabilities when the local gradient Richardson number $R_{i}=\Delta b L / U^{2}<\frac{1}{4}$ for the case of the first internal wave mode at a sharp density interface, where $\Delta b$ is the characteristic buoyancy jump and $L$ is the characteristic length scale. He added that if the energy supply to the internal wave mode continues after the above limiting condition is reached, a local instability may develop. The possibility of such an instability occurring will be investigated in our study.

Thus, in this paper, in place of $R_{i}$ we reorganize a critical value of the parameter of varying stratification, namely $\delta$. With further decreases in $\delta$, we deal with a sharp density interface, and hence with the generation of waves that grow until they break and overturn.

The possibility of exponential growth of internal wave amplitudes in horizontally inhomogeneous layers has been suggested by Navrotsky and Simonenko [16] and Navrotsky [17]. They have analyzed the propagation of weakly nonlinear internal waves with slowly varying amplitudes (compared to the wave period) in a layer with a horizontal gradient of buoyancy frequency $d N(z, x) / d x$. They showed that such waves could produce effective mixing within the thermocline. The horizontal variation of the vertical density gradient favorable for the amplification of high-frequency propagating waves can be developed through the deformation of the density field by long topographic or tidal internal waves.

In this analysis, we discuss a linear analysis for deriving the growth rate of the wave amplitude. The instability described here can be interpreted as a criterion in which the wave amplitude grows, according to the parameter $\delta$ (see Figure 3.2), to a level such that $\delta$ drops below a critical value; then the disturbances can grow exponentially, whence the primary wave amplitude exceeds a certain limiting value to such an extent that an effective discontinuity or front may develop (Basovich and Tsimring [3] and Badulin, Shrira, and Tsimring [6]).

The structure of this paper is as follows. In section 2 equations of motion with continuous density with variable gradient stratification are introduced. The mathematical problem with the asymptotic analysis is formulated, and the method of solving it is discussed. Section 3 considers the development of the solution as the characteristic scale of varying stratification decreases. Section 4 is devoted to the study of the three-layer discontinuous gradient model and to giving stable solutions in the case of the existence of turning-points. Section 5 extends this theory to seek stable solutions in the case of no turning-points. Observational evidence of large-amplitude internal waves and discussions are presented in section 6 . Section 7 concludes the paper.
2. Equations of motion and formulation of the problem. The set of dimensionless equations of incompressible stratified fluid dynamics can be written in the Boussinesq approximation in a rotating flow (Ouahsine [8] and Bois [10]) as

$$
\begin{aligned}
\varrho\left(R o\left(S t \frac{\partial \mathbf{v}}{\partial t}+\mathbf{v} \cdot \mathbf{D v}+w \frac{\partial \mathbf{v}}{\partial z}\right)+(1+R o \beta y) k \wedge \mathbf{v}\right)+\frac{R o}{F r^{2}} \mathbf{D} p & =E_{v} \frac{\partial^{2} \mathbf{v}}{\partial z^{2}}+E_{h} \mathbf{D}^{2} \mathbf{v} \\
\frac{\partial p}{\partial z}+B o \varrho & =0 \\
\mathbf{D} \cdot \mathbf{v}+\frac{\partial w}{\partial z} & =0 \\
(2.1) \quad S t \frac{\partial \varrho}{\partial t}+\mathbf{v} \cdot \mathbf{D} \varrho+\mathbf{w} \frac{\partial \rho}{\partial z} & =0
\end{aligned}
$$

These equations are valid for long wave motions, say $\gamma=H / L \ll 1$, where $L$ and $H$ are the horizontal and vertical characteristic scales, respectively, under the Boussinesq approximation (Pedlosky [12]) and the hydrostatic balance assumptions. Vectors ( $\mathbf{i}, \mathbf{j}, \mathbf{k}$ ) are unit vectors eastwards, northwards, and locally upwards; $\mathbf{D}=(\partial / \partial x, \partial / \partial y)$ is the horizontal gradient; $t$ is the time; $p$ is the pressure; and $\beta=\left(L^{2} / U\right)\left(d f_{0} / d y\right)_{y=0}$ is the beta-plane parameter, where $f_{0}=2 \Omega \sin \lambda_{0}$ is the local Coriolis parameter, $\lambda_{0}$ is the latitude, $\Omega=7.310^{-5} \mathrm{rad} / \mathrm{s}$ is the Earth's rotation, and $a_{0}$ is the Earth's radius. Additionally, $\mathbf{v}$ is the horizontal velocity vector (with eastward and northward components $u$ and $v$ ), and $w$ is the vertical velocity.

Let $T_{0}, U_{0}, \varrho_{00}$, $\Pi$ be the characteristic scales for time $t$, for the horizontal velocity $(u, v)$, for the density $\varrho$, and for the pressure $p$, respectively. The nondimensional parameters appearing in these equations are the Rossby number $R o=U_{0} / f_{0} L$, the Froude number $F r=U_{0} / \sqrt{g H}$, the Strouhal number $S t=L / U_{0} T_{0}$, the number $B o=$ $\varrho_{00} g H / \Pi$, and the Ekman numbers for vertical and horizontal kinematics viscosities, respectively $E_{v}=\nu / f_{0} H^{2}$ and $E_{h}=\nu / f_{0} L^{2}$.

The boundary conditions at the bottom (on $z=-1$ ) are $\mathbf{v}=\mathbf{0}$ and $w=0$, and the initial conditions (at $t=0$ ) are $\mathbf{v}=\mathbf{v}^{0}$ and $p=p^{0}$, where $\mathbf{v}^{0}$ and $p^{0}$ are known.

We assume that, at the sea surface (on $z=0$ ), the steady state motion is driven by the surface wind stress $[\tau]_{w}$. It follows that the stress continuity at the oceanatmosphere interface may be given by (Gill [11])

$$
\begin{equation*}
[\tau]_{i}=\left[-p \mathbf{n} I_{d}+2 \mu \mathbf{n} D\right]_{i} \quad \text { and } \quad p=p_{a} \tag{2.2}
\end{equation*}
$$

where $\mathbf{n}$ is the unit normal vector to the interface, $D$ is the symmetric part of the deformation rate tensor, $\mu$ is the eddy viscosity, $I_{d}$ is the unit vector tensor, and $p_{a}$ is the atmospheric pressure. The bracket $[u]_{i}$ denotes the jump of the function $u$ across the interface $i$. This last condition leads to the following surface boundary condition:

$$
\begin{equation*}
\left[-p+2 \mu \frac{U}{L} \frac{\partial w}{\partial z}\right]_{i}=0, \quad\left[\mu \frac{U}{L} \frac{\partial \mathbf{v}}{\partial z}\right]_{i}=0 \tag{2.3}
\end{equation*}
$$

As the parameters $R o, E_{v}, E_{h}$, and $F r$ become too small, the initial condition strategy fails, giving rise to a singular perturbation problem. Eliminating this singularity requires the use of asymptotic analysis. To proceed further with this problem we introduce the following assumptions:

$$
\begin{equation*}
R o=O(F r), \quad \omega=\frac{R o^{2}}{F r^{2}}, \quad E_{h}=\hat{E}_{h} R o^{2}, \quad E_{v}=\hat{E}_{v} R o^{2} \tag{2.4}
\end{equation*}
$$

and we next assume that the parameters $\left(S t, \omega, \hat{E}_{h}, \hat{E}_{v}\right)$ are fixed and are of $O(1)$. Thus, the asymptotic expansion of $\mathbf{v}, w, p, \rho$ with respect to $R o$ provides, at the zeroth order, expansions:

$$
\begin{align*}
& p_{0}=p_{0}(z), \quad \varrho_{0}=\varrho_{0}(z), \quad \mathbf{D} p_{0}=0 \\
& \mathbf{v}_{0}=\frac{\omega}{\varrho_{0}} \mathbf{k} \Lambda \mathbf{D} p_{1}, \quad \frac{d p_{0}}{d z}=- \text { Bo } \varrho_{0} \tag{2.5}
\end{align*}
$$

The last two equations are the geostrophic and the hydrostatic assumptions, respectively.

Since the pressure fluctuation is the basic dynamical characteristic of the current, we assume that the wave motion may be specified in terms of the perturbation $p_{1}$ deduced, after some calculations from (2.1). Thus at the order $R_{0}$ we obtain the so-called quasi-geostrophic potential equation (Pedlosky [12]):

$$
\begin{equation*}
\frac{d_{h}}{d t}\left[\mathbf{D}^{2} p_{1}+\frac{\omega}{B_{0}}\left\{\frac{\partial}{\partial z}\left\{-\frac{\varrho_{0}(z)}{\varrho_{0}^{\prime}(z)} \frac{\partial p_{1}}{\partial z}\right\}+\frac{\partial p_{1}}{\partial z}\right\}+\varrho_{0}(z) \beta \omega y\right]=0 \tag{2.6}
\end{equation*}
$$

where $\frac{d_{h}}{d t}=S t \frac{\partial}{\partial t}+\mathbf{v}_{\mathbf{0}} . \mathbf{D}$ and $\mathbf{D}=\frac{\partial}{\partial x} \mathbf{i}+\frac{\partial}{\partial y} \mathbf{j}$.
The problem is now reduced to the study of the pressure perturbation $p_{1}$ governed by (2.6). The associate boundary conditions are determined supposing that there exist two Ekman boundaries at the ocean-atmosphere interface and at the bottom. To remain within the Ekman-layer thickness as $E_{v}$ is small, the matching procedure between layers leads, after some calculation, to the following boundary conditions:

$$
\frac{d_{h}}{d t}\left(\frac{\partial p_{1}}{\partial z}\right)=\left\{\begin{array}{l}
\Gamma(0) \varkappa(0) \varpi \mathbf{D}^{2}\left(\varrho_{0}^{-1} p_{1}\right)_{z=0}  \tag{2.7}\\
\varkappa(-1) \varpi \mathbf{D}^{2}\left(\varrho_{0}^{-1} p_{1}\right)_{z=-1}
\end{array}\right.
$$

where

$$
\begin{align*}
\varkappa(z) & =\left(\frac{\hat{E}_{v}}{2}\right)^{\frac{1}{2}} \varrho_{0}^{\prime}(z) \varrho_{0}(z)^{-\frac{1}{2}} \\
\varpi & =\frac{B o}{\omega}=O(1)  \tag{2.8}\\
\Gamma(z) & =-1+\frac{\mu \varrho_{0}(z)^{\frac{1}{2}}}{\mu \varrho_{0}(z)^{\frac{1}{2}}+\mu^{a} \varrho_{0}^{a}(z)^{\frac{1}{2}}}<0
\end{align*}
$$

with $\mu$ the coefficient of the dynamic viscosity. The superscript " $a$ " refers to the atmospheric terms and indicates the signature of the atmospheric effects in the matching procedure.

In order to analyze how the solution of (2.6) behaves in the presence of the density gradient, we consider only the vertical structure of the pressure perturbation. The study of the vertical structure of the upper ocean can be useful because pressure and bulk temperatures or salinities tend to vary more along a vertical distance of a hundred meters than along a horizontal distance of a thousand kilometers. This holds true over many parts of the world's oceans where it is the case that vertical exchange processes within the water column are likely to affect local conditions much more rapidly than horizontal advection and horizontal mixing. It follows that for our purposes we treat the upper ocean layers as being homogeneous along the horizontal; thus we consider the propagation of monochromatic waves in the form

$$
\begin{equation*}
p_{1}(x, y, z, t)=P(z) \exp \{i(k x+l y-\sigma t)\} \tag{2.9}
\end{equation*}
$$

where $k$ and $l$ are the characteristic wave numbers and $\sigma$ is the frequency.
Substituting (2.9) into (2.6) and (2.7), we obtain

$$
\begin{equation*}
\frac{d}{d z}\left(\frac{1}{\rho_{0}^{\prime}(z)} \frac{d P(z)}{d z}\right)+\frac{\lambda}{\rho_{0}(z)} P(z)=0 \tag{2.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda=K_{h}^{2}+\frac{k \beta}{\sigma} \tag{2.11}
\end{equation*}
$$

is a separation parameter to be determined in the analysis below. $K_{h}^{2}=k^{2}+l^{2}$ is the horizontal wave number, and $k$ and $l$ are the wave numbers in the $x$ - and $y$-directions; $\sigma$ is the frequency of the free harmonic waves.

This is an eigenvalue Sturm-Liouville problem for the vertical structure of the pressure perturbation $P(z)$, where $\lambda$, assumed to be function of the wave frequency $\sigma$ from (2.11), is the problem eigenvalue. The associated boundary conditions are

$$
\begin{array}{r}
\left(-\sigma S t+\mathbf{v}_{\mathbf{0}} \cdot \nabla\right) \frac{d P(0)}{d z}-\alpha_{2} P(0)=0 \\
\left(-\sigma S t+\mathbf{v}_{\mathbf{0}} \cdot \nabla\right) \frac{d P(-1)}{d z}-\alpha_{1} P(-1)=0 \tag{2.12}
\end{array}
$$

where $\mathbf{v}_{\mathbf{0}}$ is given by (2.5), $\nabla=k \mathbf{i}+l \mathbf{j}$, and $\alpha_{1}$ and $\alpha_{2}$ are given by

$$
\begin{align*}
& \alpha_{2}=i K_{h}^{2}\left(\frac{\hat{E}_{v}}{2}\right)^{1 / 2} \Gamma(0) \varrho_{0}^{\prime}(0) \varrho_{0}^{-1 / 2}(0) \\
& \alpha_{1}=i K_{h}^{2}\left(\frac{\hat{E}_{v}}{2}\right)^{1 / 2} \varrho_{0}^{\prime}(-1) \varrho_{0}^{-1 / 2}(-1) \tag{2.13}
\end{align*}
$$

We note that the horizontal velocity $\mathbf{v}_{0}$ depends on the pressure perturbation $p_{1}$ (2.5). Thus, its presence at the boundary conditions (2.12) is a nonlinear contribution to the eigenvalue problem.
3. Vertical structure of monochromatic internal Rossby waves with the stratification profile. In this section we deal with the set of equations (2.10) and (2.12). The first fact which we must notice is that the solution $P(z)$ depends on the boundary conditions. In other words, we deal with the Sturm-Liouville problem, which is essentially the problem of determining the dependence of the general behavior of the solution $P(z)$ on the parameter $\lambda$ (or $\sigma$ ) and the dependence of the eigenvalues of $\lambda$ (or $\sigma$ ) on the complexity of the boundary conditions imposed on $P(z)$. This complexity is due, first, to the presence of the frequency $\sigma$ in the boundary conditions that render the set of eigenfunctions nonorthogonal. In order to overcome this difficulty, the assumption $S t=\varepsilon \ll 1$ is made, where $S t$ is the Strouhal parameter. This assumption means that we consider a quasi-stationary flow.
3.1. Case of a variable gradient stratification profile. In the case of a nonuniform density distribution along the vertical, we consider a density distribution in tanh form, which may approximate a typical oceanic profile (see Figure 3.1):

$$
\begin{equation*}
\rho_{0}(z)=\rho_{00}\left[1-N_{m}^{2} \tanh \left(\frac{z+h}{\delta}\right)\right], \tag{3.1}
\end{equation*}
$$



Fig. 3.1. An example of a typical Brunt-Väisälä frequency profile (taken from [6]).


FIG. 3.2. Schematic presentation of the density distribution in tanh form.
where $N_{m}^{2} \ll 1$ and $\rho_{00}$ are constants. The parameter $\delta$ is the varying stratification parameter, which varies in the range $0<\delta \leq 1$. It may roughly define the thickness of the layer along which $\rho_{0}(z)$ steeply varies (see Figure 3.2). An experimental study using a density distribution in a tanh profile was considered in Pawlak and Armi [9].

Following a classical procedure (see, for example, [13]), the wave equations (2.10) and (2.12) may be transformed into a suitable form by introducing in place of $z$ a new variable $\xi$, defined as follows:

$$
\begin{equation*}
\xi=\frac{1}{J} \int_{-1}^{z}\left(-\frac{\rho_{0}(t)}{\rho_{0}^{\prime}(t)}\right)^{1 / 2} d t \tag{3.2}
\end{equation*}
$$

with

$$
\begin{equation*}
J=\int_{-1}^{0}\left(-\frac{\rho_{0}(t)}{\rho_{0}^{\prime}(t)}\right)^{1 / 2} d t \tag{3.3}
\end{equation*}
$$

With this form of $J$, the new variable $\xi$ evolves in the range $[0,1]$ as $z$ evolves in the range $[-1,0]$. Next, in place of the function $P(z)$ we introduce a new function:

$$
\begin{equation*}
X(\xi)=P(z) \sqrt[4]{\frac{-1}{\rho_{0}(z) \rho_{0}^{\prime}(z)}} \tag{3.4}
\end{equation*}
$$

This yields the following modified Sturm-Liouville problem for $X(\xi)$ :

$$
\begin{equation*}
\frac{d^{2} X(\xi)}{d \xi^{2}}-\left(\eta_{1}^{2}+V(\xi, \delta)\right) X(\xi)=0 \tag{3.5}
\end{equation*}
$$

with

$$
\frac{d X(1)}{d \xi}-a X(1)=0 \quad \text { and } \quad \frac{d X(0)}{d \xi}-b X(0)=0
$$

where $\eta_{1}^{2}=\lambda . J^{2}($ from (2.11) and (3.3)) and

$$
\begin{align*}
& V(\xi, \delta)=\left(-\rho_{0}(z) \rho_{0}^{\prime}(z)\right)^{1 / 4} \frac{d^{2}}{d \xi^{2}}\left[\sqrt[4]{\frac{-1}{\rho_{0}(z) \rho_{0}^{\prime}(z)}}\right] \\
& a=\frac{-\alpha_{2} J}{\mathbf{v}_{\mathbf{0}} \cdot \nabla} \frac{\rho_{0}(0)}{\rho_{0}^{\prime}(0)}-\frac{1}{4}\left(\rho_{0} \rho_{0}^{\prime}\right)\left[\frac{d}{d \xi}\left(\frac{-1}{\rho_{0} \rho_{0}^{\prime}}\right)\right]_{\xi=1} \\
& b=\frac{-\alpha_{1} J}{\mathbf{v}_{\mathbf{0}} \cdot \nabla} \frac{\rho_{0}(-1)}{\rho_{0}^{\prime}(-1)}-\frac{1}{4}\left(\rho_{0} \rho_{0}^{\prime}\right)\left[\frac{d}{d \xi}\left(\frac{-1}{\rho_{0} \rho_{0}^{\prime}}\right)\right]_{\xi=0} \tag{3.6}
\end{align*}
$$

where $\mathbf{v}_{\mathbf{0}}$ is given by $(2.5)$ and $\nabla=k \mathbf{i}+l \mathbf{j}$. At this stage of analysis, we note that (2.10) and (2.12) correspond to the Sturm-Liouville eigenproblem, which is a problem of determining the dependence of the behavior of the solution $P(z)$ on the parameter $\lambda$ (or $\sigma$ ). Thus, the presence of the frequency $\sigma$ in the boundary conditions renders the set of eigenfunctions nonorthogonal. In order to overcome this difficulty, the assumption $S t=\epsilon \ll 1$ is made, where $S t$ is the Strouhal parameter. This assumption means that we consider a quasi-stationary flow.

To proceed further with this problem, we have to find nontrivial solutions of the homogeneous set of equations (3.5), and we have to determine the values of the separation parameter $\lambda$ (eigenvalues) for these nontrivial solutions (eigenfunctions). Thus, in the following analysis we consider only the case where $\eta_{1}^{2}$ is negative: $\eta_{1}^{2}=$ $-\mu_{1}^{2}$. Since $\eta_{1}^{2}$ is negative, we have

$$
\begin{equation*}
\lambda J^{2}=k^{2}+l^{2}+\frac{k \beta}{\sigma_{1}}<0 \tag{3.7}
\end{equation*}
$$

Using a classical mathematical argument (see Ince [14]), the eigenfunctions $X(\xi)$ of the problem (3.5) can be given by

$$
\begin{equation*}
X(\xi)=c_{1} \cos \left(\mu_{1} \xi\right)+c_{2} \sin \left(\mu_{1} \xi\right)+\frac{1}{\mu_{1}} \int_{\varepsilon}^{\xi}\left[V(t, \delta) \sin \left(\mu_{1}(\xi-t)\right) X(t)\right] d t \tag{3.8}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are arbitrary and $0 \leq \varepsilon \leq 1$. Thus, from the first boundary condition at $\xi=1$, we deduce that

$$
\begin{equation*}
c_{2}=\frac{c_{1} b}{\mu_{1}} \tag{3.9}
\end{equation*}
$$

and from the second condition at $\xi=0$, we deduce the following eigenvalue equation:

$$
\begin{equation*}
\tan g\left(\mu_{1}\right)=\frac{c_{1}(b-a)+\int_{0}^{1}|V(t, \delta)|\left[\cos \left(\mu_{1} t\right)+\frac{a}{\mu_{1}} \sin \left(\mu_{1} t\right)\right] X(t) d t}{c_{1}\left(\mu_{1}+\frac{b}{\mu_{1}}\right)-\int_{0}^{1}|V(t, \delta)|\left[\sin \left(\mu_{1} t\right)-\frac{a}{\mu_{1}} \sin \left(\mu_{1} t\right)\right] X(t) d t} \tag{3.10}
\end{equation*}
$$

The roots of this equation form a discrete spectrum $\left(\mu_{1 k}, k=1,2, \ldots\right)$. However, $X(\xi)$ is unknown; thus if $\mu_{1 k}$ are sufficiently large and on using (3.9), a simple estimate of the solution (3.8) can satisfy an asymptotic form

$$
\begin{equation*}
X(\xi)=c_{1} \cos \left(\mu_{1} \xi\right)+\frac{g\left(\mu_{1} \xi\right)}{\mu_{1}} \tag{3.11}
\end{equation*}
$$

where $g\left(\mu_{1} \xi\right)$ is a bounded function as $\mu_{1} \longrightarrow \infty$. If we set this asymptotic form (3.11) in (3.10), we obtain

$$
\begin{equation*}
\tan \left(\mu_{1 k}\right) \cong \frac{(b-a)+\frac{1}{2} \int_{0}^{1}|V(t, \delta)| d t+O\left(\frac{1}{k}\right)}{\mu_{1}+O\left(\frac{1}{k}\right)} \quad(k=1,2, \ldots) \tag{3.12}
\end{equation*}
$$

By using the fixed point method, we can estimate the solution of the above equation. Thus, we obtain

$$
\begin{equation*}
\mu_{1 k} \cong k \pi+\frac{(b-a)+\frac{1}{2} \int_{0}^{1}|V(t, \delta)| d t}{k \pi}+O\left(\frac{1}{k^{2}}\right) \quad(k=1,2, \ldots) \tag{3.13}
\end{equation*}
$$

The solution of (3.8) can be obtained by successive approximations in the form

$$
\begin{equation*}
X\left(\xi, \mu_{1}\right)=\sum_{k=0}^{\infty} x_{k}\left(\xi, \mu_{1}\right) \tag{3.14}
\end{equation*}
$$

where

$$
\begin{gather*}
x_{0}\left(\xi, \mu_{1}\right)=c_{1}\left(\cos \mu_{1} \xi+\frac{b}{\mu_{1}} \sin \mu_{1} \xi\right)  \tag{3.15}\\
x_{k+1}\left(\xi, \mu_{1}\right)=\frac{1}{\mu_{1}} \int_{\varepsilon}^{\xi} \sin \mu_{1}(\xi-t) V(t) x_{k}\left(t, \mu_{1}\right) d t \tag{3.16}
\end{gather*}
$$

If $|V(\xi)| \leq A$, where $A$ is an upper bound, we can prove by induction that

$$
\begin{equation*}
\left|x_{k+1}(\xi, t)\right| \leq \frac{\left|c_{1}\right|+\left|c_{1} b / \mu_{1}\right|}{k!} \frac{A^{k}|\xi-\varepsilon|^{k}}{\mu_{1}^{k}}, \quad k=1,2, \ldots \tag{3.17}
\end{equation*}
$$

The solution form, where $k=0$, is given in (3.15).
We thus see from (3.17) that $x_{k+1}(\xi, t)$ is uniformly convergent in the interval $\xi \in$ $[0,1]$ as $A$ is a bounded number, and that $x_{k+1}(\xi, t)$ is also an asymptotic expansion of $X(t, \xi)$ as $\mu_{1} \rightarrow \infty$.

However, since the upper bound $A$ becomes sufficiently large as $\delta$ diminishes, this leads to the increasing of $\left|x_{k+1}(\xi, t)\right|$ to a large wave amplitude. The same increasing feature may be derived from the Schwartz inequality. This establishes the existence


FIG. 3.3. Variability in the structure eigenfunctions with the parameter $\delta$ for the eigenmode $k=3$. The plots correspond to the numerical solution.
of a fixed number such that $\left|x_{k+1}(\xi, t)\right|<M$. It remains to show from (3.16) that the solution amplitude verifies

$$
\begin{equation*}
\left|x_{k+1}(\xi, t)\right| \leq\left|c_{1}\right|\left(1+\frac{b^{2}}{\mu_{1}^{2}}\right)^{1 / 2}+\frac{M}{\mu_{1}} \int_{0}^{1}|V(t, \delta)| d t \tag{3.18}
\end{equation*}
$$

and hence

$$
\begin{equation*}
M \leq\left|c_{1}\right| \sqrt{1+\frac{b^{2}}{\mu_{1}^{2}}} \frac{1}{1-\frac{1}{\mu_{1}} \int_{0}^{1}|V(t, \delta)| d t} \tag{3.19}
\end{equation*}
$$

The validity of the last inequality depends on the behavior of the denominator. In this situation two problems arise. The first of these is that the upper bound must be positive; it follows that the expression in the denominator must be positive in turn. The second problem is the finding of a critical value $\delta_{c r i}$ to ensure a bounded upper bound $M$. Then it will be necessary to impose restrictions on $\delta$ to prevent the denominator of (3.19) from vanishing. This consists of discarding the condition $\mu_{1}=\int_{0}^{1}|V(t, \delta)| d t$. This requirement involves the fact that the solution may hold in the interval $\delta_{c r i}<\delta<1$, while in the interval $0<\delta \leq \delta_{c r i}$ the upper bound $M$ becomes sufficiently large so that the wave amplitude dominates the flow dynamics. Thus a significant increase of the energy is acquired as the wave approaches the layer of the maximum density gradient (Figure 3.3). The wave motion focuses at a certain depth $h(0<h<0.2)$. This depth is determined by the minimum of the characteristic scale of the varying stratification parameter $\delta$ (Figure 3.4). The growth of the solution amplitude is accompanied by the transformation of the vertical structure of internal wave modes and renders the vertical wave propagation unstable. The same features were also found in previous laboratory experiments (Stamp and Jacka [7] and Simpson and Linden [15]).


FIG. 3.4. Growth rate of the eigenmodes as a function of the varying stratification parameter $\delta$.

The instability described here can be interpreted as a criterion in which the wave amplitudes grow, according to the parameter $\delta$, to a level such that $\delta$ drops below a critical value $\delta_{c r i}$. Then the disturbances can grow exponentially, whence the primary wave amplitude exceeds a certain limiting value to such an extent that an effective discontinuity or front may develop (see Figures 3.3 and 3.4).

The exponential growth of internal wave amplitudes in horizontally inhomogeneous layers has been studied by Navrotsky and Simonenko [16] and Navrotsky [17]. They showed that such waves could produce effective mixing within the thermocline, and higher modes of internal waves can also play an important role in turbulence generation, especially in a multilayered stratification.
4. Finding the solutions for thin interface layers in the presence of turning-points. In this section we seek to obtain eigenvalues, as the stratification rate parameter $\delta$ is very small. For simplicity we proceed under the assumption that $\hat{E}_{v} \ll 1$ (Kraus [18]). Yet from the preceding section, the analysis of the vertical structure of the pressure perturbation explicitly exploits the thinness of these layers and does not reveal any particular problem due to the presence of the parameter $\hat{E}_{v}$ at the boundary conditions.

In the following we deal with the set of equations (3.5), which can be written as

$$
\begin{equation*}
\frac{d^{2} X(\xi)}{d \xi^{2}}+\lambda^{2} q(\xi, \delta) X(\xi)=0 \tag{4.1}
\end{equation*}
$$

with the associated boundary conditions

$$
\begin{equation*}
\frac{d X(1)}{d \xi}-a X(1)=0 \quad \text { and } \quad \frac{d X(0)}{d \xi}-b X(0)=0 \tag{4.2}
\end{equation*}
$$

where $\lambda^{2}=1 / 4 \delta^{4}$ with $\delta \ll 1$, and the function $q(\xi, \delta)$ reads

$$
\begin{equation*}
q(\xi, \delta)=\left(\xi-\xi_{1}\right)\left(\xi-\xi_{2}\right) \digamma\left(\xi_{1}, \xi_{2}\right) \tag{4.3}
\end{equation*}
$$

with

$$
\digamma\left(\xi_{1}, \xi_{2}\right)=\frac{1}{\cosh ^{2}\left(\frac{\xi_{1}-1+h}{\delta}\right) \cosh ^{2}\left(\frac{\xi_{2}-1+h}{\delta}\right)}
$$



FIG. 4.1. Schematic presentation of the solution behavior in presence of a turning-point $\xi_{0}$.


Fig. 4.2. Three-layer schematic representation of the density, in the case when $\delta \ll 1$.

$$
\begin{align*}
& \xi_{1}=1-h-\delta \operatorname{argth} \sqrt{2-4 \mu_{1}^{2} \delta^{2}}  \tag{4.4}\\
& \xi_{2}=1-h+\delta \operatorname{argth} \sqrt{2-4 \mu_{1}^{2} \delta^{2}} \tag{4.5}
\end{align*}
$$

The function $q(\xi, \delta)$ may vanish if the variable $\xi$ is equal to $\xi_{1}$ or $\xi_{2}$, called turningpoints. The core of the problem is to seek a stable solution, for a given fixed value of $\mu_{1}$, when the stratification parameter $\delta$ is very small and when the function $q(\xi, \delta)$ changes the sign as $\xi$ evolves from 0 to 1 on passing over the turning-points (see Figure 4.1). Elsewhere, as $\delta \rightarrow 0$, we deal with three cases (Figure 4.2):
(i) as $\xi>1-h, \frac{\xi-1+h}{\delta} \rightarrow+\infty$;
(ii) as $\xi>1-h, \frac{\xi-1+h}{\delta} \rightarrow+\infty$;
(iii) as $\xi=1-h, \frac{\xi-1+h}{\delta}=0$.

Note that from (4.4) and (4.5), $q(\xi, \delta)$ may change the sign in the range

$$
\begin{equation*}
\left.\left(\mu_{1} \delta\right) \in\right] \frac{-\sqrt{2}}{2}, \frac{-1}{2}[\cup] \frac{1}{2}, \frac{\sqrt{2}}{2}[. \tag{4.6}
\end{equation*}
$$

To further proceed with this problem we use the WKB approximation. We seek solutions in the form

$$
\begin{equation*}
X(\xi)=\exp ^{ \pm i \phi(\xi)} \tag{4.7}
\end{equation*}
$$

Substituting the last equation into the wave equation (4.1), this yields the following
dispersion equation:

$$
\begin{equation*}
\frac{i \phi^{\prime \prime}(\xi)}{\phi^{\prime 2}(\xi)}+\frac{q(\xi)}{\phi^{\prime 2}(\xi)}-1=0 \tag{4.8}
\end{equation*}
$$

If we choose $\phi$ such that

$$
\begin{equation*}
\frac{\phi^{\prime \prime}(\xi)}{\phi^{\prime 2}(\xi)} \ll 1 \quad \text { and } \quad \frac{q(\xi)}{\phi^{\prime 2}(\xi)}-1=0 \tag{4.9}
\end{equation*}
$$

we deduce from the first condition the inequality

$$
\begin{equation*}
\frac{q^{\prime}(\xi)}{2 \sqrt{q(\xi)}} \ll q(\xi) \tag{4.10}
\end{equation*}
$$

which remains verified as $\delta \rightarrow 0$. From (4.8) and the second condition in (4.9), $\phi$ may be approximated as

$$
\begin{equation*}
\phi(\xi) \cong \pm \int \sqrt{q(\xi)}+\frac{i}{4} \ln q(\xi) ; \tag{4.11}
\end{equation*}
$$

then from (4.7), the approximate solution takes the form

$$
\begin{equation*}
X(\xi, \delta) \cong \frac{1}{\sqrt[4]{q(\xi)}}\left\{\alpha \exp \left[i \lambda \int \sqrt{q(\xi)} d \xi\right]+\beta \exp \left[-i \lambda \int \sqrt{q(\xi)} d \xi\right]\right\} \tag{4.12}
\end{equation*}
$$

where $\alpha$ and $\beta$ are arbitrary and $\lambda=1 / 2 \delta^{2}$.
The validity of this asymptotic form given in (4.12) depends on the sign of the function $q(\xi)$. It has an oscillatory character if $q(\xi)$ is positive and has a monotonic character if $q(\xi)$ is negative. Hence, there exists a point $\xi_{0}$ such that, at the vicinity of this point, the transition takes place from one type of behavior to the other (see Figure 4.1).

Thus, if $q(\xi)>0$, the solution is oscillatory, and may read

$$
\begin{equation*}
X_{1(\text { out })}(\xi, \delta) \cong \frac{1}{\sqrt[4]{q(\xi)}} a_{1} \sin \left[\lambda \int \sqrt{q(\xi)} d \xi\right]+b_{1} \cos \left[-\lambda \int \sqrt{q(\xi)} d \xi\right] \tag{4.13}
\end{equation*}
$$

If $q(\xi)<0$, the solution is monotonic, and may read

$$
\begin{equation*}
X_{2(o u t)}(\xi, \delta) \cong \frac{1}{\sqrt[4]{-q(\xi)}} a_{2} \exp \left[\lambda \int \sqrt{-q(\xi)} d \xi\right]+b_{2} \exp \left[-\lambda \int \sqrt{-q(\xi)} d \xi\right] \tag{4.14}
\end{equation*}
$$

The solutions $X_{1(o u t)}(\xi, \delta)$ and $X_{2(o u t)}(\xi, \delta)$ are valid above and below the turningpoints and are called outer solutions. In the vicinity of the turning-points $\xi_{1}$ and $\xi_{2}$, we use Langer's transformation (see Nayfeh [19]):

$$
\begin{equation*}
x=\varphi(\xi), \quad \Phi=\psi(x) X . \tag{4.15}
\end{equation*}
$$

The transformation (4.15) carries (4.1) into

$$
\begin{equation*}
\frac{d^{2} \Phi}{d x^{2}}+\frac{1}{\varphi^{\prime 2}}\left(\varphi^{\prime \prime}-2 \frac{\varphi^{\prime} \psi^{\prime}}{\psi}\right) \frac{d \Phi}{d x}+\frac{1}{\varphi^{\prime 2}}\left(\lambda^{2} q+\psi\left(\frac{\psi^{\prime}}{\psi^{2}}\right)^{\prime}\right) \Phi=0 . \tag{4.16}
\end{equation*}
$$

We determine $\psi$ and $\varphi$ so that

$$
\begin{equation*}
\varphi^{\prime \prime}-2 \frac{\varphi^{\prime} \psi^{\prime}}{\psi}=0 \quad \Rightarrow \quad \psi=\sqrt{\varphi^{\prime}} \tag{4.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{-q}{\varphi^{\prime 2}}=\varphi \tag{4.18}
\end{equation*}
$$

so that (4.16) becomes

$$
\begin{equation*}
\frac{d^{2} \Phi}{d x^{2}}-\lambda^{2} x \Phi=v(x) \Phi \tag{4.19}
\end{equation*}
$$

where

$$
\begin{equation*}
v(x)=\frac{1}{2} \frac{\varphi^{\prime \prime \prime}}{\varphi^{\prime 3}}-\frac{3}{4} \frac{\varphi^{\prime \prime} 2}{\varphi^{\prime 4}} \tag{4.20}
\end{equation*}
$$

At the vicinity of the turning-point $\xi_{1}$ the solutions of (4.18) are

$$
\begin{gather*}
\frac{2}{3}\left(\varphi_{1}\right)^{3 / 2}=\int_{\xi_{1}}^{\xi} \sqrt{\left(t-\xi_{1}\right)\left(\xi_{2}-t\right) \digamma\left(\xi_{1}, \xi_{2}\right)} d t \quad \text { if } \xi>\xi_{1}  \tag{4.21}\\
\frac{2}{3}\left(-\varphi_{1}\right)^{3 / 2}=\int_{\xi}^{\xi_{1}} \sqrt{\left(\xi_{1}-t\right)\left(\xi_{2}-t\right) \digamma\left(\xi_{1}, \xi_{2}\right)} d t \quad \text { if } \xi<\xi_{1} \tag{4.22}
\end{gather*}
$$

In the same manner, at the vicinity of the turning-point $\xi_{2}$ the solutions of (4.18) read

$$
\begin{gather*}
\left.\frac{2}{3}\left(-\varphi_{2}\right)^{3 / 2}=\int_{\xi}^{\xi_{2}} \sqrt{\left(t-\xi_{1}\right)\left(t-\xi_{2}\right) \digamma\left(\xi_{1}, \xi_{2}\right.}\right) d t \quad \text { if } \xi>\xi_{2}  \tag{4.23}\\
\frac{2}{3}\left(\varphi_{2}\right)^{3 / 2}=\int_{\xi_{2}}^{\xi} \sqrt{\left(t-\xi_{1}\right)\left(\xi_{2}-t\right) \digamma\left(\xi_{1}, \xi_{2}\right)} d t \quad \text { if } \xi<\xi_{2} \tag{4.24}
\end{gather*}
$$

From (4.21) as $\xi \rightarrow \xi_{1}, \varphi_{1} \rightarrow \sqrt[3]{\left(\xi_{2}-\xi_{1}\right) \digamma\left(\xi_{1}, \xi_{2}\right)} \cdot\left(\xi-\xi_{1}\right)$; hence from (4.20) the function $v=O(1)$. Thus as $\lambda$ is large, this leads to the approximated equation

$$
\begin{equation*}
\frac{d^{2} \Phi}{d x^{2}}-\lambda^{2} x \Phi=0 \tag{4.25}
\end{equation*}
$$

whose solution is

$$
\begin{equation*}
\Phi=c_{1} A i\left(\lambda^{2 / 3} x\right)+c_{2} B i\left(-\lambda^{2 / 3} x\right) \tag{4.26}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are constants of integration. $A i$ and $B i$ are the Airy functions of the first and second kind. Applying the previous results and (4.15), the asymptotic solution for $\xi>\xi_{1}$ reads

$$
\begin{equation*}
X_{1(i n)}(\xi, \delta) \cong \frac{1}{\sqrt{\varphi_{1}^{\prime}}}\left\{c_{1}^{(1)} A i\left[\lambda^{2 / 3} \varphi_{1}(\xi)\right]+c_{2}^{(1)} B i\left[-\lambda^{2 / 3} \varphi_{1}(\xi)\right]\right\} \tag{4.27}
\end{equation*}
$$



Fig. 4.3. Sketch of the matching procedure in the presence of turning-points.

Similarly, the asymptotic solution for $\xi<\xi_{2}$ reads

$$
\begin{equation*}
X_{2(i n)}(\xi, \delta) \cong \frac{1}{\sqrt{\varphi_{2}^{\prime}}}\left\{c_{1}^{(2)} A i\left[\lambda^{2 / 3} \varphi_{2}(\xi)\right]+c_{2}^{(2)} B i\left[-\lambda^{2 / 3} \varphi_{2}(\xi)\right]\right\} \tag{4.28}
\end{equation*}
$$

These solutions $X_{1(i n)}$ and $X_{2(i n)}$ (see Figure 4.3) are available for $\xi$ in the range $\xi_{1}+\varepsilon<\xi<\xi_{2}-\varepsilon(\varepsilon \ll 1)$ and are called inner solutions. $\varphi_{1}$ and $\varphi_{2}$ are given by (4.21) and (4.24); $c_{1}^{(1)}, c_{2}^{(1)}, c_{1}^{(2)}, c_{2}^{(2)}$ are constants of integration.

The matching procedure (Figure 4.3) between the outer solutions given in (4.13) and (4.14) and the inner solutions given in (4.27) and (4.28) may lead to the relationship that exists between the constants $c_{1}^{(1)}, c_{2}^{(1)}, c_{1}^{(2)}, c_{2}^{(2)}$ and $a_{1}, a_{2}, b_{1}, b_{2}$.
4.1. Matching procedure between inner solutions. To match the solutions given in (4.27) and (4.28) we first use the asymptotic forms of large positive arguments of the Airy functions (Nayfeh [19]) given by

$$
\begin{align*}
& A i(z)=\frac{1}{2 \sqrt{\pi}} z^{-1 / 4} \exp \left(-\frac{2}{3} z^{3 / 2}\right)\left[1+O\left(\frac{2}{3} z^{3 / 2}\right)^{-1}\right] \\
& B i(z)=\frac{1}{2 \sqrt{\pi}} z^{-1 / 4} \exp \left(\frac{2}{3} z^{3 / 2}\right)\left[1+O\left(\frac{2}{3} z^{3 / 2}\right)^{-1}\right] \tag{4.29}
\end{align*}
$$

These last assumptions transform (4.27) and (4.28) into

$$
\begin{align*}
& X_{1(i n)}(\xi, \delta) \cong \frac{\lambda^{-1 / 6}}{\sqrt[4]{-q(\xi)} \sqrt{\pi}}\left\{\frac{c_{1}^{(1)}}{2} \exp \left(-\frac{2}{3} \lambda \varphi_{1}^{3 / 2}\right)+c_{2}^{(1)} \exp \left(\frac{2}{3} \lambda \varphi_{1}^{3 / 2}\right)\right\}  \tag{4.30}\\
& X_{2(i n)}(\xi, \delta) \cong \frac{\lambda^{-1 / 6}}{\sqrt[4]{-q(\xi)} \sqrt{\pi}}\left\{\frac{c_{1}^{(2)}}{2} \exp \left(-\frac{2}{3} \lambda \varphi_{2}^{3 / 2}\right)+c_{2}^{(2)} \exp \left(\frac{2}{3} \lambda \varphi_{2}^{3 / 2}\right)\right\} \tag{4.31}
\end{align*}
$$

Equating (4.30) and (4.31) gives
$\frac{c_{1}^{(1)}}{2} \exp \left(-\frac{2}{3} \lambda \varphi_{1}^{3 / 2}\right)+c_{2}^{(1)} \exp \left(\frac{2}{3} \lambda \varphi_{1}^{3 / 2}\right)=\frac{c_{1}^{(2)}}{2} \exp \left(-\frac{2}{3} \lambda \varphi_{2}^{3 / 2}\right)+c_{2}^{(2)} \exp \left(\frac{2}{3} \lambda \varphi_{2}^{3 / 2}\right)$.
If we introduce

$$
\begin{equation*}
\Delta=\frac{2}{3} \lambda\left(\varphi_{1}^{3 / 2}+\varphi_{2}^{3 / 2}\right)=\int_{\xi_{1}}^{\xi_{2}} \sqrt{\left(t-\xi_{1}\right)\left(\xi_{2}-t\right) \digamma\left(\xi_{1}, \xi_{2}\right)} d t \tag{4.33}
\end{equation*}
$$

we obtain from (4.32)

$$
\begin{align*}
& \frac{c_{1}^{(1)}}{2}+c_{2}^{(1)}=\frac{c_{1}^{(2)}}{2} \exp (-\Delta)+c_{2}^{(2)} \exp (\Delta) \\
& c_{2}^{(1)}-\frac{c_{1}^{(1)}}{2}=\frac{c_{1}^{(2)}}{2} \exp (-\Delta)-c_{2}^{(2)} \exp (\Delta) \tag{4.34}
\end{align*}
$$

so that

$$
\begin{align*}
& c_{2}^{(1)}=c_{1}^{(2)} \exp (-\Delta) \\
& c_{2}^{(2)}=c_{1}^{(1)} \exp (-\Delta) \tag{4.35}
\end{align*}
$$

Thus for (4.30) and (4.31) to have a bounded solution as $\lambda$ is large, it is necessary that $c_{2}^{(1)}$ and $c_{2}^{(2)}$ vanish. It follows that $\Delta$ must be strictly positive.

Thus, on using the $\xi_{1}$ and $\xi_{2}$ expressions given by (4.4) and (4.5), the integration of (4.33) gives

$$
\begin{equation*}
\Delta=\frac{2}{3} \lambda\left(\varphi_{1}^{3 / 2}+\varphi_{2}^{3 / 2}\right)=\frac{\pi}{2} \frac{\delta^{2} \operatorname{argth}^{2} \sqrt{2-4 \mu_{1}^{2} \delta^{2}}}{\cosh \left(\frac{\xi_{1}-1+h}{\delta}\right) \cosh \left(\frac{\xi_{2}-1+h}{\delta}\right)} \tag{4.36}
\end{equation*}
$$

and shows that $\Delta$ is positive for all values of $\delta>0$.
4.2. Matching procedure between inner and outer solutions. To match the outer solutions (4.13) and (4.14) with the inner solutions (4.27) and (4.28) (see Figure 4.3), we use a method similar to that employed in subsection 4.1, the asymptotic forms of large but negative arguments of the Airy functions given by

$$
\begin{align*}
& A i(-z)=\frac{1}{\sqrt{\pi}} z^{-1 / 4} \sin \left(\frac{2}{3} z^{3 / 2}+\frac{\pi}{4}\right) \\
& B i(-z)=\frac{1}{\sqrt{\pi}} z^{-1 / 4} \cos \left(\frac{2}{3} z^{3 / 2}+\frac{\pi}{4}\right) \tag{4.37}
\end{align*}
$$

These last assumptions transform (4.27) and (4.28) into

$$
\begin{align*}
X_{1(i n)}(\xi, \delta) \cong & \frac{\lambda^{-1 / 6}}{\sqrt[4]{-q(\xi)} \sqrt{2 \pi}}\left(c_{1}^{(1)}-c_{2}^{(1)}\right) \sin \left[\frac{2}{3} \lambda\left(-\varphi_{1}\right)^{2 / 3}\right]  \tag{4.38}\\
& +\left(c_{1}^{(1)}+c_{2}^{(1)}\right) \cos \left[\frac{2}{3} \lambda\left(-\varphi_{1}\right)^{2 / 3}\right]
\end{align*}
$$

$$
\begin{align*}
X_{2(i n)}(\xi, \delta) \cong & \frac{\lambda^{-1 / 6}}{\sqrt[4]{-q(\xi)} \sqrt{2 \pi}}\left\{\left(c_{3}^{(1)}-c_{4}^{(1)}\right) \sin \left[\frac{2}{3} \lambda\left(-\varphi_{2}\right)^{2 / 3}\right]\right.  \tag{4.39}\\
& \left.+\left(c_{3}^{(1)}+c_{4}^{(1)}\right) \cos \left[\frac{2}{3} \lambda\left(-\varphi_{2}\right)^{2 / 3}\right]\right\} .
\end{align*}
$$

We shall now connect these last asymptotic representations with those obtained in the outer regions given by (4.13) and (4.14). We obtain the following relationships:

$$
\begin{align*}
& \left(a_{1}, b_{1}\right)=\frac{\lambda^{-1 / 6}}{\sqrt{2 \pi}}\left\{\left(c_{1}^{(1)}+c_{2}^{(1)}\right),\left(c_{1}^{(1)}-c_{2}^{(1)}\right)\right\},  \tag{4.40}\\
& \left(a_{2}, b_{2}\right)=\frac{\lambda^{-1 / 6}}{\sqrt{2 \pi}}\left\{\left(c_{1}^{(2)}+c_{2}^{(2)}\right),\left(c_{1}^{(2)}-c_{2}^{(2)}\right)\right\}, \tag{4.41}
\end{align*}
$$

where $c_{2}^{(1)}$ and $c_{2}^{(2)}$ are given in (4.35)
5. Solving the solutions for thin interface without turning-points. From (3.5) and from the density profile given by (3.1), the wave equation reads

$$
\begin{equation*}
\frac{d^{2} X(\eta)}{d \eta^{2}}-\frac{1}{4}\left(\tanh ^{2} \eta-\left[2-4 \delta^{2} \mu_{1}^{2}\right]\right) X(\eta)=0 \tag{5.1}
\end{equation*}
$$

where $\eta=\frac{\xi-1+h}{\delta}$ and $\delta \ll 1$. The associated boundary condition with assumption $\hat{E}_{v} \ll 1$ reads

$$
X(\eta)=0 \quad \text { as } \quad \eta \rightarrow \pm \infty
$$

Note that, for a given fixed value of $\mu_{1}$, the expression $\tanh ^{2} \eta-\left(2-4 \delta^{2} \mu_{1}^{2}\right)$ cannot change sign in the range

$$
\begin{equation*}
\left(\mu_{1} \delta\right) \in\left[\frac{-1}{2}, \frac{1}{2}\right] \tag{5.2}
\end{equation*}
$$

Using the transformation

$$
\begin{equation*}
X(\eta)=\frac{1}{\cosh ^{a} \eta} \Phi(u) \tag{5.3}
\end{equation*}
$$

where $a$ is a factor to be determined in what follows and $u$ is given by

$$
\begin{equation*}
u=\frac{1}{2}(1+\tanh \eta) \tag{5.4}
\end{equation*}
$$

the substitution of these transformations into (5.1) leads to the following hypergeometric differential equation for $\Phi$ :

$$
\begin{equation*}
u(u-1) \Phi^{\prime \prime}(u)+(1+a)(1-2 u) \Phi^{\prime}(u)-\left[\frac{1}{4}+a(a+1)\right] \Phi(u)=0 \tag{5.5}
\end{equation*}
$$

where $u=0$ and $u=1$ are singular points as $\eta \rightarrow \pm \infty$ and $a$ verifies

$$
\begin{equation*}
a= \pm \frac{1}{4} \sqrt{1-4 \mu_{1}^{2} \delta^{2}} \tag{5.6}
\end{equation*}
$$

In the following we will keep only the negative sign of the parameter $a$ to ensure bounded solutions as $u$ is equal to 0 or 1 . Thus the analytical solution (Abramovitz and Stegun [20] and Bender and Orzag [21]), which is finite at $u=0(\eta \rightarrow-\infty)$ satisfying the condition $\Phi(u=0)=0$, is given by

$$
\begin{equation*}
\Phi_{0}(u)=A u^{-a} F\left(\frac{1}{2}, \frac{1}{2} ; 1-a ; u\right) \tag{5.7}
\end{equation*}
$$

where $F$ is the hypergeometric function given by Gauss series

$$
\begin{equation*}
F(\alpha, \beta ; \gamma, z)=\sum_{n=0}^{N} \frac{(\alpha)_{n}(\beta)_{n}}{(\gamma)_{n}} \frac{z^{n}}{n!} \tag{5.8}
\end{equation*}
$$

The analytical solution, which is finite at $u=1(\eta \rightarrow+\infty)$ satisfying the condition $\Phi(u=1)=0$, is given by

$$
\begin{equation*}
\Phi_{1}(u)=B(1-u)^{-a} u^{-a} F\left(\frac{1}{2}+a, \frac{1}{2}+a ; 1-a ; 1-u\right) \tag{5.9}
\end{equation*}
$$

where $A$ and $B$ are constants of integration. They may be determined using the normalization formula $\int_{0}^{1} \Phi^{2} d u=1$.

We note that the factor $(-a)$ present in (5.7) and (5.9) must be positive, in order that the solutions $\Phi_{0}(u)$ and $\Phi_{1}(u)$ be finite as $u$ is equal to 0 or 1 .

For the solution to be continuous at $u=1$, we shall transform (5.7) in the neighborhood of $u=1$ into two independent solutions, by using the linear transformation formulas given in [20, p. 559]. This step is necessary to transform (5.7) in power of ( $1-u$ ) into a convenient form for matching (5.7) with (5.9). We obtain

$$
\begin{align*}
\Phi_{01}(u)=\alpha_{0}^{(1)} & {\left[A u^{-a} F\left(\frac{1}{2}, \frac{1}{2} ; 1+a ; 1-u\right)\right] }  \tag{5.10}\\
& +\alpha_{0}^{(2)}\left[A(1-u)^{-a} u^{-a} F\left(\frac{1}{2}-a, \frac{1}{2}-a ; 1-a ; 1-u\right)\right]
\end{align*}
$$

with

$$
\begin{align*}
\alpha_{0}^{(1)} & =\frac{\Gamma(1-a) \Gamma(-a)}{\Gamma\left(\frac{1}{2}-a\right) \Gamma\left(\frac{1}{2}-a\right)},  \tag{5.11}\\
\alpha_{0}^{(2)} & =\frac{\Gamma(1-a) \Gamma(a)}{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right)}, \tag{5.12}
\end{align*}
$$

where $\Gamma$ is the gamma function.
In order to determine a uniformly valid solution as $u$ varies from 0 to 1 , we must connect the solutions given in (5.9) and (5.10).

However, the matching will be valid only if the first term of (5.10) vanishes, i.e., $\alpha_{0}^{(1)}=0$. It follows that, since the gamma function satisfies the property

$$
\begin{equation*}
\frac{1}{\Gamma(-n)}=0 \quad \text { for } n \geq 0 \tag{5.13}
\end{equation*}
$$

then for $n$ any positive integer $(n \geq 0)$, the coefficient $\alpha_{0}^{(1)}$ (see 5.11 ) may vanish by setting

$$
\begin{equation*}
\frac{1}{2}-a=-n \quad(n=0,1, \ldots) \tag{5.14}
\end{equation*}
$$

On using (5.6), this leads to the following relationship between the parameters $\delta$ and $\mu_{1}$ :

$$
\begin{equation*}
\left(\mu_{1} \delta\right)_{n}= \pm \sqrt{n^{2}+n+\frac{1}{4}} \quad(n=0,1,2, \ldots) \tag{5.15}
\end{equation*}
$$

As $n \geqslant 1$ the values of $\left(\mu_{1} \delta\right)_{n}$ become much larger than the lowest and highest limits of the interval given by (5.2). If this is the case, we have to deal with a turning-point problem. It turns out that the last analysis falls down.

Thus, the criterion of our analysis validity given in (5.2) will be satisfied only for the case $n=0$. If this limiting requirement is met, then, from (5.15), the relationship between the eigenvalue $\mu_{1}$ and the interface thickness $\delta$ takes the form $\left(\mu_{1} \delta\right)_{0}= \pm \frac{1}{2}$. The associated solution $\Phi_{01}(u)$ reads

$$
\begin{equation*}
\Phi_{01}(u)=\alpha_{0}^{(2)}\left[A(1-u)^{-a} u^{-a} F(-n,-n ; 1-a ; 1-u)\right] \tag{5.16}
\end{equation*}
$$

6. Observational evidence and discussion. Several of the characteristics of large-amplitude internal waves in the presence of a strong stratification or of a thin interface, as discussed in the previous sections, can be observed in the real ocean.

In the Strait of Gibraltar, experiments were conducted in 1985-1986 to examine the structure of the interface layer between the inflowing Atlantic waters and the outflowing Mediterranean waters in this strait [26]. It was found that the interface is $60-100 \mathrm{~m}$ thick, with a strong vertical salinity gradient identified by fitting individual salinity profiles to a piecewise-linear, three-layer model. The interface is deeper, thicker, fresher, and colder on the west end of the strait than in the Narrows, where there is a minimum in thickness and a maximum in salinity gradient. Property variations in all three layers are also cast in terms of the three principal water types involved in the exchange. The complexity of interaction between the interface and the upper and lower layers argues against the use of two-layer models to characterize the exchange through the Strait of Gibraltar (see Bray, Ochoa, and Kinder [26] for more details).

In the Mozambique Channel, internal waves were observed in the narrowest passage between Mozambique and Madagascar [27]. By using the ADCP-observations and CTD-profiles, ${ }^{1}$ a strong pycnocline has been found. Below the pycnocline, this is the cross-channel averaged value of $N(z)$. For the upper layer the cross-channel differences in pycnocline depth lead to smearing of the pycnocline when $N(z)$ is averaged. The pattern becomes particularly complicated due to beam scattering at the
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FIG. 6.1. Measured mean buoyancy frequency profile $N$ (cph) over the upper slope and shelf during summer PRIMER (taken from [23]; reproduced/modified by permission of American Geophysical Union). Also shown are the maximum and minimum $N$ values at each depth from the horizontally averaged SeaSoar sections.
pycnocline and the multiple reflections back into the basin. The authors argue that multiple reflections in a basin of sloping walls can in principle lead to the formation of internal-wave attractors, as was shown in Maas et al. [28].

In several places, for example, in the Andaman Sea (Osborne and Burch [29]), near a shelfbreak of the Sea of Japan (Navrotsky et al. [22]), in the Sulu Sea (Apel et al. [24]), and at the Mascarene Ridge (Konyaev, Sabinin, and Serebryany [30]), large-amplitude internal solitary waves are observed; that is, their amplitudes and the typical length scale of the vertical stratification are of the same order.

Experimental work has been presented by Colosi et al. [23] to describe the internal tide and high-frequency internal waves observed in the moored array data during the summer Shelfbreak Primer study. The summer Shelfbreak Primer study was conducted between July 26 and August 5, 1996. They found that in situ measurements and synthetic aperture radar (SAR) imagery show that packets of high-frequency nonlinear internal waves are generated near the shelfbreak during stratified conditions (late spring to early fall) and tend to propagate onshelf, while the SeaSoar data showed the presence of a shallow thermocline (pycnocline) over the shelf (see Figure 6.1 ), which allowed large-amplitude high-frequency internal waves of depression to form and propagate onshelf. The internal waves within the packets tend to become soliton-like, with large amplitudes, short wavelengths, and high frequencies near the local buoyancy frequency $N$.

Large-amplitude internal waves were also observed by Yessy and Masaki [31]. They used the monitoring result of internal wave detection in ERS-1/2 SAR and Topex/Poseidon (T/P) images over the southwest coast of Japan (see Figure 6.2). The left panel of Figure 6.2 shows two packets of internal waves at the south coast of Tsushima Island. In the right panel, the vertical transect of the internal wave clearly identifies eight crests of waves. The internal waves were propagated southeastward with lengths of wave crest around 17 km and length between crests from 375 m to 750 m .


Fig. 6.2. Internal waves around the southwest coast of Japan observed using ERS-1/2 SAR and T/P images (date: August, 1993). The right panel corresponds to the enlargement of rectangle area in the left panel (image from [31] by permission, and courtesy of the European Remote Sensing satellite).


FIG. 6.3. Radar image of a region south of the Strait of Messina, acquired by the SAR of the ERS-2 on August 22, 1997. The image shows sea surface manifestations of a train of southward propagating internal solitary waves (image taken from [32] and used by permission of the American Meteorological Society).

Figure 6.3 presents a radar image showing sea surface manifestations of a train of southward propagating internal solitary waves south of the Strait of Messina in the Mediterranean Sea (see Vlasenko, Brandt, and Rubino [32] for details).
7. Conclusion. The primary purpose of this paper is to study the motion of long internal waves in a density-stratified fluid even for a very thin density interface. A theoretical model is then presented to establish stable solutions of these waves
in the presence or absence of turning-points at the interfacial layer. A prominent feature of our investigation is finding asymptotically stable and bounded solutions as the density gradient is very large. The results show that, in the case of variable stratification, a transformation of the vertical structure of internal wave occurs. This structure transformation is accompanied by the growth of the wave amplitude and steepness at the pycnocline. Here, there is a close similarity between this feature and the phenomenon of trapping internal waves by inhomogeneity of stratification discussed in [6]. Waves with the initial frequency $\sigma_{0}$ are trapped by a layer with the maximum effective Brunt-Väisälä frequency $\left(N_{e f}=N(z) /\left(1-k U / \sigma_{0}\right)\right)$ equal to $\sigma_{0}$. This trapping may concentrate the waves in a bandwidth in the vicinity of the pycnocline and give rise to a triple-layered area.

The presented model takes into account this layering feature, and permits us to obtain satisfactory results in the more complex situation even where turning-points exist. The model takes advantage of the analysis of internal waves filtered in quasigeostrophic equations and based on Navier-Stokes equations under the Boussinesq and hydrostatic assumptions, with vertically varying stratification. Successive estimation of the velocity field and pressure leads to a single equation of the vertical structure of the pressure perturbation. An eigenvalue problem of Sturm-Liouville type is presented for the modal structures and frequencies of the eigenmode oscillations. The specification of these eigenmodes requires determination from boundary conditions that are complicated by the presence of the eigenvalues. This complication gives rise to the nonorthogonality of the boundary value problem verified by the pressure perturbation. Thus, to deal with this problem, an asymptotic analysis is used. The results show that a significant growth of the solution amplitude appears as the characteristic scale of a varying stratification parameter named $\delta$ approaches a critical value $\delta_{c r i}$, giving rise to the formation of an interfacial wave that dominates the flow. To deal with this interface, two cases are discussed of describing bounded internal solutions even for a very thin interface. In the first case it is assumed that the turning-points exist; thus we derive inner solutions at the vicinity of the turningpoints and outer solutions above and below these points. A requirement of appropriate interfacial conditions provides a general stable matching solution, even for very small values of the parameter $\delta$. In the second case no turning-points are allowed, and a two-layer discontinuous gradient system is examined. When matching solutions above and below the interface, a critical value of the parameter $\delta$ is required to obtain a uniform and valid solution in the entire domain.
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# BIFURCATION ANALYSIS OF AN SIRS EPIDEMIC MODEL WITH GENERALIZED INCIDENCE* 

M. E. ALEXANDER ${ }^{\dagger}$ AND S. M. MOGHADAS ${ }^{\dagger}$


#### Abstract

An SIRS epidemic model, with a generalized nonlinear incidence as a function of the number of infected individuals, is developed and analyzed. Extending previous work, it is assumed that the natural immunity acquired by infection is not permanent but wanes with time. The nonlinearity of the functional form of the incidence of infection, which is subject only to a few general conditions, is biologically justified. The stability analysis of the associated equilibria is carried out, and the threshold quantity $\left(\mathscr{R}_{0}\right)$ that governs the disease dynamics is derived. It is shown that $\mathscr{R}_{0}$, called the basic reproductive number, is independent of the functional form of the incidence. Local bifurcation theory is applied to explore the rich variety of dynamical behavior of the model. Normal forms are derived for the different types of bifurcation that the model undergoes, including Hopf, saddle-node, and Bogdanov-Takens. The first Lyapunov coefficient is computed to determine various types of Hopf bifurcation, such as forward or backward, subcritical or supercritical. The existence of a saddle-node bifurcation, at the turning point of backward bifurcation, is established by applying Sotomayor's theorem. The Bogdanov-Takens normal form is used to formulate the local bifurcation curve for a family of homoclinic orbits arising when a Hopf and a saddle-node bifurcation merge. These theoretical results are detailed and numerically illustrated for two different kinds of incidence, corresponding to unbounded and saturated contact rates. The coexistence of two limit cycles, due to the occurrence of a backward subcritical Hopf bifurcation, is also demonstrated. These results lead to the determination of ranges for the periodicity behavior of the model based on two critical parameters: the basic reproductive number and the rate of loss of natural immunity.
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1. Introduction. In modeling of communicable diseases, there are several factors that substantially affect the dynamical behavior of the models. Recent studies have shown that the incidence rate is a major factor in producing the rich dynamics of epidemic models $[1,8,13,16,23,24,25,30,31]$. These studies have described interesting mathematical phenomena, such as bistability and periodicity, observed in data for some infectious diseases. In the bistability phenomenon (backward bifurcation), the model exhibits multiple endemic equilibria even when the classical requirement of the basic reproductive number being less than unity is satisfied. Disease eradication may then depend on other agents such as the initial conditions of the subpopulations. In the other scenario (periodicity), the model exhibits oscillatory behavior due to the existence of periodic solutions. This is an important dynamical feature of the model, as it shows periodically high level of incidence with a large number of infected individuals, which can be severely damaging to the population. Models with bistability or periodicity are numerous in the literature, and the reader may consult $[1,14,15,19,21,26,30,31]$.

In most classical models of epidemics, the incidence rate is taken to be mass

[^117]action incidence with bilinear interactions i.e., $\beta I S$, where $\beta$ is the probability of transmission per contact and $S$ and $I$ represent the numbers of susceptible and infected individuals, respectively. These models typically do not admit bistability or periodicity, as they have at most one endemic equilibrium; the disease will be eradicated if the basic reproductive number is less than one, and will persist otherwise [3, 23]. Although these simple models lead to general conclusions for long-term disease dynamics, they may not provide sufficient details of complexity in the population behavior to contribute to a better understanding of epidemiological patterns and disease control. For instance, the nonlinearity in the incidence could lead to complex dynamics of epidemic models. In a previous study [1], we have shown that simple models with nonlinear incidence rates can exhibit periodic oscillations or backward bifurcations without time-dependent coefficients or being cyclic.

There are reasons for using nonlinear incidence rates in the process of disease modeling. Yorke and London [33] showed that the incidence rate $\beta(1-c I) I S$ with positive $c$ and time-dependent $\beta$ is consistent with the results of the simulations for measles outbreaks. Capasso and Serio [6] used a saturated incidence rate $\beta I S /(1+$ $\beta \delta I), \delta>0$, to prevent the unboundedness of the contact rate. The effect of behavioral changes has been incorporated by Liu and colleagues [24, 25] through the use of a nonlinear incidence rate $\kappa I^{l} S /\left(1+\alpha I^{h}\right)$ with $\kappa, l, \alpha, h>0$. Recent studies have also pointed out several reasons for the nonlinearity of the incidence rates, including the change in the contact rate with increasing likelihood of infection from multiple exposures, severity and stage of the infection, and recruitment of infected individuals [13, 16, 30, 31].

This paper extends some previous studies [1, 30,31] on the dynamics of simple SIR (Susceptible-Infected-Recovered) epidemic models by incorporating a generalized incidence rate in an SIRS (Susceptible-Infected-Recovered-Susceptible) model which satisfies some realistic assumptions. The transitions between subpopulations are mathematically expressed by the following differential equations:

$$
\begin{align*}
\frac{d S}{d t} & =\Pi-\beta[1+f(I ; \nu)] \frac{I S^{p}}{N}-\mu S+\delta R  \tag{1.1}\\
\frac{d I}{d t} & =\beta[1+f(I ; \nu)] \frac{I S^{p}}{N}-(\mu+\alpha) I  \tag{1.2}\\
\frac{d R}{d t} & =\alpha I-(\mu+\delta) R \tag{1.3}
\end{align*}
$$

where $p>0 ; N \equiv S+I+R$ is the total population size; $\Pi$ is the rate of recruitment of individuals (including newborns and immigrants) into the susceptible class; $\mu$ is the natural death rate; $\beta$ is the probability of infection per contact per unit time; $\alpha$ is the recovery rate; $\delta$ is the rate at which recovered individuals lose their immunity (acquired by infection); and $f(I ; \nu) \in C^{3}(\mathbb{R})$ for $I, \nu \geq 0$, is a nonlinear function which satisfies the following assumptions:
(A1) $f(0 ; \nu)=f(I ; 0)=0$,
(A2) $\partial f /(\partial \nu)>0$ for $\nu>0$,
(A3) $\partial f /(\partial I)>0$ for $I>0$,
(A4) $\partial^{2} f /\left(\partial I^{2}\right) \leq 0$ for $I>0$.
The term $S^{p}$ in the infection rate $\beta[1+f(I ; \nu)] I S^{p} / N$ is a specific form of the general case $\psi(S)$ satisfying $\psi(0)=0$ and $\psi^{\prime}(S) \geq 0$ for $S \geq 0$ (see [27]). We note from (A1) that, for $\nu$ and $I$ small, the term $\beta I / N$ (proportional mixing) in the infection rate dominates, while for large enough $\nu$ and $I$, the nonlinear term $f(I ; \nu) I / N$ dominates. When $\nu=0$, the incidence rate reduces to the case of proportional mixing, in which
case the model exhibits at most one endemic equilibrium; the disease dies out if the basic reproductive number is less than unity and invades otherwise. Therefore, $\nu$ may be considered as a parameter measuring departure from a proportional mixing rate of incidence (see [1]). Under the assumptions (A1)-(A4), the nonlinear function $f(I ; \nu)$ covers both unbounded and bounded (saturated) cases that are frequently used. The nonlinearity may be due to several factors, such as crowding of infected individuals, multiple pathways to infection, stage of infection and its severity, or protective measures taken by susceptible individuals [1, 30, 31]. Some of the specific forms of $f(I ; \nu)$ appearing in the literature and satisfying (A1)-(A4) are $f(I ; \nu)=\nu I^{q}$; $f(I ; \nu)=\nu I^{q} /\left(1+\nu I^{q}\right)$ with $0<q \leq 1, \nu>0[1,31] ; f(I, \nu)=\nu I^{q}(1+\kappa I)^{p} /\left(1+\nu I^{q}\right)$ with $p+q=1, p, \kappa \geq 0[1,31]$; and $f(I ; \nu)=1-e^{-\nu I}[17]$.

The model (1.1)-(1.3) is studied in [1] for the special case $p=1$ and $\delta=0$. It has been shown that this model not only exhibits backward bifurcation but also may undergo a Hopf bifurcation leading to the appearance of two concentric limit cycles. Similar models with nonlinear incidence rates have also been studied by a number of authors. Ruan and Wang [30] analyzed an SIRS model with the incidence rate $\kappa I^{l} S /\left(1+\alpha I^{h}\right)$ (introduced by Liu and colleagues [24, 25]), where $l=h=2$, and showed that it undergoes a Bogdanov-Takens bifurcation. The case where $\alpha=0$ was discussed by Hethcote and van den Driessche [16], Liu, Hethcote, and Levin [24], and Liu, Levin, and Iwasa [25]. Derrick and van den Driessche [8] discussed bifurcation behavior of an SIRS model with the incidence rate $\beta I^{2} S / N^{2}[28]$. Their study uses a modification of the Bogdanov-Takens-Carr procedure to blow up a Bogdanov point, and Melnikov's method to determine a locus of approximate values along which a homoclinic orbit can be perturbed. The uniqueness of periodic solutions for this model has been shown by Alwash [2].

This paper focuses on the detailed dynamics analysis of the model (1.1)-(1.3). We show that it may exhibit two endemic equilibria, giving rise to the phenomenon of bistability, for some ranges of parameter values. The local stability of these equilibria is investigated, which enables us to classify the types of model equilibria (e.g., attractor, saddle, or repeller). The different kinds of bifurcation the model undergoes for a general incidence rate $f$ satisfying (A1)-(A4) are discussed. The normal form of the model is derived and used to determine the conditions for the existence of various types of Hopf bifurcation (sub- or supercritical, forward or backward). The existence of multiple limit cycles is also discussed. A saddle-node bifurcation is analyzed using Sotomayor's theorem at the turning point of backward bifurcation, in which two endemic equilibria merge. Finally, the existence of a homoclinic orbit is proven by using the Bogdanov-Takens normal form of the model which gives, among others, the local representation of a homoclinic bifurcation curve. The results of our analysis are applied in detail to two different examples of the function $f$ : unbounded and bounded. Numerical simulations for these examples are presented to illustrate the theoretical results.

The paper is organized as follows. The existence of the model equilibria is discussed in section 2. The stability analysis of the equilibria is carried out in section 3 by reducing the model to a two dimensional system. Bifurcation behavior of the reduced model is analyzed in section 4 . The results are detailed and numerically illustrated for two examples in section 5. The paper ends with a brief discussion of the results in section 6.
2. Model equilibria. In the absence of the disease $(I=0)$, the model has a unique disease-free equilibrium $(\mathrm{DFE})$, given by $\mathscr{E}_{0}=(\Pi / \mu, 0,0)$. In order to find the
endemic equilibria in the presence of the disease $(I \neq 0)$, we note that the equation for the total population is given by $d N / d t=\Pi-\mu N$. Since $N \rightarrow \Pi / \mu$ as $t \rightarrow \infty$, it follows that at any equilibrium $\mathscr{E}^{*}=\left(S^{*}, I^{*}, R^{*}\right), N^{*}=S^{*}+I^{*}+R^{*}=\Pi / \mu$, and

$$
\Omega=\left\{(S, I, R): S, I, R \geq 0, S+I+R=\frac{\Pi}{\mu}\right\}
$$

is a positively invariant region for the model. Henceforth, we restrict our attention to the dynamics of the model in $\Omega$.

Solving equations (1.2) and (1.3) for $S$ and $R$ in terms of $I$ gives, at equilibrium,

$$
\begin{align*}
S^{p} & =\frac{\mu+\alpha}{\beta[1+f(I ; \nu)]} \frac{\Pi}{\mu}  \tag{2.1}\\
R & =\frac{\alpha I}{\mu+\delta} \tag{2.2}
\end{align*}
$$

Substituting (2.1) and (2.2) into (1.1) leads to the following equation for $I$ at equilibrium:

$$
\begin{equation*}
\Pi-\frac{\mu(\mu+\alpha+\delta)}{\mu+\delta} I-\mu\left(\frac{\mu+\alpha}{\beta[1+f(I ; \nu)]} \frac{\Pi}{\mu}\right)^{\frac{1}{p}}=0 \tag{2.3}
\end{equation*}
$$

Defining

$$
\begin{equation*}
\mathscr{R}_{0}=\frac{\beta}{\mu+\alpha}\left(\frac{\Pi}{\mu}\right)^{p-1} \tag{2.4}
\end{equation*}
$$

one can see that the roots of (2.3) are the fixed points of the equation:

$$
\begin{equation*}
\phi(I ; \nu) \equiv \kappa\left(1-\frac{1}{\mathscr{R}_{0}^{\frac{1}{p}}[1+f(I ; \nu)]^{\frac{1}{p}}}\right)=I \tag{2.5}
\end{equation*}
$$

where $\kappa=(\mu+\delta) \Pi /[\mu(\mu+\alpha+\delta)]$. In order to determine the number of endemic equilibria, we consider some properties of the function $\phi$ listed below:
(i) $\phi_{0} \equiv \phi(0 ; \nu)=\kappa\left(1-\frac{1}{\mathscr{R}_{0}^{\frac{1}{p}}}\right)$.
(ii) $\frac{\partial \phi}{\partial I}=\frac{\kappa f_{I}(I ; \nu)}{p \mathscr{R}_{0}^{\frac{1}{p}}[1+f(I ; \nu)]^{1+\frac{1}{p}}}>0$.
(iii) $\frac{\partial^{2} \phi}{\partial I^{2}}=\kappa \frac{f_{I I}(I ; \nu)[1+f(I ; \nu)]-(1+1 / p) f_{I}^{2}(I ; \nu)}{p \mathscr{R}_{0}^{\frac{1}{p}}[1+f(I ; \nu)]^{2+\frac{1}{p}}}<0$.

If $\mathscr{R}_{0}>1$, then $\phi_{0}>0$. It follows from (ii) that $\phi$ is an increasing function and hence $\lim _{I \rightarrow \infty} \phi(I ; \nu) \equiv \phi_{\infty}$ is positive and finite. Since $\phi$ is concave down (by (iii)), there exists a unique $I^{*}>0$ such that $\phi\left(I^{*} ; \nu\right)=I^{*}$. If $\mathscr{R}_{0}=1$, then $\phi_{0}=0$ and $\partial \phi /(\partial I)(0)>1(\leq 1)$ if $f_{I}(0 ; \nu)>p / \kappa(\leq p / \kappa)$. Thus, $\phi(I ; \nu)=I$ has a unique positive root if $f_{I}(0 ; \nu)>p / \kappa$, and no positive root otherwise. Finally, suppose $\mathscr{R}_{0}<1$, so that $\phi_{0}<0$. In this case, if $\lim _{I \rightarrow \infty} f(I ; \nu) \equiv f_{\infty}(\nu) \leq 1 / \mathscr{R}_{0}-1$, then $\phi_{\infty}<0$, and
thus no positive roots of $\phi(I ; \nu)=I$ exist. If $f_{\infty}(\nu)>1 / \mathscr{R}_{0}-1$, then depending on the functional form of $\phi$, the equation $\phi(I ; \nu)=I$ may have no, one, or two positive roots (see [1, Figure 1]). Therefore, we have the following theorem.

THEOREM 2.1. (a) If $\mathscr{R}_{0}>1$, then the model (1.1)-(1.3) has a unique endemic equilibrium.
(b) If $\mathscr{R}_{0}=1$, then the model (1.1)-(1.3) has a unique endemic equilibrium if $f_{I}(0 ; \nu)>p / \kappa$ and no endemic equilibrium if $f_{I}(0 ; \nu) \leq p / \kappa$.
(c) If $\mathscr{R}_{0}<1$, then
(i) the model (1.1)-(1.3) has no endemic equilibria whenever $f_{\infty}(\nu) \leq 1 / \mathscr{R}_{0}-$ 1;
(ii) the model (1.1)-(1.3) may have no, one, or two endemic equilibria if $f_{\infty}(\nu)>1 / \mathscr{R}_{0}-1$.
We now determine the conditions under which the model exhibits two endemic equilibria when $\mathscr{R}_{0}<1$. Let $G(I ; \nu)=\phi(I ; \nu)-I$, and suppose that $f_{I}(0 ; \nu)>$ $p / \kappa$, which implies $\left.(\partial G / \partial I)\right|_{I=0}>0$. Then $\lim _{I \rightarrow \infty} \partial G / \partial I=-1$ and $\partial^{2} G / \partial I^{2}=$ $\partial^{2} \phi / \partial I^{2}<0$ for $I>0$. Hence $\partial G / \partial I$ is a monotone decreasing function of $I$, and thus there exists a unique $I_{0}^{*}>0$ such that $\left.(\partial G / \partial I)\right|_{I=I_{0}^{*}}=0$. This implies that $G$ is an increasing function on $\left(0, I_{0}^{*}\right.$ ] and decreasing on $\left(I_{0}^{*}, \infty\right)$ with maximum value at $I_{0}^{*}$. Since $G(0)<0$ when $\mathscr{R}_{0}<1$, and $G(0)=0$ when $\mathscr{R}_{0}=1$, by continuity, it follows that there exists $\mathscr{R}^{*}$ with $\mathscr{R}^{*}<1$ for which $\partial G / \partial I$ has a unique root $I_{0}^{*}$ with $\left.(\partial G / \partial I)\right|_{I=I_{0}^{*}}=G\left(I_{0}^{*}\right)=0$. Then for some values of $\mathscr{R}_{0} \in\left(\mathscr{R}^{*}, 1\right), G$ has two roots $I_{1}^{*}$ and $I_{2}^{*}$ with $I_{1}^{*}<I_{2}^{*}$ (corresponding to two endemic equilibria of the model). Assuming $\left.\left(\partial I / \partial \mathscr{R}_{0}\right)\right|_{I=I_{1}^{*}}>0$ and taking into account that $\left.(\partial \phi / \partial I)\right|_{I=I_{1}^{*}}>1$, we have

$$
\left.\frac{\partial I}{\partial \mathscr{R}_{0}}\right|_{I=I_{1}^{*}}>\left.\frac{\partial I}{\partial \mathscr{R}_{0}}\right|_{I=I_{1}^{*}}+\frac{\kappa}{p \mathscr{R}_{0}^{1+\frac{1}{p}}[1+f(I ; \nu)]^{\frac{1}{p}}}>\left.\frac{\partial I}{\partial \mathscr{R}_{0}}\right|_{I=I_{1}^{*}}
$$

which is a contradiction. This implies that $\left.\left(\partial I / \partial \mathscr{R}_{0}\right)\right|_{I=I_{1}^{*}}<0$, and thus the number of infected individuals at the low endemic equilibrium reduces when $\mathscr{R}_{0}$ increases. Similarly, it can be shown that $\left.\left(\partial I / \partial \mathscr{R}_{0}\right)\right|_{I=I_{2}^{*}}>0$, and hence the number of infected individuals at the high endemic equilibrium increases when $\mathscr{R}_{0}$ increases. Therefore, the quantity $\mathscr{R}^{*}$ for which $\left.(\partial G / \partial I)\right|_{I=I_{0}^{*}}=G\left(I_{0}^{*}\right)=0$ is unique and we have the following theorem.

THEOREM 2.2. If $f_{I}(0 ; \nu)>p / \kappa$, then there exists a unique $\mathscr{R}^{*}$ with $\mathscr{R}^{*}<1$ such that the model (1.1)-(1.3) has no endemic equilibrium if $\mathscr{R}_{0}<\mathscr{R}^{*}$, a unique endemic equilibrium if $\mathscr{R}_{0}=\mathscr{R}^{*}$, and two endemic equilibria if $\mathscr{R}^{*}<\mathscr{R}_{0}<1$.

Remark 2.1. The case $f_{I}(0 ; \nu)>p / \kappa$ in Theorem 2.2 corresponds to backward (transcritical) bifurcation at $E_{0}$, which leads to the existence of multiple endemic equilibria for $\mathscr{R}_{0} \in\left(\mathscr{R}^{*}, 1\right)$ (see Figure 4.1). There is also a forward transcritical bifurcation at $E_{0}\left(\right.$ when $\left.\mathscr{R}_{0}=1\right)$ if $f_{I}(0 ; \nu)<p / \kappa$.
3. Reduced model and stability analysis. Since $\Omega$ is a positively invariant region for the model (1.1)-(1.3), assuming that the size of the population has reached its limiting value, i.e., $N \equiv \Pi / \mu=S+I+R$, and using $R=\Pi / \mu-S-I$ in (1.1), we can eliminate $R$ from the equations. This gives the following reduced model:

$$
\begin{align*}
\frac{d S}{d t} & =\Pi-\left(\frac{\mu}{\Pi}\right) \beta[1+f(I ; \nu)] I S^{p}-\mu S+\delta\left(\frac{\Pi}{\mu}-S-I\right)  \tag{3.1}\\
\frac{d I}{d t} & =\left(\frac{\mu}{\Pi}\right) \beta[1+f(I ; \nu)] I S^{p}-(\mu+\alpha) I \tag{3.2}
\end{align*}
$$

The equilibria of the reduced model correspond to those of the model (1.1)-(1.3). The DFE of (3.1)-(3.2), given by $E_{0}=(\Pi / \mu, 0)$, has the corresponding Jacobian

$$
J_{0}=\left(\begin{array}{cc}
-(\mu+\delta) & -\beta\left(\frac{\Pi}{\mu}\right)^{p-1}-\delta \\
0 & (\mu+\alpha)\left(\mathscr{R}_{0}-1\right)
\end{array}\right)
$$

with the eigenvalues $\lambda_{1}=-(\mu+\delta)$ and $\lambda_{2}=(\mu+\alpha)\left(\mathscr{R}_{0}-1\right)$. Therefore, $E_{0}$ is locally asymptotically stable (LAS) if $\mathscr{R}_{0}<1$, and unstable if $\mathscr{R}_{0}>1$. The threshold quantity $\mathscr{R}_{0}$ is called the basic reproductive number. Biologically, this quantity is defined to be the average number of new infectious cases produced by one infected case introduced into a wholly susceptible population [3]. Mathematically, it determines the condition under which the DFE is LAS. In the following, we discuss how the critical threshold $\mathscr{R}_{0}$ governs disease dynamics.

Suppose $\mathscr{R}_{0}<1$. If the model has no endemic equilibrium, then (from the Poincaré-Bendixson theorem) no periodic orbits exist in $\Omega$. Since $\Omega$ is a bounded positively invariant region and $E_{0}$ is the only equilibrium in $\Omega$, the local stability of $E_{0}$ implies that every solution initiating in $\Omega$ approaches $E_{0}$.

Theorem 3.1. Suppose $\mathscr{R}_{0}<1$. If the model has no endemic equilibrium, then the DFE is globally asymptotically stable (GAS).

This theorem implies that $E_{0}$ is GAS whenever $\mathscr{R}_{0}<\mathscr{R}^{*}$. Note that if $f(I ; \nu)$ is bounded and $\mathscr{R}_{0}<1 /\left[1+f_{\infty}(\nu)\right]$, then $\phi_{\infty}<0$, and hence the model has no endemic equilibrium. Thus, the DFE is GAS.

Now suppose that $f_{I}(0 ; \nu)>p / \kappa$ and $\mathscr{R}^{*}<\mathscr{R}_{0}<1$ where the model exhibits two endemic equilibria. Then, we have the following result.

ThEOREM 3.2. If $\mathscr{R}^{*}<\mathscr{R}_{0}<1$, then one of the endemic equilibria is a saddle and the other is either an attractor or a repeller.

Proof. Let $E_{1}^{*}=\left(S_{1}^{*}, I_{1}^{*}\right)$ and $E_{2}^{*}=\left(S_{2}^{*}, I_{2}^{*}\right)$ denote the equilibria of the reduced model with, respectively, low and high number of infected individuals when $\mathscr{R}^{*}<$ $\mathscr{R}_{0}<1$. We shall show that $E_{1}^{*}$ is always a saddle point. The corresponding Jacobian of the reduced model at a typical endemic equilibrium $E^{*}=\left(S^{*}, I^{*}\right)$ is given by

$$
J^{*}(\nu)=\left(\begin{array}{cc}
-a-(\mu+\delta) & -b-\delta \\
a & b-(\mu+\alpha)
\end{array}\right)
$$

where

$$
\begin{align*}
& a=p\left(\frac{\mu}{\Pi}\right) \beta\left[1+f\left(I^{*} ; \nu\right)\right] I^{*} S^{* p-1}  \tag{3.3}\\
& b=\left(\frac{\mu}{\Pi}\right) \beta\left[1+f\left(I^{*} ; \nu\right)+I^{*} f_{I}\left(I^{*} ; \nu\right)\right] S^{* p} \tag{3.4}
\end{align*}
$$

The eigenvalues of $J^{*}(\nu)$ are the roots of the characteristic polynomial $P(\lambda)=\lambda^{2}+$ $B \lambda+C$, with

$$
\begin{align*}
& B=a-b+2 \mu+\alpha+\delta  \tag{3.5}\\
& C=a(\mu+\alpha+\delta)-b(\mu+\delta)+(\mu+\alpha)(\mu+\delta) \tag{3.6}
\end{align*}
$$

Using (2.1) for $S^{*}$, the expression for $C$ can be reduced to

$$
\begin{equation*}
C=a(\mu+\alpha+\delta)\left(1-\left.\frac{\partial \phi}{\partial I}\right|_{I=I^{*}}\right) \tag{3.7}
\end{equation*}
$$

Since $\partial \phi /(\partial I)>1$ at $E_{1}^{*}$, it follows that $\left.C\right|_{I=I_{1}^{*}}<0$, and hence $P(\lambda)$ has two real roots with opposite signs. This implies that $E_{1}^{*}$ is a saddle point. Noting that $\partial \phi /(\partial I)<1$ at $E_{2}^{*}$ (for any $\mathscr{R}_{0}>\mathscr{R}^{*}$ ), it follows from (3.7) that $\left.C\right|_{I=I_{2}^{*}}>0$. This implies that $E_{2}^{*}$ cannot be a saddle point. Therefore, the endemic equilibrium with high number of infected individuals is either an attractor or a repeller.
4. Bifurcation analysis. In this section, different kinds of bifurcation will be discussed. We will undertake the stability analysis of the equilibria to obtain normal forms of the model for Hopf, saddle-node, and Bogdanov-Takens bifurcations.
4.1. Hopf bifurcation. Since $\left.C\right|_{I=I_{2}^{*}}>0$ at $E_{2}^{*}=\left(S_{2}^{*}, I_{2}^{*}\right)$, any exchange of stability of $E_{2}^{*}$ corresponds to a Hopf bifurcation, which occurs when $\left.B\right|_{I=I_{2}^{*}}=0$ in (3.5). Suppose there exists $\nu^{c}$ such that $\left.B\left(\nu^{c}\right) \equiv B\right|_{I=I_{2}^{*}\left(\nu^{c}\right)}=0$ and $d B /\left.(d \nu)\right|_{\nu^{c}} \neq 0$. Then, the model undergoes a Hopf bifurcation in which the roots of $P(\lambda)$ cross the imaginary axis as $\nu$ passes through $\nu^{c}$ such that $d(\operatorname{Re}[\lambda(\nu)]) /(d \nu)=-(1 / 2)(d B / d \nu) \neq$ 0 at $\nu^{c}$. The kind of Hopf bifurcation will be determined by the sign of the first Lyapunov coefficient of the normal form of the model. In the following, we will obtain this normal form for a neighborhood of $E_{2}^{*}$.

Consider the transformations $S=S^{*}+x$ and $I=I^{*}+y$ about a typical endemic equilibrium $E^{*}=\left(S^{*}, I^{*}\right)$ (where $\left.C\right|_{I=I^{*}}>0$ ), as the origin of coordinates $(x, y)$. Using the expressions (2.1) and (2.5), the model (3.1)-(3.2) transforms to

$$
\begin{equation*}
\binom{\frac{d x}{d t}}{\frac{d y}{d t}}=J^{*}(\nu)\binom{x}{y}+\binom{-M(x, y, \nu)}{M(x, y, \nu)} \tag{4.1}
\end{equation*}
$$

where

$$
\begin{aligned}
M(x, y ; \nu) & =\left(\frac{\mu}{\Pi}\right) \beta\left\{\left[1+f\left(I^{*} ; \nu\right)\right] I^{*}+p\left[1+f\left(I^{*} ; \nu\right)+I^{*} f_{I}\left(I^{*} ; \nu\right)\right] x y S^{* p-1}\right. \\
& \left.+\left[\left(I^{*}+y\right) f_{2}\left(y, I^{*} ; \nu\right)+y^{2} f_{I}\left(I^{*} ; \nu\right)\right]\left(S^{* p}+p x S^{* p-1}\right)\right\} \sum_{k=2}^{\infty}\binom{p}{k} x^{k} S^{* p-k}
\end{aligned}
$$

and $f_{2}\left(y, I^{*} ; \nu\right)$ denotes second and higher order terms in $y$ of the expression

$$
f\left(I^{*}+y ; \nu\right)=f\left(I^{*} ; \nu\right)+y f_{I}\left(I^{*} ; \nu\right)+f_{2}\left(y, I^{*} ; \nu\right)
$$

Note that $\operatorname{trace}\left(J^{*}\left(\nu^{c}\right)\right)=-B\left(\nu^{c}\right)=0$. Let $\mathbf{u}$ be an eigenvector of $J^{*}\left(\nu^{c}\right)$ corresponding to the eigenvalue $i \omega_{c}$, i.e., $J^{*}\left(\nu^{c}\right) \mathbf{u}=i \omega_{c} \mathbf{u}$, where $\mathbf{u}=\left(u^{1}, u^{2}\right)^{T} \in \mathbb{C}^{2}$ and $\omega_{c}=\sqrt{C\left(I^{*}\left(\nu^{c}\right)\right)}$. A simple calculation gives $\mathbf{u}=\left(b+\delta,-b+\mu+\alpha-i \omega_{c}\right)^{T}$. Letting $\mathbf{u}=\operatorname{Re}(\mathbf{u})+i \operatorname{Im}(\mathbf{u})$ and defining $Q=[\operatorname{Re}(\mathbf{u}), \operatorname{Im}(\mathbf{u})]$, it follows that

$$
Q^{-1} J^{*}\left(\nu^{c}\right) Q=\left(\begin{array}{cc}
0 & \omega_{c} \\
-\omega_{c} & 0
\end{array}\right)
$$

Defining $(\xi, \eta)^{T}=Q^{-1}(x, y)^{T}$, the normal form of the system (4.1) is obtained as

$$
\binom{\dot{\xi}}{\dot{\eta}}=\left(\begin{array}{cc}
0 & \omega_{c}  \tag{4.2}\\
-\omega_{c} & 0
\end{array}\right)\binom{\xi}{\eta}-\frac{1}{b+\delta}\binom{1}{\frac{\mu+\alpha+\delta}{\omega_{c}}} \tilde{M}(\xi, \eta ; \nu)
$$

where $\tilde{M}(\xi, \eta ; \nu)=M\left((b+\delta) \xi,(-b+\mu+\alpha) \xi-\omega_{c} \eta ; \nu\right)$. Since

$$
\begin{equation*}
\left.\frac{d}{d \nu} \operatorname{trace}\left(J^{*}(\nu)\right)\right|_{\nu=\nu^{c}}=-\left.\frac{d B}{d \nu}\right|_{\nu=\nu^{c}} \neq 0 \tag{4.3}
\end{equation*}
$$

it follows that $E^{*}$ is LAS for $\nu<\nu^{c}$ (respectively, $\nu>\nu^{c}$ ) and unstable for $\nu>\nu^{c}$ (respectively, $\left.\nu<\nu^{c}\right)$ if $d B /\left.(d \nu)\right|_{\nu=\nu^{c}}<0$ (respectively, $d B /\left.(d \nu)\right|_{\nu=\nu^{c}}>0$ ), and the model undergoes a Hopf bifurcation at $\nu=\nu_{c}$ [11, Theorem 8.6]. Evaluating the first Lyapunov coefficient $(\sigma)[11,22]$ of system (4.2) at $\left(0,0, \nu^{c}\right)$ gives

$$
\begin{align*}
16(b+\delta)^{2} \sigma & =-(b+\delta)\left[\tilde{M}_{\xi \xi \xi}+\tilde{M}_{\xi \eta \eta}+\frac{\mu+\alpha+\delta}{\omega_{c}}\left(\tilde{M}_{\xi \xi \eta}+\tilde{M}_{\eta \eta \eta}\right)\right] \\
& -\frac{1}{\omega_{c}}\left\{\left[1-\left(\frac{\mu+\alpha+\delta}{\omega_{c}}\right)^{2}\right] \tilde{M}_{\xi \eta}\left(\tilde{M}_{\xi \xi}+\tilde{M}_{\eta \eta}\right)-\frac{\mu+\alpha+\delta}{\omega_{c}}\left(\tilde{M}_{\xi \xi}^{2}-\tilde{M}_{\eta \eta}^{2}\right)\right\} \tag{4.4}
\end{align*}
$$

where

$$
\begin{aligned}
\tilde{M}_{\xi \xi \xi}\left(0,0, \nu^{c}\right) & =\left.\left\{Q_{11}^{3} M_{x x x}+3 Q_{11}^{2} Q_{21} M_{x x y}+3 Q_{11} Q_{21}^{2} M_{x y y}+Q_{21}^{3} M_{y y y}\right\}\right|_{\left(0,0, \nu^{c}\right)}, \\
\tilde{M}_{\eta \eta \eta}\left(0,0 ; \nu^{c}\right) & =\left.Q_{22}^{3} M_{y y y}\right|_{\left(0,0, \nu^{c}\right)}, \quad \tilde{M}_{\xi \eta}\left(0,0 ; \nu^{c}\right)=\left.Q_{22}\left\{Q_{11} M_{x y}+Q_{21} M_{y y}\right\}\right|_{\left(0,0, \nu^{c}\right)}, \\
\tilde{M}_{\xi \eta \eta}\left(0,0 ; \nu^{c}\right) & =\left.Q_{22}^{2}\left\{Q_{11} M_{x y y}+Q_{21} M_{y y y}\right\}\right|_{\left(0,0, \nu^{c}\right)}, \quad \tilde{M}_{\eta \eta}\left(0,0 ; \nu^{c}\right)=\left.Q_{22}^{2} M_{y y}\right|_{\left(0,0, \nu^{c}\right)}, \\
\tilde{M}_{\xi \xi \eta}\left(0,0 ; \nu^{c}\right) & =\left.Q_{22}\left\{Q_{11}^{2} M_{x x y}+2 Q_{11} Q_{21} M_{x y y}+Q_{21}^{2} M_{y y y}\right\}\right|_{\left(0,0, \nu^{c}\right)}, \\
\tilde{M}_{\xi \xi}\left(0,0 ; \nu^{c}\right) & =\left.\left\{Q_{11}^{2} M_{x x}+2 Q_{11} Q_{21} M_{x y}+Q_{21}^{2} M_{y y}\right\}\right|_{\left(0,0, \nu^{c}\right)},
\end{aligned}
$$

with $Q_{11}=b+\delta, Q_{21}=-b+\mu+\alpha$, and $Q_{22}=-\omega_{c}$. Using these expressions in (4.4), we have the following theorem.

Theorem 4.1. If $\sigma \neq 0$, then a curve of periodic solutions bifurcates from the endemic equilibrium $E^{*}$ such that
(a) for $\sigma<0$, the model undergoes a supercritical Hopf bifurcation if $d B /\left.(d \nu)\right|_{\nu=\nu^{c}}<$ 0 and a backward supercritical Hopf bifurcation if $d B /\left.(d \nu)\right|_{\nu=\nu^{c}}>0$;
(b) for $\sigma>0$, the model undergoes a subcritical Hopf bifurcation if $d B /\left.(d \nu)\right|_{\nu=\nu^{c}}<$ 0 and a backward subcritical Hopf bifurcation if $d B /\left.(d \nu)\right|_{\nu=\nu^{c}}>0$.

A supercritical (backward supercritical) Hopf bifurcation in case (a) of Theorem 4.1 leads to the appearance (disappearance) of a stable limit cycle when $\nu$ passes through $\nu^{c}$. In case (b), the model exhibits an unstable limit cycle around $E^{*}$ when $\nu$ passes through $\nu^{c}$. Thus, every solution starting inside the limit cycle approaches $E^{*}$ (see [1, Figure 2]).

Remark 4.1. Note that $E_{0}$ is unstable whenever $\mathscr{R}_{0}>1$, and the unique endemic equilibrium is either stable or unstable. Since $\Omega$ is a bounded positively invariant set, if the model undergoes a subcritical Hopf bifurcation, then (from the PoincaréBendixson theorem) every solution initiating outside the limit cycle must approach a stable limit cycle. This shows that when $\mathscr{R}_{0}>1$, two concentric limit cycles can coexist: the inner one unstable and the outer one stable (see [1]). We shall discuss the existence of multiple limit cycles in section 5.2.
4.2. Saddle-node bifurcation. In order to show that the model may undergo a saddle-node bifurcation, we will take advantage of Sotomayor's theorem [12, Theorem 3.4.1]. Considering $\mathscr{R}_{0}$ as the bifurcation parameter, it follows from Theorem 2.2 that at $\mathscr{R}_{0}=\mathscr{R}^{*}$, the model has a unique endemic equilibrium $E_{0}^{*}=\left(S_{0}^{*}, I_{0}^{*}\right)$ for which the Jacobian $J_{\mathscr{R}^{*}}^{*}\left(E_{0}^{*}\right)$ has a simple eigenvalue 0 and an eigenvalue $\lambda=-B_{\mathscr{R}^{*}}\left(E_{0}^{*}\right)$. Note that $\partial \phi /\left.(\partial I)\right|_{I=I_{0}^{*}}=1$, and hence $C_{\mathscr{R}^{*}}\left(E_{0}^{*}\right)=0$ (see (3.7)). Let $\mathbf{V}=\left(v_{1}, v_{2}\right)^{T}$ and $\mathbf{W}=\left(w_{1}, w_{2}\right)$ be right and left eigenvectors of $J_{\mathscr{R}^{*}}^{*}\left(E_{0}^{*}\right)$, respectively, corresponding to the zero eigenvalue. Then, a simple calculation yields

$$
\begin{equation*}
\mathbf{V}=[b+\delta,-a-(\mu+\delta)]^{T}, \quad \mathbf{W}=[a, a+\mu+\delta] . \tag{4.5}
\end{equation*}
$$



Fig. 4.1. A backward bifurcation at $\mathscr{R}_{0}=1$ with a dashed curve for the location of the saddle point and solid curve for the location of the other endemic equilibrium. The saddle-node bifurcation occurs at $E_{0}^{*}=\left(S_{0}^{*}, I_{0}^{*}\right)$ when $\mathscr{R}_{0}$ passes through $\mathscr{R}^{*}$.

Let $\mathscr{G}=\left(g_{1}, g_{2}\right)$, where $g_{1}$ and $g_{2}$ are, respectively, the right-hand sides of equations in (3.1)-(3.2). By considering $\beta$ as a function of $\mathscr{R}_{0}$, we have

$$
\begin{equation*}
\left.\mathscr{L}_{1} \equiv \mathbf{W} \cdot \frac{\partial \mathscr{G}}{\partial \mathscr{R}_{0}}\right|_{\left(E_{0}^{*}, \mathscr{R}^{*}\right)}=\frac{(\mu+\alpha)(\mu+\delta) I_{0}^{*}}{\mathscr{R}^{*}}>0 \tag{4.6}
\end{equation*}
$$

Using (2.1), it can be seen that

$$
\begin{aligned}
&\left.\mathscr{L}_{2} \equiv \mathbf{W} \cdot\left[D_{(S, I)}^{2} \mathscr{G}(\mathbf{V}, \mathbf{V})\right]\right|_{\left(E_{0}^{*}, \mathscr{R}^{*}\right)}=\left(w_{1}-w_{2}\right)\left[\frac{\partial^{2} g_{1}}{\partial S^{2}} v_{1}^{2}+\frac{\partial^{2} g_{1}}{\partial I^{2}} v_{2}^{2}+2 \frac{\partial^{2} g_{1}}{\partial S \partial I} v_{1} v_{2}\right] \\
&=-(\mu+\delta) \frac{\mu \beta}{\Pi}\{ -p(p-1)\left[1+f\left(I_{0}^{*} ; \nu\right)\right] I_{0}^{*} S_{0}^{* p-2}(b+\delta)^{2} \\
&-\left[2 f_{I}\left(I_{0}^{*} ; \nu\right)+I_{0}^{*} f_{I I}\left(I_{0}^{*} ; \nu\right)\right](a+\mu+\delta)^{2} S_{0}^{* p} \\
&\left.+2 p\left[1+f\left(I_{0}^{*} ; \nu\right)+I_{0}^{*} f_{I}\left(I_{0}^{*} ; \nu\right)\right](b+\delta)(a+\mu+\delta) S_{0}^{* p-1}\right\}
\end{aligned}
$$

Then, since $C_{\mathscr{R}^{*}}\left(E_{0}^{*}\right)=0$, after some manipulations, it follows from (A4) that

$$
\begin{aligned}
S_{0}^{*} \mathscr{L}_{2} & =-(\mu+\delta)\left\{a(1+p)(b+\delta)^{2}-\left(\frac{\mu \beta}{\Pi}\right) I_{0}^{*} S_{0}^{* p+1} f_{I I}\left(I_{0}^{*} ; \nu\right)(a+\mu+\delta)^{2}\right\} \\
& <-a(1+p)(\mu+\delta)(b+\delta)^{2}<0
\end{aligned}
$$

Thus, from Sotomayor's theorem [12], there is a smooth curve of equilibria in $\mathbb{R}^{2}$ passing through $E_{0}^{*}$, tangent to the line $\mathscr{R}_{0}=\mathscr{R}^{*}$ (see Figure 4.1). Since $\mathscr{L}_{1}>0$ and $\mathscr{L}_{2}<0$, there are no equilibria near $E_{0}^{*}$ when $\mathscr{R}_{0}<\mathscr{R}^{*}$ and two equilibria when $\mathscr{R}_{0}>\mathscr{R}^{*}$. In fact, from (4.6) and (4.7), the local phase portraits of the model (3.1)(3.2) are topologically equivalent to those of $\dot{v}=\left(\mathscr{R}_{0}-\mathscr{R}^{*}\right)-\left(v-I_{0}^{*}\right)^{2}$. Therefore, we have the following theorem.

THEOREM 4.2. If $f_{I}(0 ; \nu)>p / \kappa$, then the model undergoes a saddle-node bifurcation at $E_{0}^{*}$ when $\mathscr{R}_{0}$ passes through the critical value $\mathscr{R}^{*}$.
4.3. Homoclinic bifurcation. In this section, the Bogdanov-Takens bifurcations of the model (3.1)-(3.2) are discussed, from which the local representation of a homoclinic bifurcation curve is derived. Let $\mathscr{R}_{B T}$ and $\nu_{B T}$ denote the bifurcation parameters at which the model simultaneously undergoes a saddle-node bifurcation and a Hopf bifurcation. Here, we first consider the conditions for determining $\mathscr{R}_{B T}$
and $\nu_{B T}$. Using (3.3) and (3.4), it can be seen that

$$
\begin{align*}
\operatorname{trace} J^{*}(\nu) & =p(\mu+\alpha)(\mu+\delta)(u-1)\left(1-\frac{\partial \phi}{\partial I}\right)  \tag{4.8}\\
\operatorname{det} J^{*}(\nu) & =p(\mu+\alpha)(u-1) \frac{\partial \phi}{\partial I}-(\mu+\delta)\left(1+\frac{p(\mu+\alpha)(u-1)}{\mu+\alpha+\delta}\right) \tag{4.9}
\end{align*}
$$

where $u=\mathscr{R}_{0}^{1 / p}[1+f(I ; \nu)]^{1 / p}$. A simple calculation yields that if trace $J^{*}(\nu)=$ $\operatorname{det} J^{*}(\nu)=0$, then

$$
\begin{equation*}
u=1+\frac{(\mu+\delta)(\mu+\alpha+\delta)}{p \alpha(\mu+\alpha)} \tag{4.10}
\end{equation*}
$$

Thus, it follows from (2.5) that $I_{0}^{*}=\kappa(1-1 / u)$. Noting that $\partial \phi / \partial I=1$ at the Bogdanov point $\left(S_{0}^{*}, I_{0}^{*}\right)$, it can be seen that

$$
\begin{equation*}
I_{0}^{*} f_{I}\left(I_{0}^{*} ; \nu_{B T}\right)=\frac{p(u-1) u^{p}}{\mathscr{R}_{B T}} \tag{4.11}
\end{equation*}
$$

Therefore, for given functional form of $f(I ; \nu)$, equations (4.10) and (4.11) provide conditions for determining $\mathscr{R}_{B T}$ and $\nu_{B T}$. These general equations will be applied to two specific forms of $f(I ; \nu)$ in section 5 , where closed form expressions for the Bogdanov point(s) are given.

We continue the analysis of the homoclinic bifurcation by deriving the normal form at the Bogdanov point. At this point, $B=C=0$, and it follows from (3.5) and (3.6) that

$$
\begin{equation*}
\alpha a=(\mu+\delta)^{2} \tag{4.12}
\end{equation*}
$$

Using the transformations $S=S_{0}^{*}+\xi$ and $I=I_{0}^{*}+\eta\left(\right.$ at $\left.\mathscr{R}_{0}=\mathscr{R}_{B T}, \nu=\nu_{B T}\right)$, the model (3.1)-(3.2) becomes

$$
\begin{equation*}
\binom{\dot{\xi}}{\dot{\eta}}=J\left(E_{0}^{*}\right)\binom{\xi}{\eta}+\binom{-M\left(\xi, \eta ; \nu_{B T}\right)}{M\left(\xi, \eta ; \nu_{B T}\right)} \tag{4.13}
\end{equation*}
$$

where, by (4.12),

$$
J\left(E_{0}^{*}\right)=\frac{1}{\alpha}\left(\begin{array}{cc}
-(\mu+\delta)(\mu+\alpha+\delta) & -(\mu+\alpha+\delta)^{2} \\
(\mu+\delta)^{2} & (\mu+\delta)(\mu+\alpha+\delta)
\end{array}\right)
$$

Since $J\left(E_{0}^{*}\right) \neq 0$, there exist real linearly independent vectors $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ such that $J\left(E_{0}^{*}\right) \mathbf{x}_{1}=0$ and $J\left(E_{0}^{*}\right) \mathbf{x}_{2}=\mathbf{x}_{1}$. These vectors are given by

$$
\mathbf{x}_{1}=[-(\mu+\alpha+\delta), \mu+\delta]^{T}, \quad \mathbf{x}_{2}=[-1,1]^{T}
$$

Similarly, there exist vectors $\mathbf{y}_{1}$ and $\mathbf{y}_{2}$ such that $\left[J\left(E_{0}^{*}\right)\right]^{T} \mathbf{y}_{1}=0$ and $\left[J\left(E_{0}^{*}\right)\right]^{T} \mathbf{y}_{2}=$ $\mathbf{y}_{1}$, where $\left[J\left(E_{0}^{*}\right)\right]^{T}$ is the transposed matrix. These vectors may be expressed as

$$
\mathbf{y}_{1}=\left(\frac{1}{\alpha}\right)[\mu+\delta, \mu+\alpha+\delta]^{T}, \quad \mathbf{y}_{2}=\left(\frac{1}{\alpha}\right)[-1,-1]^{T}
$$

It is easy to verify that $\mathbf{x}_{1} \cdot \mathbf{y}_{2}=\mathbf{x}_{2} \cdot \mathbf{y}_{1}=1$ and $\mathbf{x}_{2} \cdot \mathbf{y}_{2}=\mathbf{x}_{1} \cdot \mathbf{y}_{1}=0$. By defining $\tilde{Q}=\left[\mathbf{x}_{1}, \mathbf{x}_{2}\right]$, any $(\xi, \eta)^{T}$ can be uniquely represented by $(\xi, \eta)^{T}=\tilde{Q}\left(\theta_{1}, \theta_{2}\right)^{T}$, for some real $\theta_{1}, \theta_{2} \in \mathbb{R}$, from which the new coordinates $\left(\theta_{1}, \theta_{2}\right)$ are obtained as

$$
\theta_{1}=-\frac{\xi+\eta}{\alpha}, \quad \theta_{2}=\frac{\mu+\delta}{\alpha} \xi+\frac{\mu+\alpha+\delta}{\alpha} \eta .
$$

Considering (4.1) for all $\mathscr{R}_{0}$ and $\nu$ with $\left|\mathscr{R}_{0}-\mathscr{R}_{B T}\right|$ and $\left|\nu-\nu_{B T}\right|$ small (recall that $B=C=0$ at $\left.\mathscr{R}_{0}=\mathscr{R}_{B T}, \nu=\nu_{B T}\right)$, and expanding its right-hand side as a Taylor series in $\left(\theta_{1}, \theta_{2}\right)$ at $(0,0)$ gives

$$
\begin{align*}
\frac{d \theta_{1}}{d t} & =\theta_{2}  \tag{4.14}\\
\frac{d \theta_{2}}{d t} & =-C \theta_{1}-B \theta_{2} \\
& +\left[r^{2} d_{11}\left(I^{*}, S^{*}\right)-r s d_{12}\left(I^{*}, S^{*}\right)+s^{2} d_{22}\left(I^{*}, S^{*}\right)\right] \theta_{1}^{2} \\
& +\left[d_{11}\left(I^{*}, S^{*}\right)-d_{12}\left(I^{*}, S^{*}\right)+d_{22}\left(I^{*}, S^{*}\right)\right] \theta_{2}^{2} \\
& +\left[2 r d_{11}\left(I^{*}, S^{*}\right)-(r+s) d_{12}\left(I^{*}, S^{*}\right)+2 s d_{22}\left(I^{*}, S^{*}\right)\right] \theta_{1} \theta_{2} \\
& +O\left(\left\|\left(\theta_{1}, \theta_{2}\right)\right\|^{3}\right) \tag{4.15}
\end{align*}
$$

where $r=\mu+\alpha+\delta, s=\mu+\delta$, and

$$
\begin{aligned}
d_{11}\left(I^{*}, S^{*}\right) & =\frac{1}{2} \frac{\mu \beta}{\Pi} p(p-1)\left[1+f\left(I^{*} ; \nu\right)\right] I^{*} S^{* p-2} \\
d_{12}\left(I^{*}, S^{*}\right) & =\frac{\mu \beta}{\Pi} p\left[1+f\left(I^{*} ; \nu\right)+I^{*} f_{I}\left(I^{*} ; \nu\right)\right] S^{* p-1} \\
d_{22}\left(I^{*}, S^{*}\right) & =\frac{1}{2} \frac{\mu \beta}{\Pi}\left[2 f_{I}\left(I^{*} ; \nu\right)+I^{*} f_{I I}\left(I^{*} ; \nu\right)\right] S^{* p} .
\end{aligned}
$$

For the sake of convenience, we define

$$
\begin{aligned}
& \mathscr{K}_{11}=r^{2} d_{11}\left(I^{*}, S^{*}\right)-r s d_{12}\left(I^{*}, S^{*}\right)+s^{2} d_{22}\left(I^{*}, S^{*}\right), \\
& \mathscr{K}_{12}=2 r d_{11}\left(I^{*}, S^{*}\right)-(r+s) d_{12}\left(I^{*}, S^{*}\right)+2 s d_{22}\left(I^{*}, S^{*}\right), \\
& \mathscr{K}_{22}=d_{11}\left(I^{*}, S^{*}\right)-d_{12}\left(I^{*}, S^{*}\right)+d_{22}\left(I^{*}, S^{*}\right) .
\end{aligned}
$$

Assume that $\mathscr{K}_{12} \neq 0$ at the Bogdanov point. Then, there is a neighborhood of $\left(S_{0}^{*}, I_{0}^{*} ; \mathscr{R}_{B T}, \nu_{B T}\right)$ in which $\mathscr{K}_{12} \neq 0$. By setting $\Theta_{1}=\theta_{1}-\chi$, where $\chi=B / \mathscr{K}_{12}$, denoting $\Theta_{1}$ as $\theta_{1}$, and using a time reparametrization $d t=\left(1-\mathscr{K}_{22} \theta_{1}\right) d \tau$, it is easy to check that (4.14) and (4.15) become

$$
\begin{align*}
\frac{d \theta_{1}}{d \tau}=\left(1-\mathscr{K}_{22} \theta_{1}\right) \theta_{2} &  \tag{4.16}\\
\frac{d \theta_{2}}{d \tau}=\left(1-\mathscr{K}_{22} \theta_{1}\right)\{ & -\chi\left(C-\mathscr{K}_{11} \chi\right)-\left(C-2 \mathscr{K}_{11} \chi\right) \theta_{1} \\
& \left.+\mathscr{K}_{11} \theta_{1}^{2}+\mathscr{K}_{22} \theta_{2}^{2}+\mathscr{K}_{12} \theta_{1} \theta_{2}+O\left(\left\|\left(\theta_{1}, \theta_{2}\right)\right\|^{3}\right)\right\} \tag{4.17}
\end{align*}
$$

Introduce new variables $\Theta_{1}=\theta_{1}$ and $\Theta_{2}=\left(1-\mathscr{K}_{22} \theta_{1}\right) \theta_{2}$ and rename $\Theta_{1}, \Theta_{2}$ as $\theta_{1}$, $\theta_{2}$, respectively. Then, (4.16) and (4.17) become
(4.18) $\frac{d \theta_{1}}{d \tau}=\theta_{2}$,

$$
\begin{align*}
\frac{d \theta_{2}}{d \tau} & =-\chi\left(C-\mathscr{K}_{11} \chi\right)+\left[2 \chi\left(C-\mathscr{K}_{11} \chi\right) \mathscr{K}_{22}-\left(C-2 \mathscr{K}_{11} \chi\right)\right] \theta_{1}+\mathscr{K}_{12} \theta_{1} \theta_{2} \\
& -\left[\chi\left(C-\mathscr{K}_{11} \chi\right) \mathscr{K}_{22}^{2}-2\left(C-2 \mathscr{K}_{11} \chi\right) \mathscr{K}_{22}-\mathscr{K}_{11}\right] \theta_{1}^{2}+O\left(\left\|\left(\theta_{1}, \theta_{2}\right)\right\|^{3}\right) \tag{4.19}
\end{align*}
$$

Let $\mathscr{J}=\chi\left(C-\mathscr{K}_{11} \chi\right) \mathscr{K}_{22}^{2}-2\left(C-2 \mathscr{K}_{11} \chi\right) \mathscr{K}_{22}-\mathscr{K}_{11}$. Since $\chi \rightarrow 0, C \rightarrow 0$ as $\mathscr{R}_{0} \rightarrow \mathscr{R}_{B T}$ and $\nu \rightarrow \nu_{B T}$, it follows from (A4) that

$$
\lim _{\substack{\mathscr{R}_{0} \rightarrow \mathscr{R}_{B T} \\ \nu \rightarrow \nu_{B T}}} \mathscr{J}>\frac{1}{2 S_{0}^{*}}(\mu+\alpha+\delta)[(\mu+\alpha+\delta) a+p(\mu+\delta)(a+\mu+\delta)]>0 .
$$

Thus, since $\mathscr{K}_{12} \neq 0$, by making the change of variables $\Theta_{1}=\mathscr{K}_{12}^{2} \theta_{1} / \mathscr{J}, \Theta_{2}=$ $\mathscr{K}_{12}^{3} \theta_{2} / \mathscr{J}^{2}$, and $t=\mathscr{J} \tau / \mathscr{K}_{12}$ in a small neighborhood of the origin and renaming $\Theta_{1}, \Theta_{2}$ as $\theta_{1}, \theta_{2}$, respectively, we have

$$
\begin{align*}
\frac{d \theta_{1}}{d t} & =\theta_{2}  \tag{4.20}\\
\frac{d \theta_{2}}{d t} & =-\mathscr{K}_{12}^{4} \chi\left(C-\mathscr{K}_{11} \chi\right) / \mathscr{J}^{3}+\mathscr{K}_{12}^{2}\left[2 \chi\left(C-\mathscr{K}_{11} \chi\right) \mathscr{K}_{22}-\left(C-2 \mathscr{K}_{11} \chi\right)\right] \theta_{1} / \mathscr{J}^{2} \\
(4.21) & \quad-\theta_{1}^{2}+\theta_{1} \theta_{2}+O\left(\left\|\left(\theta_{1}, \theta_{2}\right)\right\|^{3}\right)
\end{align*}
$$

Therefore, from Theorem 8.4 and (8.52)-(8.54) in [22], the following theorem is established.

Theorem 4.3. Assume $\mathscr{K}_{12} \neq 0$ at the Bogdanov point. Then, the reduced model (3.1)-(3.2) has the following bifurcation behavior in a small neighborhood of $E_{0}^{*}$ :
(a) there is a saddle-node bifurcation curve

$$
S N=\left\{\left(\mathscr{R}_{0}, \nu\right): 4 \chi\left(C-\mathscr{K}_{11} \chi\right) \mathscr{J}+\left[2 \chi\left(C-\mathscr{K}_{11} \chi\right) \mathscr{K}_{22}-\left(C-2 \mathscr{K}_{11} \chi\right)\right]^{2}=0\right\}
$$

(b) there is a Hopf bifurcation curve

$$
H=\left\{\left(\mathscr{R}_{0}, \nu\right):(\chi=0 \Leftrightarrow B=0), C>0\right\}
$$

(c) there is a homoclinic bifurcation curve

$$
\begin{aligned}
P=\{ & \left(\mathscr{R}_{0}, \nu\right): 2 \chi\left(C-\mathscr{K}_{11} \chi\right) \mathscr{K}_{22}<C-2 \mathscr{K}_{11} \chi \\
& 25 \chi\left(C-\mathscr{K}_{11} \chi\right) \mathscr{J}-6\left[2 \chi\left(C-\mathscr{K}_{11} \chi\right) \mathscr{K}_{22}-\left(C-2 \mathscr{K}_{11} \chi\right)\right]^{2} \\
& \left.=o\left(\left\|\left(\mathscr{R}_{0}-\mathscr{R}_{B T}, \nu-\nu_{B T}\right)\right\|^{2}\right)\right\} .
\end{aligned}
$$

Remark 4.2. The Bogdanov-Takens normal form in (4.21)-(4.21) is based on the assumption $\mathscr{K}_{12} \neq 0$ in a neighborhood of the Bogdanov point. It is worth noting that

$$
\begin{aligned}
\lim _{\substack{\mathscr{R}_{0} \rightarrow \mathscr{R}_{B T} \\
\nu \rightarrow \nu_{B T}}} \mathscr{K}_{12} & =\frac{1}{\alpha S_{0}^{*}}\left\{-(\mu+\alpha+\delta)(\mu+\delta)^{2}-p\left[(\mu+\alpha+\delta)^{2}(\mu+\delta)-\alpha^{2}(\mu+\alpha)\right]\right\} \\
& +\left(\frac{\mu}{\Pi}\right) \beta(\mu+\delta) I_{0}^{*} S_{0}^{* p+1} f_{I I}\left(I_{0}^{*} ; \nu_{B T}\right)
\end{aligned}
$$

Thus, for the parameter values for which

$$
-(\mu+\alpha+\delta)(\mu+\delta)^{2}-p\left[(\mu+\alpha+\delta)^{2}(\mu+\delta)-\alpha^{2}(\mu+\alpha)\right]<0
$$

there is a neighborhood of $E_{0}^{*}=\left(S_{0}^{*}, I_{0}^{*}\right)$ in which $\mathscr{K}_{12}<0$.
5. Examples. In this section, we shall detail the results of our analysis for two different forms of incidence rate. Numerical simulations are also presented to illustrate these results.
5.1. Unbounded case: $f(I ; \nu)=\nu I^{q}(\nu>0,0<q \leq 1)$. In this case, if $p=1$, then it can be seen from (3.5) that at a positive endemic equilibrium,

$$
\begin{equation*}
B=\frac{1}{(\mu+\alpha+\delta)(1+f)} \tilde{B} \tag{5.1}
\end{equation*}
$$

where

$$
\begin{aligned}
\tilde{B}= & (\mu+\alpha)(\mu+\delta) \mathscr{R}_{0} f^{2}+\left\{(\mu+\delta)\left[2(\mu+\alpha) \mathscr{R}_{0}+\delta\right]-q(\mu+\alpha)(\mu+\alpha+\delta)\right\} f \\
(5.2) \quad & +(\mu+\delta)\left[(\mu+\alpha) \mathscr{R}_{0}+\delta\right] .
\end{aligned}
$$

Thus, $B(f)=0$ if and only if $\tilde{B}(f)=0$ and has two real roots for $f$ (including the case of multiplicity 2 ) if and only if

$$
\begin{equation*}
\mathscr{R}_{0} \leq \frac{\left(z_{0}-1\right)^{2}}{4 z_{1}} \equiv \ell_{0} \tag{5.3}
\end{equation*}
$$

where

$$
\begin{equation*}
z_{0}=\frac{\delta(\mu+\delta)}{q(\mu+\alpha)(\mu+\alpha+\delta)}, \quad z_{1}=\frac{\mu+\alpha}{\delta} z_{0} \tag{5.4}
\end{equation*}
$$

These roots are positive if and only if $z_{0}<1$, or equivalently,

$$
\begin{equation*}
q>\frac{\delta(\mu+\delta)}{(\mu+\alpha)(\mu+\alpha+\delta)} \tag{5.5}
\end{equation*}
$$

Suppose now that (5.3) and (5.5) hold. Then, there are positive $\nu_{1}, \nu_{2}$ such that $B\left(\nu_{1}\right)=B\left(\nu_{2}\right)=0$. Differentiating $B$ with respect to $\nu$ at $\nu_{i}$ and using (2.5) gives

$$
\left.\frac{d B}{d \nu}\right|_{\nu=\nu_{i}}=\left.\frac{1}{(\mu+\alpha+\delta)(1+f)} \frac{d \tilde{B}}{d \nu}\right|_{\nu=\nu_{i}}, \quad i=1,2
$$

where, after some calculations, it can be seen that

$$
\begin{aligned}
\left.\frac{d \tilde{B}}{d \nu}\right|_{\nu=\nu_{i}} & =\left.\left\{2(\mu+\alpha)(\mu+\delta) \mathscr{R}_{0}(1+f)-q(\mu+\alpha)(\mu+\alpha+\delta)+\delta(\mu+\delta)\right\} \frac{d f}{d \nu}\right|_{\nu=\nu_{i}} \\
& =\left.\frac{2 \delta(\mu+\delta) z_{1}^{2} \mathscr{R}_{0}}{z_{0}}\left\{f+1-\frac{1-z_{0}}{2 z_{1} \mathscr{R}_{0}}\right\}\left(\frac{\mathscr{R}_{0}(1+f)^{2} f I^{*}}{\kappa \nu\left[\mathscr{R}_{0}(1+f)^{2}-(1+f)-q f\right]}\right)\right|_{\nu=\nu_{i}}
\end{aligned}
$$

Let $h_{0}=\left(1-z_{0}\right) /\left(2 z_{1} \mathscr{R}_{0}\right)-1$ and $g=\mathscr{R}_{0}(1+f)^{2}-(1+f)-q f$. If $\mathscr{R}_{0} \geq 1$, then $g \geq f^{2}+(1-q) f>0$, and therefore,

$$
\begin{equation*}
\operatorname{sign}\left(\left.\frac{d B}{d \nu}\right|_{\nu=\nu_{i}}\right)=\left.\operatorname{sign}\left(f-h_{0}\right)\right|_{\nu=\nu_{i}}, \quad i=1,2 \tag{5.6}
\end{equation*}
$$

Let $f_{1}$ and $f_{2}$ (with $f_{1}<f_{2}$ ) be positive roots of (5.1) when (5.3) and (5.5) hold. Then, if $\mathscr{R}_{0}<\ell_{0}$, it follows that

$$
\tilde{B}\left(h_{0}\right)=(\mu+\alpha)(\mu+\delta)\left[1-\frac{\left(1-z_{0}\right)^{2}}{4 z_{1} \mathscr{R}_{0}}\right]<(\mu+\alpha)(\mu+\delta)\left[1-\frac{\left(1-z_{0}\right)^{2}}{4 z_{1} \ell_{0}}\right]=0
$$

and hence $f_{1}<h_{0}<f_{2}$. Therefore, from (5.6) it can be seen that $d B /(d \nu)<0(>0)$ at $\nu_{1}\left(\right.$ at $\left.\nu_{2}\right)$. Thus, Theorem 4.1 implies that at $E_{2}^{*}$ (where $\left.C>0\right)$, the model undergoes a Hopf bifurcation which is forward at $\nu_{1}$ and backward at $\nu_{2}$.

TheOrem 5.1. Suppose $1 \leq \mathscr{R}_{0}<\ell_{0}$ and $z_{0}<1$. Then the model undergoes a forward (backward) Hopf bifurcation at $\nu_{1}$ (at $\nu_{2}$ ). This bifurcation is supercritical if $\sigma<0$ and subcritical if $\sigma>0$.

Suppose now $\mathscr{R}_{0}<1$. Thus, $g$ has a unique positive root, namely $f_{0}$, such that $g<0$ for $0<f<f_{0}$ and $g>0$ for $f>f_{0}$. Therefore, we have the following theorem.

Theorem 5.2. Suppose $\mathscr{R}^{*}<\mathscr{R}_{0}<\min \left(\ell_{0}, 1\right)$ and $z_{0}<1$.
(a) If $f_{i}$ lies in the interval between $f_{0}$ and $h_{0}$, then $d B /(d \nu)<0$, and the model undergoes a forward supercritical (subcritical) Hopf bifurcation if $\sigma<0$ (if $\sigma>0$ ).
(b) If $f_{i}$ lies outside the interval between $f_{0}$ and $h_{0}$, then $d B /(d \nu)>0$, and the model undergoes a backward supercritical (subcritical) Hopf bifurcation if $\sigma<0$ (if $\sigma>0$ ).

Remark 5.1. It can be seen, after some algebra, that for $p>0, B=0$ if and only if

$$
\begin{equation*}
1-\frac{1}{w}=\tilde{z}_{0}+\tilde{z}_{1} u \tag{5.7}
\end{equation*}
$$

where $w=1+f, u=\left[\mathscr{R}_{0}(1+f)\right]^{1 / p}$, and

$$
\begin{equation*}
\tilde{z}_{0}=\frac{(\mu+\delta)[\delta-(p-1)(\mu+\alpha)]}{q(\mu+\alpha)(\mu+\alpha+\delta)}, \quad \tilde{z}_{1}=\frac{p(\mu+\delta)}{q(\mu+\alpha+\delta)} \tag{5.8}
\end{equation*}
$$

Note that for the case $p=1, \tilde{z}_{0}$ and $\tilde{z}_{1}$ reduce to $z_{0}$ and $z_{1}$, respectively, in (5.4). Equation (5.7) has a positive root of multiplicity 2 if and only if the tangency condition $\tilde{z}_{1} u=p / w$ is satisfied. Then, it follows from (5.7) that there is a unique positive root $u_{*}$ given by

$$
\begin{equation*}
u_{*}=\frac{p\left(1-\tilde{z}_{0}\right)}{\tilde{z}_{1}(1+p)} \tag{5.9}
\end{equation*}
$$

as long as $\tilde{z}_{0}<1$. This corresponds to a unique critical value of $\mathscr{R}_{\text {crit }}=\tilde{z}_{1} u_{*}^{p+1} / p$ such that there is no Hopf bifurcation point if $\mathscr{R}_{0}>\mathscr{R}_{\text {crit }}$, and two Hopf bifurcation points if $\mathscr{R}_{0}<\mathscr{R}_{\text {crit }}$ and sufficiently close to $\mathscr{R}_{\text {crit }}$. These bifurcation points merge at the critical value $\mathscr{R}_{\text {crit }}$. Note that if $p=1$, the threshold $\mathscr{R}_{\text {crit }}$ reduces to $\ell_{0}$ in (5.3).

In the following, we consider the case where the model simultaneously undergoes a saddle-node and a Hopf bifurcation. It is easy to see that $I f_{I}\left(I ; \nu_{B T}\right)=q f\left(I ; \nu_{B T}\right)$, and hence from the definition of $u$ and (4.11), we have

$$
\begin{equation*}
q\left(\frac{u^{p}}{\mathscr{R}_{B T}}-1\right)=\frac{p}{\mathscr{R}_{B T}}(u-1) u^{p} \tag{5.10}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\mathscr{R}_{B T}=\frac{u^{p}}{q}(p+q-p u) \tag{5.11}
\end{equation*}
$$

Thus, using the expression $I=\kappa(1-1 / u)$ (see equation (2.5)), we find

$$
\begin{equation*}
\nu_{B T}=\frac{f(I ; \nu)}{I^{q}}=\frac{1}{I^{q}}\left(\frac{u^{p}}{\mathscr{R}_{B T}}-1\right) . \tag{5.12}
\end{equation*}
$$



FIG. 5.1. (A) Phase portrait for the stable endemic equilibrium in Example 1 with the parameter values $\Pi=1050, \mu=0.02, \alpha=26, q=0.05, \delta=0.1$, and $\left(\mathscr{R}_{0}, \nu\right)=(0.95,0.08)$. (B) Phase portrait for a stable periodic orbit in Example 1 with the parameter values: $\Pi=1050, \mu=0.02, \alpha=26$, $q=0.05, \delta=0.1$, and $\left(\mathscr{R}_{0}, \nu\right)=(0.95,7)$.


FIG. 5.2. (A) Phase portrait for the stable endemic equilibrium in Example 1 with the parameter values $\Pi=1050, \mu=0.02, \alpha=26, q=0.05, \delta=0.1$, and $\left(\mathscr{R}_{0}, \nu\right)=(0.95,8)$. (B) Phase portrait at the Bogdanov point in Example 1 with the parameter values $\Pi=1050, \mu=0.02, \alpha=26, q=0.05$, $\delta=0.1$, and $\left(\mathscr{R}_{B T}, \nu_{B T}\right)=(0.9115413570,0.1015835081)$.

It is worth noting that from (4.10), (5.11), and (5.12) it follows that the Bogdanov point for this example is unique.

To numerically illustrate the results of this bifurcation analysis, the model was simulated with parameter values estimated for a measles infection $[1,5]: \Pi=1050$, $\mu=0.02, \alpha=26, \delta=0.1, q=0.05$, and $p=1$. With these values and $\mathscr{R}_{0}=0.95$, we have $\nu_{1}=9.49167 \times 10^{-2}$ and $\nu_{2}=7.14126$, corresponding to two Hopf bifurcation points. Numerical calculations show that $d B / d \nu<0, \sigma<0$ at $\nu_{1}$, and $d B / d \nu>0$, $\sigma<0$ at $\nu_{2}$, so that the Hopf bifurcation is supercritical at $\nu_{1}$ and backward supercritical at $\nu_{2}$. Figures $5.1(\mathrm{~A})-(\mathrm{B})$ and $5.2(\mathrm{~A})$ show phase portraits of the model for $\nu=0.08<\nu_{1}$ (with the stable endemic equilibrium), $\nu_{1}<\nu=7<\nu_{2}$ (with the stable limit cycle), and $\nu=8>\nu_{2}$ (with a stable endemic equilibrium), respectively. The limit cycle created by the Hopf bifurcation at $\nu_{1}$ shrinks and disappears when $\nu$ passes through $\nu_{2}$ (see Figure $5.3(\mathrm{~A})$ ). Figure $5.2(\mathrm{~B})$ shows the phase portrait at the Bogdanov point with $\left(\mathscr{R}_{B T}, \nu_{B T}\right)=(0.9115413570,0.1015835081)$, which geometrically has cusp orbits. Homoclinic orbits exist as a codimension-1 family in every neighborhood of the Bogdanov point in parameter space.

In order to provide more intuition into the theoretical analysis of the model, bifurcation curves are displayed in Figure 5.4, with the same parameter values as used


Fig. 5.3. Bifurcation diagrams for (A) a supercritical Hopf bifurcation at $\nu_{1}$ and a backward supercritical Hopf bifurcation at $\nu_{2}$; (B) a supercritical Hopf bifurcation at $\nu_{1}$ and a backward subcritical Hopf bifurcation at $\nu_{2}$. In (A), the second Hopf bifurcation at $\nu_{2}$ causes the limit cycle created by the first Hopf bifurcation at $\nu_{1}$ to shrink and disappear. In (B), the second Hopf bifurcation at $\nu_{1}$ leads to the appearance of an unstable limit cycle in the presence of the stable limit cycle created by the first Hopf bifurcation at $\nu_{1}$. These limit cycles merge at a critical value of $\nu=\nu^{*}$ and disappear for $\nu>\nu^{*}$. Solid lines and curves denote stable branches, and dashed lines and curves denote unstable branches.


Fig. 5.4. Bifurcation curves of the model for Example 1, with the parameter values $\Pi=1050$, $\mu=0.02, \alpha=26, q=0.05, \delta=0.1, p=1$, and $0 \leq \nu \leq 1.5$. Solid curve shows $\mathscr{R}_{H}(\nu)$ corresponding to the Hopf bifurcation along which $B=0$, where $B$ is defined in (3.5). Dashed curve shows $\mathscr{R}^{*}(\nu)$ corresponding to the saddle-node bifurcation along which $C=0$, where $C$ is defined in (3.6). These two curves meet at the unique Bogdanov point $\left(\nu_{B T}, \mathscr{R}_{B T}\right)=(0.1015835081,0.9115413570)$. A saddle-node bifurcation occurs on the $\mathscr{R}^{*}(\nu)$ curve for any $\nu$, while a Hopf bifurcation occurs on the $\mathscr{R}_{H}(\nu)$ curve (at the endemic equilibrium with high number of infected individuals) only for $\nu>\nu_{B T}$. Above the $\mathscr{R}_{H}(\nu)$ curve, the model exhibits no Hopf bifurcation. In the grey area ( $B<0, C>0$ ) between the two curves, no bifurcation behavior occurs, and below the $\mathscr{R}^{*}(\nu)$ curve, $E_{0}$ is $G A S$.
above. This figure shows the $\mathscr{R}^{*}(\nu)$ and $\mathscr{R}_{H}(\nu)$ curves for a range of values of the bifurcation parameter $\nu$, along which saddle-node and Hopf bifurcations, respectively, occur. Figure 5.4 also shows the saddle-node and Hopf bifurcation branches, locally described in parts (a) and (b) of Theorem 4.3, passing through the (unique) Bogdanov point.
5.2. Bounded case: $f(I ; \nu)=\nu I^{q} /\left(1+\nu I^{q}\right)(\nu>0,0<q \leq 1)$. With this function, if $p=1$, then at a positive endemic equilibrium

$$
\begin{equation*}
B=\frac{1}{(\mu+\alpha+\delta)(1+h)(1+2 h)} \tilde{\tilde{B}} \tag{5.13}
\end{equation*}
$$

where

$$
\begin{aligned}
& \tilde{\tilde{B}}=(\mu+\delta)\left[(\mu+\alpha) \mathscr{R}_{0}+\delta\right]+\left\{(\mu+\delta)\left[4(\mu+\alpha) \mathscr{R}_{0}+3 \delta\right]-q(\mu+\alpha)(\mu+\alpha+\delta)\right\} h \\
& (5.14)+2(\mu+\delta)\left[2(\mu+\alpha) \mathscr{R}_{0}+\delta\right] h^{2}
\end{aligned}
$$

and $h \equiv \nu I^{q}$. A simple calculation shows that $\tilde{\tilde{B}}(h)=0$ has two real roots $h$ (including the case of multiplicity 2 ) if and only if

$$
\begin{equation*}
\mathscr{R}_{0} \leq \frac{\left[(3-2 \sqrt{2}) z_{0}-1\right]\left[(3+2 \sqrt{2}) z_{0}-1\right]}{8 z_{1}} \tag{5.15}
\end{equation*}
$$

where $z_{0}$ and $z_{1}$ are defined in (5.4). If (5.15) holds, then the roots of $\tilde{\tilde{B}}(h)=0$ are positive if and only if $z_{0}<3-2 \sqrt{2}$, or equivalently,

$$
\begin{equation*}
q>\frac{(3+2 \sqrt{2}) \delta(\mu+\delta)}{(\mu+\alpha)(\mu+\alpha+\delta)} \tag{5.16}
\end{equation*}
$$

Suppose (5.15) and (5.16) hold and $\nu_{1}$ and $\nu_{2}$ correspond, respectively, to the two positive roots of $\tilde{\tilde{B}}(h)=0$, namely $h_{1}$ and $h_{2}\left(\right.$ with $\left.h_{1}<h_{2}\right)$. Then,

$$
\left.\frac{d B}{d \nu}\right|_{\nu=\nu_{i}}=\left.\frac{1}{(\mu+\alpha+\delta)(1+h)(1+2 h)} \frac{d \tilde{\tilde{B}}}{d \nu}\right|_{\nu=\nu_{i}}
$$

where

$$
\begin{aligned}
\left.\frac{d \tilde{\tilde{B}}}{d \nu}\right|_{\nu=\nu_{i}} & =\delta(\mu+\delta)\left\{\left(\frac{8 z_{1} \mathscr{R}_{0}}{z_{0}}+4\right) h+\frac{4 z_{1} \mathscr{R}_{0}}{z_{0}}-\frac{1}{z_{0}}+3\right\} \\
& \times\left.\frac{h(1+2 h)}{\nu} \underbrace{\left(\frac{\left(2 \mathscr{R}_{0}-1\right) h+\mathscr{R}_{0}-1}{\mathscr{R}_{0}(1+2 h)^{2}-(1+h)(1+2 h)-q h}\right)}_{\Delta}\right|_{\nu=\nu_{i}}
\end{aligned}
$$

Let $\tilde{h}_{0}=\left(1-z_{0}\right) /\left[4\left(2 z_{1} \mathscr{R}_{0}+z_{0}\right)\right]-1 / 2$. If $\mathscr{R}_{0} \geq 1$, then $\Delta>0$, and thus, $\operatorname{sign}\left(d B /\left.d \nu\right|_{\nu=\nu_{i}}\right)=\left.\operatorname{sign}\left(h-\tilde{h}_{0}\right)\right|_{\nu=\nu_{i}}, i=1,2$. A simple calculation shows that $\tilde{\tilde{B}}\left(\tilde{h}_{0}\right)<0$ and hence $h_{1}<\tilde{h}_{0}<h_{2}$. Therefore, $\operatorname{sign}(d B / d \nu)=(-1)^{i}$ at $\nu_{i}, i=1,2$. Consequently, the model undergoes a forward (backward) Hopf bifurcation at $\nu_{1}$ (at $\left.\nu_{2}\right)$. Whether these bifurcations are sub- or supercritical is determined by the sign of $\sigma$.

Suppose now $\mathscr{R}^{*}<\mathscr{R}_{0}<1$. From (2.5) and $\partial \phi /\left.\partial I\right|_{I=I_{0}^{*}}=1$, it is easy to see that $\mathscr{R}^{*}>1 / 2$. Note that if $\mathscr{R}_{0} \leq 1 / 2$, then the model has no endemic equilibrium and the DFE is GAS. Let $L(h)=\mathscr{R}_{0}(1+2 h)^{2}-(1+h)(1+2 h)-q h$. Then $L(h)$ has a unique positive root $\tilde{\tilde{h}}_{0}$ such that $L(h)<0$ for $0<h<\tilde{\tilde{h}}_{0}$ and $L(h) \geq 0$ for $h \geq \tilde{\tilde{h}}_{0}$. Defining $h_{c}=\left(1-\mathscr{R}_{0}\right) /\left(2 \mathscr{R}_{0}-1\right)$, it can be shown that, regardless of whether $h_{c}$ is less than or greater than $\tilde{\tilde{h}}_{0}, \Delta<0$ in the interval between $h_{c}$ and $\tilde{\tilde{h}}_{0}$, and $\Delta>0$ outside this interval (see [1, Figure 9]). Therefore, $\operatorname{sign}\left(d B /\left.d \nu\right|_{\nu=\nu_{i}}\right)=$ $\left.\operatorname{sign}\left(h-\tilde{h}_{0}\right) \operatorname{sign}(\Delta)\right|_{\nu=\nu_{i}}, i=1,2$.

Remark 5.2. It can be seen, after some manipulations, that for $p>0, B=0$ if and only if

$$
\begin{equation*}
-w+3-\frac{2}{w}=\tilde{z}_{0}+\tilde{z}_{1} u \tag{5.17}
\end{equation*}
$$



Fig. 5.5. (A) the coexistence of two limit cycles in Example 2 with the parameter values $\Pi=1050, \mu=0.02, \alpha=26, q=0.05, \delta=0.1, \mathscr{R}_{0}=1.05>1$, and $\nu=1.2>\nu_{2}$. The limit cycle with large amplitude is stable, and the one with small amplitude is unstable, both surrounding the stable endemic equilibrium. (B) Phase portrait at the Bogdanov point in Example 2 with the parameter values $\Pi=1050, \mu=0.02, \alpha=26, q=0.05, \delta=0.1$, and $\left(\mathscr{R}_{B T}, \nu_{B T}\right)=(0.5612316061,3.743081478)$.
where $w=1+f, u=\left[\mathscr{R}_{0}(1+f)\right]^{1 / p}$, and $\tilde{z}_{0}$ and $\tilde{z}_{1}$ are defined in (5.8). Equation (5.17) has a positive root of multiplicity 2 if and only if the tangency condition

$$
\begin{equation*}
(p-1) w^{2}+\left(3-\tilde{z}_{0}\right) w-2(p+1)=0 \tag{5.18}
\end{equation*}
$$

is satisfied. If $p<1$, then (5.18) has two positive roots $w_{1}, w_{2}$ whenever $\tilde{z}_{0}<3-$ $2 \sqrt{2\left(1-p^{2}\right)}$, with $w_{1}+w_{2}=\left(3-\tilde{z}_{0}\right) /(1-p)$ and $w_{1} w_{2}=2(1+p) /(1-p)$. Substituting these into (5.17) gives $u_{1}+u_{2}=-2 p^{2}\left(3-\tilde{z}_{0}\right) /\left[\tilde{z}_{1}\left(1-p^{2}\right)\right]$ and $\tilde{z}_{1}^{2} u_{1} u_{2}=p^{2}[8-(3-$ $\left.\left.\tilde{z}_{0}\right)^{2}\right] /\left(1-p^{2}\right)$. Therefore, if $\tilde{z}_{0} \in\left(3-2 \sqrt{2}, 3-2 \sqrt{2\left(1-p^{2}\right)}\right)$, then $u_{1} u_{2}>0$, so that $u_{1}$ and $u_{2}$ are both negative even though $w_{1}, w_{2}>0$. If $0<\tilde{z}_{0}<3-2 \sqrt{2}$, then $u_{1} u_{2}<0$, and thus there is a unique positive root $u$ satisfying (5.17). In summary, from equations (5.17), (5.18), and the above discussion, we have
(i) for $p<1$, there is a unique positive root $u$, provided $0<\tilde{z}_{0}<3-2 \sqrt{2}$;
(ii) for $p=1$, there is a unique positive root $u$, provided $\tilde{z}_{0}<3$;
(iii) for $p>1$, there is always a unique positive root $u$.

The conditions for the uniqueness of $u$ provide a unique critical value of $\tilde{\mathscr{R}}_{\text {crit }}=u_{*}^{p} / w_{*}$ (where $u_{*}$ and $w_{*}$ are the unique solutions of (5.17) and (5.18)) such that there is no Hopf bifurcation point if $\mathscr{R}_{0}>\mathscr{\mathscr { R }}_{\text {crit }}$ and two Hopf bifurcation points if $\mathscr{R}_{0}<\tilde{\mathscr{R}}_{\text {crit }}$ and sufficiently close to $\tilde{\mathscr{R}}_{\text {crit }}$. These bifurcation points merge at the critical value $\tilde{\mathscr{R}}_{\text {crit }}$.

The simulations were also run with the same parameter values as used in Example 1. With these values and $\mathscr{R}_{0}=1.05>1$, we have Hopf bifurcations at $\nu_{1}=0.147656$ and $\nu_{2}=1.12033$. Numerical calculations show that $d B / d \nu<0(>0), \sigma<0(>0)$ at $\nu_{1}$ (at $\nu_{2}$ ), so that the Hopf bifurcation is supercritical at $\nu_{1}$ and backward subcritical at $\nu_{2}$ (Figure 5.3(B)). The bifurcation at $\nu_{2}$ leads to the appearance of an unstable limit cycle in the presence of the stable limit cycle created by the Hopf bifurcation at $\nu_{1}$ (see Remark 4.1). Figure 5.5(A) shows the phase portrait of the model for the coexistence of two limit cycles for $\nu=1.2>\nu_{2}$; the limit cycle with large amplitude is stable, and the one with small amplitude is unstable. Similar results were obtained for $\mathscr{R}_{0}=0.95<1$ with $\nu_{1}=0.127445(\sigma<0)$ and $\nu_{2}=1.36961(\sigma>0)$.


Fig. 5.6. Homoclinic branches ( $\mathscr{R}_{0}$ vs $\nu$ ) of the Bogdanov-Takens bifurcation for Example 2, as described in Theorem 4.3(c).

We now consider the case where the model undergoes a Bogdanov-Takens bifurcation. It is easy to see that $I f_{I}\left(I ; \nu_{B T}\right)=q f\left(I ; \nu_{B T}\right)\left[1-f\left(I ; \nu_{B T}\right)\right]$, and hence from the definition of $u$ and (4.11), we have

$$
\begin{equation*}
q\left(\frac{u^{p}}{\mathscr{R}_{B T}}-1\right)\left(2-\frac{u^{p}}{\mathscr{R}_{B T}}\right)=\frac{p}{\mathscr{R}_{B T}}(u-1) u^{p} \tag{5.19}
\end{equation*}
$$

which leads to the following quadratic equation:

$$
\begin{equation*}
q \wp^{2}+[p(u-1)-3 q] \wp+2 q=0 \tag{5.20}
\end{equation*}
$$

where $\wp=u^{p} / \mathscr{R}_{B T}$. Let

$$
\gamma \equiv p(u-1)=\frac{(\mu+\delta)(\mu+\alpha+\delta)}{\alpha(\mu+\alpha)}
$$

Then, $\Delta \equiv \gamma^{2}-6 \gamma q+q^{2}=[\gamma-(3+2 \sqrt{2}) q][\gamma-(3-2 \sqrt{2}) q]>0$ if $\gamma>(3+2 \sqrt{2}) q$ or $\gamma<(3-2 \sqrt{2}) q$. Therefore, (5.20) has two positive roots if $\Delta>0$ and $\gamma<3 q$, which reduce to the following condition:

$$
\begin{equation*}
\frac{(\mu+\delta)(\mu+\alpha+\delta)}{\alpha(\mu+\alpha)}<(3-2 \sqrt{2}) q \tag{5.21}
\end{equation*}
$$

The roots of (5.20) are given by

$$
\wp_{ \pm}=\frac{3 q-\gamma \pm \sqrt{[(3+2 \sqrt{2}) q-\gamma][(3-2 \sqrt{2}) q-\gamma]}}{2 q}
$$

and thus $\mathscr{R}_{B T}^{ \pm}=u^{p} / \wp_{ \pm}$, where $u$ is given by (4.10). Finally, using $I=\kappa(1-1 / u)$ (see (2.5)), the expression for $\nu_{B T}$ is obtained:

$$
\nu_{B T}^{ \pm}=\frac{1}{I^{q}}\left(\frac{\wp_{ \pm}-1}{2-\wp_{ \pm}}\right)
$$

A simple calculation yields that $\nu_{B T}^{ \pm}>0$ for both positive roots of (5.20) given by $\wp_{ \pm}$, provided that (5.21) is satisfied. This analysis shows that, in general, the values of the parameters in the parameter space $\left(\mathscr{R}_{0}, \nu\right)$ for which the model undergoes the Bogdanov-Takens bifurcation may not be unique. Figure 5.5(B) illustrates the phase portrait at the Bogdanov point with $\left(\mathscr{R}_{B T}, \nu_{B T}\right)=(0.5612316061,3.743081478)$. Figure $5.6(\mathrm{~A})-(\mathrm{B})$ representsbifurcation curves along which a homoclinic orbit exists in


Fig. 5.7. Bifurcation curves of the model for Example 2, with the parameter values $\Pi=1050$, $\mu=0.02, \alpha=26, q=0.05, \delta=0.1, p=1$, and $0 \leq \nu \leq 4$. Solid curve shows $\mathscr{R}_{H}(\nu)$ corresponding to the Hopf bifurcation along which $B=0$, where $B$ is defined in (3.5). Dashed curve shows $\mathscr{R}^{*}(\nu)$ corresponding to the saddle-node bifurcation along which $C=0$, where $C$ is defined in (3.6). These two curves meet at the Bogdanov points $\left(\nu_{B T}^{(1)}, \mathscr{R}_{B T}^{(1)}\right)=(0.1321652741,0.8991721941)$ and $\left(\nu_{B T}^{(2)}, \mathscr{R}_{B T}^{(2)}\right)=(3.743081478,0.5612316061)$. A saddle-node bifurcation occurs on the $\mathscr{R}^{*}(\nu)$ curve for any $\nu$, while a Hopf bifurcation occurs on $\mathscr{R}_{H}(\nu)$ curve (at the endemic equilibrium with high number of infected individuals) only for $\nu_{B T}^{(1)}<\nu<\nu_{B T}^{(2)}$. Above the $\mathscr{R}_{H}(\nu)$ curve, the model exhibits no Hopf bifurcation. There are two Hopf bifurcation points for $\nu \in\left(\nu_{B T}^{(1)}, \nu_{0}\right)$, a unique point for $\nu \in\left(\nu_{0}, \nu_{B T}^{(2)}\right)$, and no points outside of these ranges. In the grey area $(B<0, C>0)$ between the two curves, no bifurcation behavior occurs, and below the $\mathscr{R}^{*}(\nu)$ curve $E_{0}$ is $G A S$.
neighborhoods of the two Bogdanov points $\left(\mathscr{R}_{B T}, \nu_{B T}\right)=(0.8991721941,0.1321652741)$ and $\left(\mathscr{R}_{B T}, \nu_{B T}\right)=(0.5612316061,3.743081478)$. As for Example 1, a diagram showing saddle-node and Hopf bifurcation curves for Example 2 is given in Figure 5.7. In this case, the two bifurcation curves merge at each of the Bogdanov points.
6. Discussion. In this paper, we focused on the bifurcation analysis of an SIRS epidemic model with generalized nonlinear incidence. This study extends our previous work on the Hopf bifurcation analysis of a similar model when $p=1$ and $\delta=0$ [1]. Stability analysis of the model equilibria enabled us to completely analyze their local bifurcation behavior, such as Hopf, saddle-node, and Bogdanov-Takens bifurcations. We computed the first Lyapunov coefficient to determine the various types of Hopf bifurcation the model undergoes. A saddle-node bifurcation at the threshold $\mathscr{R}^{*}$ of the bistability region was established by applying Sotomayor's theorem. Using the Bogdanov-Takens normal form in the parameter space $\left(\mathscr{R}_{0}, \nu\right)$, the local representation of a homoclinic bifurcation curve was also derived. Finally, we detailed and numerically illustrated our results with two examples (bounded and unbounded) of the nonlinear function $f(I ; \nu)$. These results provide the conditions for the occurrence of Hopf bifurcations in terms of two major parameters: the basic reproductive number $\left(\mathscr{R}_{0}\right)$ and the rate of loss of immunity acquired by infection $(\delta)$.

The parameter $\delta$ is biologically important, as its inverse represents the mean period of natural immunity following recovery. Although this parameter may change due to several factors, such as age and the response of the immune systems of recovered individuals, in general it depends on the type of the disease being modeled. For example, natural measles infection induces life-long immunity [4, 32], while natural immunity following recovery from influenza is temporary and extremely variable among different age-categories in a population [7, 9]. Here, we would like to explore the effect of this factor in producing oscillatory behavior of the model. Let us first consider Example 1. From (5.5), it can be seen that there is a critical rate ( $\delta_{\max }$ ) such that if $\delta>\delta_{\max }$, then no Hopf bifurcation occurs, and therefore the model exhibits no periodicity behavior. This critical rate is given by

$$
\delta_{\max }=\frac{1}{2}\left(\alpha+\sqrt{\alpha^{2}+4(\mu+\alpha)^{2}}\right) .
$$

If $\delta>\delta_{\max }$, then no value of $q \in(0,1]$ satisfies (5.5). By making the assumption $\alpha \gg \mu$ (which is reasonable for most curable diseases), $\delta_{\max } \approx 1.618 \alpha$. The corresponding maximum rate for Example 2 can be obtained from (5.16) as

$$
\delta_{\max }=\frac{1}{2(3+2 \sqrt{2})}\left(\alpha-(2+2 \sqrt{2}) \mu+\sqrt{[\alpha-(2+2 \sqrt{2}) \mu]^{2}+4(3+2 \sqrt{2})(\mu+\alpha)^{2}}\right)
$$

with $\delta_{\max } \approx 0.509 \alpha$ for $\alpha \gg \mu$. As an immediate consequence of these approximations, it can be seen that not only does $\delta_{\max }$ depend on the type of the disease, but also it depends greatly on the factors affecting the magnitude of the incidence rate, and hence on the functional form of $f(I ; \nu)$.

Our illustrations, based on the parameter values estimated for measles infection (see $[1,5]$ and the references therein), have been verified by many clinical studies. For instance, a clinical study of measles in Poland reports an epidemic outbreak between November, 1997, and July, 1998 (with 2255 cases), despite high vaccination coverage ( $95 \%$ ) since the 1980s [18]. The results of this study confirm that reducing $\mathscr{R}_{0}$ to values less than unity may fail to control the spread of the disease, which is associated with the mathematical phenomenon of backward bifurcation. Furthermore, our model exhibits oscillatory behavior, which is consistent with what has been observed for some infectious diseases such as measles, whooping cough, and rubella [10, 20, 29]. This is due to the fact that the immunity acquired following recovery from these diseases is long-lasting $(\delta \approx 0)$, so that $\delta<\delta_{\max }$. This prediction is confirmed by numerical experiments (using data from England) in [29], demonstrating periods of 2 and 2-3 years for measles and whooping cough dynamics, respectively.

This study has further epidemiological implications by providing a threshold quantity $\mathscr{R}^{*}<1$ (where a saddle-node bifurcation occurs at $\mathscr{R}_{0}=\mathscr{R}^{*}$ ) such that the disease dies out if $\mathscr{R}_{0}<\mathscr{R}^{*}$. Unlike the basic reproductive number, the threshold $\mathscr{R}^{*}$ depends on the functional form of the incidence rate as well as other parameters. If $\mathscr{R}^{*}<\mathscr{R}_{0}<1$, then the model exhibits two endemic equilibria which may compete with the stable disease-free equilibrium. Therefore, the long-term disease dynamics may depend on the initial values of the subpopulations. In both Examples 1 and 2, we showed that for $\mathscr{R}_{0}>\mathscr{R}^{*}$ there exists a unique threshold $\mathscr{R}_{\text {crit }}$ such that if $\mathscr{R}_{0}>\mathscr{R}_{\text {crit }}$, no Hopf bifurcation occurs. Combining the above discussion for the rate of loss of immunity, the ranges for the feasibility of periodicity behavior of the model are obtained as $\delta<\delta_{\max }$ and $\mathscr{R}^{*}<\mathscr{R}_{0}<\mathscr{R}_{\text {crit }}$.
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#### Abstract

The total variation-based image denoising model of Rudin, Osher, and Fatemi [Phys. $D, 60$, (1992), pp. 259-268] has been generalized and modified in many ways in the literature; one of these modifications is to use the $L^{1}$-norm as the fidelity term. We study the interesting consequences of this modification, especially from the point of view of geometric properties of its solutions. It turns out to have interesting new implications for data-driven scale selection and multiscale image decomposition.
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1. Introduction. Variational models for image reconstruction have had great success. One of the best known and influential examples is the total variation-based model of Rudin, Osher, and Fatemi (ROF) [22]. This model and its variants have been a very active research topic. The idea behind the model is to exhibit the reconstructed image as the minimizer of the following energy:

$$
\begin{equation*}
\int_{D}|\nabla u|+\lambda \int_{D}(f-u)^{2} d x \tag{1.1}
\end{equation*}
$$

The functional is to be minimized over all $u \in L^{2}(D)$. Here $D$ is a domain in $\mathbf{R}^{N}$, $N \geq 2$, with Lipschitz boundary; it represents, for example, the computer screen. In this paper, we will work with $D=\mathbf{R}^{N}$ for convenience. The function $f(x)$ represents the observed and possibly degraded image and is taken to be in $L^{2}(D)$. The second integral in the functional is the fidelity term; it encourages the solution $u(x)$ that is being sought to approximate the observed image $f(x)$. The first integral in the functional is the regularization term; it is the essential novelty of the ROF model, as it allows for the reconstruction of images with discontinuities across hypersurfaces. Nevertheless, it disfavors oscillations and is responsible for the elimination of noise in applications to noisy images.

The standard ROF model (1.1) is well known to have certain limitations. One important issue is the loss of contrast in solutions even for noise-free observed images. For example, Strong and Chan studied in [25] the case when the observed image $f(x)$ is a disk and showed that the solution to (1.1), for any given $\lambda$, is of the form $c f(x)$, where $c \in[0,1)$ is a constant. We never get $c=1$, no matter how large the constant $\lambda$ is chosen. More generally, given any observed image $f(x)$ and $\lambda>\left(2\|f\|_{*}\right)^{-1}$, it can be shown [15] for the corresponding solution $u(x)$ that $\|f-u\|_{*}=\frac{1}{2 \lambda}$. Here, $\|\cdot\|_{*}$ denotes the dual norm of total variation. (See [15] for definition of the dual norm and

[^118]proofs of the statements just mentioned.) It is in general desirable for image denoising algorithms to have a large class of "noise-free" images that they leave invariant. For the standard ROF model, as these results show, that class consists of only the trivial image $f(x):=0$.

Recently, work of Meyer inspired research into understanding the role of the fidelity term better. It highlighted the fact that the choice of a suitable fidelity term can have far reaching consequences. For example, following up on Meyer's ideas, Vese and Osher [27] and then Osher, Sole, and Vese [21] came up with variants of the original model that replace the fidelity term with weaker norms. It is shown in these works that this modification allows for much better separation of the high frequency component of images, such as noise and texture, from the piecewise smooth or "cartoon" part.

In this paper, we ask related but rather different questions. We study a version of the ROF model that uses the $L^{1}$-norm as a measure of fidelity between the observed and denoised images. Given an observed image $f(x) \in L^{1}\left(\mathbf{R}^{N}\right)$, this model is based on the following variational problem:

$$
\begin{equation*}
\inf _{u(x) \in B V\left(\mathbf{R}^{N}\right)} \int_{\mathbf{R}^{N}}|\nabla u|+\lambda \int_{\mathbf{R}^{N}}|u(x)-f(x)| d x . \tag{1.2}
\end{equation*}
$$

Our goal in this paper is to explore the consequences of this modest modification on the standard ROF model. In particular, we shall obtain some results that allow us to contrast the modified model (1.2) with the standard one (1.1). Also, the new understanding we develop about the nature of the scale space, lack of uniqueness of solutions, and lack of continuous dependence on data will suggest applications beyond mere removal of noise for the modified model: We will argue that some of these ordinarily undesirable characteristics can be real assets. Indeed, it turns out that the $L^{1}$ fidelity-based model has many desirable, and some unexpected, consequences in applications such as multiscale image decomposition and data-driven parameter selection.

Some distinctions between the modified model (1.2) and the standard ROF model (1.1) are immediate:

- The way the fidelity and regularization terms scale with respect to each other in the modified and standard models is different. In particular, unlike the standard model, the modified model is contrast invariant in the following sense: If $u(x)$ is a solution of the modified model for the observed image $f(x)$, then $c u(x)$ is a solution of the modified model for the observed image $c f(x)$.
- The original model is strictly convex, and therefore its solution (the minimizer of the functional) is unique. The modified model is not strictly convex, leading to nonuniqueness of minimizers. This makes the scale space generated by the modified model qualitatively very different-and, as explained in sections 6 and 7 , for certain purposes more suitable - than that of the standard ROF model.
We concentrate especially on the scale space and geometric features of the decomposition technique derived from this model. The analytical and numerical results presented in this paper suggest the following major advantages of the $L^{1}$ fidelity-based model over the standard one:
- The regularization imposed on solutions by the $L^{1}$ model is more geometric. By "more geometric" we mean that the regularization process has less dependence on the contrast of image features than on their shapes. Indeed,
as some of our analytical results show, the $L^{1}$ model almost decouples the level sets of the given image from each other and treats them independently of their associated level (grayscale value).
- As distinct from the standard model, small features in the image maintain their contrast even as the fidelity parameter $\lambda$ is lowered, maintaining good contrast until they suddenly disappear.
- An unexpected consequence of the modification is that it suggests a datadriven scale selection technique: It seems possible to identify certain critical values of the parameter $\lambda$ at which features at the corresponding scale go through a discontinuous change.
Using the ROF model with $L^{1}$ fidelity is a natural idea, and was introduced and studied in the context of image denoising and deblurring by previous authors $[1,3,4,16$, 17, 18, 8]. Among these, Alliney and Nikolova's works are relevant to ours. Alliney's previous work involves the variational model (1.2) in only one space dimension; moreover, his results are restricted to the discrete versions of the energy. Nevertheless, many of his observations are directly relevant to our results (see, for instance, Proposition 4.2 that we quote from his work), and some of our results (for instance part of Theorem 5.2) can be thought of as continuum analogues of his results in arbitrary dimensions. In [16] Nikolova shows that for certain types of noise the total variation regularization with $L^{1}$ fidelity outperforms the standard model. And [17] contains many impressive numerical results that clearly demonstrate the advantages of using the $L^{1}$ norm for a fidelity term in some applications. In fact, the analysis presented in [16] applies more generally to fidelity terms that are, like the $L^{1}$ fidelity term and unlike the $L^{2}$ fidelity term, nondifferentiable at the origin. The techniques of Nikolova also allow her to study certain typical properties of minimizers to the ROF model and its variants with different types of fidelity terms. For example, among the results is a characterization of the staircasing effect. Moreover, she calls attention to the fact that, with $L^{1}$-type fidelity terms, the solution reconstructs the given image exactly at some pixels; this relates to the contrast preserving property we touched on above. However, unlike the focus of this paper, results in $[16,17]$ mostly concern discrete versions of the denoising energies and depend on the discretization size; continuum analogues are not treated. Our focus in this paper is squarely on the continuum energies so that we can study geometric properties of their minimizers independently of the discretization.

We conclude the introduction with an outline of the remaining sections. Section 2 introduces the notation that is used throughout the paper. Section 3 works out the solution to minimization problems (1.1) and (1.2) in the simple case when the observed image $f(x)$ is the characteristic function of a disk in two dimensions. This illustrates some of the results obtained in subsequent sections for more general types of images. Section 4 consists of a collection of simple but useful facts that follow immediately from the definitions of section 2 ; these are used in the following sections of the paper. Section 5 deals with properties of minimizers of energy (1.2). In particular, it considers the case where the observed image is the characteristic function of a bounded set. It recalls the known results for the standard ROF model in this case and uses them for comparison. Section 6 elaborates on the differences between the scale spaces generated by the two models given by (1.1) and (1.2); it shows that the model based on $L^{1}$ fidelity makes it possible to determine special values of the parameter $\lambda$ completely from the given observed image. Finally, section 7 presents numerical experiments and gives some implementation details. The numerical results corroborate the overall picture suggested by the analytical results of the previous sections.
2. Notation. In this section we introduce notation that will be used throughout the paper to compare the original ROF model (1.1) with the modified one (1.2) that uses an $L^{1}$ fidelity term. First, we recall the standard definitions of total variation of a function and the perimeter of a set $[11,12]$. The total variation of a function $u(x) \in L_{l o c}^{1}\left(\mathbf{R}^{N}\right)$ is defined to be

$$
\int_{\mathbf{R}^{N}}|\nabla u(x)|:=\sup _{\substack{\left.\phi \in C_{c}^{1} \mathbf{R}^{N} ; \mathbf{R}^{N}\right) \\|\phi(x)| \leq 1 \forall x \in \mathbf{R}^{N}}}-\int_{\mathbf{R}^{N}} u(x) \operatorname{div} \phi(x) d x
$$

The perimeter of a set $\Sigma \subset \mathbf{R}^{N}$ is defined in terms of the above definition to be

$$
\operatorname{Per}(\Sigma):=\int_{\mathbf{R}^{N}}\left|\nabla \mathbf{1}_{\Sigma}(x)\right|
$$

For a given possibly noisy image $f(x) \in L^{1}\left(\mathbf{R}^{N}\right)$, we will denote the energy of the total variation model with $L^{1}$ fidelity as $E_{1}(u, \lambda)$ :

$$
E_{1}(u, \lambda):=\int_{\mathbf{R}^{N}}|\nabla u|+\lambda \int_{\mathbf{R}^{N}}|f-u| d x
$$

It will be compared, for $f \in L^{1}\left(\mathbf{R}^{N}\right) \cap L^{2}\left(\mathbf{R}^{N}\right)$, with the energy of the standard ROF model, which we denote by $E_{2}(u, \lambda)$ :

$$
E_{2}(u, \lambda):=\int_{\mathbf{R}^{N}}|\nabla u|+\lambda \int_{\mathbf{R}^{N}}(f-u)^{2} d x
$$

Of particular interest are the minimum values of these energies as a function of the parameter $\lambda$ :

$$
\begin{aligned}
\mathcal{E}_{1}(\lambda) & :=\min _{u \in L^{1}\left(\mathbf{R}^{N}\right)} E_{1}(u, \lambda) \\
\mathcal{E}_{2}(\lambda) & :=\min _{u \in L^{2}\left(\mathbf{R}^{N}\right)} E_{2}(u, \lambda)
\end{aligned}
$$

Minimizers of the standard ROF energy $E_{2}(\cdot, \lambda)$ for a fixed $\lambda$ are unique; this is a consequence of the energy's strict convexity. Minimizers of the modified energy $E_{1}(\cdot, \lambda)$ need not be unique in general. We therefore introduce the following notation to denote the set of minimizers of $E_{1}(\cdot, \lambda)$ at a given $\lambda \geq 0$ :

$$
M(\lambda):=\left\{u \in L^{1}\left(\mathbf{R}^{N}\right): E_{1}(u, \lambda)=\mathcal{E}_{1}(\lambda)\right\}
$$

For any given $f(x) \in L^{1}\left(\mathbf{R}^{N}\right)$ and $\lambda \geq 0$, the set $M(\lambda)$ is nonempty: A standard argument shows the existence of minimizers. Because of nonuniqueness, $M(\lambda)$ can have several elements. Different elements of $M(\lambda)$ can stand at different distances from the observed image $f(x)$. This motivates the following notation:

$$
\begin{aligned}
& \mu^{+}(\lambda):=\sup \left\{\|f-u\|_{L^{1}\left(\mathbf{R}^{N}\right)}: u \in M(\lambda)\right\} \\
& \mu^{-}(\lambda):=\inf \left\{\|f-u\|_{L^{1}\left(\mathbf{R}^{N}\right)}: u \in M(\lambda)\right\}
\end{aligned}
$$

The values of the parameter $\lambda$ at which $M(\lambda)$ contains elements whose distances to the given image $f(x)$ are different turn out to be special. We therefore adopt the following notation to denote this set of special $\lambda$ values:

$$
S(f):=\left\{\lambda \in \mathbf{R}^{+}: \mu^{-}(\lambda) \neq \mu^{+}(\lambda)\right\}
$$

To emphasize the dependence of $E_{i}(\cdot, \lambda), \mathcal{E}_{i}(\lambda), M(\lambda)$, and $\mu^{ \pm}(\lambda)$ on the observed image $f(x)$ in addition to $\lambda$, we will write $E_{i}(\cdot, \lambda, f), \mathcal{E}_{i}(\lambda, f), M(\lambda, f)$, and $\mu^{ \pm}(\lambda, f)$ whenever necessary.
3. An example. In this section we consider a very simple but illustrative example. Namely, we work out explicitly the solution to the problem of minimizing the two dimensional version of $E_{1}(\cdot, \lambda)$ in the case when the observed image $f(x)$ is given by the characteristic function $\mathbf{1}_{B_{r}(0)}(x)$ of a disk $B_{r}(0)$ that is centered at the origin and with radius $r$. It is important to compare the result with the one for the standard ROF model, which - as we noted in the introduction-was calculated in [25].

We start by recalling the calculation of [25]. For $\lambda \geq 0$ and the observed image given by $f(x)=\mathbf{1}_{B_{r}(0)}(x)$, the unique minimizer $u_{\lambda}(x)$ of $E_{2}(\cdot, \lambda)$ is given by

$$
u_{\lambda}(x) \equiv\left\{\begin{array}{cl}
0 & \text { if } 0 \leq \lambda \leq \frac{1}{r} \\
\left(1-\frac{1}{\lambda r}\right) \mathbf{1}_{B_{r}(0)}(x) & \text { if } \lambda>\frac{1}{r}
\end{array}\right.
$$

Turning now to the case of $E_{1}(\cdot, \lambda)$, one can reason (for example with the help of some of the results presented in sections 5 and 6 of this paper) that for each $\lambda \geq 0$ every minimizer has to be of the form $c \mathbf{1}_{B_{r}(0)}(x)$ for some constant $c \in[0,1]$. We therefore need to minimize the function

$$
E_{1}\left(c \mathbf{1}_{B_{r}(0)}(x), \lambda\right)=2 \pi r c+\lambda \pi r^{2}|1-c|
$$

over $c \in[0,1]$. We get

$$
M(\lambda)=\left\{\begin{array}{cl}
\{0\} & \text { if } 0 \leq \lambda<\frac{2}{r} \\
\left\{c \mathbf{1}_{B_{r}(0)}(x): c \in[0,1]\right\} & \text { if } \lambda=\frac{2}{r} \\
\left\{\mathbf{1}_{B_{r}(0)}(x)\right\} & \text { if } \lambda \geq \frac{2}{r}
\end{array}\right.
$$

Thus, we see that the solution is unique for all except one special value of the parameter $\lambda$. The special value is related to radius of the disk; for more general images we would expect such special values of the parameter $\lambda$ to be related to the geometric scale of distinct objects contained in the scene.

The difference between scale spaces generated by the standard ROF model and the one with $L^{1}$ fidelity is made abundantly clear by this simple example. When $L^{1}$ fidelity is used, unlike in the standard ROF model, the scale space is mostly constant; it only makes a sudden transition at a special value of the scale parameter. This difference can also be manifested by plotting the "fidelity of minimizer" as a function of the parameter $\lambda$ for each model and comparing the qualitative properties. Figure 1 shows the plots obtained based on the minimizers calculated above.

This example brings out another elementary aspect of using an $L^{1}$ fidelity term with total variation regularization. Fix a $\lambda>0$. Then the unique minimizer of $E_{1}(\cdot, \lambda)$ with the observed image $f(x)=\mathbf{1}_{B_{r}(0)}(x)$ is identically 0 if $r<\frac{2}{\lambda}$, but $\mathbf{1}_{B_{r}(0)}(x)$ if $r>\frac{2}{\lambda}$. Thus the dependence of the solution to the $L^{1}$ model on the observed image is not continuous with respect to, say, the $L^{1}$-norm. This is clearly related to the lack of uniqueness in solutions to the model, and is a price to pay for having solutions in


Fig. 1. Left: Plot of $\left\|u_{\lambda}(x)-f(x)\right\|_{L^{2}}^{2}$ vs. $\lambda^{-1}$ for the example of section 3, where $u_{\lambda}(x)$ denotes the unique minimizer of $E_{2}(\cdot, \lambda)$. Right: Plot of $\mu^{+}(\lambda) v s . \lambda^{-1}$ for the ROF model with $L^{1}$ fidelity, using the example of section 3 .
which features of interest maintain good contrast until they are completely eliminated. However, sections 6 and 7 explain some applications for which such a discontinuity can actually be desirable, and Proposition 6.4 shows that certain important features of the scale space are continuous as a function of observed signal.
4. Basic facts. In this section, we collect a number of elementary facts that follow immediately from the definitions introduced in the previous section. These results will be useful in the subsequent sections.

The following claim shows that the minimum energies $\mathcal{E}_{i}(\lambda)$ are well-behaved functions of the parameter $\lambda$.

Claim 1. For any given observed image $f(x) \in L^{1}\left(\mathbf{R}^{N}\right)$ the function $\mathcal{E}_{1}(\lambda)$, and for any given observed image $f(x) \in L^{2}\left(\mathbf{R}^{N}\right)$ the function $\mathcal{E}_{2}(\lambda)$, satisfy the following properties:

1. $\mathcal{E}_{i}(\lambda)$ for $i=1,2$ are increasing and concave.
2. $\mathcal{E}_{i}(0)=0$ for $i=1,2$.
3. $0 \leq \mathcal{E}_{1}(\lambda) \leq\|f\|_{L^{1}} \lambda$ and $0 \leq \mathcal{E}_{2}(\lambda) \leq\|f\|_{L^{2}}^{2} \lambda$ for all $\lambda \in[0, \infty)$.
4. $\mathcal{E}_{i}(\lambda)$ are Lipschitz continuous for $i=1,2$.

Proof. $\mathcal{E}_{i}(\lambda)$ are defined as pointwise infima of a collection of linear functions that are increasing in $\lambda$; this makes them increasing and concave. Statements 2 and 3 follow from the trivial fact that $\mathcal{E}_{i}(\lambda) \leq E_{i}(0, \lambda)$ for $i=1,2$. Statement 4 now follows from the first three.

Claim 2. The set $M(\lambda)$ is closed and convex.
Proof. This follows from convexity of the energy $E_{1}$.
The following claim, which must be a well-known fact, shows that the fidelity of the minimizer to the original ROF model varies continuously as a function of $\lambda$. This should be contrasted with the results for the $L^{1}$ model that are obtained in the subsequent sections. We include its proof for completeness.

Claim 3. Given $f(x) \in L^{2}\left(\mathbf{R}^{N}\right)$, for each $\lambda \geq 0$ let $u_{\lambda}(x)$ denote the unique minimizer of $E_{2}(\cdot, \lambda)$. Then the function $\lambda \rightarrow\left\|f-u_{\lambda}\right\|_{L^{2}}$ is continuous.

Proof. Fix $\lambda_{*} \geq 0$ and let $u_{\lambda_{*}}(x)$ be the unique minimizer of $E_{2}\left(\cdot, \lambda_{*}\right)$. Let $\left\{\lambda_{j}\right\}_{j}^{\infty} \subset \mathbf{R}^{+}$converge to $\lambda_{*}$. Consider the sequence of corresponding minimizers: $\left\{u_{\lambda_{j}}\right\}$. The obvious relation $E_{2}\left(u_{\lambda_{j}}, \lambda_{j}\right) \leq E_{2}\left(0, \lambda_{j}\right)=\lambda_{j}\|f\|_{L^{2}}^{2}$ implies that the sequence has uniformly bounded total variation and $L^{2}$-norm. It also implies that $\left\|u_{\lambda}-f\right\|_{L^{2}} \leq\|f\|_{L^{2}}$ for every $\lambda \geq 0$. Applying the standard compactness prop-
erty (for functions with uniformly bounded total variation) on compact sets, we can find a subsequence, also denoted $\left\{u_{\lambda_{j}}\right\}$, such that $u_{\lambda_{j}}(x) \rightarrow v(x) \in L_{l o c}^{1}\left(\mathbf{R}^{N}\right)$ in $L^{1}$ on any bounded set. We may then pass to another subsequence to make sure that $u_{\lambda_{j}}(x) \rightarrow v(x)$ pointwise a.e. as well. Fatou's lemma then shows that $\|v-f\|_{L^{2}} \leq$ $\lim \inf _{j \rightarrow \infty}\left\|u_{\lambda_{j}}-f\right\|_{L^{2}}$, so that in fact $v \in L^{2}\left(\mathbf{R}^{N}\right)$. Also, the standard lower semicontinuity result for total variation implies that $\int|\nabla v| \leq \lim \inf _{j \rightarrow \infty} \int\left|\nabla u_{\lambda_{j}}\right|$. Hence we get that $E_{2}\left(v, \lambda_{*}\right) \leq \liminf _{j \rightarrow \infty} E_{2}\left(u_{\lambda_{j}}, \lambda_{j}\right)$.

On the other hand, $E_{2}\left(u_{\lambda_{*}}, \lambda_{*}\right) \geq \lim \sup _{j \rightarrow \infty} E_{2}\left(u_{\lambda_{j}}, \lambda_{j}\right)$. To see this, suppose not. Then there is $\varepsilon>0$ and arbitrarily large $j$ such that $E_{2}\left(u_{\lambda_{*}}, \lambda_{*}\right) \leq$ $E_{2}\left(u_{\lambda_{j}}, \lambda_{j}\right)-\varepsilon$. But also, $\lim _{j \rightarrow \infty} E_{2}\left(u_{\lambda_{*}}, \lambda_{j}\right)=E_{2}\left(u_{\lambda_{*}}, \lambda_{*}\right)$. These two statements mean $E_{2}\left(u_{\lambda_{*}}, \lambda_{j}\right)<E_{2}\left(u_{\lambda_{j}}, \lambda_{j}\right)$ for some large $j$, which is a contradiction, since $u_{\lambda_{j}}$ are supposed to be minimizers of $E_{2}\left(\cdot, \lambda_{j}\right)$. This, along with the remarks of the previous paragraph, adds up to the following conclusion:

$$
\limsup _{j \rightarrow \infty} E_{2}\left(u_{\lambda_{j}}, \lambda_{j}\right) \leq E_{2}\left(u_{\lambda_{*}}, \lambda_{*}\right) \leq E_{2}\left(v, \lambda_{*}\right) \leq \liminf _{j \rightarrow \infty} E_{2}\left(u_{\lambda_{j}}, \lambda_{j}\right)
$$

We thus see that $v$ is a minimizer of $E_{2}\left(\cdot, \lambda_{*}\right)$; by uniqueness of minimizers of $E_{2}\left(\cdot, \lambda_{*}\right)$, we get that $v=u_{\lambda_{*}}$.

If $\lambda_{*}=0$, then $u_{\lambda_{*}}=0$ and so $\left\|u_{\lambda_{*}}-f\right\|_{L^{2}}=\|f\|_{L^{2}}$. Recalling from above that $\left\|u_{\lambda}-f\right\|_{L^{2}} \leq\|f\|_{L^{2}}$ for all $\lambda$, we see that in this case

$$
\underset{j \rightarrow \infty}{\limsup }\left\|u_{\lambda_{j}}-f\right\|_{L^{2}} \leq\left\|u_{\lambda_{*}}-f\right\|_{L^{2}} \leq \underset{j \rightarrow \infty}{\liminf }\left\|u_{\lambda_{j}}-f\right\|_{L^{2}}
$$

which establishes continuity of the map in question at $\lambda=0$.
If $\lambda_{*}>0$, we reason as follows: We must once again have $\lim \sup _{j \rightarrow \infty} \| u_{\lambda_{j}}-$ $f\left\|_{L^{2}} \leq\right\| u_{\lambda_{*}}-f \|_{L^{2}}$, which immediately leads to the conclusion of the claim. To see this, we suppose that it is false and proceed as we did in the previous paragraphs. There is then arbitrarily large $j$ and an $\varepsilon>0$ such that $\left\|u_{\lambda_{*}}-f\right\|_{L^{2}} \leq\left\|u_{\lambda_{j}}-f\right\|_{L^{2}}-\varepsilon$. But then

$$
E_{2}\left(u_{\lambda_{*}}, \lambda_{*}\right) \leq \liminf _{j \rightarrow \infty} E_{2}\left(u_{\lambda_{j}}, \lambda_{j}\right)-\varepsilon \lambda_{j} .
$$

Also, $E_{2}\left(u_{\lambda_{*}}, \lambda_{j}\right) \rightarrow E_{2}\left(u_{\lambda_{*}}, \lambda_{*}\right)$ as $j \rightarrow \infty$. These last two statements lead as before to the contradictory statement that $E_{2}\left(u_{\lambda_{\star}}, \lambda_{j}\right)<E_{2}\left(u_{\lambda_{j}}, \lambda_{j}\right)$.

We will see whether the analogue of Claim 3 holds for $E_{1}$. In that regard, we first make the following basic observation.

CLaim 4. Let $\lambda_{2}>\lambda_{1} \geq 0$, and assume that $u_{\lambda_{1}}$ and $u_{\lambda_{2}}$ are any two minimizers of $E_{1}\left(\cdot, \lambda_{1}\right)$ and $E_{1}\left(\cdot, \lambda_{2}\right)$, respectively. Then

$$
\left\|u_{\lambda_{1}}-f\right\|_{L^{1}\left(\mathbf{R}^{N}\right)} \geq\left\|u_{\lambda_{2}}-f\right\|_{L^{1}\left(\mathbf{R}^{N}\right)}
$$

Proof. Suppose $\left\|u_{\lambda_{2}}-f\right\|_{L^{1}}>\left\|u_{\lambda_{1}}-f\right\|_{L^{1}}$. Then, since $u_{\lambda_{1}} \in M\left(\lambda_{1}\right)$, we have $E_{1}\left(u_{\lambda_{1}}, \lambda_{1}\right) \leq E_{1}\left(u_{\lambda_{2}}, \lambda_{1}\right)$. We then have

$$
\begin{aligned}
E_{1}\left(u_{\lambda_{1}}, \lambda_{2}\right) & =E_{1}\left(u_{\lambda_{1}}, \lambda_{1}\right)+\left(\lambda_{2}-\lambda_{1}\right)\left\|u_{\lambda_{1}}-f\right\|_{L^{1}} \\
& \leq E_{1}\left(u_{\lambda_{2}}, \lambda_{1}\right)+\left(\lambda_{2}-\lambda_{1}\right)\left\|u_{\lambda_{1}}-f\right\|_{L^{1}} \\
& <E_{1}\left(u_{\lambda_{2}}, \lambda_{1}\right)+\left(\lambda_{2}-\lambda_{1}\right)\left\|u_{\lambda_{2}}-f\right\|_{L^{1}} \\
& =E_{1}\left(u_{\lambda_{2}}, \lambda_{2}\right),
\end{aligned}
$$

which is a contradiction, since $u_{\lambda_{2}} \in M\left(\lambda_{2}\right)$ by hypothesis.

Corollary 4.1. The functions $\mu^{ \pm}(\lambda)$ are decreasing. In fact,

$$
\mu^{-}\left(\lambda_{1}\right) \leq \mu^{+}\left(\lambda_{1}\right) \leq \mu^{-}\left(\lambda_{2}\right) \leq \mu^{+}\left(\lambda_{2}\right)
$$

whenever $\lambda_{1}>\lambda_{2} \geq 0$.
The functions $\mu^{ \pm}(\lambda)$ are the analogue for $E_{1}$ of $\left\|u_{\lambda}-f\right\|_{L^{2}}$ in Claim 3. These functions in general can be discontinuous; in fact, their set of discontinuity is precisely $S(f)$ according to our notation. The corollary above allows us to make the following simple statement about the discontinuities of these functions.

Claim 5. For any given $f \in L^{1}\left(\mathbf{R}^{N}\right)$, the set $S(f)$ is at most countable.
Proof. If $\lambda \in S(f)$, then $\mu^{-}(\lambda)<\mu^{+}(\lambda)$. By the corollary above, at such a $\lambda$ both $\mu^{-}$and $\mu^{+}$have a jump discontinuity. The set of discontinuities of a monotone function are at most countable.

Finally, for completeness let us state the following rather obvious fact about the asymptotic value of the functions $\mu^{ \pm}(\lambda)$ as $\lambda \rightarrow \infty$.

Claim 6. Given $f(x) \in L^{1}\left(\mathbf{R}^{N}\right)$, we have $\lim _{\lambda \rightarrow \infty} \mu^{ \pm}(\lambda)=0$.
Proof. Given $\varepsilon>0$, we can find $f_{\varepsilon}(x) \in B V\left(\mathbf{R}^{N}\right)$ such that $\left\|f_{\varepsilon}-f\right\|_{L^{1}} \leq \frac{\varepsilon}{2}$. If $u_{\lambda}(x) \in M(\lambda)$ with $\mu^{+}(\lambda)=\left\|u_{\lambda}-f\right\|_{L^{1}}$, then

$$
\mu^{-}(\lambda) \leq \mu^{+}(\lambda) \leq \frac{1}{\lambda} E_{1}\left(u_{\lambda}, \lambda\right) \leq \frac{1}{\lambda} E_{1}\left(f_{\varepsilon}, \lambda\right) \leq \frac{1}{\lambda} \int\left|\nabla f_{\varepsilon}\right|+\frac{\varepsilon}{2}
$$

Hence, for all large enough $\lambda$ we have $\mu^{ \pm}(\lambda) \leq \varepsilon$.
The following fact is taken directly from [3]. It says that any image $u_{*}(x)$ which arises as the solution to model (1.2) for some observed image $f(x)$ is in fact also the solution to model (1.2) with observed image $f(x)$ taken to be $u_{*}(x)$ itself, provided that the parameter $\lambda$ is taken large enough. We include it as a good way to emphasize the difference of model (1.2) from (1.1) in regard to the loss of contrast in solutions.

Proposition 4.2. Let $\lambda_{*} \geq 0, f(x) \in L^{1}\left(\mathbf{R}^{N}\right)$, and $u_{*}(x) \in M\left(\lambda_{*}, f\right)$. Then for every $\lambda \geq \lambda_{*}$ we have $u_{*}(x) \in M\left(\lambda, u_{*}\right)$.

Proof. For the proof of this claim, see [3].
5. Minimizers of $\boldsymbol{E}_{\mathbf{1}}$. In this section, we study the behavior of the ROF model with $L^{1}$ fidelity on simple images. Our motivation is twofold. First, studying the behavior of image denoising models on simple images is a first step towards understanding the type of images they can successfully process. Second, this type of question allows us to compare different models. In fact, we will stress the difference of these results from the analogous ones obtained for the standard ROF model by previous authors. In particular, our results will bolster the intuitive observation that the $L^{1}$ fidelity term leads to more geometric regularizations.

The following proposition constitutes our starting point. It shows that the ROF model with $L^{1}$ fidelity term almost decouples the level sets of the given image from each other; it almost becomes a geometry problem for each level set, independent of the level. This idea of writing total variation-based optimization problems in terms of level sets appears previously in the works [23, 24] of Strang, and is used to show the existence of binary solutions, as we do in Theorem 5.2.

Proposition 5.1. The energy $E_{1}(u, \lambda)$ can be rewritten as follows:

$$
\begin{equation*}
E_{1}(u, \lambda)=\int_{-\infty}^{\infty} \operatorname{Per}(\{x: u(x)>\gamma\})+\lambda|\{x: u(x)>\gamma\} \Delta\{x: f(x)>\gamma\}| d \gamma \tag{5.1}
\end{equation*}
$$

Proof. Recall the coarea formula for functions of bounded variation (see [12] or [11]):

$$
\begin{equation*}
\int_{\mathbf{R}^{N}}|\nabla u|=\int_{-\infty}^{\infty} \operatorname{Per}(\{x: u(x)>\gamma\}) d \gamma . \tag{5.2}
\end{equation*}
$$

Also, there is the following "layer cake" formula:

$$
\begin{aligned}
\int_{\mathbf{R}^{N}}|u-f| d x & =\int_{\{u>f\}}|u-f| d x+\int_{\{f>u\}}|u-f| d x \\
& =\int_{\{u>f\}} \int_{f(x)}^{u(x)} d \gamma d x+\int_{\{f>u\}} \int_{u(x)}^{f(x)} d \gamma d x \\
& =\int_{\mathbf{R}^{N}} \int_{\mathbf{R}} \mathbf{1}_{\{u>f\}}(x) \mathbf{1}_{[f(x), u(x))}(\gamma)+\mathbf{1}_{\{f>u\}}(x) \mathbf{1}_{[u(x), f(x))}(\gamma) d \gamma d x \\
& =\int_{\mathbf{R}} \int_{\mathbf{R}^{N}} \mathbf{1}_{\{u>f\}}(x) \mathbf{1}_{[f(x), u(x))}(\gamma)+\mathbf{1}_{\{f>u\}}(x) \mathbf{1}_{[u(x), f(x))}(\gamma) d x d \gamma,
\end{aligned}
$$

where we simply changed the order of integration in the last step. But now we have

$$
\mathbf{1}_{\{u>f\}}(x) \mathbf{1}_{[f(x), u(x))}(\gamma)=1 \quad \text { iff } x \in\{u>f\} \cap\{u>\gamma\} \cap\{f>\gamma\}^{c}
$$

and 0 otherwise, and

$$
\mathbf{1}_{\{f>u\}}(x) \mathbf{1}_{[u(x), f(x))}(\gamma)=1 \quad \text { iff } x \in\{f>u\} \cap\{u>\gamma\}^{c} \cap\{f>\gamma\}
$$

and 0 otherwise. That means

$$
\mathbf{1}_{\{u>f\}}(x) \mathbf{1}_{[f(x), u(x))}(\gamma)+\mathbf{1}_{\{f>u\}}(x) \mathbf{1}_{[u(x), f(x))}(\gamma)=\mathbf{1}_{\{u>\gamma\} \Delta\{f>\gamma\}}(x) .
$$

Therefore

$$
\int_{\mathbf{R}^{N}}|u-f| d x=\int_{-\infty}^{\infty}|\{x: u(x)>\gamma\} \Delta\{x: f(x)>\gamma\}| d \gamma
$$

Putting these formulas together gives the one in the statement of the claim.
We now explore some consequences of Proposition 5.1. First, we consider what happens when the observed image is binary. In other words, we assume that $f(x)$ is the characteristic function of a domain. We assume that the domain is bounded, but for now make no assumptions about the boundary of the domain.

Theorem 5.2. If the observed image $f(x)$ is the characteristic function of a bounded domain $\Omega \subset \mathbf{R}^{N}$, then for any $\lambda \geq 0$ there is a minimizer of $E_{1}(\cdot, \lambda)$ that is also the characteristic function of a (possibly different) domain. In other words, when the observed image is binary, then for each $\lambda \geq 0$ there is at least one $u(x) \in M(\lambda)$ which is also binary.

In fact, if $u_{\lambda}(x) \in M(\lambda)$ is any minimizer of $E_{1}(\cdot, \lambda)$, then for almost every $\gamma \in[0,1]$ we have that the binary function

$$
\mathbf{1}_{\left\{x: u_{\lambda}>\gamma\right\}}(x)
$$

is also a minimizer of $E_{1}(\cdot, \lambda)$.

Proof. Let $f(x):=\mathbf{1}_{\Omega}(x)$, where $\Omega$ is a bounded domain in $\mathbf{R}^{N}$. It can be easily seen that any minimizer $u(x)$ of $E_{1}$ satisfies $u(x) \in[0,1]$ for almost every $x \in \mathbf{R}^{N}$. Formula (5.1) of Proposition 5.1 above becomes, in this case,

$$
E_{1}(u, \lambda)=\int_{0}^{1} \operatorname{Per}(\{x: u(x)>\gamma\})+\lambda|\{x: u(x)>\gamma\} \Delta \Omega| d \gamma
$$

This suggests that we consider for each level set of $u(x)$ the following geometry problem:

$$
\begin{equation*}
\min _{\Sigma \subset \mathbf{R}^{N}}(\operatorname{Per}(\Sigma)+\lambda|\Sigma \Delta \Omega|) \tag{5.3}
\end{equation*}
$$

Standard compactness and lower semicontinuity facts show the existence of minimizers; let $\Sigma_{*} \subset \mathbf{R}^{N}$ be one of them. Let $u_{\lambda}(x)$ be any minimizer of $E_{1}(\cdot, \lambda)$, i.e., $u_{\lambda}(x) \in M(\lambda)$. Set

$$
\Sigma(\gamma):=\left\{x: u_{\lambda}(x)>\gamma\right\}
$$

Then

$$
\begin{equation*}
\operatorname{Per}(\Sigma(\gamma))+\lambda|\Sigma(\gamma) \Delta \Omega| \geq \operatorname{Per}\left(\Sigma_{*}\right)+\lambda\left|\Sigma_{*} \Delta \Omega\right| \tag{5.4}
\end{equation*}
$$

for almost every $\gamma \in[0, \infty)$. This now immediately implies that

$$
E_{1}\left(u_{\lambda}(x), \lambda\right) \geq E_{1}\left(\mathbf{1}_{\Sigma_{*}}(x), \lambda\right)
$$

which means that $\mathbf{1}_{\Sigma_{*}}(x)$ is also a minimizer of $E(\cdot, \lambda)$.
Furthermore, since $u_{\lambda}(x)$ is a minimizer, the inequality of (5.4) is in fact an equality for almost every $\gamma \in[0,1]$. Thus, $\Sigma(\gamma)$ is a minimizer of the geometry problem (5.3), and $1_{\Sigma(\gamma)}(x)$ is a minimizer of $E_{1}(\cdot, \lambda)$ for almost every $\gamma$.

Remark. A version of the first statement of Theorem 5.2 was obtained for the discrete analogue of model (1.2) in one space dimension by Alliney in [4].

Remark. The claim leaves open the possibility that for a given $\lambda \geq 0$ there might be a $u \in M(\lambda)$ that takes more than two values.

Remark. The conclusion of Theorem 5.2 is interesting because it establishes the equivalence of a nonconvex problem (the geometry problem of minimizing over only binary images, which is encountered in many applications such as improving the appearance of fax documents) to a convex problem (minimizing over all images). Indeed, it follows from the corollary that to obtain a solution to (5.3), one can first minimize $E_{1}(\cdot, \lambda)$, taking $f(x)=1_{\Omega}(x)$ as the observed image, and then look at a level set of the solution obtained. The resulting algorithm would be very different from the standard level set method of Osher and Sethian [19, 20]. Whether this observation can be turned into a useful computational tool needs to be explored, but this question will not be pursued any further here.

Theorem 5.2 highlights an important qualitative difference of the $L^{1}$ model from the standard ROF model. In contrast to the content of these claims, it is easy to show that for certain types of binary images (even with smooth edge sets) the minimizer of the standard ROF model takes more than two values for every large enough choice of the parameter $\lambda$.

We do not know whether the following comparison principle holds for the geometry problem (5.3): If $\Omega_{1} \subset \Omega_{2}$ and $\Sigma_{1}, \Sigma_{2}$ are minimizers of (5.3) with $\Omega=\Omega_{1}$ and
$\Omega=\Omega_{2}$, respectively, then do we necessarily have $\Sigma_{1} \subset \Sigma_{2}$ ? If true, this would imply, in particular, uniqueness for solutions of (5.3). In any case, we can make the following statement.

Corollary 5.3. If the observed image $f(x)$ is the characteristic function of a bounded convex domain $\Omega \subset \mathbf{R}^{N}$, then for almost every $\lambda \geq 0$ the minimizer of $E_{1}(\cdot, \lambda)$ is unique and is the characteristic function of a set contained in $\Omega$.

Proof. Let $\lambda \in[0, \infty) \backslash S(f)$, and let $u_{\lambda}(x) \in M(\lambda)$. We recall from the proof of Theorem 5.2 that, using the same notation as in that proof, the set $\Sigma(\gamma)$ minimizes the geometry problem (5.3) for almost every $\gamma \in[0,1]$. Let $1 \geq \gamma_{1}>\gamma_{2} \geq 0$, and assume that $\Sigma\left(\gamma_{1}\right) \neq \Sigma\left(\gamma_{2}\right)$ both minimize the geometry problem. By definition, we have $\Sigma\left(\gamma_{1}\right) \subset \Sigma\left(\gamma_{2}\right)$. Furthermore, convexity of $\Omega$ implies that

$$
\operatorname{Per}\left(\Sigma\left(\gamma_{i}\right) \cap \Omega\right) \leq \operatorname{Per}\left(\Sigma\left(\gamma_{i}\right)\right) \text { for } i=1,2
$$

Since $\mathbf{1}_{\Sigma\left(\gamma_{1}\right)}(x)$ and $\mathbf{1}_{\Sigma\left(\gamma_{2}\right)}(x)$ are minimizers, it follows that $\Sigma\left(\gamma_{1}\right) \subset \Sigma\left(\gamma_{2}\right) \subseteq \Omega$. Hence, $\left|\Sigma\left(\gamma_{1}\right) \Delta \Omega\right| \neq\left|\Sigma\left(\gamma_{2}\right) \Delta \Omega\right|$. But then $\lambda \in S(f)$, which is a contradiction. We have thus reached the conclusion that if $\lambda \in[0, \infty) \backslash S(f)$, then any minimizer of $E_{1}(\cdot, \lambda)$ is necessarily binary (i.e., the characteristic function of a set). Now suppose that $u_{1}(x)$ and $u_{2}(x)$ are two binary minimizers of $E_{1}(\cdot, \lambda)$. By convexity of $E_{1}(\cdot, \lambda)$, we then have that $\frac{1}{2}\left(u_{1}(x)+u_{2}(x)\right)$ is also a minimizer, and thus binary. But the average of two binary functions is binary only if the two functions are identical.

Thus, whenever $\lambda \in[0, \infty) \backslash S(f)$, the minimizer of $E_{1}(\cdot, \lambda)$ is unique and is binary: It is of the form $\mathbf{1}_{\Sigma}(x)$ for some set $\Sigma$. The argument above shows that $\Sigma \subseteq \Omega$. And Claim 5 says that $S(f)$ is at most countable and thus negligible. That proves the claim.

As an aside, we note the following result about problem (5.3) that follows immediately from the previous corollary (perhaps it can be obtained also in a less roundabout way).

Corollary 5.4. Let $\Omega$ be a bounded convex domain in $\mathbf{R}^{N}$. Then, for almost every $\lambda \geq 0$, the solution of problem (5.3) is unique.

Proof. If $\Sigma_{1}$ and $\Sigma_{2}$ are solutions to (5.3), then $\mathbf{1}_{\Sigma_{1}}(x)$ and $\mathbf{1}_{\Sigma_{2}}(x)$ are minimizers of $E_{1}(\cdot, \lambda)$ with the observed image given by $f(x)=\mathbf{1}_{\Omega}(x)$. Conditions on $\Omega$ imply that Corollary 5.3 applies so that $\Sigma_{1}=\Sigma_{2}$. That proves the claim.

We will next consider some simple images $f(x)$ for which the minimizer of $E_{1}(\cdot, \lambda)$ turns out to be precisely the image $f(x)$ itself for every large enough $\lambda$. In section 1 , we recalled a result from Meyer's lecture notes [15] which says that for the standard ROF model given by $E_{2}(\cdot, \lambda)$ the only such image is $f(x):=0$. For $E_{1}$, however, there are many such images, as shown by Proposition 4.2, which we quoted in section 4 from [3]. The following lemma will be instrumental in establishing whether certain simple observed images $f(x)$ have this property.

LEmmA 5.5. Given an observed image $f(x) \in B V\left(\mathbf{R}^{N}\right)$, assume that there is a vector field $\phi(x)$ with the following properties:

1. $\phi(x) \in C_{c}^{1}\left(\mathbf{R}^{N} ; \mathbf{R}^{N}\right)$,
2. $|\phi(x)| \leq 1$ for all $x \in \mathbf{R}^{N}$,
3. $\int_{\mathbf{R}^{N}} f(x) \operatorname{div} \phi(x) d x=\int_{\mathbf{R}^{N}}|\nabla f|$.

Then there exists a threshold $\lambda_{*} \geq 0$ such that $M(\lambda)=\{f(x)\}$ for all $\lambda>\lambda_{*}$. In other words, the unique minimizer of $E_{1}(\cdot, \lambda)$ is given by the observed image $f(x)$.

Proof. Set $\lambda_{*}:=\max _{x \in \mathbf{R}^{N}}|\operatorname{div} \phi(x)|$. Take any $\lambda>\lambda_{*}$. Then, given any
$u(x) \in B V\left(\mathbf{R}^{N}\right)$, we have

$$
\begin{aligned}
E_{1}(u, \lambda) & =\int|\nabla u|+\lambda \int|u-f| d x \\
& \geq \int u \operatorname{div} \phi d x+\lambda \int|u-f| d x \\
& =\int f \operatorname{div} \phi d x+\lambda \int|u-f| d x+\int(u-f) \operatorname{div} \phi d x \\
& \geq E_{1}(f, \lambda)+\left(\lambda-\max _{x \in \mathbf{R}^{N}}|\operatorname{div} \phi(x)|\right) \int|u-f| d x .
\end{aligned}
$$

Since $\lambda>\lambda_{*}:=\max |\operatorname{div} \phi(x)|$, the last inequality shows that $E_{1}(u, \lambda)>E_{1}(f, \lambda)$ unless $u \equiv f$. Since $u$ is a minimizer, it must in fact be the case that $u \equiv f$.

Lemma 5.5 can now be applied, for example, to binary images to obtain an important class of exact solutions. This requires making some smoothness assumption about the interface between then two values of the binary function.

Theorem 5.6. Let $\Omega \subset \mathbf{R}^{N}$ be a bounded domain with $C^{2}$ boundary. Let the observed image $f(x)$ be given by $f(x)=\mathbf{1}_{\Omega}(x)$. Then there exists a threshold $\lambda_{*} \geq 0$ such that whenever $\lambda>\lambda_{*}$, the unique minimizer of $E_{1}(\cdot, \lambda)$ is the observed image $f(x)=\mathbf{1}_{\Omega}(x)$ itself.

Proof. Since the boundary $\partial \Omega$ of the bounded domain $\Omega$ is assumed to be $C^{2}$, the outward unit normal vector field $n(x): \partial \Omega \rightarrow \mathbf{S}^{N-1}$ of $\partial \Omega$ can be extended in a $C^{1}$ manner to a tubular neighborhood of $\partial \Omega$, so that one gets a vector field $\phi(x) \in C_{c}^{1}\left(\mathbf{R}^{N} ; \mathbf{R}^{N}\right)$ such that $\left.\phi(x)\right|_{x \in \partial \Omega}=n(x)$, and $|\phi(x)| \leq 1$ for all $x \in \mathbf{R}^{N}$. But then

$$
\begin{aligned}
\int_{\mathbf{R}^{N}} f \operatorname{div} \phi d x & =\int_{\Omega} \operatorname{div} \phi(x) d x=\int_{\partial \Omega} \phi(x) \cdot n(x) d \sigma \\
& =\operatorname{Per}(\partial \Omega)=\int_{\mathbf{R}^{N}}|\nabla f| d x .
\end{aligned}
$$

Hence, the vector field $\phi(x)$ satisfies all the requirements of Lemma 5.5, from which the conclusion of the present claim follows.

At this point it is worth recalling the behavior of the standard ROF model on binary images of the form $f(x)=1_{\Omega}(x)$. As we noted above, simple considerations show that the minimizer of the standard ROF model almost never turns out to be $u(x)=f(x)=1_{\Omega}(x)$. A related question is whether the solution $u(x)$ has at least the correct "set of edges"; see [10]. In case $\Omega$ is a ball, one can calculate the minimizer explicitly [25]; it turns out to be $u(x)=c \mathbf{1}_{\Omega}(x)$, where $c=1-\frac{\operatorname{Per}(\Omega)}{2 \lambda|\Omega|}$. In particular, $u(x)$ has the same set of edges as $f(x)$. The results of [5] generalize the results of [25] but also show that the class of binary images that have this weaker property (i.e., images for which the solution to the standard ROF model turns out to be a constant multiple of the observed image) is still rather limited; for example, there are smooth but nonconvex shapes that lack this property.

Remark. Theorem 5.6 can easily be extended to images of a more general form. Indeed, if the level sets $\{x: f(x)=\gamma\}$ of the given image $f(x)$ are smooth and vary smoothly with respect to $\gamma$, the same conclusion holds. We also see, among other things, that such an image $f(x)$ cannot have strict local extrema, for at a strict local extremum the level sets shrink to a point. Moreover, there are also binary images that lack this property (i.e., which are not exactly recovered for any $\lambda \geq 0$, no matter how
large). In fact, a repetition of some of the arguments of Meyer given in his lecture notes [15] on the standard ROF model show that the characteristic function of, say, a square cannot arise as the solution to the ROF model with $L^{1}$ fidelity either, no matter what the observed image $f(x) \in L^{1}$ is, and no matter how large the parameter $\lambda$ is chosen.

Remark. A discrete version of Theorem 5.6 is proved in [17] for denoising models with nonsmooth (including $L^{1}$ ) fidelity terms and smooth regularization terms. In those results, unlike ours, the threshold value for the parameter $\lambda$ necessarily involves the grid size.

The last few claims dealt with the behavior of the $L^{1}$ fidelity-based model for large values of the parameter $\lambda$. Next, we consider what happens when $\lambda \geq 0$ is small enough. The following claim is a very simple application of the isoperimetric inequality.

Proposition 5.7. Let $R>0$. Then there exists a threshold $\lambda_{*}=\lambda_{*}(R, N)$ such that if $f \in L^{1}\left(\mathbf{R}^{N}\right)$ with $\operatorname{supp}(f) \subset B_{R}(0)$, then $M(\lambda)=\{0\}$ for any $\lambda<\lambda_{*}$. In other words, the unique minimizer of $E_{1}(\cdot, \lambda)$ is given by $u(x) \equiv 0$.

Proof. Let $C=C(N)$ be the isoperimetric constant

$$
\int_{\mathbf{R}^{N}}|\nabla u| \geq C(N)\|u\|_{L^{\frac{N}{N-1}}\left(\mathbf{R}^{N}\right)} \quad \text { for all } u \in B V\left(\mathbf{R}^{N}\right)
$$

Then we set

$$
\lambda_{*}(R, N):=\frac{C(N)}{R \omega_{N}^{\frac{1}{N}}}
$$

where $\omega_{N}$ is the volume of the unit ball in $\mathbf{R}^{N}$. Take a $\lambda>\lambda_{*}$ and let $u(x) \in M(\lambda)$. Then $E_{1}(u, \lambda) \leq E_{1}(0, \lambda)$. By the isoperimetric inequality, that means

$$
C(N)\|u\|_{L^{\frac{N}{N-1}}\left(\mathbf{R}^{N}\right)}+\lambda\|u-f\|_{L^{1}\left(\mathbf{R}^{N}\right)} \leq \lambda\|f\|_{L^{1}\left(\mathbf{R}^{N}\right)}=\lambda\|f\|_{L^{1}\left(B_{R}(0)\right)}
$$

We apply Holder's inequality to the first term on the left-hand side after splitting it into integrations over $B_{R}(0)$ and $B_{R}^{c}(0)$. That gives

$$
\frac{C(N)}{R \omega_{N}^{\frac{1}{N}}}\|u\|_{L^{1}\left(B_{R}(0)\right)}+\lambda\|u-f\|_{L^{1}\left(B_{R}(0)\right)}+C(N)\|u\|_{L^{{ }^{N}-1}\left(B_{R}^{c}(0)\right)} \leq \lambda\|f\|_{L^{1}\left(B_{R}(0)\right)}
$$

which shows that if $\lambda<C(N) / R \omega_{N}^{\frac{1}{N}}=\lambda_{*}$, then

$$
\|u\|_{L^{1}\left(B_{R}(0)\right)}=\|u\|_{L^{\frac{N}{N-1}}\left(B_{R}^{c}(0)\right)}=0
$$

In other words, $u \equiv 0$.
Remark. This behavior of the $L^{1}$ model is to be expected, based on its contrast invariance, as we have already noted in the introduction. It differs from the behavior at small $\lambda$ values of the standard ROF model, which, according to [15], entails not just the support of a given compactly supported image $f(x)$ but its $\|\cdot\|_{*}$-norm.
6. Scale space and the set $\boldsymbol{S}(\boldsymbol{f})$. The set $S(f)$ of discontinuities of the functions $\mu^{ \pm}$play a distinguished role in the scale space generated by varying the parameter $\lambda$ in the $L^{1}$ model. As the value of $\lambda$ is gradually decreased, minimizers of the image models become coarser as small scale objects in the image merge to form larger
scale structures. Intuitively, for the $L^{1}$ model we can expect the values of $\lambda \in S(f)$ to correspond to scales of distinct objects that make up the image. These are the values of $\lambda$ at which the scale space makes a rapid and drastic transition.

We would first like to prove that the set $S(f)$ is nonempty for the kind of images we have been considering in the previous sections, namely images of the form $f(x)=$ $\mathbf{1}_{\Omega}(x)$, where $\Omega$ is a bounded domain. Our arguments are based on verifying this claim for the special case where the given image is the characteristic function of a ball, and then generalizing the result to $f(x)=\mathbf{1}_{\Omega}(x)$ by comparing $\Omega$ with a ball that is contained in $\Omega$.

LEMMA 6.1. Let $\Omega$ be a bounded domain in $\mathbf{R}^{2}$, and assume that $B_{R}(p) \subset \Omega$. Consider the observed image given by $f(x)=\mathbf{1}_{\Omega}(x)$. Then for any $\lambda \geq 0$ and $r \in$ $(0, R)$ we have

$$
E_{1}\left(\mathbf{1}_{B_{r}(p)}(x), \lambda\right)>\min \left\{E_{1}(0, \lambda), E_{1}\left(\mathbf{1}_{B_{R}(p)}(x), \lambda\right)\right\} .
$$

Proof. Since $B_{r}(p) \subset B_{R}(p) \subset \Omega$ for each $r \in(0, R)$, we have

$$
\left\|\mathbf{1}_{\Omega}(x)-\mathbf{1}_{B_{r}(p)}(x)\right\|_{L^{1}\left(\mathbf{R}^{2}\right)}=|\Omega|-\pi r^{2}
$$

That means

$$
E_{1}\left(\mathbf{1}_{B_{r}(p)}(x), \lambda\right)=\lambda\left(|\Omega|-\pi r^{2}\right)+2 \pi r
$$

Considering $E_{1}\left(\mathbf{1}_{B_{r}(p)}(x), \lambda\right)$ as a function of $r$, we see that it achieves its minimum on $[0, R]$ strictly at the end points of the interval.

In order to show that $\mu^{ \pm}(\lambda)$ is a discontinuous function, we will show that its range omits a full interval of values but does include certain values on either side of that interval. The next claim exhibits such an omitted interval.

LEMMA 6.2. Let $\Omega$ be a bounded domain in $\mathbf{R}^{2}$, and let $B_{R}(0) \subset \Omega$. Consider the observed image given by $f(x)=\mathbf{1}_{\Omega}(x)$. There is no $\lambda \in \mathbf{R}^{+}$such that

$$
|\Omega|-\pi R^{2}<\mu^{+}(\lambda)<|\Omega| .
$$

Proof. Suppose there is a $\lambda \geq 0$ such that $|\Omega|-\pi R^{2}<\mu^{+}(\lambda)<|\Omega|$. There exists $u(x)$ such that $u(x) \in M(\lambda)$ and $\|u-f\|_{L^{1}\left(\mathbf{R}^{N}\right)}=\mu^{+}(\lambda)$. As before, let $\Sigma(\gamma):=\{x: u(x)>\gamma\}$. By Proposition 5.1, we have $\mathbf{1}_{\Sigma(\gamma)}(x) \in M(\lambda)$ for almost every $\gamma \in(0,1)$. Therefore, for almost every $\gamma$ we have

$$
\left\|\mathbf{1}_{\Sigma(\gamma)}(x)-f\right\|_{L^{1}\left(\mathbf{R}^{2}\right)}<|\Omega|
$$

(otherwise $\left.\mu^{+}(\lambda) \geq|\Omega|\right)$. It also cannot be the case that $|\Sigma(\gamma) \Delta \Omega| \leq|\Omega|-\pi R^{2}$ for almost every $\gamma \in(0,1)$ since we know that

$$
\int_{0}^{1}|\Sigma(\gamma) \Delta \Omega| d \gamma=\|u-f\|_{L^{1}\left(\mathbf{R}^{2}\right)}=\mu^{+}(\lambda)>|\Omega|-\pi R^{2}
$$

Thus, there exists $\gamma_{*} \in(0,1)$ such that

$$
\mathbf{1}_{\Sigma\left(\gamma_{*}\right)}(x) \in M(\lambda) \quad \text { and } \quad|\Omega|-\pi R^{2}<\left\|\mathbf{1}_{\Sigma\left(\gamma_{*}\right)}(x)-f(x)\right\|_{L^{1}\left(\mathbf{R}^{2}\right)}<|\Omega| .
$$

Case 1. $\left|\Sigma\left(\gamma_{*}\right)\right| \geq \pi R^{2}$. But then $\operatorname{Per}\left(B_{R}(0)\right) \leq \operatorname{Per}\left(\Sigma\left(\gamma_{*}\right)\right)$, and

$$
\left|\Omega \triangle B_{R}(0)\right|=|\Omega|-\pi R^{2}<\left\|\mathbf{1}_{\Sigma\left(\gamma_{*}\right)}(x)-f(x)\right\|_{L^{1}}
$$

Hence, $E_{1}\left(\mathbf{1}_{B_{R}(0)}(x), \lambda\right)<E_{1}\left(\mathbf{1}_{\Sigma\left(\gamma_{*}\right)}(x), \lambda\right)$. This is a contradiction, since $\mathbf{1}_{\Sigma(\gamma)}(x)$ was supposed to be a minimizer.

Case 2. $\left|\Sigma\left(\gamma_{*}\right)\right|<\pi R^{2}$. In this case, take $r=\frac{1}{\sqrt{\pi}}\left|\Sigma\left(\gamma_{*}\right)\right|^{\frac{1}{2}}$. Since $r \in(0, R)$, we have that $B_{r}(0) \subset \Omega$. This implies

$$
\left\|\mathbf{1}_{B_{r}(0)}(x)-f(x)\right\|_{L^{1}\left(\mathbf{R}^{2}\right)} \leq\left\|\mathbf{1}_{\Sigma\left(\gamma_{*}\right)}(x)-f(x)\right\|_{L^{1}\left(\mathbf{R}^{2}\right)} .
$$

Moreover, as before, $\operatorname{Per}\left(B_{R}(0)\right) \leq \operatorname{Per}\left(\Sigma\left(\gamma_{*}\right)\right)$. Therefore,

$$
E_{1}\left(\mathbf{1}_{B_{r}(0)}(x), \lambda\right) \leq E_{1}\left(\mathbf{1}_{\Sigma\left(\gamma_{*}\right)}(x), \lambda\right)=E_{1}(u(x), \lambda)
$$

On the other hand, by Lemma 6.1 we have

$$
E_{1}\left(\mathbf{1}_{B_{r}(0)}(x), \lambda\right)>\min \left\{E_{1}(0, \lambda), E_{1}\left(\mathbf{1}_{B_{R}(0)}(x), \lambda\right)\right\} .
$$

This is a contradiction, since $u(x) \in M(\lambda)$.
THEOREM 6.3. Let $\Omega$ be a nonempty bounded domain in $\mathbf{R}^{2}$. Consider the observed image given by $f(x)=\mathbf{1}_{\Omega}(x)$. Then the functions $\mu^{ \pm}(\lambda)$ are discontinuous.

Proof. By Proposition 5.7, we have that $\mu^{+}(\lambda)=\|f\|_{L^{1}}=|\Omega|$ for all small enough $\lambda$. On the other hand, by Claim 6 we have that $\mu^{ \pm}(\lambda) \rightarrow 0$ as $\lambda \rightarrow \infty$. However, by Lemma 6.2 , there is a range of values near $|\Omega|$ that the function $\mu^{+}$cannot take. It therefore has to be discontinuous. Discontinuity of $\mu^{-}$follows from that of $\mu^{+}$via Claim 4.

Remark. This should be contrasted with the situation for the standard total variation model (with $L^{2}$ fidelity), which is explained in Claim 3.

We thus see that the scale spaces generated by the two models, the standard ROF model and the one with $L^{1}$ fidelity, are very different. With the standard ROF model, pronounced objects of distinct scale with sharp edges in the image gradually lose their contrast and merge with their neighbors as the parameter $\lambda$ is lowered. With the $L^{1}$ model, such objects maintain their contrast with respect to their neighbors-however, their boundaries might be gradually smoothed out. This goes on until a critical value of $\lambda$ is reached-one that belongs to the set $S(f)$, at which point the object suddenly merges with a neighboring one.

At this point, it is also worth comparing the scale space generated by the $L^{1}$ model with that generated by anisotropic diffusion via motion by mean curvature of level sets. The two are drastically different. This can be seen most easily in the case when $f(x)$ is the characteristic function of a disk. The scale space generated by motion by curvature consists of a family of concentric disks shrinking gradually to a point. Hence the same feature, i.e., the original disk, appears at many intermediate scales, albeit in different sizes. On the other hand, the scale space generated by the total variation model with $L^{1}$ fidelity term consists of either the original disk or the constant background at any given scale.

Finally, we return to the topic of continuous dependence on the observed signal for the $L^{1}$ model. Despite our remarks in section 3, we show in the next claim that the fidelity of minimizer versus $\lambda$ graph depends on the observed image continuously.

Proposition 6.4. Let $\left\{f_{j}(x)\right\}_{j=1}^{\infty}$ be a sequence in $L^{1}\left(\mathbf{R}^{N}\right)$ that converges to $f(x)$ in the $L^{1}$-norm. Then, for almost all $\lambda \geq 0, \mu^{ \pm}\left(\lambda, f_{j}\right)$ converges to $\mu^{ \pm}(\lambda, f)$ as $j \rightarrow \infty$.

Proof. Let $\mathcal{S}:=S(f) \cup\left(\cup_{j=1}^{\infty} S\left(f_{j}\right)\right)$. According to Claim $5, S(f)$ and each $S\left(f_{j}\right)$ are countable. Therefore, $\mathcal{S}$ is countable and thus negligible. Fix $\lambda \in[0, \infty) \backslash \mathcal{S}$. For
each $j$, take $u_{j} \in M\left(\lambda, f_{j}\right)$. The sequence $\left\{u_{j}\right\}_{j=1}^{\infty}$ is bounded in total variation norm and hence is precompact in $L^{1}$ on compact sets. Passing to a subsequence if necessary, we may assume that $u_{j} \rightarrow u_{\infty}$ pointwise a.e. as $j \rightarrow \infty$.

We must have $u_{\infty} \in M(\lambda, f)$. To see this, assume otherwise. $M(\lambda, f)$ is nonempty, so take a $u \in M(\lambda, f)$. By lower semicontinuity we have

$$
E_{1}(u, \lambda, f)<E_{1}\left(u_{\infty}, \lambda, f\right) \leq \liminf _{j \rightarrow \infty} E_{1}\left(u_{j}, \lambda, f_{j}\right)
$$

However, $E_{1}\left(u, \lambda, f_{j}\right) \rightarrow E_{1}(u, \lambda, f)$ as $j \rightarrow \infty$. Therefore, for large enough $j$, we get $E_{1}\left(u, \lambda, f_{j}\right)<E_{1}\left(u_{j}, \lambda, f_{j}\right)$. This gives a contradiction, since $u_{j} \in M\left(\lambda, f_{j}\right)$.

Now that we know $u_{\infty} \in M(\lambda, f)$, recall next that $\lambda \notin \mathcal{S}$. Therefore,

$$
\mu^{ \pm}(\lambda, f)=\left\|u_{\infty}-f\right\|_{L^{1}}=\lim _{j \rightarrow \infty}\left\|u_{j}-f_{j}\right\|_{L^{1}}=\lim _{j \rightarrow \infty} \mu^{ \pm}\left(\lambda, f_{j}\right)
$$

That proves the claim.
7. Computation. In this section, we show numerical examples that bring out unique features of the total variation-based denoising model with $L^{1}$ fidelity term. We also give some details on the numerical schemes used to obtain these results.

Our computations are based on gradient descent schemes for decreasing the energies involved. The nondifferentiability of the terms involved in the energies calls for some sort of regularization. The regularized versions of energies $E_{1}(\cdot, \lambda)$ and $E_{2}(\cdot, \lambda)$ used in our numerical experiments are the following:

$$
\begin{aligned}
E_{1}^{\varepsilon, \delta}(u, \lambda) & :=\int_{\mathbf{R}^{N}} \sqrt{|\nabla u|^{2}+\varepsilon}+\lambda \int_{\mathbf{R}^{N}} \sqrt{(f-u)^{2}+\delta} d x, \\
E_{2}^{\varepsilon}(u, \lambda) & :=\int_{\mathbf{R}^{N}} \sqrt{|\nabla u|^{2}+\varepsilon}+\lambda \int_{\mathbf{R}^{N}}(f-u)^{2} d x .
\end{aligned}
$$

This type of approximation to total variation-based models is very standard. The discrete versions of these energies lead to the following equally standard explicit gradient descent schemes in two space dimensions:

$$
\begin{aligned}
\frac{u_{i, j}^{n+1}-u_{i, j}^{n}}{\delta t}=D_{x}^{-} & \left(\frac{D_{x}^{+} u_{i, j}^{n}}{\sqrt{\left(D_{x}^{+} u_{i, j}^{n}\right)^{2}+\left(D_{y}^{+} u_{i, j}^{n}\right)^{2}+\varepsilon}}\right) \\
& +D_{y}^{-}\left(\frac{D_{y}^{+} u_{i, j}^{n}}{\sqrt{\left(D_{x}^{+} u_{i, j}^{n}\right)^{2}+\left(D_{y}^{+} u_{i, j}^{n}\right)^{2}+\varepsilon}}\right)+\lambda \frac{\left(f-u_{i, j}^{n}\right)}{\left(\left(f-u_{i, j}^{n}\right)^{2}+\delta\right)^{\alpha}},
\end{aligned}
$$

where $\alpha=\frac{1}{2}$ for $E_{1}^{\varepsilon, \delta}$ and $\alpha=0$ for $E_{2}^{\varepsilon}$. Here, $D^{+}$and $D^{-}$denote forward and backward difference quotients, respectively, in the direction of their subscript.

We note that efficient numerical minimization of energies considered in this work is a topic unto itself; no doubt there are better ways to do it than the gradient descent approach taken and the specific choice of scheme made above. In particular, it is better to use algorithms that do not need to regularize the nondifferentiable terms appearing in the energy. Such an algorithm is presented by Alliney in [2] with applications to one dimensional signals in the context of an objective functional with mixed $l^{1}, l^{2}$ norms. Also, Chambolle recently developed an efficient algorithm for minimizing the standard ROF model for images without regularizing the total variation term


Fig. 2. Example of scale space generated by the standard total variation model. Compare with the same example for the model with $L^{1}$ fidelity, shown in Figure 3.
[7]. Further alternative numerical approaches to total variation-based models can be found in $[6,9]$. Whether these algorithms can be adapted to our setting is a very interesting question that will be explored elsewhere.

An important point that we need to clarify is the following. Although, as we already noted several times, the energy $E_{1}(\cdot, \lambda)$ is not strictly convex and its minimizers in general lack uniqueness, for any given $\delta>0$ the approximate energy $E_{1}^{\varepsilon, \delta}(\cdot, \lambda)$ is strictly convex so that its minimizers enjoy uniqueness. It is these minimizers that we have computed. Moreover, it is a very routine matter to verify that a sequence of minimizers of $E_{1}^{\varepsilon, \delta}(\cdot, \lambda)$ converges to the set of minimizers $M(\lambda)$ of $E_{1}(\cdot, \lambda)$ as $\varepsilon, \delta \rightarrow 0^{+}$. The analogous convergence statement is, of course, true also for a sequence of minimizers of $E_{2}^{\varepsilon}(\cdot, \lambda)$.

Figures 2 and 3 compare the scale spaces generated by the standard total variation model and the one with $L^{1}$ fidelity on a synthetic image. This experiment makes the more geometric nature of the $L^{1}$ model abundantly clear. The observed image consists of squares of various sizes and gray levels. In the scale space generated by the standard total variation model, the squares gradually lose their contrast (while at the same time their geometries get regularized) and gradually disappear. Moreover, some large squares with low contrast against the background-namely the square near the upper right corner-disappear before some smaller squares that have higher contrast against the background-namely the two intermediate sized squares along the diagonal. On the other hand, in the scale space generated by the model with $L^{1}$ fidelity, the squares get processed only in terms of their geometry: They preserve their contrast very well until all of a sudden they disappear. (They should, in fact, preserve their contrast perfectly, but because our numerical scheme regularizes the $L^{1}$ fidelity term to make it differentiable, in practice there is some loss of contrast.) In principle, the contrast of the squares plays no role in determining the order in which they are removed; that order is determined completely in terms of the geometry of the features.

Figure 4 shows the graph of the fidelity of the minimizer versus $\lambda$ for the standard


FIG. 3. Example of scale space generated by the total variation model with $L^{1}$ fidelity. Compare with Figure 2.



Fig. 4. Plot of the fidelity of minimizer (i.e., $\left\|u_{\lambda}(x)-f(x)\right\|_{L^{2}}^{2}$ ) versus $\lambda^{-1}$ for the standard ROF model (top graph) and of the fidelity of minimizer (i.e., $\left.\left\|u_{\lambda}(x)-f(x)\right\|_{L^{1}}\right)$ versus $\lambda^{-1}$ for the ROF model with $L^{1}$ fidelity (bottom graph).
total variation model and for the model with $L^{1}$ fidelity. An important ambiguity that we need to resolve is how the nonuniqueness of minimizers of $E_{1}(\cdot, \lambda)$ affects the fidelity-versus- $\lambda$ plot for $E_{1}(\cdot, \lambda)$. To answer this question, recall that the fidelity of various minimizers of $E_{1}(\cdot, \lambda)$ differs from each other at only countably many values of $\lambda$. In particular, all ways of obtaining the second graph in Figure 4 yield plots that are identical up to a set of measure 0 . Hence, there is no ambiguity in the results shown.

Discontinuities in the minimizer's fidelity-versus- $\lambda$ graph for the $L^{1}$ model correspond to distinguished values of the parameter $\lambda$. As can be seen from the results, these are the values of $\lambda$ at which a drastic change in the scale space takes place. Namely, at such values of $\lambda$ one of the "features" (squares in this example) gets eliminated. There is no such distinguished value of $\lambda$ in the plot for the standard ROF model at which the graph becomes discontinuous (as shown both by our theoretical results and by the numerical example shown). However, the graph in that case might have kinks, which are of course harder to detect than discontinuities. Thus, unlike


Fig. 5. Scale space generated by the standard ROF model.
the standard total variation model, the model with $L^{1}$ fidelity thus suggests a method for data-driven parameter selection.

For those familiar with the notion of an L-curve $[13,14]$ (which is a technique for choosing regularization parameters in ill-posed inverse problems), let us point out that from the point of view of this paper there is no apparent useful connection between the fidelity-versus- $\lambda$ graph and the L-curve. According to the L-curve method, to determine a distinguished value of the regularization parameter $\lambda$, one should find the corner (point of maximum curvature) in the $\int\left|\nabla u_{\lambda}\right|$ versus $\left\|u_{\lambda}-f\right\|_{L^{1}}$ graph. However, for instance in the case of the example of section 3 (i.e., with $f(x)=$ $\left.\mathbf{1}_{B_{r}(0)}(x)\right)$, the curvature of this graph is easily seen to be independent of the radius $r$; thus, the L-curve method does not yield any scale information.

The special values of parameter $\lambda$ obtained from the fidelity-of-minimizer graph via the $L^{1}$ model can be used in many ways. For example, denoising models are sometimes used for generating multiscale decomposition of images, as in [26]. In such applications, it is necessary to select a schedule for the parameter $\lambda$ a priori. In [26], this schedule is chosen in the form $\lambda=2^{j} \lambda_{0}$, with $j=1,2,3, \ldots$, and the initial value $\lambda_{0}$ is arbitrarily chosen by the user. The $L^{1}$ scale space suggests a more natural data-driven way to select these parameters using the discontinuities in the fidelity-ofminimizers graph. Moreover, even if one opts to use a $\lambda$-schedule of the form used in [26], the theoretical results and preliminary numerical examples of this paper suggest that one might obtain a much cleaner decomposition using the ROF model with $L^{1}$ fidelity in place of the standard ROF model. All these ideas pertaining to multiscale decomposition of images using the $L^{1}$ fidelity-based model will be explored elsewhere.

Finally, Figures 5 and 6 illustrate the differences between the standard ROF model and the one with $L^{1}$ fidelity on a real medical image. In this example also, one can see that the small scale features in the observed image, such as these indicated by the arrow on the lower-left-hand-side image of Figure 6, maintain their contrast much better in the $L^{1}$ fidelity model than in the standard ROF model, even as the parameter $\lambda$ is gradually decreased to very low values.
8. Conclusion. We have considered the total variation-based image denoising model of Rudin, Osher, and Fatemi with the $L^{1}$-norm as the fidelity term. Our


Fig. 6. Scale space generated by the ROF model with $L^{1}$ fidelity term.
results highlight that this modification leads to many interesting qualitative differences in the behavior of the modified model from the standard one. These differences have important consequences for image denoising. They also suggest interesting new research directions into applications to data-driven parameter selection and multiscale image decomposition.
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#### Abstract

We derive and give an analysis of a model of gel dynamics based on a two-phase description of the gel, where one phase consists of networked polymer and the second phase is the fluid solvent. It is found that for the gel to maintain an edge in a poor solvent, the function describing the osmotic pressure must be of a particular form. The model is used to study the behavior of a gel forced by a pressure gradient to move between two flat plates. The distribution of the network phase under these conditions is found to be nonuniform and dependent on the pressure gradient. There is a range of pressure gradients for which the network has regions of high and low volume fraction separated by a sharp boundary, indicative of a channel. We provide the bifurcation analysis of how these novel, singularly perturbed, channeled solutions occur.
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1. Introduction. There are numerous biological and biotechnological examples where the structure and dynamics of polymer gels regulates the local environment. Biological examples include maintenance of structural integrity in biofilms [8], cellular cytoplasm [3], force generators in myxobacteria [14], and chemical diffusion and adsorption mediation in biofilm clusters [12]. Gel patches and ingestible pills used to regulate the diffusion and adsorption of drugs are examples of bioengineered gels. Quantifying the role of the polymer gel in such diverse systems requires understanding the effect of the physical and chemical structure of the polymers on the material properties of the system.

Gels are composed of a polymer network and a fluid solvent. This composition endows gels with properties different than those of viscous materials for two primary reasons. First, the polymeric structure induces viscoelastic behavior. Second, the chemical structure of the polymer induces force, causing gel swelling and deswelling. In this paper we first introduce a two-phase description of gel dynamics that emphasizes these two important differences between gels and Newtonian fluids. The behavior of a pressure driven gel between two flat plates is analyzed in a manner similar to the standard Poiseulle flow problem. Results from this analysis indicate that the steady-state network profile depends on the pressure gradient in a relatively complicated manner. There is an intermediate range of pressure gradients for which the majority of the network is compressed and located near the plates, creating a channeled region which is relatively free of polymer. This channeled solution arises via a novel bifurcation mechanism from a nearly uniform network distribution by forming a deep, narrow channel.
2. A model of gel dynamics. Gels consist of two materials, networked polymer and fluid solvent, where the network encapsulates the solvent. The polymer

[^119]network can be formed by several different interactions between the polymers themselves including covalent bonding, coulombic bonding, hydrogen bonding, and physical entanglement.

In response to external conditions, gel networks absorb or expel solvent, causing swelling or contraction, respectively. Thus the structure of the gel depends on the temperature, solvent composition, pH , hydrostatic pressure, and ionic concentrations. The potential which is responsible for the swelling properties of the gel is referred to as osmotic or swelling pressure.

Forces due to osmotic pressure are not the only forces acting on the polymer network. Deformation of the gel induces forces due to the elastic nature of the polymer network. The elasticity is caused by both the elasticity of the polymers themselves and polymer interactions. That is, a single polymer acts as a spring for small deformations, while entanglement and cross-linking cause the network to resist deformations. The behavior is in general not well described by a simple linear relationship between displacement (strain) and stress primarily because the deformations are typically large.

Because the cross-links may be broken, a strain imposed on the gel and held induces a stress which dissipates, a process referred to as relaxation. Further, if a fixed stress is imposed on the gel, the gel will continue to displace, which is referred to as creep. The two behaviors of creep and relaxation indicate that gels are viscoelastic materials; therefore the constitutive relationship between stress and strain is typically more complicated than for viscous materials.

Here we assume that a gel is composed of two immiscible materials, polymer network and fluid solvent. The resulting model is similar to other models $[3,6,9$, $11,13]$ that describe the gel as a two-phase material. The primary variation among models in the literature results from the treatment of the viscoelastic stress and the swelling pressure. In this study, we will neglect the relaxation of the network and assume that the gel is composed of an elastic solid (network) embedded in a viscous fluid (solvent). The swelling pressure is specified to ensure that physically reasonable swelling/deswelling is reflected in the deformation process.

In the following sections we describe a general model of gel dynamics and specify the forms of the viscoelastic stress and osmotic pressure used in this investigation. The resulting model is then used to study the distribution of the polymer network when the gel is forced to move between two flat plates by a pressure gradient.
2.1. Model derivation. We consider a region of space that contains networked polymer and solvent, where the volume fraction of network, $\theta_{n}$, and the volume fraction of solvent, $\theta_{s}$, sum to one. The network is assumed to act as a constant density viscoelastic material, while the solvent acts as a Newtonian fluid of much less viscosity than the networked material. The velocities of network and solvent are denoted $\vec{U}_{n}$ and $\vec{U}_{s}$, respectively.

The equation describing the momentum of the polymer network is given by the balance of four forces that act on the network. Surface forces are given by $\nabla \cdot\left(\theta_{n} \sigma_{n}\right)$, where $\sigma_{n}$ is the network stress tensor. We assume that $\sigma_{n}=\sigma_{v}+\sigma_{e}$, where the viscous and elastic stresses are denoted $\sigma_{v}$ and $\sigma_{e}$, respectively. The viscous stress tensor is proportional to the velocity gradient, $\sigma_{v}=\frac{\eta}{2}\left(\nabla \vec{U}_{n}+\nabla \vec{U}_{n}^{T}\right)$. The non-Newtonian stress tensor is given by constitutive relations which depend on the material and flow regimes [1]. Here we take the elastic stress to be proportional to the elastic strain, which is determined by the displacement gradient. We do not allow for creep or relaxation of stress. Thus, we are describing the deformation process of the moving gel. Since the displacements are not small, we use a finite strain tensor. The displacement of a fluid
particle relative to fixed Eulerian coordinates is determined by

$$
\vec{x}^{\prime}=\vec{x}+\vec{D}(\vec{x}, t),
$$

where $\vec{x}^{\prime}$ denotes the past position of the fluid particle and the components of the vector $\vec{D}$ are the displacements.

Following the development given in [1], the stress is related to the strain through

$$
\begin{equation*}
\sigma_{e}=\gamma \mathbf{C} \tag{1}
\end{equation*}
$$

where $\mathbf{C}$ is the relative Cauchy strain tensor

$$
\mathbf{C}(\vec{x}, t)_{i, j}=\mathbf{F}_{j i} \mathbf{F}_{i j}-\delta_{i j}
$$

with $\mathbf{F}_{i j}=\frac{\partial x_{i}^{\prime}}{\partial x_{j}}=\frac{\partial D_{i}}{\partial x_{j}}+\delta_{i j}$ the deformation gradient tensor and $\delta_{i j}=0$ if $i \neq j$, $\delta_{i i}=1$.

We must also specify equations describing the change in displacements due to advection. The time derivative is measured in convected coordinates (i.e., relative to a fixed coordinate system). We assume that the gel is an elastic solid with rest position at which there is no network strain, while displacements from rest induce a strain on the network. Relaxation of the network has been ignored since we are primarily interested in coupling between elastic stress and network motion. Thus

$$
\begin{equation*}
\frac{\partial}{\partial t} \vec{D}+\nabla \cdot\left(\vec{D} \vec{U}_{n}\right)=\vec{U}_{n} \tag{2}
\end{equation*}
$$

The motion of the solvent influences the network through frictional drag, which we model by $h_{f} \theta_{n} \theta_{s}\left(\vec{U}_{n}-\vec{U}_{s}\right)$, where $\vec{U}_{n}$ and $\vec{U}_{s}$ are the network and solvent velocities and $h_{f}$ is the constant coefficient of friction.

The third force is induced by the chemically active nature of the polymers within the gel. To model this force, we assume that there exists an osmotic pressure, $\Psi(\theta)$, gradients of which induce force on the polymers. Additional description of this term is provided below.

The final force that is included is due to hydrostatic pressure, $P$. Balancing all these forces yields

$$
\begin{align*}
\nabla \cdot\left(\theta_{n} \sigma_{n}\right) & -h_{f} \theta_{n} \theta_{s}\left(\vec{U}_{n}-\vec{U}_{s}\right)  \tag{3}\\
& -\nabla \Psi\left(\theta_{n}\right)-\theta_{n} \nabla P=0 .
\end{align*}
$$

The equation governing the solvent momentum is derived in a similar manner. However, the fluid is chemically passive so there is no osmotic force on the solvent and the stress is Newtonian. Force balance yields

$$
\begin{equation*}
\nabla \cdot\left(\theta_{s} \sigma_{s}\right)+h_{f} \theta_{n} \theta_{s}\left(\vec{U}_{n}-\vec{U}_{s}\right)-\theta_{s} \nabla P=0 \tag{4}
\end{equation*}
$$

where $\sigma_{s}=\frac{\eta_{s}}{2}\left(\nabla \vec{U}_{s}+\nabla \vec{U}_{s}^{T}\right)$.
Notice that (3) and (4) are very similar to the Stokes equation for incompressible flows at zero Reynolds number. In particular, by neglecting the inertial terms, we are assuming that the system responds instantaneously to applied forces.

The redistribution of the polymer network is governed by the conservation equation

$$
\begin{equation*}
\frac{\partial}{\partial t} \theta_{n}+\nabla \cdot\left(\theta_{n} \vec{U}_{n}\right)=0 \tag{5}
\end{equation*}
$$

and a similar equation governs the conservation of solvent, namely,

$$
\begin{equation*}
\frac{\partial}{\partial t} \theta_{s}+\nabla \cdot\left(\theta_{s} \vec{U}_{s}\right)=0 \tag{6}
\end{equation*}
$$

Assuming that $\theta_{n}+\theta_{s}=1$, we combine (5) and (6) to conclude that the divergence of the average flow, $\theta_{n} \vec{U}_{n}+\theta_{s} \vec{U}_{s}$, is zero; i.e.,

$$
\begin{equation*}
\nabla \cdot\left(\theta_{n} \vec{U}_{n}+\theta_{s} \vec{U}_{s}\right)=0 \tag{7}
\end{equation*}
$$

Equations (2), (3), (4), (5), and (7) govern the gel dynamics, subject to boundary conditions which depend on the specific problem. Throughout this paper, it will be useful to allow for diffusive smoothing of the network. This can be motivated physically by the fact that there is probably a small amount of polymeric diffusion within the gel. It is also useful from a mathematical perspective because it guarantees that solutions are smooth, even if there are sharp transitions. This modification yields the equation

$$
\begin{equation*}
\frac{\partial}{\partial t} \theta_{n}+\nabla \cdot\left(\theta_{n} \vec{U}_{n}\right)=\epsilon \nabla^{2} \theta_{n} \tag{8}
\end{equation*}
$$

for the redistribution of polymer network, and

$$
\begin{equation*}
\nabla \cdot\left(\theta_{n} \vec{U}_{n}+\theta_{s} \vec{U}_{s}\right)=\epsilon \nabla^{2} \theta_{n} \tag{9}
\end{equation*}
$$

for the incompressibility condition.
2.2. Osmotic pressure. Although there are many models of gel dynamics in the literature which include terms representing osmotic pressure $[2,3,6,7,10,11,13]$, there is little agreement on either the definition or the derivation of this term. The treatment of this term varies from qualitative [3, 6] to quantitative [13]. In [7, 10, 11] a specific functional form of the osmotic pressure is not given. In fact, there has been little investigation of the dynamic behavior using different forms of the swelling pressure. Therefore our first task is to determine a model of swelling pressure which reflects some experimental results. Specifically, in many experiments a blob of gel is suspended in a solvent, causing the gel to swell. The amount of swelling is a measure of the effectiveness of the solvent. In general, the gel does not completely dissolve; instead, the blob swells a certain amount and then persists with a lower volume fraction, maintaining a distinct interface between the gel and the surrounding solvent.

We wish to determine what choice of $\Psi$, if any, allows for the existence of an edge between the gel and the surrounding solvent. To do so, we examine the solution of a simplified one-dimensional model of network redistribution due to swelling pressure alone. In the absence of elastic restoring force ( $\sigma_{e}=0$ ), network motion is governed by the balance of forces due to viscous stress, osmotic pressure, and hydrostatic pressure. Considering the steady-state problem implies that $\vec{U}_{s}=0$ (from (5)). Using (4) to eliminate $P$ from (3), the time independent one-dimensional equations governing network distribution are

$$
\begin{align*}
\eta \frac{d}{d x}\left(\theta_{n} \frac{d V_{n}}{d x}\right) & =h_{f} \theta_{n} V_{n}+\frac{d}{d x} \Psi\left(\theta_{n}\right),  \tag{10}\\
\frac{d}{d x}\left(\theta_{n} V_{n}\right) & =\epsilon \frac{d^{2} \theta_{n}}{d x^{2}}, \tag{11}
\end{align*}
$$

where $V_{n}$ is the $x$-component of $\vec{U}_{n}$. To be physically relevant, the solution should persist in the limit $\epsilon \rightarrow 0$.

The boundary conditions for this system are that $V_{n}=0$ and there is no network flux $\epsilon \frac{d \theta_{n}}{d x}=\theta_{n} V_{n}$ at $x=0$ and $x=L$, where $L$ is the length of the one-dimensional spatial domain. This second condition allows us to integrate (11) and then substitute the result into (10), and also integrate this to find the second order system of equations

$$
\begin{align*}
\eta \frac{d V_{n}}{d x} & =\epsilon h_{f}+\frac{\Psi\left(\theta_{n}\right)}{\theta_{n}}+\frac{k}{\theta_{n}}  \tag{12}\\
\epsilon \frac{d \theta_{n}}{d x} & =\theta_{n} V_{n} \tag{13}
\end{align*}
$$

This is a singularly perturbed system. We want there to be solutions $\theta_{n}=0$ and $\theta_{n}=\theta_{\text {ref }}$ which exist in the limit $\epsilon \rightarrow 0$ and which also can be connected by a transition layer. For $\theta_{n}=\theta_{\text {ref }}$ to be a solution, it must be that $k+\Psi\left(\theta_{\text {ref }}\right)=0$, and for $\theta_{n}=0$ to be a solution, it must be that

$$
\begin{equation*}
\lim _{\theta_{n} \rightarrow 0} \frac{\Psi\left(\theta_{n}\right)}{\theta_{n}}+\frac{k}{\theta_{n}}=0 \tag{14}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\Psi\left(\theta_{n}\right)=-k+\theta_{n}^{2} f\left(\theta_{n}\right) \tag{15}
\end{equation*}
$$

where $f\left(\theta_{r e f}\right)=0$. Of course, we can take $k=0$, since only the gradient of $\Psi$ appears in the governing equations.

Now we seek a transition layer that connects the two solutions $\theta_{n}=0$ and $\theta_{n}=$ $\theta_{\text {ref }}$. In this transition layer it must be that (ignoring the term $\epsilon h_{f}$ )

$$
\begin{equation*}
\frac{\eta}{\epsilon} \frac{d V_{n}}{d \theta_{n}}=\frac{f\left(\theta_{n}\right)}{V_{n}} \tag{16}
\end{equation*}
$$

from which it follows that

$$
\begin{equation*}
\frac{\eta}{\epsilon} V_{n}^{2}=-\int_{\theta_{n}}^{\theta_{r e f}} f(\theta) d \theta \tag{17}
\end{equation*}
$$

implying that $f\left(\theta_{n}\right)<0$ on the interval $0 \leq \theta_{n} \leq \theta_{r e f}$. In the special case that $f\left(\theta_{n}\right)=\gamma_{o s}\left(\theta_{n}-\theta_{r e f}\right)$, we find that

$$
\begin{equation*}
V_{n}= \pm \sqrt{\frac{\gamma_{o s} \epsilon}{\eta}}\left(\theta_{n}-\theta_{r e f}\right) \tag{18}
\end{equation*}
$$

with transition layer trajectory satisfying

$$
\begin{equation*}
\frac{d \theta_{n}}{d x}= \pm \sqrt{\frac{\gamma_{o s}}{\epsilon \eta}} \theta_{n}\left(\theta_{n}-\theta_{r e f}\right) \tag{19}
\end{equation*}
$$

a hyperbolic tangent solution with boundary layer width the order of $\sqrt{\epsilon}$.
It follows that, for a gel to hold an edge, $\Psi$ must be of the form (up to an arbitrary additive constant) $\Psi\left(\theta_{n}\right)=\theta_{n}^{2} f\left(\theta_{n}\right)$ with $f\left(\theta_{\text {ref }}\right)=0$ and $f\left(\theta_{n}\right) \leq 0$ for $0<\theta_{n}<\theta_{\text {ref }}$. A specific example of such a function that we use throughout the rest of this paper is $\Psi\left(\theta_{n}\right)=\gamma_{o s} \theta_{n}^{2}\left(\theta_{n}-\theta_{r e f}\right)$.

Having determined the form of the osmotic pressure that allows transition layers between $\theta_{n}=0$ and $\theta_{n}=\theta_{r e f}$, we now wish to determine the stability of steady solutions. Notice that any constant $\theta_{n}=\theta_{0}$ is a solution of (3), (4), (8), and (9) with $\vec{U}_{n}=\vec{U}_{s}=0$ (provided $\sigma_{e}=0$ ). To study its stability, we linearize the governing equations about this uniform solution (setting $\vec{U}_{n}=u, \vec{U}_{s}=v, \theta_{n}=\theta_{0}+\phi, \theta_{s}=$ $1-\theta_{0}-\phi$.), to find

$$
\begin{gather*}
\frac{\partial \phi}{\partial t}+\nabla \cdot\left(u \theta_{0}\right)=\epsilon \nabla^{2} \phi,  \tag{20}\\
\nabla \cdot\left(u \theta_{0}+v\left(1-\theta_{0}\right)\right)=\epsilon \nabla^{2} \phi,  \tag{21}\\
\frac{1}{2} \nabla \cdot\left(\theta_{0} \eta\left(\nabla u+\nabla u^{T}\right)\right)-h_{f} \theta_{0}(u-v)-\Psi^{\prime}\left(\theta_{0}\right) \nabla \phi=0 . \tag{22}
\end{gather*}
$$

To find the dispersion relation for this problem, we try a solution of the form $\phi=$ $A(t) e^{i \omega \cdot x}, u=B(t) e^{i \omega \cdot x}, v=C(t) e^{i \omega \cdot x}$, and obtain equations for $A, B$, and $C$ :

$$
\begin{gather*}
\frac{d A}{d t}+i \omega\left(B \theta_{0}\right)=-\omega^{2} \epsilon A  \tag{23}\\
i \omega\left(B \theta_{0}+C\left(1-\theta_{0}\right)\right)=-\omega^{2} \epsilon A  \tag{24}\\
-\omega^{2} \theta_{0} \eta B-h_{f} \theta_{0}(B-C)-\Psi^{\prime}\left(\theta_{0}\right) i \omega A=0 . \tag{25}
\end{gather*}
$$

We solve for $B$ and $C$ and substitute into (23) to find

$$
\begin{gather*}
C=\frac{i \omega \epsilon A-B \theta_{0}}{1-\theta_{0}},  \tag{26}\\
B=\frac{\epsilon h_{f} \theta_{0}-\left(1-\theta_{0}\right) \Psi^{\prime}\left(\theta_{0}\right)}{\omega^{2} \theta_{0} \eta\left(1-\theta_{0}\right)+h_{f} \theta_{0}} i \omega A,  \tag{27}\\
\frac{d A}{d t}=\omega^{2} \frac{\epsilon h_{f} \theta_{0}-\left(1-\theta_{0}\right) \Psi^{\prime}\left(\theta_{0}\right)}{\omega^{2} \eta\left(1-\theta_{0}\right)+h_{f}} A-\omega^{2} \epsilon A . \tag{28}
\end{gather*}
$$

In the limit $\epsilon \rightarrow 0$ this is

$$
\begin{equation*}
\frac{d A}{d t}=-\omega^{2} \frac{\left(1-\theta_{0}\right) \Psi^{\prime}\left(\theta_{0}\right)}{\omega^{2} \eta\left(1-\theta_{0}\right)+h_{f}} A \tag{29}
\end{equation*}
$$

Clearly, this is stable if $\psi^{\prime}\left(\theta_{0}\right)>0$ and unstable if $\psi^{\prime}\left(\theta_{0}\right)<0$.
Thus, for the function $\Psi\left(\theta_{n}\right)=\gamma_{o s} \theta_{n}^{2}\left(\theta_{n}-\theta_{r e f}\right)$, a uniform gel with $\theta_{n}<\gamma_{o s} \frac{2}{3} \theta_{r e f}$ is unstable, while a uniform gel with $\theta_{n}>\gamma_{o s} \frac{2}{3} \theta_{\text {ref }}$ is stable. Thus, very low density gels are not stable and will tend to form deswelled spatially localized aggregates.
3. Channeling behavior. We now turn to a simple problem illustrating one difference between gel dynamics and Newtonian fluid dynamics. We consider the deformation of the network component of a gel which is forced to move between two flat plates due to a constant imposed pressure drop. We make one further assumption that the viscosity of the system is dominated by the network viscosity $\left(\theta_{n} \eta \gg \theta_{s} \eta_{s}\right)$, and thus, following [13], we neglect the solvent viscosity. Notice that although the solvent is inviscid, the frictional interaction between the solvent and the network still renders the entire system viscous.

The motion is assumed to be two-dimensional, where $x, y$ and $\vec{U}_{*}=\left(V_{*}, W_{*}\right)$ denote the horizontal and vertical coordinates and velocities, respectively. For Newtonian fluids the steady-state $x$ independent velocity profile is parabolic in $y$ for all pressure drops. This is not the case for the gel-Poiseulle flow. Instead, the steadystate profile of the network volume fraction undergoes a large change as the magnitude of the pressure gradient varies.

To demonstrate this, we seek a solution of (3)-(7) that is the analogue of Poiseulle flow-the horizontally independent steady velocity profile for a fluid forced between two flat plates by a pressure drop.

Under the assumption that $D_{1}$ and $D_{2}$ are independent of $x$, the elements of the deformation gradient tensor $\mathbf{F}_{i j}$ are

$$
\begin{aligned}
& \frac{\partial x^{\prime}}{\partial x}=1 \\
& \frac{\partial x^{\prime}}{\partial y}=\frac{\partial D_{1}}{\partial y} \\
& \frac{\partial y^{\prime}}{\partial x}=0 \\
& \frac{\partial y^{\prime}}{\partial y}=1+\frac{\partial D_{2}}{\partial y}
\end{aligned}
$$

and the stress tensor becomes

$$
\sigma_{e}=\gamma\left[\begin{array}{cc}
0 & \frac{\partial D_{1}}{\partial y} \\
\frac{\partial D_{1}}{\partial y} & \frac{\partial D_{1} 2}{\partial y}
\end{array}{ }^{2}+2 \frac{\partial D_{2}}{\partial y}+{\frac{\partial D_{2}}{\partial y}}^{2}\right] .
$$

We change from vector to component notation here, so that the following simplifications are more apparent. In component form the steady-state equations for the gel-Poiseulle flow are

$$
\begin{align*}
& \eta \frac{\partial}{\partial y}\left(\theta_{n} \frac{\partial}{\partial y} V_{n}\right)-\frac{\partial P}{\partial x}+\gamma \frac{\partial}{\partial y}\left(\theta_{n} \frac{\partial}{\partial y} D_{1}\right)=0  \tag{30}\\
& \eta \frac{\partial}{\partial y}\left(\theta_{n} \frac{\partial}{\partial y} W_{n}\right)-\frac{\partial}{\partial y} \Psi\left(\theta_{n}\right)-\frac{\partial P}{\partial y} \\
&+\gamma \frac{\partial}{\partial y}\left(\theta _ { n } \left({\left.\left.\frac{\partial D_{1}}{\partial y}+2 \frac{\partial D_{2}}{\partial y}+{\frac{\partial D_{2}}{2}}_{\partial y}^{2}\right)\right)}^{2}=0\right.\right.  \tag{31}\\
& h_{f} \theta_{n}\left(V_{n}-V_{s}\right)-\frac{\partial P}{\partial x}=0  \tag{32}\\
& h_{f} \theta_{n}\left(W_{n}-W_{s}\right)-\frac{\partial P}{\partial y}=0  \tag{33}\\
& \frac{\partial}{\partial y}\left(\theta_{n} W_{n}+\left(1-\theta_{n}\right) W_{s}\right)=\epsilon \frac{\partial^{2} \theta_{n}}{\partial y^{2}} \tag{34}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial}{\partial y}\left(\theta_{n} W_{n}\right) & =\epsilon \frac{\partial^{2} \theta_{n}}{\partial y^{2}}  \tag{35}\\
\frac{\partial}{\partial y}\left(D_{1} W_{n}\right) & =V_{n}  \tag{36}\\
\frac{\partial}{\partial y}\left(D_{2} W_{n}\right) & =W_{n} . \tag{37}
\end{align*}
$$

Here we allow for network diffusion, with diffusion coefficient $\epsilon$, but our goal is to solve the system in the limit $\epsilon \rightarrow 0$.

The distance between the two plates is taken to be $L$; hence the domain of the problem consists of an infinite strip $(-\infty<x<\infty) \times(0<y<L)$. The boundary conditions are $D_{1}=D_{2}=0$ and $\epsilon \frac{\partial \theta_{n}}{\partial y}=\theta_{n} W_{n}$ at $y=0, L$, implying that there is neither network displacement nor network flux at the boundary.

We can simplify these equations substantially. Integrating (35) and solving for the vertical velocity of the network, we find

$$
\begin{equation*}
W_{n}=\epsilon \frac{\frac{\partial \theta_{n}}{\partial y}+c_{1}}{\theta_{n}} \tag{38}
\end{equation*}
$$

which, combined with (34), yields

$$
\begin{equation*}
\left(1-\theta_{n}\right) W_{s}=c_{2} \tag{39}
\end{equation*}
$$

These can be used in (33) to solve for the $\frac{\partial P}{\partial y}$ as

$$
\begin{equation*}
\frac{\partial P}{\partial y}=h_{f} \theta_{n}\left(W_{n}-\frac{c_{2}}{1-\theta_{n}}\right) \tag{40}
\end{equation*}
$$

The boundary conditions imply that $c_{1}=c_{2}=0$; hence $W_{s}=0$ and $\frac{\partial P}{\partial y}=h_{f} \epsilon \frac{\partial \theta_{n}}{\partial y}$. Because $V_{n}=0$ at steady state, and because the equations are independent of $x, \frac{\partial P}{\partial x}$ is independent of $x$. That is, (32) implies that $P=G x+\hat{P}(y)$.

Integrating (30) and solving for $\frac{\partial D_{1}}{\partial y}$ yields

$$
\begin{equation*}
\frac{\partial D_{1}}{\partial y}=\frac{G y+a}{\gamma \theta_{n}} \tag{41}
\end{equation*}
$$

We specify $a$ by assuming that the steady-state profiles are symmetric about the center line, $y=\frac{1}{2}$. We also relate the vertical displacements to the network volume fraction using the Jacobian of the transformation

$$
\hat{\theta}_{n}=\theta_{n}\left(1+\frac{\partial D_{2}}{\partial y}\right)
$$

where $\hat{\theta}_{n}$ is the original homogeneous unstressed distribution of the network.
Finally, (31) reduces to an ordinary differential equation (ODE) relating the volume fraction of the network to $y$ and parameters $G, \gamma, h_{f}$, etc.:

$$
\begin{array}{r}
\epsilon \eta \frac{d}{d y}\left(\theta_{n} \frac{d}{d y}\left(\frac{\frac{d \theta_{n}}{d y}}{\theta_{n}}\right)\right)-\epsilon h_{f} \frac{d \theta_{n}}{d y} \\
-\frac{d \Psi}{d y}+\gamma \frac{d}{d y}\left(\theta_{n}\left(\left(\frac{G y-G L / 2}{\gamma \theta_{n}}\right)^{2}+\left(\frac{\hat{\theta}_{n}}{\theta_{n}}\right)^{2}-1\right)\right)=0 . \tag{42}
\end{array}
$$

We nondimensionalize (42) by defining the nondimensional variable $y^{*}=\frac{y}{L}$ and the nondimensional parameters $\epsilon^{*}=\frac{\eta}{L^{2} \gamma} \epsilon$ and $h_{f}^{*}=\frac{L^{2} h_{f}}{\eta}, G^{*}=\frac{L}{\gamma} G$; substituting these into (42); and dropping the $*$-notation. Integrating once yields

$$
\begin{equation*}
\epsilon\left(\theta_{n} \frac{d}{d y}\left(\frac{\frac{d \theta_{n}}{d y}}{\theta_{n}}\right)\right)-\epsilon h_{f} \theta_{n}-\frac{1}{\gamma} \Psi\left(\theta_{n}\right)+\left(\theta_{n}\left(G^{2}\left(\frac{y-1 / 2}{\theta_{n}}\right)^{2}+\left(\frac{\hat{\theta}_{n}}{\theta_{n}}\right)^{2}-1\right)\right)=k \tag{43}
\end{equation*}
$$

which must be solved subject to the constraint that mass is conserved,

$$
\begin{equation*}
\int_{0}^{1} \theta_{n} d y=\hat{\theta}_{n} \tag{44}
\end{equation*}
$$

Although simpler than the original system, there remains quite a lot of interesting structure in (43). In particular, (43) is a second order ODE which is singular in the limit $\epsilon \rightarrow 0$. In the following section, we describe the singular perturbation analysis of this problem, revealing the existence of channels, i.e., solutions with sharp interior transition layers.
3.1. The channeling bifurcation. In this section we analyze the bifurcation structure of channels by examining the solutions of (43) in the singular limit $\epsilon \rightarrow 0$. We assume that the initially uniform gel at $\hat{\theta}_{n}$ is stable so that $\Psi^{\prime}\left(\hat{\theta}_{n}\right)>0$.

The reduced equation $(\epsilon=0)$ is an algebraic equation relating the network volume fraction to the location between the plates. The steady state network profile is given by the solution of the algebraic equation

$$
\begin{equation*}
H\left(y, \theta_{n}\right)=G^{2}\left(y-\frac{1}{2}\right)^{2}+h\left(\theta_{n}\right)=0 \tag{45}
\end{equation*}
$$

where

$$
\begin{equation*}
h\left(\theta_{n}\right)=-\theta_{n} \Psi\left(\theta_{n}\right)+\theta_{n} \Psi\left(\hat{\theta}_{n}\right)+\hat{\theta}_{n}^{2}-\theta_{n}^{2}-k \theta_{n} \tag{46}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi\left(\theta_{n}\right)=\kappa \theta_{n}^{2}\left(\theta_{n}-\theta_{r e f}\right), \tag{47}
\end{equation*}
$$

where $\kappa=\frac{\gamma_{o s}}{\gamma}$ represents the strength of osmosis compared to the elastic modulus. Here $k$ has been redefined so that $H\left(\hat{\theta}_{n}\right)=0$ when $k=0$. The solution profile $\theta_{n}(y)$ must also satisfy the integral constraint 44.

By virtue of the form of $\Psi$, the gel is capable of supporting an edge. In many hydrogels, the polymer network is of very low density and is highly charged [5]. This suggests that the strength of the osmotic pressure is large compared to the magnitude of the elastic modulus, so that $\kappa$ is large.

This problem can be viewed as a nonlinear eigenvalue problem: "For each value of $G$ determine the value(s) of $k$ for which the solution of (45) satisfies the integral constraint (44)." However, it turns out that it is easier to view the problem as follows: "For each value of $k$ find the value(s) of $G$ for which the solution of (45) satisfies the integral constraint (44)." We explain below why this is the case.

First we make some observations about the function $h(\theta)$. Because $h(0)=\hat{\theta}_{n}^{2}>0$, and $h(\theta)<0$ for large $\theta, h(\theta)$ always has at least one positive and one negative root.


Fig. 1. Plot of $h(\theta)$ as a function of $\theta$ for $k=0,2,3.5,5$. Other parameter values are $\kappa=20,000$ and $\theta_{\text {ref }}=\hat{\theta}_{n}=0.1$.

Since $h(\theta)$ is a quartic polynomial in $\theta$, there can be as many as three positive roots of $H\left(y, \theta_{n}\right)=0$, depending on the value of $k$. To see this, in Figure 1 are shown four different plots of $h(\theta)$ for four values of $k=0,2,3.5,5$ (top to bottom). If $3 \kappa \theta_{r e f}^{2}>8$, the function $h(\theta)$ has two positive inflection points. Thus, if $\kappa$ is sufficiently small, the function $h(\theta)$ is monotone for positive $\theta$, whereas, if $\kappa$ is sufficiently large, it is possible that $h(\theta)$ is nonmonotone.

We seek solutions of (45) that are of the form $\theta_{n}=\Theta_{n}(y)$. However, because $h(\theta)$ need not be monotone, such solutions do not always exist. However, it is always possible to write the solution implicitly for $y$ as function of $\theta_{n}$,

$$
\begin{equation*}
y=\frac{1}{2} \pm \frac{1}{G} \sqrt{-h\left(\theta_{n}\right)} \tag{48}
\end{equation*}
$$

Thus, one can visualize solutions by turning the plots in Figure 1 "on their side." If the resulting solution is single-valued, there is little more to do. If the resulting solution is multivalued, then one must determine which pieces of the multivalued function should be used to construct a single-valued function.

To construct admissible single-valued solutions from multivalued ones, we look for interior transition layers that connect different branches of the multivalued solution. Suppose that at $y=y_{0}, H\left(y_{0}, \theta_{n}\right)=0$ has three positive roots, $\theta_{-} \leq \theta_{0} \leq \theta_{+}$. We introduce an inner scaling of (43) defining $Y=\frac{y-y_{0}}{\epsilon^{1 / 2}}$. Substituting this into (43) and retaining the leading order terms in $\epsilon$, we obtain

$$
\begin{equation*}
\frac{d}{d Y}\left(\frac{\frac{d \theta_{n}}{d Y}}{\theta_{n}}\right)+\frac{H\left(y_{0}, \theta_{n}\right)}{\theta_{n}^{2}}=0 \tag{49}
\end{equation*}
$$

With the change of variable $w=\ln \left(\theta_{n}\right)$, we can rewrite this as

$$
\begin{equation*}
\frac{d^{2} w}{d Y^{2}}+F\left(w, y_{0}\right)=0, \tag{50}
\end{equation*}
$$

where $F\left(w, y_{0}\right)=H\left(y_{0}, e^{w}\right) e^{-2 w}$. Clearly, the function $F\left(w, y_{0}\right)$ has three roots, $w_{ \pm}=\ln \left(\theta_{ \pm}\right), w_{0}=\ln \left(\theta_{0}\right)$. It is well known [4] that there is a solution to the innerlayer (50) that provides a transition between $w_{-}$and $w_{+}$if

$$
\begin{equation*}
\int_{w_{-}}^{w_{+}} F\left(w, y_{0}\right) d w=0 \tag{51}
\end{equation*}
$$

Inverting the transformation yields an equivalent requirement in the variable $\theta_{n}$. An interior layer providing a transition between $\theta_{-}$and $\theta_{+}$can be fit at $y=y_{0}$ if

$$
\begin{equation*}
\int_{\theta_{-}}^{\theta_{+}} \frac{H\left(y_{0}, \theta_{n}\right)}{\theta_{n}^{3}} d \theta_{n}=0 \tag{52}
\end{equation*}
$$

There is another interior layer solution that can be used to construct solutions. If $y_{0}=\frac{1}{2}$ and there are three positive roots of $H\left(\frac{1}{2}, \theta\right)=0$, and if

$$
\begin{equation*}
\int_{\theta_{-}}^{\theta_{+}} \frac{H\left(\frac{1}{2}, \theta\right)}{\theta^{3}} d \theta<0 \tag{53}
\end{equation*}
$$

then there is a homoclinic orbit of (49) that approaches $\theta_{+}$asymptotically as $Y \rightarrow \pm \infty$ and has as its minimal value $\theta=\theta^{*}$, where $\theta_{-}<\theta^{*}<\theta_{0}$ and

$$
\begin{equation*}
\int_{\theta^{*}}^{\theta_{+}} \frac{H\left(\frac{1}{2}, \theta\right)}{\theta^{3}} d \theta=0 \tag{54}
\end{equation*}
$$

The first integral for this trajectory is

$$
\begin{equation*}
\frac{1}{2}\left(\frac{d \theta_{n}}{d Y}\right)^{2}-\theta_{n}^{2} \int_{\theta_{n}}^{\theta_{+}} \frac{H\left(\frac{1}{2}, \theta\right)}{\theta^{3}} d \theta=0 \tag{55}
\end{equation*}
$$

Now we use this information to construct all the possible single-valued solutions. To do this we pick a value of $k$, determine the possible single-valued solutions, and then find the appropriate value of $G$ (and $y_{0}$ if any) for this solution. There are three different types of solutions.

If $h(\theta)=0$ has only one positive root and if and $h(\theta)$ is monotone decreasing for $\theta$ larger than this root, then the solution of $H\left(y, \theta_{n}\right)=0$ is unique, for any value of $G$, as seen in Figure 1 for the curves with $k=2$ and for $k=5$. In Figure 2 the solution profiles $\theta_{n}(y)$ for $k=5$ are shown for three different values of $G$.

Since $G$ acts as a $y$-axis scale factor for these profiles, it is apparent that $\int_{0}^{1} \theta_{n}(y) d y$ is a monotone decreasing function of $G$. Thus, there is a unique value of $G$ for which $\int_{0}^{1} \theta_{n}(y) d y=\hat{\theta}_{n}$. For the profiles shown in Figure 2, this unique value of $G$ is 4.022 .

Similarly, for small values of $k$, unique solutions can be obtained. For example, Figure 3 shows the solution profile for $k=2$. Again, since the $y$-axis for this profile is scaled by $G$, the unique value of $G$ for which $\int_{0}^{1} \theta_{n}(y) d y=\hat{\theta}_{n}$ is easily determined. For the profile in Figure 3, this value is $G=1.74$.

If the function $h\left(\theta_{n}\right)$ is not monotone decreasing, then there is the possibility of nonunique solutions of $H\left(y, \theta_{n}\right)=0$. If a (positive) level $x$ can be found so that

$$
\begin{equation*}
\int_{\theta_{-}}^{\theta_{+}} \frac{x+h\left(\theta_{n}\right)}{\theta_{n}^{3}} d \theta_{n}=0 \tag{56}
\end{equation*}
$$



Fig. 2. Plot of $\theta_{n}(y)$ for $k=5$ and $G=2,4.022,6$. Other parameter values are $\kappa=20,000$ and $\theta_{\text {ref }}=\hat{\theta}_{n}=0.1$.


Fig. 3. Plot of $\theta_{n}(y)$ for $k=2$ and $G=1.74$. Other parameter values are $\kappa=20,000$ and $\theta_{r e f}=\hat{\theta}_{n}=0.1$.
then a boundary layer can be inserted into the profile at $y_{0}=\frac{1}{2} \pm \frac{\sqrt{x}}{G}$, and this boundary layer can be used to connect the largest solution of $H\left(y_{0}, \theta_{n}\right)=0$ with the smallest. A plot of a profile that results is shown in Figure 4.

Notice that for this value of $k(=2)$, there are three possible solution profiles, one with no interior layer (shown in Figure 3), one with a boundary layer (shown in Figure 4), and one with a symmetric boundary layer located at $y_{0}=\frac{1}{2}$. In the limit that $\epsilon \rightarrow 0$, the third of these looks identical to the profile shown in Figure 3, with the exception that $\theta_{n}$ is discontinuous at $y=\frac{1}{2}$, with $\theta_{n}\left(\frac{1}{2}\right)=\theta^{*}$ defined in (54). The


Fig. 4. Plot of $\theta_{n}(y)$ for $k=2$ and $G=2.47$ with a boundary layer inserted at $y_{0}=0.46$. The dashed curves show all possible solutions of $H\left(y, \theta_{n}\right)=0$. Other parameter values are $\kappa=20,000$ and $\theta_{r e f}=\hat{\theta}_{n}=0.1$.


FIG. 5. Plot of $\theta_{n}(y)$ for $k=3.5$ and $G=3.39$ with a boundary layer inserted at $y_{0}=0.43$. The dashed curves show all possible solutions of $H\left(y, \theta_{n}\right)=0$. Other parameter values are $\kappa=20,000$ and $\theta_{r e f}=\hat{\theta}_{n}=0.1$.
value of $G$ for the first and third solution profiles is the same, but it differs from the value of $G$ for the second transition-layer profile. For some values of $k$, the boundary layer profile is the only possible solution. A profile of this type occurs for $k=3.5$ and is shown in Figure 5.

In this way, for each value of $k$ we determine all possible solutions and their corresponding values of $G$. A plot of the relationship between $k$ and $G$ is shown in Figure 6. Here we see two curves. The lower curve that extends from $k=0$ to


Fig. 6. Plot of $G$ versus $k$ for the solutions of the gel-flow problem. For this plot, $\kappa=20,000$ and $\theta_{\text {ref }}=\hat{\theta}_{n}=0.1$.
$k=2.9$ corresponds to solutions like those shown in Figure 3 , with no boundary layer. The upper curve that extends from the lower curve at about $k=1.4$ (with $y_{0}=\frac{1}{2}$ ) corresponds to channeled solutions, with a boundary layer as shown in Figures 4 and 5 for $k<5$. These solutions merge smoothly into non-boundary layer solutions, such as those shown in Figure 2, as $k$ increases.

The nature of the bifurcation structure of these solutions is not apparent from Figure 6. This is because, for values of $k$ larger than the merger point, the lower branch corresponds to two different solutions. The easier way to visualize this difference is seen in Figure 7 , where $\theta_{n}\left(\frac{1}{2}\right)$ is plotted as a function of $G$. Here, the upper solution branch corresponds to those solutions with no boundary layers, the lower solution branch corresponds to those with interior transition layers, and the middle branch (shown dashed) gives the solutions with a symmetric boundary layer at $y=\frac{1}{2}$. In the limit $\epsilon \rightarrow 0$, this boundary layer has no thickness and so has no influence on the integral of $\theta_{n}$. Here we see that the solution is an S-shaped curve, and the bifurcations are via limit points.

The physically significant feature of these curves is that for some values of $G$ there are two physically realizable solutions, a boundary layer, or channeled, solution and a nonchanneled solution. The solution with a boundary layer at $y=\frac{1}{2}$ is transitional between the two and is interesting for mathematical reasons but is unstable and hence not physically realized. Thus, the solution of the gel-flow problem is not unique and exhibits hysteretic behavior, with a hysteresis loop between channeled and nonchanneled solutions, governed by the pressure gradient $G$.

The behavior of the fluid flow through these two different solution types is understandably different, as the channeled solution permits a higher flux for the same cost. This is illustrated by Figure 8, where the flux of solvent,

$$
\begin{equation*}
J=\int_{0}^{1} V_{s} d y=\frac{1}{h_{f}} \int_{0}^{1} \frac{1-\theta_{n}}{\theta_{n}} d y \tag{57}
\end{equation*}
$$



Fig. 7. Plot of $\theta_{n}\left(\frac{1}{2}\right)$ versus $G$ for the solutions of the gel-flow problem. For this plot, $\kappa=20,000$ and $\theta_{r e f}=\hat{\theta}_{n}=0.1$.


Fig. 8. Plot of solvent flux as a function of $G$. For this plot, $\kappa=20,000$ and $\theta_{\text {ref }}=\hat{\theta}_{n}=0.1$.
is plotted as a function of $G$ for the two different solution types. Not surprisingly, if two solutions are possible for the same value of $G$, the boundary layer solution permits a larger solvent flux than the non-boundary layer solution.
4. Discussion. From this analysis we can deduce the physical mechanism that underlies the formation of channels in a gel. If the osmotic force is sufficiently strong compared to the elastic restoring force, then under a sufficiently high pressure gradient, it is energetically favorable to compress the gel near the wall and swell the gel in the interior, thereby forming a low-resistance channel.

This same conclusion is correct for all gels for which there are two stable gel
concentrations. That is, if $\Psi\left(\theta_{n}\right)$ is such that $\Psi^{\prime}\left(\theta_{n}\right)<0$ for $0 \leq \theta_{*}<\theta_{n}<\theta^{*}<1$ and is positive elsewhere, then if the uniform gel distribution has $\hat{\theta}_{n}>\theta^{*}$ and if the osmotic force is sufficiently strong compared to the elastic force, channels will form under sufficiently high pressure gradient flows. This follows from the analysis of the previous section, which relied entirely upon the generic "cubic" shape of the function $\Psi\left(\theta_{n}\right)$ and not on its details. Any function $\Psi\left(\theta_{n}\right)$ with similar structure will lead to the same bifurcation channeling behavior.
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#### Abstract

An integral transform relationship is developed to convert between two important probability density functions (distributions) used in the study of contact forces in granular physics. Developing this transform has now made it possible to compare and relate various theoretical approaches with one another and with the experimental data, despite the fact that one may predict the Cartesian probability density and another the force magnitude probability density. Also, the transforms identify which functional forms are relevant to describing the probability density observed in nature, and so the modified Bessel function of the second kind has been identified as the relevant form for the Cartesian probability density corresponding to exponential forms in the force magnitude distribution. Furthermore, it is shown that this transform pair supplies a mathematical framework sufficient for describing the evolution of the force magnitude distribution under shearing. Apart from the choice of several coefficients, whose evolution of values must be explained in the physics, this framework successfully reproduces the features of the distribution that are taken to be an indicator of jamming and unjamming in a granular packing.
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1. Introduction. A central topic within modern granular physics research is the study of intergranular force probability densities $[1,2,3,4,5,6]$. The goal being to develop theory-from simplest assumptions-predicting the force density functions seen in simulations and experimental measurements. However, this goal is complicated by the differing forms for the force density functions presented in the literature, two of which are often treated as fundamental.

The first of these force density functions is dependent upon the magnitude and angle of the contact forces between grains. It predicts force chains, the onset of granular jamming [7], strain hardening [1], and fracture of the individual grains. It has several odd and unexplained features, such as a finite, but nonzero, probability at zero force, followed by a probability increasing to a peak near the average value of the force. It has attracted scientific attention because its exponential tail at high forces and power law at weak forces are reminiscent of the Maxwell-Boltzman distribution of velocities from statistical mechanics. However, its overall form is unlike any of the known statistical mechanics distributions, and there have been numerous attempts to derive it $[8,9,10,11,12,13]$.

The second type of distribution that has been treated as fundamental in the physics literature is a force density function dependent upon the Cartesian components of the contact force vectors. This type of distribution is appealing because it relates to

[^120]the following conservation law: If external forces are ignored and if the arrangement of grains is static, then the total Cartesian force perpendicular to a plane cutting through the medium is conserved for any translation of the plane. Consequently, granular thermodynamic theories have been developed based on this conservation of the total Cartesian forces [14, 15].

The problem addressed by this paper is to clearly define these two types of force density functions and then to establish relationships between them. At first glance this seems straightforward, and it would be if in the literature these densities were handled as functions of two dimensions for two-dimensional media and three dimensions for three-dimensional media, but this is usually not the case. Probability force distributions are typically expressed using one of the following variables: the force magnitude, the force angle, or a selected Cartesian component. Because of this contraction to a single variable, pertinent information is not available, and converting between the two types of densities is not possible. Yet this conversion is important. Analytical theories usually favor one distribution or the other, and empirical investigations typically collect only one type of distribution. Without a well established conversion it is not possible to compare the competing theories and their data against one another.

The paper is organized as follows. Random variables are chosen such that the two two-dimensional probability force densities can be defined and the probability theory relations between them shown. In particular, an integral relation is developed whereby the two-dimensional polar force probability density can be converted to a Cartesian force density. From probability theory alone this relationship cannot be inverted, but the integral relation can be recast as a set of Fourier transforms. Doing this allows an inverse relation to be found such that if the one-dimensional Cartesian force density function is known for all rotations of the axes, then the two-dimensional polar force probability function can be found. This inversion allows, for the isotropic case, the two force distributions to be treated as a transform pair. The properties of this transform relationship are discussed and significant solutions provided. An example is provided along with data generated from a Monte Carlo process. Then, an example of a pair of force density functions for the anisotropic case is given and compared with published results.
2. Two-dimensional force probability density functions. Suppose that a large number of grains are placed randomly into a two-dimensional container and that the edges of the container push the grains against each other. These grains are not idealized and may be compressible, have arbitrary shape, be attracted or repulsed by each other, or have frictional contacts. The only restrictions on the grains are that they be static and that at each grain-to-grain contact a force vector be identifiable. Thus, the development presented here is applicable to a wide range of granular media and could be extended to other discrete, static media such as intertwined fibers, foams, glass, and emulsions. Also, the contact forces between the grains and walls may be included in the density functions provided below, as long as identifiable force vectors exist and both force vectors, the grain on the wall and the wall on the grain, are counted in the statistics.

At each grain-to-grain or grain-to-wall contact there are two force vectors, of equal magnitude and opposite direction, according to Newton's third law, as shown in Figure 2.1. Assign the random variable $F$, where $0 \leq F<\infty$, to the magnitude of these force vectors and the angle $\theta$, where $0 \leq \theta<2 \pi$, to the angle between them and the $x$-axis. A two-dimensional "polar" force probability density can then be defined in terms of the random variables, $F$ and $\theta$, and expressed as $P_{F, \theta}(F, \theta)$, describing


FIG. 2.1. A sketch showing intergrain forces and the associated random variables.
the probability of finding a granular contact force with magnitude $F$ and angle $\theta$. An immediate attribute of this function is that

$$
\begin{equation*}
P_{F, \theta}(F, \theta)=P_{F, \theta}(F, \theta+\pi), \tag{2.1}
\end{equation*}
$$

a result of there being equal and opposite forces at each granular contact. (It is implied in the definition of $P_{F, \theta}(F, \theta)$ that the angle $\theta$ is modulo $2 \pi$.)

A one-dimensional force magnitude probability density function, $P_{F}(F)$, can be defined by integrating over all values of $\theta$, as shown in (2.2) below. This equation also shows that the symmetry relation given by (2.1) allows the $\theta$ integration to occur over any contiguous arc of length $\pi$ radians:

$$
\begin{equation*}
P_{F}(F) \equiv \int_{0}^{2 \pi} P_{F, \theta}(F, \theta) d \theta=2 \int_{0}^{\pi} P_{F, \theta}(F, \theta) d \theta=2 \int_{\phi-\pi / 2}^{\phi+\pi / 2} P_{F, \theta}(F, \theta) \mathrm{d} \theta . \tag{2.2}
\end{equation*}
$$

By integrating over all values of the force magnitude variable, a one-dimensional force angle probability density function, $P_{\theta}(\theta)$, is defined by

$$
\begin{equation*}
P_{\theta}(\theta) \equiv \int_{0}^{\infty} P_{F, \theta}(F, \theta) \mathrm{d} F . \tag{2.3}
\end{equation*}
$$

From (2.1) and (2.3) the equal and opposite force result, i.e., $P_{\theta}(\theta)=P_{\theta}(\theta+\pi)$, can be shown. For frictionless grains (often studied in the physics literature) the direction of the force vector is normal to the contacting surfaces of the grains. In that special case the density function of (2.3) is identical to the distribution of contact angles, referred to in the literature as the fabric of the granular material [16].

Not unexpectedly, there exists an alternative pair of random variables, $F_{x}=$ $F \cos (\theta)$ and $F_{y}=F \sin (\theta)$, that can be used to describe a Cartesian force probability density function, $P_{F_{x}, F_{y}}\left(F_{x}, F_{y}\right)$, which describes the probability of finding a granular
contact force with Cartesian components $F_{x}$ and $F_{y}$, where $0 \leq F_{x}, F_{y}<\infty$. The polar and Cartesian force probability densities are related through their corresponding Jacobians, yielding

$$
\begin{equation*}
P_{F, \theta}(F, \theta)=P_{F_{x}, F_{y}}(F \cos (\theta), F \sin (\theta)) F \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{F_{x}, F_{y}}\left(F_{x}, F_{y}\right)=\frac{P_{F, \theta}\left(\left(F_{x}^{2}+F_{y}^{2}\right)^{1 / 2}, \arctan \left(F_{y} / F_{x}\right)\right)}{\left(F_{x}^{2}+F_{y}^{2}\right)^{1 / 2}} \tag{2.5}
\end{equation*}
$$

In (2.5), care should be taken to ensure that the arctangent returns an angle in the proper quadrant. Using (2.1) and (2.4), a Cartesian force density analogue for the existence of equal and opposite forces is found,

$$
\begin{equation*}
P_{F_{x}, F_{y}}\left(F_{x}, F_{y}\right)=P_{F_{x}, F_{y}}\left(-F_{x},-F_{y}\right) \tag{2.6}
\end{equation*}
$$

Also, by integrating over either of the two Cartesian random variables, a onedimensional Cartesian force density can be defined. Without loss of generality, integrating over $F_{y}$ yields $P_{F_{x}}\left(F_{x}\right)$, which, as shown in (2.7) below, can also be found by integrating the polar two-dimensional density function expression from (2.5),

$$
\begin{align*}
P_{F_{x}}\left(F_{x}\right) & =\int_{-\infty}^{\infty} P_{F_{x}, F_{y}}\left(F_{x}, F_{y}\right) \mathrm{d} F_{y} \\
& =\int_{-\infty}^{\infty} \frac{P_{F, \theta}\left(\left(F_{x}^{2}+F_{y}^{2}\right)^{1 / 2}, \arctan \left(F_{y} / F_{x}\right)\right)}{\left(F_{x}^{2}+F_{y}^{2}\right)^{1 / 2}} \mathrm{~d} F_{y} \tag{2.7}
\end{align*}
$$

Changing variables from $F_{y}$ to $\theta$ via $\tan \theta=F_{y} / F_{x}$ yields the following integral relationship between the polar force density function and the one-dimensional Cartesian force density:

$$
\begin{align*}
& P_{F_{x}}\left(F_{x}\right)=\left(\int_{0}^{\pi / 2}+\int_{3 \pi / 2}^{2 \pi}\right) P_{F, \theta}\left(F_{x} \sec \theta, \theta\right) \sec \theta \mathrm{d} \theta \quad \text { if } F_{x} \geq 0, \\
& P_{F_{x}}\left(F_{x}\right)=\int_{\pi / 2}^{3 \pi / 2} P_{F, \theta}\left(F_{x} \sec \theta, \theta\right) \sec \theta \mathrm{d} \theta \quad \text { if } F_{x} \leq 0 . \tag{2.8}
\end{align*}
$$

Equations (2.6) and (2.7) imply that only one of the integrals in (2.8) needs to be calculated.

A more general form for the Cartesian density function can be defined that will prove useful in the analysis that follows. Figure 2.1 shows a coordinate system rotated by angle $\phi$, yielding new random variables $F_{x^{\prime}}$ and $F_{y^{\prime}}$. Recalling that rotation does not stretch space, the Jacobian of the transformation between the random variables $F_{x^{\prime}}, F_{y^{\prime}}$ and $F_{x}, F_{y}$ is unity, so their respective probability density functions are equal; i.e., $P_{F_{x^{\prime}}, F_{y^{\prime}}}\left(F_{x^{\prime}}, F_{y^{\prime}}\right)=P_{F_{x}, F_{y}}\left(F_{x}\left(F_{x^{\prime}}, F_{y^{\prime}}\right), F_{y}\left(F_{x^{\prime}}, F_{y^{\prime}}\right)\right)$. Using this result, a onedimensional Cartesian force density along the $x^{\prime}$-axis, $P_{F_{x^{\prime}}}\left(F_{x^{\prime}}\right)$, can be defined as

$$
\begin{align*}
P_{F_{x^{\prime}}}\left(F_{x^{\prime}}\right) & =\int_{-\infty}^{\infty} P_{F_{x^{\prime}}, F_{y^{\prime}}}\left(F_{x^{\prime}}, F_{y^{\prime}}\right) \mathrm{d} F_{y^{\prime}} \\
& =\int_{-\infty}^{\infty} \frac{P_{F, \theta}\left(\left(F_{x^{\prime}}^{2}+F_{y^{\prime}}^{2}\right)^{1 / 2}, \arctan \left(F_{y^{\prime}} / F_{x^{\prime}}\right)+\phi\right)}{\left(F_{x^{\prime}}^{2}+F_{y^{\prime}}^{2}\right)^{1 / 2}} \mathrm{~d} F_{y^{\prime}} \tag{2.9}
\end{align*}
$$

similar to the result in (2.7). Now, changing variables from $F_{y^{\prime}}$ to $\theta$ via $\arctan \left(F_{y^{\prime}} / F_{x^{\prime}}\right)+$ $\phi=\theta$ yields a result similar to that shown in (2.8) except that the additional $\phi$ angle appears in the integrand and in the limits of integration. The variable transformation yields

$$
\begin{aligned}
& P_{F_{x^{\prime}}}\left(F_{x^{\prime}}\right)=\left(\int_{\phi}^{\phi+\pi / 2}+\int_{\phi+3 \pi / 2}^{\phi+2 \pi}\right) P_{F, \theta}\left(F_{x^{\prime}} \sec (\theta-\phi), \theta\right) \sec (\theta-\phi) \mathrm{d} \theta \quad\left(\text { if } F_{x^{\prime}} \geq 0\right) \\
& (2.10) \quad=\int_{\phi+\pi / 2}^{\phi+3 \pi / 2} P_{F, \theta}\left(F_{x^{\prime}} \sec (\theta-\phi), \theta\right) \sec (\theta-\phi) \mathrm{d} \theta \quad\left(\text { if } F_{x^{\prime}} \leq 0\right)
\end{aligned}
$$

Even though the density function $P_{F_{x^{\prime}}}\left(F_{x^{\prime}}\right)$ is well defined by the above equations, it suffers from two shortcomings. First, it is an explicit function of the angle $\phi$, and this should be reflected in the notation chosen. Second, if the angle $\phi$ is allowed to range from zero to $2 \pi$ radians, there is an ambiguity in the choice of how to represent the domain of this function. Specifically, choosing a rotation angle $\phi$ and a random variable $F_{x^{\prime}}$ is identical to rotating by $\phi+\pi$ radians and choosing a value for the random variable of $-F_{x^{\prime}}$. We choose to resolve the second issue by allowing the angle $\phi$ to range from zero to $2 \pi$ radians and defining a new random variable $F_{\phi}$, which is equal to $F_{x^{\prime}}$ but is always positive, i.e., $0 \leq F_{\phi}<\infty$. The first issue above can then be resolved by adopting the notation $P_{F_{\phi}}\left(F_{\phi}, \phi\right)$ for the density function associated with this new random variable. The single variable subscript indicates that this is a one-dimensional density function, but the two-dimensional domain shows that it is an explicit function of the two variables $F_{\phi}$ and $\phi$. Thus the function $P_{F_{\phi}}\left(F_{\phi}, \phi\right)$ has the same "polar" domain as the density function $P_{F, \theta}(F, \theta)$. It can be explicitly expressed using the first integral expression above - where $F_{x^{\prime}}>0$ - and merging the integrals by using the $2 \pi$ periodic nature of the variable $\theta$ :

$$
\begin{equation*}
P_{F_{\phi}}\left(F_{\phi}, \phi\right)=2 \int_{\phi-\pi / 2}^{\phi+\pi / 2} P_{F, \theta}\left(F_{\phi} \sec (\theta-\phi), \theta\right) \sec (\theta-\phi) \mathrm{d} \theta \tag{2.11}
\end{equation*}
$$

where a factor of 2 has been added for normalization. Also, note that the function $P_{F_{\phi}}\left(F_{\phi}, \phi\right)$, in order to be a density function, must be normalized at each angle $\phi$. In other words, the total number of forces does not change with the choice of $\phi$, so the integral of $P_{F_{\phi}}\left(F_{\phi}, \phi\right)$ over all $F_{\phi}$ must always equal 1.

Equation (2.11) is a general integral relation allowing integration of the "polar" two-dimensional probability force density function to yield any desired Cartesian projection density function. This is a useful relationship within granular physics research in that it allows the calculation of a Cartesian density function from a force magnitude density function, but it is not a surprising result. Once the proper definitions are made, the derivation is straightforward. The more difficult result is to perform the inverse operation, namely, to find the polar form from the Cartesian form, but this is not possible within the realm of probability theory because the function $P_{F_{\phi}}\left(F_{\phi}, \phi\right)$ is not a two-dimensional probability density function. Even so, the inverse operation can be performed as demonstrated in the next section.

Finally, by using the variable transformation $\theta^{\prime}=\theta+\pi$, it can be shown that

$$
\begin{equation*}
P_{F_{\phi}}\left(F_{\phi}, \phi+\pi\right)=P_{F_{\phi}}\left(F_{\phi}, \phi\right) . \tag{2.12}
\end{equation*}
$$

3. Fourier transform representation of force density integrals. In this section it will be shown that (2.11) above can be represented as a set of Fourier
transforms. Accomplishing this allows (2.11) to be inverted by utilizing the Fourier transform inversion properties. This approach is similar to the mathematics used in tomography [17], but the development presented here is distinct for two reasons. First, the symmetry relations of (2.1) and (2.3) provide simplification that does not occur in tomography. Second, the emphasis in tomography is on generating three-dimensional functions from a set of two-dimensional images, while in the present development the goal is to obtain two- or, in a future work, three-dimensional representations of the force density functions from one-dimensional Cartesian projections.

As a result of the symmetries obtained above in (2.1) and (2.12), we will require only restricted forms of the Fourier transforms. For example, we require only the Fourier cosine transform instead of the full exponential form. The Fourier cosine transform of a function $f(x)$ is expressed as

$$
\mathcal{F}_{c}[f(x) ; u]=\sqrt{\frac{2}{\pi}} \int_{0}^{\infty} f(x) \cos (u x) \mathrm{d} x
$$

which has the same form as the inverse cosine transform [18]. The Fourier transform representations are written out in detail in order to resolve notational and normalization variations that appear in the literature. In addition to this one-dimensional transform, we will require a two-dimensional Fourier transform. In Cartesian form this is written as

$$
\begin{equation*}
\mathcal{F}_{2 D}[f(x, y) ;(u, v)]=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \exp (i(u x+v y)) \mathrm{d} x \mathrm{~d} y \tag{3.1}
\end{equation*}
$$

but since the density functions are in polar form, this transform will need to be expressed in polar form also. Using the change of variables $x=F \cos (\theta), y=$ $F \sin (\theta), u=G \cos (\phi), v=G \sin (\phi)$, the following form for the two-dimensional, polar, Fourier transform is found,

$$
\begin{aligned}
& \mathcal{F}_{2 D}[f(F, \theta) ;(G, \phi)] \\
= & \frac{1}{2 \pi} \int_{0}^{\infty} \int_{0}^{2 \pi} f(F, \theta) \exp (i F G(\cos (\theta) \cos (\phi)+\sin (\theta) \sin (\phi))) F \mathrm{~d} F \mathrm{~d} \theta \\
= & \frac{1}{2 \pi} \int_{0}^{\infty} \int_{0}^{2 \pi} f(F, \theta) \exp (i F G \cos (\theta-\phi)) F \mathrm{~d} F \mathrm{~d} \theta
\end{aligned}
$$

but we will only be transforming functions where $f(F, \theta)=f(F, \theta+\pi)$. Using this symmetry simplifies this to a two-dimensional form of the Fourier cosine transform,

$$
\begin{equation*}
\mathcal{F}_{2 D, c}[f(F, \theta) ;(G, \phi)]=\frac{1}{2 \pi} \int_{0}^{\infty} \int_{0}^{2 \pi} f(F, \theta) \cos (F G \cos (\theta-\phi)) F \mathrm{~d} F \mathrm{~d} \theta \tag{3.2}
\end{equation*}
$$

Having established the above notation, now consider the following lemma which is the key result of this paper.

Lemma 1. The projected force density function is given by

$$
\begin{equation*}
P_{F_{\phi}}\left(F_{\phi}, \phi\right)=2 \sqrt{2 \pi} \mathcal{F}_{c}\left[\mathcal{F}_{2 D, c}\left[\frac{P_{F, \theta}(F, \theta)}{F} ;(G, \phi)\right] ; F_{\phi}\right] . \tag{3.3}
\end{equation*}
$$

Proof. Note that

$$
\begin{aligned}
& 2 \sqrt{2 \pi} \mathcal{F}_{c}\left[\mathcal{F}_{2 D, c}\left[\frac{P_{F, \theta}(F, \theta)}{F} ;(G, \phi)\right] ; F_{\phi}\right] \\
&=2 \sqrt{2 \pi} \sqrt{\frac{2}{\pi}} \int_{0}^{\infty}\left[\frac{1}{2 \pi} \int_{0}^{\infty} \int_{0}^{2 \pi} P_{F, \theta}(F, \theta) \cos (F G \cos (\theta-\phi)) \mathrm{d} F \mathrm{~d} \theta\right] \cos \left(G F_{\phi}\right) \mathrm{d} G \\
&=\frac{2}{\pi} \int_{0}^{2 \pi} \int_{0}^{\infty} P_{F, \theta}(F, \theta)\left(\int_{0}^{\infty} \cos (F G \cos (\theta-\phi)) \cos \left(G F_{\phi}\right) \mathrm{d} G\right) \mathrm{d} F d \theta \\
&=\int_{0}^{2 \pi} \int_{0}^{\infty} P_{F, \theta}(F, \theta)\left(\delta\left(F \cos (\theta-\phi)-F_{\phi}\right)\right) \mathrm{d} F \mathrm{~d} \theta
\end{aligned}
$$

Changing the argument of the Dirac delta function, $\delta(x)$, is done using

$$
\delta\left(F \cos (\theta-\phi)-F_{\phi}\right)=\frac{\delta\left(F-F_{\phi} \sec (\theta-\phi)\right)}{|\cos (\theta-\phi)|}
$$

Thus integration with respect to $F$ is well defined. The limits of integration with respect to $\theta$ can be compacted and shifted so that $\cos (\theta-\phi)$ is always positive, removing the need for the absolute value and introducing a factor of two. Then

$$
\begin{aligned}
& 2 \sqrt{2 \pi} \mathcal{F}_{c}\left[\mathcal{F}_{2 D, c}\left[\frac{P_{F, \theta}(F, \theta)}{F} ;(G, \phi)\right] ; F_{\phi}\right] \\
= & 2 \int_{\phi-\pi / 2}^{\phi+\pi / 2} P_{F, \theta}\left(F_{\phi} \sec (\theta-\phi), \theta\right) \sec (\theta-\phi) \mathrm{d} \theta \\
= & P_{F_{\phi}}\left(F_{\phi}, \phi\right) .
\end{aligned}
$$

The benefit of this form is that (3.3) can be immediately inverted because each of the Fourier transforms is its own inverse, yielding the second key result of this paper, as follows.

Lemma 2. The two-dimensional polar probability force density may be expressed as a function of the projected Cartesian force density by

$$
\begin{equation*}
P_{F, \theta}(F, \theta)=\frac{F}{2 \sqrt{2 \pi}} \mathcal{F}_{2 D, c}\left[\mathcal{F}_{c}\left[P_{F_{\phi}}\left(F_{\phi}, \phi\right) ;(G, \phi)\right] ;(F, \theta)\right] \tag{3.4}
\end{equation*}
$$

Equivalently,

$$
\begin{align*}
& P_{F, \theta}(F, \theta) \\
& \quad=\frac{F}{(2 \pi)^{2}} \int_{0}^{\infty} \int_{0}^{2 \pi} \int_{0}^{\infty} P_{F_{\phi}}\left(F_{\phi}, \phi\right) \cos \left(F_{\phi} G\right) \cos (F G \cos (\phi-\theta)) G \mathrm{~d} G \mathrm{~d} \phi \mathrm{~d} F_{\phi} . \tag{3.5}
\end{align*}
$$

This integral can be integrated immediately with respect to the variable $G$, but this leads to an awkward functional form that is not amenable to solution using the standard look-up tables. Instead, we choose to leave it in this form, allowing the order of integration to be carried out on a case-by-case basis. This integral can be further integrated with respect to either $F$ or $\theta$ to yield the single variable force density functions, demonstrating that knowledge of the projected Cartesian force density function can yield an explicit form for the force magnitude density.

Furthermore, for a frictionless packing, in which the force angles are the same as the contact angles, as discussed above, one may integrate out $F$ from (3.5) according
to (2.3) to obtain the fabric of the packing. This result is striking because it begins with a knowledge of only $P_{F_{\phi}}\left(F_{\phi}, \phi\right)$, which is a set of contact force distributions that on the surface appear to have no contact angle information. This is the first time that force distributions, alone, have been directly related to the fabric of a packing, and this may be important to developing a theory of granular rheology in which changes in the fabric and the forces are coupled. Also, if the empirical studies can determine a simple $\phi$-dependence for $P_{F_{\phi}}\left(F_{\phi}, \phi\right)$, then it may be possible to discern the fabric of a frictionless packing simply by sampling $P_{F_{\phi}}$ at only a few orientations of $\phi$, or maybe only along the principle stress axes.
4. Force density integrals for isotropic material. In this section the two integral equations derived above, (2.11) and (3.5), are simplified for the isotropic case, yielding a pair of integral transform equations. Some of the properties of this transform pair are presented, and a list of useful solutions is shown. We start with the following definition.

Definition 3. An isotropic medium is one in which $P_{F, \theta}(F, \theta)=P_{F}(F) /(2 \pi)$.
Thus, an isotropic medium implies a force density with no angular dependence. As an immediate consequence of this definition, (2.11) can be simplified to show that an isotropic material also has no $\phi$-dependence on its Cartesian projected force density,

$$
\begin{equation*}
P_{F_{\phi}}\left(F_{\phi}, \phi\right)=\frac{1}{\pi} \int_{-\pi / 2}^{\pi / 2} P_{F}\left(F_{\phi} \sec (\theta)\right) \sec (\theta) \mathrm{d} \theta \tag{4.1}
\end{equation*}
$$

Thus, for the rest of this section we will use the notation $P_{F_{\phi}}\left(F_{\phi}\right)$ for the Cartesian projected force density, since the function is no longer dependent upon the angle $\phi$.

Equation (4.1) can be put into a more useful form by changing variables from the angle $\theta$ back to the force magnitude using $F=F_{\phi} \sec (\theta)$. This yields the integral equation

$$
\begin{equation*}
P_{F_{\phi}}\left(F_{\phi}\right)=\frac{2}{\pi} \int_{F_{\phi}}^{\infty} \frac{P_{F}(F)}{\left(F^{2}-F_{\phi}^{2}\right)^{1 / 2}} \mathrm{~d} F \tag{4.2}
\end{equation*}
$$

Equation (3.5) can be simplified as well. Since neither of the density functions has angular dependence, the $\phi$ integration on the right-hand side can be performed, yielding the result

$$
\begin{equation*}
P_{F}(F)=F \int_{0}^{\infty} \int_{0}^{\infty} P_{F_{\phi}}\left(F_{\phi}\right) \cos \left(F_{\phi} G\right) J_{0}(F G) G \mathrm{~d} F_{\phi} \mathrm{d} G, \tag{4.3}
\end{equation*}
$$

where $J_{0}$ is the zero-order Bessel function [18, eqn. 3.715.18], where we choose to perform the integration with respect to $F_{\phi}$ before $G$.

Equations (4.2) and (4.3) are inverse transform relations relating the force magnitude probability density, $P_{F}(F)$, to the projected Cartesian force probability density, $P_{F_{\phi}}\left(F_{\phi}\right)$, for isotropic two-dimensional granular materials. Such materials are of current theoretical and experimental interest, and these equations apply to any such material as long as an identifiable force can be assigned to the grain-to-grain, and, if included, grain-to-wall contacts. Consequently, a wide variety of force distributions are expected to result from current research, making it beneficial to discuss some of the properties of this transform pair as well as to present some of the more significant solution pairs. In the discussion below we will use the symbol $\leftrightarrow$ to link transform pairs, and we will not always normalize the pairs.

Equations (4.2) and (4.3) are clearly linear in that if $P_{F_{\phi}}\left(F_{\phi}\right) \leftrightarrow P_{F}(F)$ and $R_{F_{\phi}}\left(F_{\phi}\right) \leftrightarrow R_{F}(F)$ are two sets of solutions, then

$$
\begin{equation*}
a P_{F_{\phi}}\left(F_{\phi}\right)+b R_{F_{\phi}}\left(F_{\phi}\right) \leftrightarrow a P_{F}(F)+b R_{F}(F) \tag{4.4}
\end{equation*}
$$

is a solution pair, where $a$ and $b$ are arbitrary constants. Another method for generating new solutions is to note that if $P_{F_{\phi}}\left(F_{\phi}\right) \leftrightarrow P_{F}(F)$ is a solution pair, then

$$
\begin{equation*}
F_{\phi} \frac{\partial P_{F_{\phi}}\left(F_{\phi}\right)}{\partial F_{\phi}} \leftrightarrow F \frac{\partial P_{F}(F)}{\partial F} \tag{4.5}
\end{equation*}
$$

is also a solution pair, as a result of properties of the transform. By combining this result with the linearity result, it can be shown that

$$
\begin{equation*}
F_{\phi}^{2} \frac{\partial^{2} P_{F_{\phi}}\left(F_{\phi}\right)}{\partial F_{\phi}^{2}} \leftrightarrow F^{2} \frac{\partial^{2} P_{F}(F)}{\partial F^{2}} \tag{4.6}
\end{equation*}
$$

is also a solution pair and more generally that

$$
\begin{equation*}
F_{\phi}^{n} \frac{\partial^{n} P_{F_{\phi}}\left(F_{\phi}\right)}{\partial F_{\phi}^{n}} \leftrightarrow F^{n} \frac{\partial^{n} P_{F}(F)}{\partial F^{n}} \tag{4.7}
\end{equation*}
$$

is a solution pair. This result is very useful for obtaining sets of similar solutions when trying to fit experimental or simulation data.

A set of Bessel function integral equations [18, eqns. 6.592.10, 6.592.12-15], provides a method for obtaining useful solution pairs. Let $Z_{\nu}$ represent any of the Bessel functions, first kind $J_{\nu}$, second kind $Y_{\nu}$, third kind $H_{\nu}$, or modified second kind $K_{\nu}$. Then after appropriate changes of variable the referenced integral equations can be put into the form of (4.2), yielding the following transform pair:

$$
\begin{equation*}
\sqrt{\frac{2}{\pi \alpha}} \frac{Z_{\nu-1 / 2}\left(\alpha F_{\phi}\right)}{F_{\phi}^{\nu-1 / 2}} \leftrightarrow \frac{Z_{\nu}(\alpha F)}{F^{\nu-1}} \tag{4.8}
\end{equation*}
$$

Using this result and the differential generation result of (4.7), the solution pairs listed in Table 4.1 can be found. Not unexpectedly, since the transforms derived above are between polar and Cartesian representations, the solution pairs are often a Cartesian function (i.e., a sine, cosine, or exponential) and a polar function (i.e., a Bessel function). Probability densities are positive functions with finite total integrals, so the exponential and modified Bessel function pairs are especially useful. Since the transform relationships are linear, it is worthwhile to show the cosine and sine solutions (both as $P_{F}(F)$ and $\left.P_{F_{\phi}}\left(F_{\phi}\right)\right)$ so that, if desired, the Fourier components of a solution can be considered.

Other solution pairs to (4.2) and (4.3) exist and can be found in the standard integral tables, but many of them cannot be normalized. Table 4.2 shows five normalized solution pairs involving modified Bessel functions and Gaussians, which may be useful in granular physics applications.

To close this section a normalized pair of solutions is shown that has been fit to the results of a discrete element model (DEM) of a granular packing. DEM is a well-established technique which solves Newton's laws numerically grain-by-grain. It was implemented in the commercially available software package "Particle Flow Code in Two Dimensions" (PFC2D) by HCItasca (http://www.hcitasca.com/pfc.html). In

TABLE 4.1
Solution pairs for Cartesian and force magnitude functions in isotropic packings generated from (4.8).

|  | $\mathbf{P}_{\mathbf{F}_{\phi}}\left(\mathbf{F}_{\phi}\right)$ | $\mathbf{P}_{\mathbf{F}}(\mathbf{F})$ |
| :---: | :---: | :---: |
| 1. | $\frac{2 \alpha}{\pi} K_{0}\left(\alpha F_{\phi}\right)$ | $\alpha \exp (-\alpha F)$ |
| 2. | $\frac{2 \alpha^{2}}{\pi} F_{\phi} K_{1}\left(\alpha F_{\phi}\right)$ | $\alpha^{2} F \exp (-\alpha F)$ |
| 3. | $\left(-F_{\phi}\right)^{n} \frac{2 \alpha}{\pi} \frac{\partial^{n}}{\partial F_{\phi}^{n}}\left(K_{0}\left(\alpha F_{\phi}\right)\right)$ | $\alpha^{n+1} F^{n} \exp (-\alpha F)$ |
| 4. | $\frac{2 \alpha^{3}}{\pi} F_{\phi}^{2} K_{2}\left(\alpha F_{\phi}\right)$ | $\alpha^{2} F(1+\alpha F) \exp (-\alpha F)$ |
| 5. | $-Y_{0}\left(\alpha F_{\phi}\right)$ | $\cos (\alpha F)$ |
| 6. | $J_{0}\left(\alpha F_{\phi}\right)$ | $\sin (\alpha F)$ |
| 7. | $\alpha \exp \left(-\alpha F_{\phi}\right)$ | $\alpha^{2} F K_{0}(\alpha F)$ |
| 8. | $\alpha^{2} F_{\phi} \exp \left(-\alpha F_{\phi}\right)$ | $\alpha^{2} F\left(\alpha F K_{1}(\alpha F)-K_{0}(\alpha F)\right)$ |
| 9. | $\alpha^{n+1} F_{\phi}^{n} \exp \left(-\alpha F_{\phi}\right)$ | $\alpha^{2}(-F)^{n} \frac{\partial^{n}}{\partial F^{n}}\left(F K_{0}(\alpha F)\right)$ |
| 10. | $\frac{2}{\pi} \cos \left(\alpha F_{\phi}\right)$ | $\alpha F J_{0}(\alpha F)$ |
| 11. | $\frac{2}{\pi} \sin \left(\alpha F_{\phi}\right)$ | $\alpha F Y_{0}(\alpha F)$ |

TABLE 4.2
More solution pairs for Cartesian and force magnitude distributions in isotropic packings.

|  | $\mathbf{P}_{\mathbf{F}_{\phi}}\left(\mathbf{F}_{\phi}\right)$ | $\mathbf{P}_{\mathbf{F}}(\mathbf{F})$ |
| :---: | :---: | :---: |
| 1. | $2 \sqrt{\alpha / \pi} \exp \left(-\alpha F_{\phi}^{2}\right)$ | $2 \alpha F \exp \left(-\alpha F^{2}\right)$ |
| 2. | $2 \alpha F_{\phi} \exp \left(-\alpha F_{\phi}^{2}\right)$ | $2 \alpha F\left(2 \alpha F^{2}-1\right) \exp \left(-\alpha F^{2}\right)$ |
| 3. | $2 \sqrt{\alpha / \pi^{3}} \exp \left(-\alpha F_{\phi}^{2} / 2\right) K_{0}\left(\alpha F_{\phi}^{2} / 2\right)$ | $2 \sqrt{\alpha / \pi} \exp \left(-\alpha F^{2}\right)$ |
| 5. | $(2 \alpha / \pi) K_{0}^{2}\left(\alpha F_{\phi} / 2\right)$ | $(2 \alpha / \pi) K_{0}(\alpha F)$ |
| 6. | $\left(2 \alpha^{2} F_{\phi} / \pi^{2}\right) K_{0}\left(\alpha F_{\phi} / 2\right) K_{1}\left(\alpha F_{\phi} / 2\right)$ | $\left(2 \alpha^{2} F / \pi\right) K_{1}(\alpha F)$ |

this case, the grains are round, hard, frictionless disks with a linear spring contact law implemented at the disk contacts. The disk diameters were distributed uniformly over the range 1.0 to 1.5 length units and were deposited randomly into a rectangular cell with flat, rigid, frictionless walls. Their diameters were then increased by rescaling until the disks jammed together across the span of the container. At each step of the incremental rescaling the grains were allowed to push each other around within the cell until every grain obtained static equilibrium. This incrementally dynamic


FIG. 4.1. (Left) Graph of the Cartesian distribution from a DEM with an analytical fit. (Right) Graph of the force magnitude distribution from a DEM with an analytical fit.
rescaling method naturally produces a disordered but statistically homogeneous and isotropic fabric within the bulk of the packing. Over 55,000 grain forces in the bulk of the packing were calculated, and the Cartesian force density function and the force magnitude density function were found. Grains within four grain diameters of the walls were excluded from these statistics. A fit to the Cartesian force density function was then found using a three-term modified Bessel function summation, as shown below. The solution pairs given above were then used to determine the force magnitude density function. The expansion coefficients can be chosen so that both distributions provide a good fit to the empirical data, as seen in Figure 4.1, thus demonstrating the success of the transformation developed in this paper. The plotted density functions are

$$
\begin{equation*}
P_{F_{\phi}}\left(F_{\phi}\right)=C\left[11 F_{\phi}^{2} K_{2}\left(\frac{\pi}{2} F_{\phi}\right)-2 F_{\phi} K_{1}\left(\frac{\pi}{2} F_{\phi}\right)+3 K_{0}\left(\frac{\pi}{2} F_{\phi}\right)\right] \tag{4.9}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{F}(F)=C\left[\left(\frac{11 \pi}{2}\right) F^{2}+(11-\pi) F+\frac{3 \pi}{2}\right] \exp \left(-\frac{\pi}{2} F\right) \tag{4.10}
\end{equation*}
$$

where the normalization constant $C=\pi^{2} /\left(132-4 \pi+3 \pi^{2}\right)$.
It should be helpful to the field of granular research that the modified Bessel function of the second kind has been identified as the naturally occurring form for the Cartesian distribution, corresponding to the exponential forms of the polar distributions. The two "knees" in the curve that are visible in the Cartesian distribution of Figure 4.1 seem to be indicated in the Cartesian distributions of Bagi [14], as well, although this identification has not been previously made.
5. An example of an anisotropic solution pair. In most real world cases, granular media are subjected to greater total compressional force along one axis than the other, for example, in a gravity-dominated situation. Consequently, the anisotropic case is of interest, although it is significantly more complicated. Furthermore, the physics of jamming and unjamming have emerged as possibly the key concepts in granular media. The anisotropic case is relevant to this because shear stress (an aspect of anisotropy in the stress state) is one of the three ways to unjam granular media, as represented by the jamming phase diagram [19]. It has been proposed that the evolution of $P_{F}(F)$ —from having a peak, as shown in Figure 4.1, to being monotonically decreasing-serves as an indicator of unjamming [7]. Numerical
simulations have indeed shown that this evolution occurs when the material is unjammed through stress anisotropy [1]. Therefore, an explanation for the evolution of $P_{F}(F)$ is central to the aims of granular physics. In this section a reasonable form is selected for the density function $P_{F_{\phi}}\left(F_{\phi}, \phi\right)$ for a sample anisotropic case and then the integrals evaluated to yield $P_{F}(F)$. This solution is discussed and compared against published data [1]. The purpose is to demonstrate that this mathematical framework is a sufficient framework to include the evolution of $P_{F}(F)$.

The reason we start with $P_{F_{\phi}}\left(F_{\phi}, \phi\right)$ instead of $P_{F, \theta}(F, \theta)$ in this demonstration is because the Cartesian distribution is the one associated with the force conservation law, and it is through that conservation law that the anisotropy is injected into the problem. It is well known that the normal components (diagonal elements) in the stress tensor scale according to $\sigma_{x x}=a+b \cos (2 \phi)$ as the coordinate system is rotated through angle $\phi$. Hence, the quantity of conserved force normal to the layers of a granular material will also scale according to this form when the layer is oriented at angle $\phi$. The values of $a$ and $b$ are determined by the forces applied along the principal stress axes of the system. Based on the successful fits presented at the end of the previous section, we choose to let $P_{F_{\phi}}\left(F_{\phi}, \phi\right)$ be represented as a sum of the first three modified Bessel functions, but where this explicit angular dependence is added.

$$
\begin{equation*}
P_{F_{\phi}}\left(F_{\phi}, \phi\right)=\sum_{n=0}^{2} a_{n}\left(\frac{a-b}{a+b}\right)^{n-1}(a+b \cos (2 \phi))^{n+1} F_{\phi}^{n} K_{n}\left((a+b \cos (2 \phi)) F_{\phi}\right) \tag{5.1}
\end{equation*}
$$

The parameter $b$ determines the amount of variation in force with angle, equaling zero for the isotropic case and approaching $a$ for extreme anisotropy. Thus the force density is shifted towards higher forces along the $y$-axis with $b$ nonzero. The $(a+b \cos (2 \phi))^{n+1}$ factor has been included to normalize the distribution at every particular value of $\phi$, as required from the discussion above. The $(a+b) /(a-b)$ factor is conjectural but it, or something similar to it, is necessary. Without this weighting, the resultant force density functions change only minimally with increasing anisotropy and do not agree with published literature. Including it yields results that correspond to dynamic simulations [1], as seen in Figure 5.1, but whose basis is unclear. The point is that the framework developed above allows choices to be made for the Cartesian form of the force density functions, which can then be converted to force magnitude or force angle density functions (i.e., fabric) and compared to published data.

The force magnitude density function is found by using this form for $P_{F_{\phi}}\left(F_{\phi}, \phi\right)$ in (3.5) and integrating with respect to $\theta$ (see (2.2)), yielding

$$
\begin{aligned}
P_{F}(F)= & \frac{F}{(2 \pi)^{2}} \sum_{n=0}^{2} a_{n}\left(\frac{a-b}{a+b}\right)^{n-1} \int_{0}^{2 \pi} \int_{0}^{2 \pi} \int_{0}^{\infty} \int_{0}^{\infty}(a+b \cos (2 \phi))^{n+1} F_{\phi}^{n} \\
& \cdot K_{n}\left((a+b \cos (2 \phi)) F_{\phi}\right) \cos \left(F_{\phi} G\right) \cos (F G \cos (\phi-\theta)) G \mathrm{~d} G \mathrm{~d} F_{\phi} \mathrm{d} \phi \mathrm{~d} \theta
\end{aligned}
$$

The integration with respect to $\theta$ can be performed immediately, yielding $2 \pi J_{0}(F G)$, and the integration with respect to $F_{\phi}$ can be performed via [18, eqn. 6.699.12]. Then the integration with respect to $G$ can be performed via [18, eqn. 6.565.4], yielding the partial result

$$
\begin{aligned}
& P_{F}(F)=\sum_{n=0}^{2} \frac{a_{n} F^{n+1 / 2}}{4} \sqrt{\frac{2}{\pi}}\left(\frac{a-b}{a+b}\right)^{n-1} \\
& \int_{0}^{2 \pi}(a+b \cos (2 \phi))^{n+3 / 2} K_{n-1 / 2}(F(a+b \cos (2 \phi))) \mathrm{d} \phi .
\end{aligned}
$$



FIG. 5.1. Evolution of force magnitude distribution with increasing anisotropy. The curve with the lowest probability density for $F=0$ is the $b=0$ isotropic case. The other curves, in order, correspond to $b=0.3,0.6,0.9$, and 1.57 .

Using the identities for the half-order modified Bessel functions, the integrations with respect to $\phi$ can be made, yielding the result

$$
\begin{align*}
P_{F}(F)=\frac{\pi}{2} \exp (-a F)\left(a_{0}\right. & \left(\frac{a+b}{a-b}\right)\left(a I_{0}(b F)-b I_{1}(b F)\right) \\
& +a_{1}\left(\left(a^{2}+b^{2}\right) F I_{0}(b F)-(b+2 a b F) I_{1}(b F)\right) \\
& +a_{2}\left(\frac{a-b}{a+b}\right)\left(F\left(a^{2}+2 b^{2}+a^{3} F+3 a b^{2} F\right) I_{0}(b F)\right. \\
& \left.\left.-\left(3 b+5 a b F+3 a^{2} b F^{2}+b^{3} F^{2}\right) I_{1}(b F)\right)\right) \tag{5.2}
\end{align*}
$$

where the exponential dependence on the force is expected from the isotropic case, but the Bessel function dependence on the parameter $b$ is novel. $(I(x)$ is the modified Bessel function of the first kind.) Using the values $a_{0}=3 \pi^{2} / 4, a_{1}=-\pi, a_{2}=11$, and $a=\pi / 2$, Figure 5.1 shows a plot of (5.2) for various degrees of anisotropy (these plots have been normalized).

For $b=0$, the isotropic case, the plot is identical to that shown in Figure 4.1, and (5.2) reduces (with the addition of a normalization term) to (4.10), but as $b$ increases, the shape of the curve changes, slowly moving towards a pure exponential. This is in agreement with published simulation data, where the force magnitude density function evolves in a similar fashion with increasing anisotropy [1]. This demonstrates that the mathematical framework can produce this evolution naturally; nothing more exotic than the relative weighting of the Bessel terms need be invoked to produce it.
6. Summary and conclusions. It is possible within the straightforward techniques of probability theory to convert from $P_{F, \theta}(F, \theta)$ to $P_{F_{\phi}}\left(F_{\phi}, \phi\right)$. Unfortunately, those techniques cannot provide a conversion in the opposite direction. However, we may recognize that the conversion in the forward direction is equivalent to the composition of Fourier cosine transforms of the function. Since these transforms have their
own well-defined inverses, the conversion from $P_{F_{\phi}}\left(F_{\phi}, \phi\right)$ to $P_{F, \theta}(F, \theta)$ can likewise be expressed.

This inverse conversion is interesting for several reasons. First, it allows theoretical models that only predict Cartesian force distributions (such as the $q$ model [15]) to be directly compared against the force magnitude distributions, which have been more important to granular physics. Second, the inverse conversion indicates a previously unrecognized relationship between the Cartesian force component distributions $P_{F_{\phi}}\left(F_{\phi}, \phi\right)$ and the fabric of the granular packing, which may be important in future theoretical developments. Third, for the special case of isotropic granular packings in which the $\phi$ and $\theta$ dependencies may be eliminated, the transform pair reduces to a simple form that can be solved for a wide range of functions. This indicates which functional forms for the Cartesian components correspond to particular functional forms for the force magnitudes. Since it is well known that the distribution of the latter has an exponential tail, the corresponding form for $P_{F_{X}}\left(F_{X}\right)$ ought to be modified Bessel functions of the second kind. Expansions in a series of such functions (of increasing order) display two characteristic "knees" when graphed, and indeed it turns out that such knees are observed in the empirical Cartesian distributions. Thus, the natural form for $P_{F_{X}}\left(F_{X}\right)$ appears to have been identified, and this should provide insight into the physical mechanisms that produce the distributions. Fourth, treating these modified Bessel functions with increasing anisotropic stress naturally produces an evolution of $P_{F}(F)$ that depends upon the choice of coefficients in the series expansion. Prior research has associated this evolution with the occurrence of jamming and unjamming in granular packings, and so the inverse transform indicates that jamming may be described as an increase in weighting of the zeroth-order modified Bessel function. This insight should be helpful to explain the physics of jamming and unjamming, which are important concepts in granular physics. Because this inverse conversion identifies these relationships and natural functional forms for granular force distributions, its derivation should be a helpful contribution in future research into the physics of granular jamming and unjamming.
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#### Abstract

A model of childhood epidemics focusing on the impact of the school-year is presented. At the onset of the epidemic season, a new cohort of susceptible students enter the school, all other age-classes advance one year, while the oldest age-group leaves the mixing pool. If the susceptible pool is sufficiently large at the onset of the season, an epidemic will arise and run to its conclusion prior to the end of the school-year. The system is expressed in terms of a discrete dynamical system giving the changes in the age-dependent immunity structure on a year-to-year basis. If disease transmission is independent of age, the system settles at epidemics of constant size in each season. If disease transmission is age-dependent, more complicated dynamics may occur, including multiple stable states and chaos.


Key words. epidemic model, seasonal forcing, discrete map, closed epidemic, age-structure

## AMS subject classifications. 92D30, 34A37

DOI. 10.1137/040610684

1. Introduction. Disease transmission in schools played a central role in maintaining the regularly recurring epidemics of childhood diseases during the prevaccination era. In particular the summer break with low transmission, the annual infusion of a new cohort of (susceptible) first-year students, and the progression of students through the school system contributed substantially to the external forcing and the well-known two-year cycle in measles epidemics [42, 18, 38, 3]. The aim of this paper is to include this pulsed forcing in a mathematically tractable, age-structured epidemic model.

From an analytical viewpoint, the discontinuous nature of student admission and class-progression makes it rather awkward to incorporate the phenomenon into an epidemic model describing disease transmission dynamics in terms of the flow of hosts from the susceptible through the infected to the recovered class (SIR-model). Consequently the previous models of childhood epidemics with annual updates of the host structure have not been amenable to analytic methods. However, these "realistic age-structured" models (RAS-models) reflect quite accurately the prevaccination measles epidemics in England [42, 10, 23, 28], although recent results suggest that a detailed description of the seasonal variation in contact rates-rather than age-structure - is essential for matching the observed pattern of childhood diseases in England [16, 8, 18, 29, 41]. To simplify the analysis most mathematical studies of seasonally driven childhood epidemics have assumed that transmission strength varies sinusoidally with a period of one year, neglecting the details of the school-year $[13,31,7,33,37]$. Recently Billings and Schwartz [9] have provided a detailed description of the Poincaré return map associated with a forced SIR-model and showed how noise may lead to stochastic chaotic dynamics in such models.

[^121]In Schenzle's original model [42] as well as in other RAS-models, the host population is divided into cohorts, where new susceptible hosts are recruited continuously into the youngest age-class, age-classes in the school-age are updated annually, and hosts in adult age-classes continuously move through a fixed number of classes (one class in Schenzle's final formulation) and all mortality is concentrated in the adult age-classes. Thus the demographic structure is a discretization of the "von Forester model," which is often used in conjunction with epidemic models (see [26]). However, the original partial differential equation model as well as the age-group formulation of Tudor [44] describe a continuous flow through the age-classes, in contrast to the discrete annual progression through the school-system. See [25] for a recent review.

In this paper we will take an approach that allows us to account for the summer break and the annual infusion of new susceptible hosts into the mixing pool. In order to obtain an analytically tractable model, we will neglect the fine-scale variation in the school-year, assuming that the year can be divided into a (long) period of high disease transmission and a period where no transmission takes place. The basic idea is to completely separate the time scale of the epidemic from that of the school demographics by assuming that the duration of an epidemic is short compared to the length of the school-year. Thus each school-year starts with the introduction of a new cohort of susceptible hosts, one-year progression of all cohorts, and removal of the oldest age-class. We will assume that if the susceptible pool at the beginning of the school-year is large enough to support an epidemic, then an epidemic will occur that year, and this epidemic will run to its conclusion before the end of the school-year. This allows us to describe the epidemics only in terms of their size, i.e., the fraction of susceptible hosts that get infected during the season in question. Once the size of the epidemic is known, we can update the age-dependent immunity structure at the end of the school year, and we are ready to start the next season.

Clearly the model will not account for pathogen persistence over the summer period with low disease activity. Therefore the model cannot describe the exact inoculum at the onset of the subsequent season, and consequently the timing of the epidemic within the season cannot be determined. We shall return to these issues in the discussion.

Models of annual epidemics combined with interseasonal updating of the host population was first used by Gillespie [20] in his description of disease-induced natural selection in an (annual) insect population, and by May [32] and Dwyer et al. [15], who described disease-induced regulation of an insect population. Recently Andreasen and coworkers $[6,11]$ used the same modeling approach to describe the transmission dynamics of influenza under drift.

In the next section we derive a map connecting the age-distribution of susceptible hosts at the onset of one epidemic season to the age-distribution at the onset of the subsequent season. The dynamics of the season-to-season map can be quite complicated, and only a partial analysis is presented. In section 3 we show that the season-to-season model has a unique equilibrium. The case of age-independent susceptibility is studied in section 4 , and in particular we shall show that when disease transmission is completely age-independent, the endemic equilibrium is locally asymptotically stable. In section 5 we give examples where the size of the annual epidemic changes in an irregular manner, with some years totally lacking an epidemic, indicating that the dynamics of the model may in fact be quite complicated.
2. The model. The separation of time scales naturally breaks the dynamics into two steps. The first step describes the demographic and school class dynamics
of the population, which is updated once a year at the beginning of the school-year, while the second step will describe disease transmission during a school-year in the closed population.

Reflecting the structure of school-classes, the population is divided into $m$ cohorts, one for each year from introduction into the mixing-pool until removal from the pool, and we denote by $N_{k}^{T}$ the number of hosts who are in the $k$ th cohort during season $T$. At the onset of an epidemic season, $M$ new (susceptible) hosts are introduced into the first cohort: $N_{1}^{T+1}$ (season-start) $=M$; cohorts $k=1, \ldots, m-1$ move one age-class up: $N_{k}^{T}$ (season-end) $\rightarrow N_{k+1}^{T+1}$ (season-start), while the oldest cohort is removed. We will assume that the population is closed in the sense that all new hosts enter through the first cohort at the onset of a season and that hosts leave only by the removal of the oldest cohort at end of the season. Thus, provided that the population is at demographic equilibrium, all cohorts are of the same size throughout the epidemic season. This corresponds to an extreme case of type I mortality [34, 2]. Since the population size remains constant, it turns out to be convenient to describe the population structure in terms of $n_{k}^{T}$, the fraction of the host population that is in cohort $k$ during season $T$. We note that $n_{k}=1 / m$ for all $k$.

To determine disease transmission dynamics during the season, we assume that the epidemic can be described by an SIR-epidemic model. Thus we subdivide the $k$ th cohort of the host population into susceptible, infectious, and immune hosts and denote by $s_{k}, i_{k}$, and $r_{k}$ the fraction of the total population in age-class $k$ that is currently susceptible, infected, and recovered, respectively. During the season the dynamics become

$$
\begin{align*}
\frac{d s_{k}}{d t} & =-\sigma_{k} \Lambda s_{k}  \tag{2.1}\\
\frac{d i_{k}}{d t} & =\sigma_{k} \Lambda s_{k}-\nu i_{k}  \tag{2.2}\\
\frac{d r_{k}}{d t} & =\nu i_{k} \tag{2.3}
\end{align*}
$$

where $\Lambda=c \sum \tau_{j} i_{j}$ gives the force of infection that would be experienced by a totally susceptible host; $\nu$ denotes the rate of recovery, while $c$ is the contact rate. To account for age-dependence in disease transmission, each age-class is assigned two factors: $\sigma_{k}$ and $\tau_{k}$, denoting, respectively, the susceptibility and infectivity of hosts in age-class $k$ relative to the maximal values. Thus by definition we have $0 \leq \sigma_{k}, \tau_{k} \leq 1$. This description of age-dependent transmission corresponds to the "proportionate mixing" assumption in the continuous age-structured epidemic model [14]. Although it is straightforward to include more complicated mixing patterns in (2.1)-(2.3), such mixing patterns are not easily amenable to the analysis we shall apply below.

Initial conditions for the seasonal dynamics are determined by the demographic model, so that at the onset of the season, $s_{k}(0)$ and $r_{k}(0)$ are known. Since the epidemic from the previous season has run to its conclusion, we have $s_{k}(0)+r_{k}(0)=$ $n_{k}=1 / m$ and $i_{k}(0) \ll 1$. At the beginning of the epidemic season a few infectious individuals are introduced into the population, so that $0<\Lambda(0) \ll 1$. As we shall see it suffices to assume that $\Lambda(0)>0$ rather than specifying the age-distribution of the initial infectious cases.

The description of the seasonal epidemic model can be simplified substantially. Since immune hosts play no role in the transmission dynamics, the $r_{k}$-equations are redundant and may be omitted. Furthermore by introducing the force of infection
as a dynamic variable, we can eliminate direct reference to the infectious classes $i_{k}$. Summing over all age-classes, one finds that $\Lambda$ follows the equation

$$
\begin{equation*}
\frac{d \Lambda}{d t}=\left(c \sum \sigma_{k} \tau_{k} s_{k}-\nu\right) \Lambda \tag{2.4}
\end{equation*}
$$

The transmission dynamics during the epidemic season is therefore captured by (2.1) and (2.4).

These equations can be solved explicitly by Gart's modification to the analysis of the single epidemic [30]. We first introduce a reference age-class $s_{f}$, namely an age-class for which $\sigma_{f}=1$. Eliminating time, we find that $d s_{k} / d s_{f}=\sigma_{k} s_{k} / s_{f}$, so that

$$
\begin{equation*}
s_{k}(t)=s_{k}(0)\left(\frac{s_{f}(t)}{s_{f}(0)}\right)^{\sigma_{k}} . \tag{2.5}
\end{equation*}
$$

By substituting these values for $s_{k}$ into (2.4), we obtain

$$
\frac{d \Lambda}{d s_{f}}=\frac{c \Lambda \sum \sigma_{k} \tau_{k} s_{k}-\nu \Lambda}{-\Lambda s_{f}}=-c \sum \sigma_{k} \tau_{k}\left(\frac{s_{f}}{s_{f}(0)}\right)^{\sigma_{k}-1} \frac{s_{k}(0)}{s_{f}(0)}+\frac{\nu}{s_{f}}
$$

which may be solved to yield
$\Lambda(t)-\Lambda(0)=-c \sum \tau_{k}\left(\frac{s_{f}(t)}{s_{f}(0)}\right)^{\sigma_{k}} s_{k}(0)+\nu \log \left(s_{f}(t)\right)+c \sum \tau_{k} s_{k}(0)-\nu \log \left(s_{f}(0)\right)$.
We are now ready to apply our separation of time scales, in that we express the final size of the epidemic in terms of $\theta=s_{f}(\infty) / s_{f}(0)$.

Provided that the threshold condition

$$
\begin{equation*}
\frac{d \Lambda}{d t}_{\mid t=0}=c\left(\sum \tau_{k} \sigma_{k} s_{k}(0)-\nu\right) \Lambda>0 \tag{2.6}
\end{equation*}
$$

is satisfied, an epidemic will occur. Since the epidemic will eventually die out, we have that $\Lambda(t) \rightarrow 0$ for $t \rightarrow \infty$. By assumption, $\Lambda(0) \ll 1$, so we find that if the threshold condition (2.6) holds, then $\theta$ satisfies the equation

$$
G(\theta)=\Lambda(\infty)-\Lambda(0)=\log \theta+\gamma \sum \tau_{k} s_{k}(0)\left(1-\theta^{\sigma_{k}}\right)=0
$$

where $\gamma=c / \nu$.
It is straightforward to show that if $G^{\prime}(1)<0$, this equation has exactly one solution in the interval $(0,1)$, and none if $G^{\prime}(1)>0$; for details see [6]. Clearly the condition on $G^{\prime}(1)$ is identical to the threshold condition (2.6). If the threshold condition does not hold, no epidemic can occur, and consequently we set $\theta=1$.

These observations lead to the following statement.
Definition of $\theta$. If the threshold condition

$$
\begin{equation*}
\gamma \sum \tau_{k} \sigma_{k} s_{k}>1 \tag{2.7}
\end{equation*}
$$

holds, then $0<\theta<1$ is the unique solution to

$$
\begin{equation*}
\log \theta+\gamma \sum \tau_{k} s_{k}\left(1-\theta^{\sigma_{k}}\right)=0 \tag{2.8}
\end{equation*}
$$

if the threshold condition is not satisfied, then

$$
\theta=1
$$

Notice that, by (2.5), $\theta$ now determines the changes in all susceptible classes, since we have

$$
\begin{equation*}
s_{k}(\infty)=\theta^{\sigma_{k}} s_{k}(0) \tag{2.9}
\end{equation*}
$$

Thus the entire outcome of the epidemic season is captured in a single (implicit) function $\theta$ of the initial conditions.

Since we no longer will be concerned with the dynamics within a season, we use the notation $s_{k}=s_{k}(0)$ here and for the remainder of this paper. The definition of $\theta$ generalizes the concept of the final size of an epidemic in a closed population (cf. [12, p. 10]) to a closed structured population.

The quantity $\gamma \sum \tau_{k} \sigma_{k} s_{k}$ gives the number of secondary infections per primary infection at the onset of the epidemic, and it may therefore be thought of as the effective replacement number, $R_{e}$, at the onset of the epidemic.

We are now ready to describe the complete dynamics over a full year, from the beginning of one epidemic season to the beginning of the next season. Since $s_{k}+r_{k}=n_{k}=1 / m$, it suffices to specify the age-distribution of susceptible hosts $\left(s_{1}, s_{2}, \ldots, s_{m}\right)$, and the process taking the susceptible population from the onset of one school-year to the onset of the next year is described by the following two steps:

$$
\begin{array}{rc}
\text { Start of year: } & \left(s_{1}, s_{2}, \ldots, s_{m}\right) \\
\text { Epidemic season: } & \downarrow \\
\text { End of year: } & \left(\theta^{\sigma_{1}} s_{1}, \theta^{\sigma_{2}} s_{2}, \ldots, \theta^{\sigma_{m}} s_{m}\right) \\
\text { Change of school class: } & \downarrow \\
\text { Start of next year: } & \left(1 / m, \theta^{\sigma_{1}} s_{1}, \theta^{\sigma_{2}} s_{2}, \ldots, \theta^{\sigma_{m-1}} s_{m-1}\right),
\end{array}
$$

where the first step is given by (2.9) and the second step by the cohortwise ageprogression. The long-term behavior of the epidemics is now determined by this map connecting the age-distribution of susceptible hosts from one year to the next. To facilitate the analysis of the system we introduce the following notation. Since at the beginning of each season $s_{1}=1 / m$, the population structure is characterized by the $m-1$ values of $S=\left(s_{2}, \ldots, s_{m}\right)$. The size of a susceptible cohort can only decrease, so we have $0 \leq s_{k} \leq 1 / m$ for all $k$. Thus the state space for the system is $B=[0,1 / m]^{m-1}$. With this notation the season-to-season map $F: B \rightarrow B$ can be written in the form

$$
F:\left(\begin{array}{c}
s_{2}  \tag{2.10}\\
\vdots \\
s_{m}
\end{array}\right) \mapsto\left(\begin{array}{c}
\theta^{\sigma_{1}} / m \\
\vdots \\
\theta^{\sigma_{m-1}} s_{m-1}
\end{array}\right)
$$

where the value of $\theta$ is defined above with the understanding that $s_{1}=1 / \mathrm{m}$.
The definition makes $\theta$ a continuous function $\theta: B \rightarrow[0,1]$, which is nondifferentiable on the hyperplane where the threshold quantity equals unity. To get an impression of the function $\theta$, let us for a moment set $\sigma_{k}=1$ and define $w$ as the weighted sum of all susceptibles $w=\sum \tau_{k} s_{k}$. We can now consider $\theta$ as a composite


Fig. 2.1. The function $\theta(w)$. The function is continuous but not differentiable at $w=1 / \gamma$ and has no inverse.
function $S \mapsto w \mapsto \theta$, where $\theta$ is determined as function of $w$ by

$$
\theta(w)=\left\{\begin{array}{cl}
\text { the solution to } & \\
0=\log \theta+\gamma w(1-\theta) & \text { if } \gamma w>1 \\
1 & \text { otherwise }
\end{array}\right.
$$

Figure 2.1 shows the graph of $\theta(w)$ and its two unusual features. The function $\theta(w)$ is continuous but not differentiable at $w=\gamma$-in fact, we have $\theta^{\prime}\left(1 / \gamma^{-}\right)=0$ and $\theta^{\prime}\left(1 / \gamma^{+}\right)=-2 \gamma$. Furthermore, for $w \leq 1 / \gamma$ the function is a constant, so no inverse map exists. The constant section of $\theta(w)$ introduces a "folding" where a whole line-segment is mapped into the same point; this folding turns out to play a major role in the long-term dynamics of the system for some parameter values. The nondifferentiability of $\theta(w)$ leads to some technical (but less significant) complications in the mathematical analysis.
3. Repeated epidemics. The map (2.10) describes how the age-structure of susceptible hosts changes from the beginning of one school-year to the next, and we now turn our attention to the dynamics on the slow season-to-season time scale.

We first determine equilibria $\hat{S} \in B$ of the system in terms of $\vartheta=\theta(\hat{S})$, noting that an equilibrium $F(\hat{S})=\hat{S}$ with $\vartheta<1$ corresponds to a situation where an epidemic of the same size occurs in all seasons.

If $F(\hat{S})=\hat{S}$ and $\vartheta=\theta(\hat{S})$, it follows that

$$
\hat{s}_{k}=\vartheta^{\sigma_{k-1}} \hat{s}_{k-1}=\frac{\vartheta^{u_{k-1}}}{m}, \quad k=2, \ldots, m
$$

where $u_{k}=\sum_{j=1}^{k} \sigma_{j}$ and $u_{0}=0$. Equilibria of the model are therefore characterized by those $\vartheta \in(0,1]$ that solve the equation

$$
\begin{equation*}
H(\vartheta)=\log \vartheta+\frac{\gamma}{m} \sum \tau_{k} \vartheta^{u_{k-1}}\left(1-\vartheta^{\sigma_{k}}\right)=0 \tag{3.1}
\end{equation*}
$$

Using the method in [6, Proposition 1], we have that the following properties hold for $H$ and $\sigma^{*}=\min \left\{\sigma_{k} \mid \sigma_{k}>0\right\}$ :
(1) $H\left(0^{+}\right)=-\infty$.
(2) $H(1)=0$.
(3) $H^{\prime}(1)=1-\frac{\gamma}{m} \sum \tau_{k} \sigma_{k}$.
(4) The function $H(\vartheta) /\left(1-\vartheta^{\sigma^{*}}\right)$ is increasing on the interval $(0,1)$.

Property (2) ensures that $H$ is positive to the left of $\vartheta=1$ if $H^{\prime}(1)<0$, and in combination with property (1), this shows that $H(\vartheta)$ has a zero on the interval $(0,1)$, while property (4) shows that this zero is unique. If $H^{\prime}(1)>0$, the function must
have an even number to zeroes on $(0,1)$, and from property (4) we conclude that no zeroes exist in $(0,1)$.

Since $H(1)=0, \vartheta=1$ will always satisfy (3.1). However, because of our assumption that an epidemic occurs if the threshold condition (2.7) is satisfied, $\theta$ evaluated at the disease-free state $S_{0}=(1, \ldots, 1) / m$ equals unity only if condition (2.7) does not hold at $S_{0}$. Therefore the disease-free state is an equilibrium only when the effective replacement number at $S_{0}$ is below 1 .

We summarize our observations in the following claim.
Proposition 3.1. The model (2.10) has exactly one equilibrium. If the threshold condition

$$
\begin{equation*}
R_{0}=\frac{\gamma}{m} \sum_{k=1}^{m} \tau_{k} \sigma_{k}>1 \tag{3.2}
\end{equation*}
$$

holds, then the equilibrium is endemic, corresponding to an annual epidemic. If the threshold condition does not hold, then the equilibrium is disease-free, i.e., $s_{k}=1 / m$, $k=1, \ldots, m$.

The quantity $R_{0}$ gives the basic replacement number, i.e., the number of secondary infections per primary infection in a totally susceptible population, and Proposition 3.1 therefore shows that the model has an endemic equilibrium exactly when $R_{0}$ exceeds unity, as one expects in epidemic models [12]. However, in contrast to most epidemic models, there is no (unstable) disease-free equilibrium when condition (3.2) holds. This is due to our basic assumption that an infection from an external source will cause an epidemic in every season where it is possible.

The present model can exhibit quite complicated dynamics, including multiple steady states, chaos, and cycles where epidemics occur only in some seasons. We cannot provide a complete analysis of the model, but in the following section we analyze the stability of the endemic equilibrium for a particularly simple mixing structure, and in the subsequent section we provide some numerical examples of the complicated dynamics that can arise.
4. Local stability. From the previous section we know that for $R_{0}>1$ there exists a unique endemic equilibrium. In this section we will determine the local stability of this equilibrium for the case where disease susceptibility is independent of age, $\sigma_{k}=1, k=1, \ldots, m$. This structure is chosen for its mathematical convenience rather than for its epidemiological interest, but it suffices when demonstrating the possibility of destabilization of the endemic equilibrium through variation in infection rates. Assuming constant susceptibility $\sigma_{k}=1$ (but age-dependent infectivity $\tau_{k}$ ) simplifies the analysis considerably, especially because $\theta(S)$, the size of the epidemic, can be treated as a composite map consisting of a linear map followed by a (complicated) one-dimensional (1-D) map, as discussed in section 2.

The endemic equilibrium now takes the form

$$
\hat{S}=\left(\hat{s}_{2}, \hat{s}_{3}, \ldots, \hat{s}_{m}\right)=\frac{1}{m}\left(\vartheta, \vartheta^{2}, \ldots, \vartheta^{m}\right)
$$

where $\vartheta$ is the fraction of hosts that get infected during a season at equilibrium. It turns out that it is more convenient to use $\vartheta$, rather than $\gamma=c / \nu$ as a (bifurcation) parameter. To see that this is possible we start by proving that the equilibrium condition expressed in terms of $\vartheta$ can be used to define a one-to-one map between $\gamma$ and $\vartheta$.

Lemma 4.1. For fixed age-specific infectivity $\left(\tau_{1}, \ldots, \tau_{m}\right)$ the implicit equation

$$
\log \vartheta+\frac{\gamma}{m} \sum_{k=1}^{m} \tau_{k} \vartheta^{k-1}(1-\vartheta)=0
$$

defines a one-to-one map $\gamma \mapsto \vartheta$ from $\left(m / \sum \tau_{k},+\infty\right)$ onto $(0,1)$.
Proof. According to Proposition 3.1, the map is well defined, and the inverse map $\vartheta \mapsto \gamma$ is given explicitly as

$$
\begin{equation*}
\gamma=\frac{-m \log \hat{\vartheta}}{\sum_{k=1}^{m} \tau_{k} \vartheta^{k-1}(1-\vartheta)} \tag{4.1}
\end{equation*}
$$

showing that the map is one-to-one. Clearly $\gamma(\vartheta)$ is positive on $(0,1)$ and $\gamma\left(0^{+}\right)=$ $+\infty$, while $\gamma\left(1^{-}\right)=m / \sum \tau_{k}$.

The stability of the equilibrium $\hat{S}$ is determined by the Jacobian of $F$, given by (2.10) evaluated at $\hat{S}$. A straightforward computation yields

$$
D F=\left(\begin{array}{ccccc}
0 & 0 & \ldots & 0 & 0 \\
\vartheta & 0 & \ldots & 0 & 0 \\
0 & \vartheta & & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \ldots & \vartheta & 0
\end{array}\right)+\left(\begin{array}{c}
\hat{s}_{1} \\
\hat{s}_{2} \\
\hat{s}_{3} \\
\vdots \\
\hat{s}_{m-1}
\end{array}\right)\left(\begin{array}{llll}
\theta_{2}^{\prime} & \theta_{3}^{\prime} & \ldots & \theta_{m}^{\prime}
\end{array}\right)
$$

where

$$
\theta_{k}^{\prime}=\frac{\partial \theta}{\partial s_{k} \mid \hat{s}}=\frac{\gamma \tau_{k}(1-\vartheta)}{\gamma \sum_{1}^{m} \tau_{j} \hat{s}_{j}-\vartheta^{-1}}=-\frac{\gamma \tau_{k}(1-\vartheta)}{\frac{\log \vartheta}{1-\vartheta}+\frac{1}{\vartheta}}=\frac{\tau_{k} m}{\sum_{1}^{m} \tau_{j} \vartheta^{j-1}} \psi(\vartheta)<0
$$

denotes the partial derivative of $\theta$ after $s_{k}$ evaluated at the equilibrium. The third equality is obtained by using the equilibrium condition

$$
\log \vartheta+\gamma \sum \tau_{k} \hat{s}_{k}(1-\vartheta)=0
$$

while the subsequent equality follows from (4.1).
The elementary function

$$
\psi(\vartheta)=\frac{\log \vartheta}{\frac{\log \vartheta}{1-\vartheta}+\frac{1}{\vartheta}}
$$

will play a central role in the analysis, and we note the following claim.
Lemma 4.2. The function $\psi$ satisfies the inequality

$$
0>\vartheta+\psi(\vartheta)>-1
$$

on the interval $(0,1)$, and $\psi\left(0^{+}\right)=0$, while $\psi\left(1^{-}\right)=-2$.
Proof. We find

$$
\begin{align*}
1+\vartheta+\psi(\vartheta) & =1+\vartheta+\frac{\log \vartheta}{\frac{1}{\vartheta}+\frac{\log \vartheta}{1-\vartheta}} \\
& =1-\frac{\vartheta-1-\log \vartheta}{\vartheta^{-1}-1-\log \vartheta^{-1}}  \tag{4.2}\\
& =\frac{\vartheta^{-1}-\vartheta+2 \log \vartheta}{\vartheta^{-1}-1-\log \vartheta^{-1}} \tag{4.3}
\end{align*}
$$

By applying the elementary inequality $y-1-\log y>0$ to the numerator and the denominator in expression (4.2), we observe that $\vartheta+\psi(\vartheta)<0$. To see that $\vartheta+$ $\psi(\vartheta)+1>0$, apply the same inequality to the denominator of (4.3) and observe that $t(\vartheta)=\vartheta^{-1}-\vartheta+2 \log \vartheta>0$ since $t(1)=0$ and $t^{\prime}(\vartheta)=-\left(1-\vartheta^{-1}\right)^{2}$.

In principle, the characteristic polynomial can be determined by a straightforward computation of the determinant of $D F-z E$. However, the following two lemmas considerably simplify the computation.

Lemma 4.3. For an $n \times n$-matrix $M$ and (column) vectors $c_{1}, c_{2}$, and $d$ we have

$$
\operatorname{det}\left(M+d\left(c_{1}+c_{2}\right)^{T}\right)=\operatorname{det}\left(M+d c_{1}^{T}\right)+\operatorname{det}\left(M+d c_{2}^{T}\right)-\operatorname{det} M .
$$

Proof. The proof follows from Theorem 8.4.3 in [22].
Lemma 4.4. Let $P_{n j}(a)$ denote the determinant of the $n \times n$ matrix

$$
L=\left(\begin{array}{ccccc}
-z & 0 & \ldots & 0 & 0 \\
u & -z & \ldots & 0 & 0 \\
0 & u & & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \ldots & u & -z
\end{array}\right)+a\left(\begin{array}{c}
1 \\
u \\
u^{2} \\
\vdots \\
u^{n-1}
\end{array}\right) e_{j}^{T},
$$

where $e_{j}$ denotes the $j$ th unit vector; then

$$
P_{n j}(a)=\operatorname{det} L=(-1)^{n}\left(z^{n}-a u^{j-1}\left(z^{n-1}+\ldots+z^{n-j}\right)\right) .
$$

Proof. Expansion of the determinant after the first row of $L$ gives the recursion formula

$$
P_{n j}(a)=-z P_{n-1 j-1}(a u)+(-1)^{j+1} u^{j-1}(-z)^{n-j},
$$

and the result follows by induction.
Combining the two lemmas, we find that the characteristic polynomial of $D F(\hat{S})$ is

$$
\begin{align*}
p(z) & =(-1)^{m-1}\left(z^{m-1}-\frac{1}{m} \sum_{k=2}^{m} \theta_{k}^{\prime} \vartheta^{k-2}\left(z^{m-2}+\cdots+z^{m-k}\right)\right) \\
& =(-1)^{m-1}\left(z^{m-1}-\frac{1}{m} \sum_{k=2}^{m} \theta_{k}^{\prime} \vartheta^{k-2} z^{m-k} \frac{z^{k-1}-1}{z-1}\right) . \tag{4.4}
\end{align*}
$$

Here the reader should bear in mind that since the first age-class is omitted, $D F$ is in fact an $(m-1) \times(m-1)$-matrix, where $\theta_{j}^{\prime}$ appears in the $(j-1)$ th column. Since $\theta_{k}^{\prime}<0$, the penultimate expression is a polynomial where all coefficients are nonnegative, showing that the polynomial cannot have positive real zeroes. Therefore the last expression may be used to determine the eigenvalues of $D F$.

The polynomial (4.4) is too complex to allow for a general analysis, and we will study only a - somewhat artificial - situation where infected hosts in age-class $j, j \geq 2$, can infect with full strength $\tau_{j}=1$, while hosts in other age-classes infect with reduced strength $\tau_{k}=\tau \leq 1$, for $k \neq j$. In particular, for $\tau=1$ we obtain as a special case the homogeneous model where all hosts infect equally well, and we shall analyze this case in some detail below.

Since $\theta_{k}^{\prime}=\tau \theta_{j}^{\prime}, k \neq j$, we set $\theta_{j}^{\prime}=\theta^{\prime}$ and find that

$$
\theta^{\prime}=\frac{\psi(\vartheta)}{\tau \frac{\vartheta^{m}-1}{\vartheta-1}+(1-\tau) \vartheta^{j-1}}
$$

The characteristic polynomial takes the form

$$
\begin{aligned}
p(z)= & (-1)^{m-1}\left(z^{m-1}-\frac{1-\tau}{m} \theta^{\prime} \vartheta^{j-2} z^{m-j} \frac{z^{j-1}-1}{z-1}-\frac{\tau}{m} \sum_{k=2}^{m} \theta^{\prime} \vartheta^{k-2} z^{m-k} \frac{z^{k-1}-1}{z-1}\right) \\
= & \frac{(-z)^{m-1}}{z-1}\left((z-1)-\frac{(1-\tau) \theta^{\prime}}{m} \vartheta^{j-2}\left(1-z^{-j+1}\right)\right. \\
& \left.\quad-\frac{\tau \theta^{\prime}}{m}\left(\frac{\vartheta^{m-1}-1}{\vartheta-1}-z \frac{\left(\frac{\vartheta}{z}\right)^{m-1}-1}{\frac{\vartheta}{z}-1}\right)\right)
\end{aligned}
$$

Thus eigenvalues of $D F$ will satisfy the equation

$$
\begin{equation*}
0=p(z)=\frac{z^{m+1}+a z^{m}+b z^{m-1}-\left(c+d z^{m-j}+f z^{m-j+1}\right)}{(z-1)(\vartheta-z)} \tag{4.5}
\end{equation*}
$$

where

$$
\begin{aligned}
a & =-\left(1+\vartheta+\tau \frac{\theta^{\prime}}{m} \frac{\vartheta^{m-1}-1}{\vartheta-1}+(1-\tau) \frac{\theta^{\prime}}{m} \vartheta^{j-2}\right) \\
c & =\tau \frac{\theta^{\prime}}{m} \vartheta^{m-1} \\
d & =(1-\tau) \frac{\theta^{\prime}}{m} \vartheta^{j-1}, \\
f & =-(1-\tau) \frac{\theta^{\prime}}{m} \vartheta^{j-2}, \\
b & =-1-a+c+d+f=\vartheta+\psi(\vartheta) .
\end{aligned}
$$

From Lemma 4.2 we have that $0>b>-1$.
We now describe the eigenvalues of $D F$ by analyzing the roots of

$$
h(z)=p(z)(z-1)(\vartheta-z)=z^{m+1}+a z^{m}+b z^{m-1}-\left(c+d z^{m-j}+f z^{m-j+1}\right),
$$

noticing that we have introduced artificial roots at $z=\vartheta, 1$, which do not correspond to eigenvalues of $D F$. Since $D F$ cannot have positive real eigenvalues, double roots at these two values of $z$ cannot occur.

The equation $h(z)=0$ is not amenable to analytic solution, and we first study the two extreme cases $\tau=1$, corresponding to homogeneous disease spread, and $\tau=0$, corresponding to the situation where only age-class $j$ can spread the disease.
4.1. Homogeneous disease transmission. For homogeneous disease transmission, $\sigma_{k}=\tau_{k}=1$, the reproduction ratio simplifies to $R_{0}=\gamma$, and from Proposition 3.1, we know that an internal (endemic) equilibrium exists exactly when $R_{0}>1$, while a disease-free equilibrium exists only when $R_{0}<1$. The picture is clear in that we can prove the following result.

Proposition 4.5. When disease spread is age-independent and $\gamma>1$, the endemic equilibrium is always locally stable.

The proof naturally breaks into two lemmas.
Lemma 4.6. If disease transmission is independent of age $\sigma_{k}=\tau_{k}=1$, then the eigenvalues of the Jacobian DF cannot lie on the unit circle.

Proof. When $\tau=1$, the coefficients $d$ and $f$ vanish, and the equation $h(z)=0$ simplifies to

$$
\begin{equation*}
z+a+b z^{-1}=c z^{-m} \tag{4.6}
\end{equation*}
$$

where the coefficients $a$ and $c$ are

$$
\begin{aligned}
& a=-\left(1+\vartheta+\psi(\vartheta) \frac{\vartheta^{m-1}-1}{\vartheta^{m}-1}\right), \\
& c=\psi(\vartheta) \frac{\vartheta^{m}-\vartheta^{m-1}}{\vartheta^{m}-1} .
\end{aligned}
$$

Taking the absolute value of both sides of the equation, we find that roots of unit length $z=e^{i \omega}$ must satisfy the equation

$$
((1+b) \cos \omega+a)^{2}+(1-b)^{2} \sin ^{2} \omega=c^{2} .
$$

Using the fact that $a+b+1=c$, the equation simplifies to

$$
(\cos \omega-1)[2 a(1+b)+4 b(1+\cos \omega)]=0 .
$$

Clearly $z=1$ solves (4.6). However, (4.6) was obtained by multiplying the characteristic equation by $(z-1)$ to simplify the expression. We have already observed that $D F$ has no positive real eigenvalues, excluding the possibility of an eigenvalue at $z=1$. Characteristic roots of unit length $z=e^{i \omega}$ are therefore possible only if

$$
\cos \omega=-1-\frac{a(b+1)}{2 b},
$$

and thus it suffices to show that

$$
\frac{a(b+1)}{2 b}>0 .
$$

Since we know that $0>b>-1$, we need only show that $a<0$.
To see that $a<0$, observe that

$$
\begin{aligned}
-a & =1+\vartheta+\psi(\vartheta) \frac{1-\vartheta^{m-1}}{1-\vartheta^{m}} \\
& >1+\vartheta+\psi(\vartheta)>0 .
\end{aligned}
$$

We conclude that roots of the characteristic polynomial cannot cross the unit circle in the case of homogeneous mixing, completing the proof of Lemma 4.6.

Lemma 4.7. If disease transmission is independent of age $\tau_{k}=\sigma_{k}=1$, then for large epidemics $(\vartheta \ll 1)$ all eigenvalues of $D F$ lie within the unit circle.

Proof. At $\vartheta=0$, the characteristic polynomial (and, in fact, the entire model!) is singular in the sense that 0 is a root of multiplicity $m$, and we apply a singular perturbation analysis to the characteristic equation. For $\vartheta$ small, $\psi(\vartheta) \approx \vartheta \log \vartheta$, so that (4.6) may be written in the form

$$
\begin{equation*}
z^{m+1}-(1-\vartheta \log \vartheta) z^{m}+\vartheta \log \vartheta z^{m-1}-\vartheta^{m-1} \log \vartheta=0, \tag{4.7}
\end{equation*}
$$

where we have retained only the terms of leading order. By inspection, it is clear that the equation has the following $m+1$ approximate solutions: $z=1, z=\vartheta \log \vartheta$, and $z=w_{k} \vartheta, k=1, \ldots, m-1$, where $w_{k}$ denotes the $m-1$ roots of unity solving the equation $w^{m-1}=1$. Since (4.7) must have exactly $m+1$ complex solutions, our list is exhaustive. During our simplification of the characteristic polynomial we introduced additional roots at $z=1$ and $z=\vartheta$, and we conclude that the remaining $m-1$ solutions are in fact the eigenvalues of $D F$, all of which lie well within the unit circle.

Since, by the implicit function theorem, solutions of the characteristic equation are continuous in $\vartheta$, Lemmas 4.6 and 4.7 immediately give us Proposition 4.5.
4.2. Age-dependent transmissibility. We now return to the situation where age-class $j, j \geq 2$, can infect at full strength $\tau_{j}=1$, while all other age-classes infect with reduced strength $\tau_{k}=\tau, k \neq j$. We first study the extreme case of $\tau=0$ and show the following result.

Proposition 4.8. If only age-class $j, j \geq 2$, can infect, then the endemic equilibrium is always unstable.

From an intuitive viewpoint the proposition is quite simple. Since all hosts are equally susceptible, an epidemic will reduce the susceptible population in all ageclasses by the same amount, and since the infective age-class $j$ can no longer support an epidemic, neither can younger age-classes. Thus a new epidemic cannot arise before a new cohort has been born and has lived for $j$ seasons, bringing it into the age-class where it is capable of infecting others. We now offer a formal proof.

Proof of Proposition 4.8. The proof follows the same method as that of Proposition 4.5 , and we first show that roots of the characteristic polynomial cannot cross the unitcircle. For $\tau=0$, the equation $h(z)=0$ simplifies to

$$
z+a+b z^{-1}=z^{-j}(d+z f)
$$

where $a=-(1+\vartheta+\psi(\vartheta) / \vartheta), b=\vartheta+\psi(\vartheta), d=\psi(\vartheta)$, and $f=-\psi(\vartheta) / \vartheta$. Since age-classes $j+1, \ldots, m$ do not contribute to disease transmission, the corresponding variables span an $(m-j)$-dimensional generalized nullspace, so that we need to identify only $j-1$ eigenvalues (plus the two roots at $z=1, \vartheta$ ). As in Lemma 4.6, we can derive a necessary condition for the existence of roots of unit length $z=e^{i \omega}$ and find that $\omega$ must satisfy the equation

$$
\begin{aligned}
\cos \omega & =-1-\frac{a(b+1)-d f}{2 b} \\
& =-1+\frac{\left(1+\vartheta+\frac{\psi(\vartheta)}{\vartheta}\right)(1+\vartheta+\psi(\vartheta))-\frac{\psi(\vartheta)^{2}}{\vartheta}}{2(\vartheta+\psi(\vartheta))} \\
& =-1+\frac{\frac{(1+\vartheta)^{2}}{\vartheta}}{2}>1,
\end{aligned}
$$

excluding the existence of such roots.
It remains to see that there exists one value of $\vartheta$ for which the equation has solutions outside the unit circle. This may be done by studying small $\vartheta$, as in Lemma 4.7. One finds that the leading terms of the $j+1$ nonzero roots of $h(z)$ are $\vartheta, \log \vartheta$, and the $j-1$ roots of unity solving $w^{j-1}=1$. Clearly the root near $\log \vartheta$ lies outside the unit circle.

For fixed $\vartheta$, the endemic equilibrium is stable for $\tau=1$ and unstable for $\tau=0$, so by the continuity of the characteristic roots, destabilization occurs for an intermediate value of $\tau=\tau_{B}$. Our analysis cannot exclude the possibility of multiple stability


Fig. 4.1. The location of the critical value $\tau=\tau_{B}$ for which the endemic equilibrium loses its stability. The parameter $\tau$ gives the strength of disease transmission from all age-classes except the highly infective age-class $j$. The value of $\tau_{B}$ is determined by numerically solving the modified characteristic equation $h(z)=0$ using Laguere's method [36], excluding the artificial solutions at $z=1$ and applying a bisection method (in $\tau$-space) to locate the value for which the largest solution is of unit length. The number of age-classes is fixed at $m=10$. The left-hand panel shows the diagram in $(\tau, \vartheta)$-space, which is used in the analysis. The right-hand panel shows the diagram in $\left(\tau, R_{0}\right)$-space, which is more natural for biological interpretation.
switches, but numerical investigations of the equation $h(z)=0$ indicate that such switches do not occur. Figure 4.1 shows $\tau_{B}$ for various $j$ and $m=10$. Clearly odd and even $j$ lead to qualitatively different stability regions; furthermore, for odd $j$ the bifurcation seems to be always a Hopf-type bifurcation through a pair of complex eigenvalues, while the bifurcation for even $j$ is a flip bifurcation through an eigenvalue of -1 . Since the age-structure of disease transmission is chosen for its mathematical convenience rather than for biological reasons, the phenomenon probably has no biological significance.
5. Nonequilibrium dynamics. In addition to the endemic equilibrium, more complicated dynamics may occur, and we finish our discussion of the school model with some examples of these complications.

For $m=3$, i.e., three age-classes, the underlying dynamics is 2-D. Using the methods of [6], we have studied in some detail the case of age-independent susceptibility for $\tau_{3}=1$ and $\gamma=5$. The analysis is quite similar to that of [6], so we only sketch the results; details of the analysis and the exact location of the bifurcations may be found in [19].

Figure 5.1 shows the main features of the bifurcations for $\tau_{1}=0.1$. The structure is most easily explained by starting at high values of $\tau_{2}$, i.e., with the lower righthand panel of Figure 5.1. For $\tau_{2}=0.60$ the endemic equilibrium is stable. When $\tau_{2}$ is decreased, the equilibrium undergoes a Hopf bifurcation, giving rise to a stable limitcycle, e.g., for $\tau_{2}=0.53$. As $\tau_{2}$ decreases further, the limit-cycle degenerates, in that a segment of the limit-cycle meets the region of state space where no epidemic occurs, and three "arms" are created, $\tau_{2}=0.32$. Numerical simulations suggest that the dynamics on this attractor is chaotic, in that the trajectories of neighboring points diverge. In addition, the third iterate of $F$ undergoes a saddle-node bifurcation, creating a stable and an unstable 3 -cycle. As $\tau_{2}$ decreases even more, the unstable 3 -cycle meets the three "arms" on the chaotic attractor; a segment of the "arms" now lies in the basin of attraction for the stable triennial-annual cycle, and the chaotic attractor loses its stability.


Fig. 5.1. Trajectories and equilibria for the map $F$, showing the bifurcations that give rise to the complicated dynamics for $m=3$. In all panels $\gamma=5, \tau_{1}=0.1$, and $\tau_{3}=1$. For $\tau_{2}=0.60$ the endemic equilibrium is stable. For $\tau=0.53$ the endemic equilibrium is unstable, and a stable periodic (or quasi-periodic) cycle is created through a Hopf bifurcation. For $\tau_{2}=0.32$ the limit cycle has met the boundary, and "arms" appear on the cycle. In addition, a stable and an unstable 3 -cycle have appeared through a saddle-node bifurcation of the third iterate $F^{3}$. Notice that the "arms" of the attractor almost touch the unstable 3-cycle. The stable attractor will disappear in a global bifurcation for slightly smaller $\tau_{2}$, and for $\tau_{2}=0.20$ the stable 3 -cycle is globally stable. Other symbols: O endemic equilibrium; $\triangle$ three-cycle. Filled marks indicate that the point is stable; open marks indicate that the point is unstable. For $\tau_{2}=0.32$ the shaded area indicates the basin of attraction for the stable 3-cycle.

The dynamics of the model appears to be similar—but not identical- to those of the "realistic age-structured models" based on Schenzle's approach where the transfer of infection from season to season is accounted for explicitly [42, 10]. Figure 5.2 shows the bifurcation diagrams for model (2.10) and for a modified version of Schenzle's model. Schenzle's original model does not assume proportionate mixing in disease transmission, so it is not directly comparable to the present model. In addition, Schenzle assumes that births and deaths are distributed evenly over the year, and he accounts in detail for changes in disease transmission in response to school closure during weekends and breaks. In the modified model we neglect the seasonal variation in transmission and set the transmission coefficient from cohort $j$ to cohort $k$ to

$$
\beta_{j k}=R_{0} b_{j} b_{k} N \nu,
$$



Fig. 5.2. Bifurcation diagram showing the fraction of the host population that is infected in a season as a function of the basic reproduction number $R_{0}$. Crosses: model (2.10); dots: a modified version of Schenzle's "realistic age-structured model," where the size of the infection is carried over between seasons; for details see the text.
where

$$
b_{k}=\left\{\begin{array}{cl}
\sqrt{0.5} & \text { for } 1 \leq k \leq 6 \\
1 & \text { for } 7 \leq k \leq 10 \\
\sqrt{3.5 / 9.0} & \text { for } 11 \leq k \leq 20 \\
\sqrt{1 / 3} & \text { for } k=21
\end{array}\right.
$$

Here $k=21$ is Schenzle's adult age-class. The strange values of $b_{k}$ are chosen to ensure that the values of $\beta_{k k}=b_{k}^{2}$ are identical to those used by Schenzle. Following Schenzle, we assume that new individuals are born susceptible and at a constant rate during the year, while deaths occur only in the adult class and at a constant rate corresponding to a mean residence time of 55 years. To compare this "Schenzle" model to model (2.10), we have set $\tau_{k}=\sigma_{k}=b_{k}$ and included a total of $m=75$ cohorts. Clearly the carry-over of infection from one season to the next has significant impact on the dynamics for small values of $R_{0}$, suggesting that stochastic effects during the summer break may play a role in this situation.
6. Discussion. The school model gives a somewhat different picture of disease transmission dynamics than that of the well-known SIR-model [24, 3]. In the present model the disease appears after the introduction of a new susceptible cohort, it produces an epidemic, and disappears, quite similarly to our everyday experience of epidemic diseases such as measles and influenza. The role of the school-year, classprogression, and admission of new students is quite explicit. The emphasis is on the dynamics of the age-specific herd immunity rather than on the virus population as such. Consequently the model does not address the question of disease persistence during periods of low disease transmission. In fact, we are assuming that the virus population will survive between epidemics in some unspecified reservoir. The model, for example, could describe transmission dynamics in a medium-sized town or island that is fairly well connected to a large city. This suggests a way to separate the nonlinear transmission dynamics during periods of high transmission from the persistence problem where the stochastic effects due to the finite population size may play a significant role [21]. In the case of isolated island populations it will allow us to separate the (stochastic) arrival of an index case from the subsequent transmission dynamics during the epidemic; we are currently exploring this issue.

Since the endemic equilibrium appears to be stable unless the age-dependent variation in transmissibility is unrealistically pronounced, our findings do not corroborate Schenzle's [42] suggestion that the remarkably stable two-year cycle of measles epidemics in many urban areas is caused by the uptake of new susceptible hosts immediately after the summer break. Still we have not explored the entire parameter space, and in particular we have not studied the effect of age-dependent susceptibility in any detail, so a final conclusion awaits further investigations.

In the model, focus is on the slow year-to-year time scale, neglecting the details within the epidemic season, and the model does not give information about the precise onset of the epidemic. In some way this may be an advantage, since the exact timing of the epidemics may depend on specific geographic details of the meta-population in question [17]. However, measles epidemics tend to last several months, and it has been suggested that the exact timing of school breaks may in fact influence the dynamics of childhood diseases [41]. The present model, of course, is not designed to capture such subtleties.

Similarly to other epidemic models, we identified a basic reproduction number $R_{0}$ giving the number of secondary infections per primary infection in a susceptible population and showed that when $R_{0}>1$ there exists an endemic equilibrium. When disease transmission is independent of age, this equilibrium is always stable, but when infectivity is concentrated in just one age-class, the equilibrium is unstable. These results parallel those for the SIR-model with continuous aging of the host population, where the endemic equilibrium is stable for homogeneous disease transmission and short duration of infection [4] but may lose stability when disease transmission is agedependent $[5,43,27]$. It is remarkable that the stability results are considerably easier to obtain for the present model than they were for the PDE model with continuous age-progression.

In the unstable region of parameter-space, the dynamics can be quite complicated, with multiple stable states, complicated attractors, and an unusual global bifurcation. These features are due to the model formulation in which the dynamics are governed by a differential equation for a period followed by a discrete map. Such hybrid models have become increasingly common in biology and epidemiology [ $35,39,40$ ], and also general results on "time scale calculus" are available [1]. Usually the models do not exhibit as complicated behavior as the present model. However, in time scale calculus-as in most specific applications-one assumes that the dynamics follows the differential equation model for a finite time, ensuring that the composite map is in fact smooth. In contrast, for our epidemic model the fast time scale in effect runs over the entire time interval $(-\infty,+\infty)$. Smoothness of the map is no longer guaranteed, and in fact our map is continuous but nondifferentiable along the hyperplane defining the epidemic threshold. In addition, our map is constant below the threshold, allowing for a "folding" that seems to be responsible for the observed chaotic dynamics. It is unclear how one might extend time scale calculus to include such dynamics.
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#### Abstract

A wavelet technique, the wavelet Mie representation, is introduced for the analysis and modeling of the earth's magnetic field and corresponding electric current distributions from geomagnetic data obtained within the ionosphere. The considerations are essentially based on two well-known geomathematical keystones, (i) the Helmholtz decomposition of spherical vector fields and (ii) the Mie representation of solenoidal vector fields in terms of poloidal and toroidal parts. The wavelet Mie representation is shown to provide an adequate tool for geomagnetic modeling in the case of ionospheric magnetic contributions and currents which exhibit spatially localized features. An important example is ionospheric currents flowing radially onto or away from the earth. To demonstrate the functionality of the approach, such radial currents are calculated from vectorial data of the MAGSAT and CHAMP satellite missions.
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1. Introduction. Macroscopic electrodynamics is the theoretical basis for dealing with the subject of satellite magnetometry in geomagnetism. The fundamental equations governing that branch are Maxwell's equations for polarizable media. Since typical time-scales in satellite magnetometry are on the order of days and typical length-scales are on the order of the earth's radius, the typical system velocities are much smaller than the speed of light, and therefore the quasi-static (or stationary) approximations of Maxwell's equations (i.e., the pre-Maxwell equations) can be used (cf., e.g., [2]). As far as the magnetic field is concerned, these equations read

$$
\begin{aligned}
\nabla \cdot b & =0 \\
\nabla \wedge b & =\mu_{0} j
\end{aligned}
$$

where $b$ (in classical geophysical notation usually denoted by $\vec{B}$ ) is the magnetic induction, i.e., the magnetic field; $j$ is the electric current density; and $\mu_{0}$ is the vacuum permeability, $\mu_{0}=4 \pi \cdot 10^{-7} \mathrm{VsA}^{-1} \mathrm{~m}^{-1}$. Note that, in this approximation, the electric current density $j$ is also of zero divergence, i.e.,

$$
\nabla \cdot j=0
$$

Many concepts in geomagnetic modeling assume that the geomagnetic data are solely collected within a spherical shell $\Omega_{\left(R_{1}, R_{2}\right)}$ around the origin-with inner radius $R_{1}$ and outer radius $R_{2}$-between the earth's surface and the ionosphere, so that the current density $j$ can be neglected. This results in $\nabla \wedge b=0, \nabla \cdot b=0$, which implies

[^122]that there exists a scalar potential $U$ in $\Omega_{\left(R_{1}, R_{2}\right)}$ such that $b=-\nabla U$ and $\Delta U=0$ in $\Omega_{\left(R_{1}, R_{2}\right)}$. In order to model the magnetic field $b$ the potential is expanded into a Fourier series of (scalar) spherical harmonics and the expansion coefficients are chosen such that the gradient of the potential fits-in the sense of a least-square metricthe given vectorial data as well as possible. This method, which is known as Gauss representation, has been used and constantly improved for more than 150 years now, so that profound numerical and theoretical techniques exist (see, e.g., [23]).

Satellite missions (like MAGSAT, Oersted, and CHAMP) collect their data within the ionosphere. Due to the intense solar radiation on the earth's dayside (i.e., the hemisphere directed to the sun), the electric conductivity of the ionosphere is increased, and tidal forces, due to solar heating as well as solar and lunar attraction, can drive large electric current systems. Among the most important ionospheric current systems are the so-called equatorial electro jet (EEJ) and the polar electro jets (PEJ), as well as the so-called field aligned currents that are flowing radially towards and away from the geomagnetic poles. In connection with polarization effects in the ionospheric plasma, the geomagnetic field produces an enhanced Hall conductivity (Cowling effect) in the vicinity of the geomagnetic equator. This increased conductivity results in an amplified current system-the EEJ-flowing roughly along the magnetic equator. With regard to our later considerations, it is worth mentioning that the EEJ, though mainly tangential, also provides a notable radial current density, which is known as the radial contribution of the meridional current system of the EEJ. The PEJ is mainly due to an increased conductivity and large horizontal electric field contributions in the polar ionosphere. Currents flowing along the geomagnetic field lines - the field aligned currents - are caused by magnetospheric and ionospheric coupling or imbalances of Sq-current systems (see, e.g., [29] and the references therein). In the polar regions field aligned currents flow onto or away from the earth's body, thus contributing large radial current densities confined to these areas. The radial currents and the resulting magnetic effects, as well as the corresponding modeling approaches, are increasingly the focus of research (see, for example, in chronological order, [30], [34], [9], [23], [29], [11], [4], [27], [31], and [35]). The numerical examples presented in this article also deal with the determination of such radial ionospheric currents from geomagnetic vectorial satellite data.

Due to the electric currents, the magnetic field measured by satellites in the ionosphere is no longer a gradient-field. In fact, it now contains magnetic contributions from current densities on the satellite's track. But this means that new vectorial methods, not based on the existence of a scalar potential, must be derived in close orientation on a (quasi-static) formulation of Maxwell's equations. The authors of $[1],[2],[18],[34]$ suggest the resolution of the magnetic field by means of the Mie representation as an adequate replacement of the Gauss approach. The Mie representation, i.e., splitting the magnetic field into poloidal and toroidal parts, has the advantage that it can equally be applied in regions of vanishing as well as nonvanishing electric current densities. The poloidal fields are due to toroidal current densities below and above the satellite's track, whereas the toroidal fields are created by the radial currents which are crossing the satellite's orbit. It is this characteristic that makes the Mie approach a powerful tool for dealing with geomagnetic source problems, i.e., the problems of calculating magnetic effects due to given electric currents (direct source problem) and, conversely, determining those current distributions that produce a predefined magnetic field (inverse source problem).

There remains the question of how to computationally obtain, in terms of suitable trial functions, the Mie representation from a given set of vectorial data. Most
of the considerations in [1], [2] and all the results in [11], [25], [29] are based on a spherical harmonic parametrization; i.e., the starting points of the considerations are expansions of the poloidal and toroidal scalars in terms of spherical harmonics. On the one hand, this approach is advantageous since it admits the possibility of incorporating radial dependencies of magnetic fields and electric currents in a natural way. On the other hand, the global support of the spherical harmonics limits the practicability of this technique since it cannot cope with electric currents (and corresponding magnetic effects) that vary rapidly with latitude or longitude or that are confined to certain regions. In fact, Backus [1] states that it might be advantageous to find a field parametrization in terms of functions that take efficient account of the specific concentration of the current densities in space. The uncertainty principle (see the scalar theory by Freeden and Windheuser [17] and their generalization to the vector case by Beth [5]) provides an adequate tool for the classification of (spherical restrictions of) poloidal and toroidal vector fields by determining a trade-off between two "spreads," one for the position (space) and the other for the momentum (frequency). The main statement is that sharp localizations in space and in frequency are mutually exclusive. The varieties of space/frequency localization can be illustrated by considering different poloidal and toroidal trial fields on the sphere as suitable for constructive approximation. Vector (spherical) harmonics show an ideal frequency localization but no space localization. The spectrum of (band-limited and non-bandlimited) kernel functions known from harmonic and vectorial spline theory (cf. [12], [33], [14], [15]) shows all intermediate cases of space/frequency localization. But in view of the amount of space/frequency localization, it is also worth distinguishing band-limited from non-band-limited kernels. As a matter of fact, it turns out that non-band-limited kernels show a much stronger space localization than their comparable band-limited counterparts. Roughly speaking, this is due to the fact that band-limited kernels can be represented as finite sums of polynomials and thereforethough strongly smoothed compared to polynomial functions-tend to oscillate. In contrast, non-band-limited kernels cannot be displayed as finite sums of polynomials and hence yield a stronger space localization. Finally, the Dirac kernels show ideal space localization but no frequency localization. Thus they provide the final stage in the spatial resolution of the magnetic field by trial functions. In conclusion, vector harmonics and Dirac kernels are "extreme trial functions" for purposes of geomathematical modeling. These facts help us to find a suitable characterization and categorization of the trial functions for modeling and approximation: Fourier methods (in terms of scalar/vector spherical harmonics, for example) are the canonical starting point for obtaining an approximation of low frequency contributions (global modeling), while band-limited kernel functions can be used for the intermediate cases between long and short wavelengths (global to regional modeling). Due to their extreme space localization, non-band-limited kernels can be utilized to deal with short wavelength phenomena (local modeling). Most data show correlation in space as well as in frequency, and the kernel functions with their simultaneous space and frequency localization allow for the efficient detection and approximation of essential features in the data by using only a fraction of the original information (decorrelation). Using kernels at different scales (multiscale modeling), the corresponding approximation techniques can be constructed so as to be suitable for the particular data situation.

In this article we are concerned with wavelet techniques for the parametrization of the Mie representation, i.e., methods based on certain classes of kernel functions, the scaling functions and wavelets. Suitably constructed wavelets admit a basis property in certain function spaces, the elements of which-the data functions-admit a series
representation in terms of a structured sequence of kernels at different positions and at different scales (multiscale approximation). It is thus possible to break up complicated functions like the geomagnetic field, electric current densities, or geopotentials into different pieces and to study these pieces separately. Consequently, the efficiency of wavelets lies in the fact that only a few wavelet coefficients are needed in areas where the data are smooth, and in regions where the data exhibit more complicated features, higher resolution approximations can be derived by "zooming-in" with more and more wavelets of higher scales and consequential stronger space localization.

The outline of the paper is as follows. In section 2 the fundamentals, such as necessary notation and representation theorems for vector fields (the Helmholtz decomposition theorem for spherical and the Mie representation theorem for solenoidal vector fields) are presented. In section 3 we recapitulate how the Mie representation can be applied in satellite magnetometry in order to interpret different source terms and their geomagnetic effects. In section 4 scalar and vectorial scaling functions and wavelets for the analysis of square-integrable scalar and vectorial spherical functions are introduced. In section 5 the Helmholtz decomposition theorem is utilized to combine the wavelet techniques and the Mie representation of the geomagnetic field into what is called the wavelet Mie representation. The resulting method of data analysis is illustrated in section 6, where the wavelet Mie representation is used to calculate radial ionospheric current distributions from the toroidal geomagnetic contributions extracted from MAGSAT and CHAMP vectorial data sets.

## 2. Fundamentals.

2.1. Notation and preliminaries. In order to avoid notational complications we will, unless stated otherwise, use the following scheme: Scalar fields will be denoted by capital roman letters ( $F, G$, etc.), while vector fields are symbolized by lower-case roman letters ( $f, g$, etc.).

A sphere of radius $R$ centered in the origin, i.e., the set $\left\{x \in \mathbb{R}^{3}:|x|=R\right\}$, will be denoted by $\Omega_{R}$. In particular, $\Omega\left(=\Omega_{1}\right)$ is the unit sphere in $\mathbb{R}^{3}$. A spherical shell with inner radius $R_{1}$ and outer radius $R_{2}, R_{2}>R_{1}>0$, is given by $\Omega_{\left(R_{1}, R_{2}\right)}=$ $\left\{x \in \mathbb{R}^{3}: R_{1} \leq|x| \leq R_{2}\right\}$. Any element $x \in \mathbb{R}^{3}$ with $|x| \neq 0$ may be written in the form $x=r \xi$, where $r=|x|$ and $\xi=\frac{x}{r} \in \Omega, \xi=\left(\xi_{1}, \xi_{2}, \xi_{3}\right)^{T}$, is the uniquely determined directional unit vector of $x$. Using this separation, the gradient $\nabla$ in $\mathbb{R}^{3}$ reads

$$
\nabla_{x}=\xi \frac{\partial}{\partial r}+\frac{1}{r} \nabla_{\xi}^{*}
$$

where the horizontal part $\nabla^{*}$ is the surface gradient on the unit sphere $\Omega$. Moreover, the Laplace operator $\Delta=\nabla \cdot \nabla$ in $\mathbb{R}^{3}$ has the representation

$$
\Delta_{x}=\left(\frac{\partial}{\partial r}\right)^{2}+\frac{2}{r} \frac{\partial}{\partial r}+\frac{1}{r^{2}} \Delta_{\xi}^{*}
$$

where $\Delta^{*}$ is the Beltrami operator on the unit sphere $\Omega$. The surface curl gradient $L^{*}$ on $\Omega$ can be calculated from $\nabla^{*}$ by the relation $L_{\xi}^{*}=\xi \wedge \nabla_{\xi}^{*}, \xi \in \Omega$ (where " $\wedge$ " denotes the usual cross product).

A function is said to be of class $\mathcal{C}^{(k)}\left(\Omega_{R}\right), 0 \leq k<\infty$, if it possesses $k$ continuous derivatives on $\Omega_{R}$. The set $c^{(k)}\left(\Omega_{R}\right), 0 \leq k<\infty$, denotes the space of $k$-times continuously differentiable vector fields on $\Omega_{R}$. The Hilbert spaces of measurable square-integrable scalar and vector fields on the sphere $\Omega_{R}$ are denoted by $\mathcal{L}^{2}\left(\Omega_{R}\right)$
and $l^{2}\left(\Omega_{R}\right)$, respectively. Let $H_{n}: \mathbb{R}^{3} \rightarrow \mathbb{R}$ be a homogeneous harmonic polynomial of degree $n$; then the restriction $Y_{n}=\left.H_{n}\right|_{\Omega}$ is called a (scalar) spherical harmonic of degree $n$. The space of all spherical harmonics of degree $n$ is of dimension $2 n+1$. Spherical harmonics of different degrees are orthogonal in the sense of the $\mathcal{L}^{2}(\Omega)$-inner product

$$
\left(Y_{n}, Y_{m}\right)_{\mathcal{L}^{2}(\Omega)}=\int_{\Omega} Y_{n}(\xi) Y_{m}(\xi) d \omega(\xi)=0, \quad n \neq m
$$

Throughout the remainder of this work, we denote by $\left\{Y_{n, k}\right\}, n=0,1, \ldots, k=$ $1, \ldots, 2 n+1$, a complete orthonormal system in the Hilbert space $\mathcal{L}^{2}(\Omega)$. It is obvious that $\left\{Y_{n, k}^{R_{1}}\right\}, n=0,1, \ldots, k=1, \ldots, 2 n+1$, with $Y_{n, k}^{R_{1}}=\frac{1}{R_{1}} Y_{n, k}$ denotes an $\mathcal{L}^{2}\left(\Omega_{R_{1}}\right)$ orthonormal system. Let $F \in \mathcal{C}^{\left(0_{i}\right)}(\Omega)$; then the operators $o_{\xi}^{(i)}: \mathcal{C}^{\left(0_{i}\right)}(\Omega) \rightarrow c(\Omega)$ are given by

$$
\begin{array}{ll}
o_{\xi}^{(1)} F(\xi)=\xi F(\xi), & \xi \in \Omega, \\
o_{\xi}^{(2)} F(\xi)=\nabla_{\xi}^{*} F(\xi), & \xi \in \Omega, \\
o_{\xi}^{(3)} F(\xi)=L_{\xi}^{*} F(\xi), & \xi \in \Omega,
\end{array}
$$

where $0_{i}$ is an abbreviation given by $0_{1}=0$ and $0_{i}=1$ for $i \in\{2,3\}$. Clearly, $o_{\xi}^{(1)} F(\xi)$ is a radial field. From the definitions of the operators $\nabla^{*}$ and $L^{*}$ it is easy to see that $o_{\xi}^{(2)} F(\xi)$ and $o_{\xi}^{(3)} F(\xi)$ are purely tangential. Furthermore, $o_{\xi}^{(2)} F(\xi)$ is curl-free, whereas $o_{\xi}^{(3)} F(\xi)$ is divergence-free, which is clear from $\nabla_{\xi}^{*} F(\xi)$ being a gradient- and $L_{\xi}^{*} F(\xi)$ being a curl-field. Additionally, it is not difficult to see that

$$
o_{\xi}^{(i)} F(\xi) \cdot o_{\xi}^{(j)} F(\xi)=0 \quad \text { for all } i \neq j, \quad i, j \in\{1,2,3\} .
$$

Using a complete system of scalar spherical harmonics, we are able to introduce a complete orthonormal set $\left\{y_{n, k}^{(i)}\right\}$ of vector spherical harmonics in $l^{2}(\Omega)$ (e.g., see [15]):

$$
\begin{equation*}
y_{n, k}^{(i)}=\left(\mu_{n}^{(i)}\right)^{-1 / 2} o^{(i)} Y_{n, k} \tag{2.1}
\end{equation*}
$$

$i=1,2,3, n \in \mathbb{N}_{0_{i}}, k=1, \ldots, 2 n+1$. The normalization factor is chosen to be

$$
\mu_{n}^{(i)}=\left\{\begin{array}{lll}
1 & \text { if } \quad i=1 \\
n(n+1) & \text { if } \quad i=2,3
\end{array}\right.
$$

2.2. Helmholtz decomposition and Mie representation. The wavelet Mie representations are based on two main results for the decomposition of vector fields: the Helmholtz decomposition of spherical vector fields and the Mie representation of solenoidal vector fields. We start with the Helmholtz decomposition theorem (cf. [15]), as follows.

Theorem 2.1. Let $f \in c^{(1)}(\Omega)$. Then there exist uniquely determined scalar functions $F_{1} \in \mathcal{C}^{(1)}(\Omega)$ and $F_{2}, F_{3} \in \mathcal{C}^{(2)}(\Omega)$ satisfying

$$
\int_{\Omega} F_{i}(\xi) d \omega(\xi)=0, \quad i=2,3
$$

such that

$$
f=\sum_{i=1}^{3} o^{(i)} F_{i}
$$

It should be mentioned that $F_{1}$ is just the radial projection of $f$, while representations for the Helmholtz scalars $F_{2}$ and $F_{3}$ are available in terms of the Green function with respect to the Beltrami operator (cf. [15]). Note that the above theorem is also valid for vector fields on $\Omega_{R}$, since they are isomorphic to those on $\Omega$.

In addition to the Helmholtz representation presented above, we will make use of the so-called Mie representation for solenoidal vector fields. A vector field $f$ on an open subset $\mathcal{U} \subset \mathbb{R}^{3}$ is called solenoidal if and only if the integral $\int_{S} f(x) \cdot \nu(x) d \omega(x)$ vanishes for every closed surface $S$ lying entirely in $U$ ( $\nu$ denotes the outward normal of $S$ ). Every such solenoidal vector field admits a representation in terms of two uniquely defined scalar functions by means of the Mie representation theorem (e.g., [1, 2, 18, 32]), which follows.

THEOREM 2.2. Let $0<R_{1}<R_{2}$, and let $f: \Omega_{\left(R_{1}, R_{2}\right)} \rightarrow \mathbb{R}^{3}$ be a solenoidal vector field in the spherical shell $\Omega_{\left(R_{1}, R_{2}\right)}$. Then there exist unique scalar functions $P_{f}, Q_{f}: \Omega_{\left(R_{1}, R_{2}\right)} \rightarrow \mathbb{R}$ such that
(1) $\int_{\Omega_{r}} P_{f}(x) d \omega_{r}(x)=\int_{\Omega_{r}} Q_{f}(x) d \omega_{r}(x)=0$,
(2) $f=\nabla \wedge L P_{f}+L Q_{f}$ for all $r \in\left(R_{1}, R_{2}\right)$ with the operator $L$ given by $L_{x}=x \wedge \nabla_{x}$.

Vector fields of the form $\nabla \wedge L P_{f}$ are called poloidal, while vector fields of the form $L Q_{f}$ are denoted toroidal. For the sake of completeness we present the following theorem (cf. [2]).

THEOREM 2.3. Let $0<R_{1}<R_{2}$, and let $f: \Omega_{\left(R_{1}, R_{2}\right)} \rightarrow \mathbb{R}^{3}$ be a solenoidal vector field in the spherical shell $\Omega_{\left(R_{1}, R_{2}\right)}$. Then there exist a unique poloidal field $p$ as well as a unique toroidal field $t$ such that

$$
f=p+t
$$

in $\Omega_{\left(R_{1}, R_{2}\right)}$.
For our further considerations it is important that, for each $x=r \xi$ with $R_{1}<$ $r<R_{2}$ and $\xi \in \Omega$, the Mie representation $f=\nabla \wedge L P_{f}+L Q_{f}$ can be rewritten as

$$
\begin{equation*}
f(r \xi)=\xi \frac{\Delta_{\xi}^{*} P_{f}(r \xi)}{r}-\nabla_{\xi}^{*} \frac{\partial_{r} r P_{f}(r \xi)}{r}+L_{\xi}^{*} Q_{f}(r \xi) \tag{2.2}
\end{equation*}
$$

(cf., e.g., $[1,2,25,29]$ ), where we have used the abbreviation $\partial_{r}=\partial / \partial r$. (Actually, with regard to the second term, it is mathematically correct to write

$$
\left.\left(\frac{\partial}{\partial \tilde{r}} \tilde{r} P_{f}(\tilde{r} \xi)\right)\right|_{\tilde{r}=r}
$$

We avoid this awkward notation, however, and stick to the easy nomenclature.) Note that (2.2) is the Helmholtz decomposition of the Mie representation of $f$ and links the previously defined vector spherical harmonics to the Mie representation of vector fields.

Finally, we mention the following last result, which is concerned with the curl of a Mie representation.

Corollary 2.4. Let $f, g: \Omega_{\left(R_{1}, R_{2}\right)} \rightarrow \mathbb{R}^{3}$ be two solenoidal vector fields with representations

$$
\begin{aligned}
f & =\nabla \wedge L P_{f}+L Q_{f}, \\
g & =\nabla \wedge L P_{g}+L Q_{g},
\end{aligned}
$$

and which are connected via $\nabla \wedge f=\lambda g, \lambda \in \mathbb{R} \backslash\{0\}$. Then the Mie scalars are related via

$$
\begin{aligned}
P_{g} & =\frac{1}{\lambda} Q_{f} \\
Q_{g} & =-\frac{1}{\lambda} \Delta P_{f}
\end{aligned}
$$

This shows us that the curl of a poloidal field is a toroidal field, and vice versa.
3. The (geo)magnetic field in Mie representation. If we assume the typical length- and time-scales of the magnetic field $b$ and the electric current densities $j$ to be such that retarding effects (and displacement currents) are negligible, then we can consider the quasi-static approximation of Maxwell's equations, the pre-Maxwell equations, to be valid:

$$
\begin{aligned}
\nabla \cdot b & =0 \\
\nabla \wedge b & =\mu_{0} j
\end{aligned}
$$

where $\mu_{0}$ is the vacuum permeability. Since the magnetic field is divergence-free everywhere, it can be split up into a poloidal and a toroidal part (see Theorem 2.2):

$$
\begin{equation*}
b=b_{p o l}+b_{t o r}=\nabla \wedge L P_{b}+L Q_{b} \tag{3.1}
\end{equation*}
$$

The quasi-static approximation being true is equivalent to the current densities being divergence-free everywhere. Consequently the electric currents also admit a Mie representation:

$$
\begin{equation*}
j=j_{p o l}+j_{t o r}=\nabla \wedge L P_{j}+L Q_{j} \tag{3.2}
\end{equation*}
$$

According to Corollary 2.4 the Mie scalars of the magnetic field and the electric currents are related via

$$
\begin{align*}
P_{j} & =\frac{1}{\mu_{0}} Q_{b}  \tag{3.3}\\
Q_{j} & =-\frac{1}{\mu_{0}} \Delta P_{b} \tag{3.4}
\end{align*}
$$

Using (2.2), we can, for each $x=r \xi$ with $r \neq 0$ and $\xi \in \Omega$, rewrite (3.1) and (3.2) as

$$
\begin{equation*}
b=\xi \frac{\Delta_{\xi}^{*} P_{b}}{r}-\nabla_{\xi}^{*} \frac{\partial_{r} r P_{b}}{r}+L_{\xi}^{*} Q_{b} \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
j=\xi \frac{\Delta_{\xi}^{*} P_{j}}{r}-\nabla_{\xi}^{*} \frac{\partial_{r} r P_{j}}{r}+L_{\xi}^{*} Q_{j} . \tag{3.6}
\end{equation*}
$$

The first two terms in (3.5) and (3.6) can be interpreted as the restriction of the poloidal magnetic field $b_{p o l}$ and the poloidal currents $j_{p o l}$, respectively, to the sphere $\Omega_{r}$. The last terms represent the toroidal field $b_{t o r}$ and currents $j_{t o r}$ on $\Omega_{r}$. These equations will serve as a starting point for the wavelet Mie representations in section 5 .

Following Backus [1], Engels and Olsen [11], and Maus [25], we assume either the geomagnetic field $b$ or the electric current distributions $j$ to be sampled within
a spherical shell $\Omega_{\left(R_{1}, R_{2}\right)}, 0<R_{1}<R_{2}<\infty$. This assumption takes into account elliptical satellite orbits as well as the decrease in altitude with the lifetime of the satellite. The geomagnetic field within the shell $\Omega_{\left(R_{1}, R_{2}\right)}$ consists of four different parts (cf. [29]), i.e.,

$$
b=b_{p o l}^{i n t}+b_{p o l}^{e x t}+b_{p o l}^{s h}+b_{t o r} .
$$

$b_{\text {pol }}^{i n t}$ denotes the poloidal magnetic field due to internal toroidal currents in the region with $r<R_{1}$. $b_{p o l}^{e x t}$ is the poloidal part caused by external toroidal current densities in the region with $r>R_{2}$, and $b_{p o l}^{s h}$ is the poloidal magnetic field due to the toroidal electric currents within $\Omega_{\left(R_{1}, R_{2}\right)}$. Finally, $b_{\text {tor }}$ is the toroidal part of $b$ generated by poloidal currents in $\Omega_{\left(R_{1}, R_{2}\right)}$. If there are no currents in the shell $\Omega_{\left(R_{1}, R_{2}\right)}$, then $b_{\text {pol }}^{s h}=b_{\text {tor }}=0$, and $b$ can be represented as the gradient-field of a scalar harmonic potential or by means of the Mie representation equivalently. If only the toroidal currents vanish within the shell, then $b_{p o l}^{s h}=0$, and the magnetic field within the shell can be represented by

$$
\begin{equation*}
b=b_{\text {pol }}^{i n t}+b_{p o l}^{e x t}+b_{t o r} . \tag{3.7}
\end{equation*}
$$

The situation changes if the toroidal currents within the shell $\Omega_{\left(R_{1}, R_{2}\right)}$ do not vanish. Let us suppose that the radii of the shell satisfy

$$
R_{2}-R_{1} \ll \frac{R_{2}+R_{1}}{2}
$$

i.e., the thickness of the shell is small compared to the mean radius. Such a shell is called a thin shell. As pointed out by Backus [1] and Olsen [29], even for nonvanishing (toroidal) current densities in the shell, the magnetic field within a thin shell can (approximately) be represented by (3.7), i.e., the poloidal field $b_{p o l}^{s h}$ tends to zero in thin shells, while the toroidal part $b_{t o r}$ remains finite. Actually, for thin shells, it holds that $b_{\text {pol }}^{s h} \rightarrow 0$ as $\left(R_{2}-R_{1}\right) / H \rightarrow 0$, where $H$ is a reference length characterizing the vertical scale of the current density (e.g., [1], [29]). In more detail, if in a thin shell,

$$
R_{2}-R_{1} \ll H \simeq \frac{R_{2}+R_{1}}{2}
$$

i.e., the current density changes significantly on vertical scales that can be compared to the mean radius and that are much larger than the thickness of the shell, then the thin shell approximation (3.7) is surely valid. If, in a thin shell,

$$
R_{2}-R_{1} \simeq H \ll \frac{R_{2}+R_{1}}{2}
$$

i.e., the currents change significantly on vertical length scales that are small compared to the mean radius but that can be compared to the thickness of the shell, then the thin shell approximation can fail as well. For more details the interested reader is directed to [1]. In what follows we assume the thin shell approximation to be valid (which is a reasonable assumption for the examples presented in section 6; see, e.g., [29] and [25]).

At this point, there remains the question of how to numerically obtain - in terms of suitable trial functions-the Mie representation of a given set of vectorial data.

As we have already mentioned, the global support of the spherical harmonics limits the practicability of spherical harmonic parametrizations since most of the relevant ionospheric currents vary rapidly with latitude and longitude and/or are confined to certain regions. Consequently, it seems reasonable to find a field parametrization in terms of functions that take efficient account of the specific concentration of the current densities in space. In [4] we have already presented first methods to deal with the Mie representation in terms of space-localizing trial functions, so-called spherical vectorial wavelets, which are able to reflect various levels of space localization (see also [3]). The techniques developed in section 5 are generalizations and enhancements of this approach. For a complete and comprehensive description, the interested reader is directed to the thesis [24].
4. Scaling functions and wavelets in $\mathcal{L}^{2}(\Omega)$ and $l^{\mathbf{2}}(\Omega)$. As far as this article is concerned, it suffices to introduce scaling functions and wavelets for the spaces of square-integrable scalar and vector fields on the unit sphere, i.e., $\mathcal{L}^{2}(\Omega)$ and $l^{2}(\Omega)$. This theory is well known since, starting from classical wavelet theory (see, e.g., [7] and [6] for an overview), the concept of multiresolution has been adapted to spherical geometries for scalar fields by, e.g., Freeden and Windheuser [16], [17] and, for vector fields, by Bayer, Beth, and Freeden [3] and Freeden, Gervens, and Schreiner [15], for example. We therefore just repeat some results which are useful for our further considerations as follows.

Definition 4.1. A real sequence $\left\{\left(\Phi_{J}\right)^{\wedge}(n)\right\}, J \in \mathbb{Z}, n \in \mathbb{N}_{0}$, is called a generator (or symbol) of an $\mathcal{L}^{2}(\Omega)$-scaling function if it satisfies
(i) $\sum_{n=0}^{\infty}\left(\left(\Phi_{J}\right)^{\wedge}(n)\right)^{2}<\infty$,
(ii) $\sum_{n=0}^{\infty}\left(\left(\Phi_{J}\right)^{\wedge}(n) Y_{n, k}(\xi)\right)^{2}<\infty$ for all $\xi \in \Omega$,
(iii) $\lim _{J \rightarrow \infty}\left(\left(\Phi_{J}\right)^{\wedge}(n)\right)^{2}=1, n \in \mathbb{N}$,
(iv) $\left(\left(\Phi_{J}\right)^{\wedge}(n)\right)^{2} \geq\left(\left(\Phi_{J-1}\right)^{\wedge}(n)\right)^{2}$,
(v) $\lim _{J \rightarrow-\infty}\left(\left(\Phi_{J}\right)^{\wedge}(n)\right)^{2}=0$,
(vi) $\left(\left(\Phi_{J}\right)^{\wedge}(0)\right)^{2}=1, J \in \mathbb{Z}$.

The corresponding family $\left\{\Phi_{J}\right\}$ of kernels given by

$$
\Phi_{J}(\xi, \eta)=\sum_{n=0}^{\infty} \sum_{k=1}^{2 n+1}\left(\Phi_{J}\right)^{\wedge}(n) Y_{n, k}(\xi) Y_{n, k}(\eta), \quad \xi, \eta \in \Omega
$$

is called $\mathcal{L}^{2}(\Omega)$-scaling function.
Wavelets come into play via the refinement equation, as in the following.
Definition 4.2. The real sequence $\left\{\left(\Psi_{J}\right)^{\wedge}(n)\right\}, J \in \mathbb{Z}, n \in \mathbb{N}_{0}$, defined via the refinement equation

$$
\left(\Psi_{J}\right)^{\wedge}(n)=\left(\left(\left(\Phi_{J+1}\right)^{\wedge}(n)\right)^{2}-\left(\left(\Phi_{J}\right)^{\wedge}(n)\right)^{2}\right)^{\frac{1}{2}}
$$

is called the generator (or symbol) of the $\mathcal{L}^{2}(\Omega)$-wavelet $\left\{\Psi_{J}\right\}$ given as

$$
\Psi_{J}(\xi, \eta)=\sum_{n=0}^{\infty} \sum_{k=1}^{2 n+1}\left(\Psi_{J}\right)^{\wedge}(n) Y_{n, k}(\xi) Y_{n, k}(\eta), \quad \xi, \eta \in \Omega
$$

The concept of scaling functions and wavelets can also be carried over to the vectorial case as in the following.

Definition 4.3. Let, for $i \in\{1,2,3\}$, the real sequence $\left\{\left(\varphi_{J}^{(i)}\right)^{\wedge}(n)\right\}, J \in \mathbb{Z}$, $n \in \mathbb{N}_{0_{i}}$, be generators of $\mathcal{L}^{2}(\Omega)$-scaling functions; then the vectorial kernels

$$
\begin{equation*}
\varphi_{J}^{(i)}(\xi, \eta)=\sum_{n=0_{i}}^{\infty} \sum_{k=1}^{2 n+1}\left(\varphi_{J}^{(i)}\right)^{\wedge}(n) Y_{n, k}(\xi) y_{n, k}^{(i)}(\eta) \tag{4.1}
\end{equation*}
$$

are called $l^{2}(\Omega)$-scaling functions of type $i$. The $l^{2}(\Omega)$-wavelets of type $i$ are given by

$$
\begin{equation*}
\psi_{J}^{(i)}(\xi, \eta)=\sum_{n=0_{i}}^{\infty} \sum_{k=1}^{2 n+1}\left(\psi_{J}^{(i)}\right)^{\wedge}(n) Y_{n, k}(\xi) y_{n, k}^{(i)}(\eta) \tag{4.2}
\end{equation*}
$$

with generators $\left\{\left(\psi_{J}^{(i)}\right)^{\wedge}(n)\right\}$ satisfying the refinement equation

$$
\left(\psi_{J}^{(i)}\right)^{\wedge}(n)=\left(\left(\left(\varphi_{J+1}^{(i)}\right)^{\wedge}(n)\right)^{2}-\left(\left(\varphi_{J}^{(i)}\right)^{\wedge}(n)\right)^{2}\right)^{\frac{1}{2}}
$$

With these definitions at hand, we can find approximations of $\mathcal{L}^{2}(\Omega)$ and $l^{2}(\Omega)$ functions in terms of the respective scaling functions and wavelets (e.g., [16]).

THEOREM 4.4. Let the families $\left\{\Phi_{J}\right\},\left\{\Psi_{J}\right\}$ be $\mathcal{L}^{2}$-scaling functions and wavelets. For any $F \in \mathcal{L}^{2}(\Omega)$ it holds that

$$
\begin{align*}
F & =\Phi_{J^{\prime}} * \Phi_{J^{\prime}} * F+\sum_{J=J^{\prime}}^{\infty} \Psi_{J} * \Psi_{J} * F  \tag{4.3}\\
& =\Phi_{0} * \Phi_{0} * F+\sum_{J=0}^{\infty} \Psi_{J} * \Psi_{J} * F \tag{4.4}
\end{align*}
$$

where the convolution operator "*" for scalar kernels and functions is defined by

$$
K * F=\int_{\Omega} K(\cdot, \eta) F(\eta) d \omega(\eta)
$$

In the case of vector fields $f \in l^{2}(\Omega)$ it is possible to show the following (cf. [3]).
THEOREM 4.5. Let the families $\left\{\varphi_{J}^{(i)}\right\},\left\{\psi_{J}^{(i)}\right\}$ be vectorial scaling functions and wavelets. Then, for $f \in l^{2}(\Omega)$,

$$
\begin{align*}
f & =\sum_{i=1}^{3} \varphi_{J^{\prime}}^{(i)} \star \varphi_{J^{\prime}}^{(i)} * f+\sum_{J=J^{\prime}}^{\infty} \sum_{i=1}^{3} \psi_{J}^{(i)} \star \psi_{J}^{(i)} * f  \tag{4.5}\\
& =\sum_{i=1}^{3} \varphi_{0}^{(i)} \star \varphi_{0}^{(i)} * f+\sum_{J=0}^{\infty} \sum_{i=1}^{3} \psi_{J}^{(i)} \star \psi_{J}^{(i)} * f \tag{4.6}
\end{align*}
$$

where the convolution "*" of a vectorial kernel against a vector field is given as

$$
k * f=\int_{\Omega} k(\cdot, \eta) \cdot f(\eta) d \omega(\eta)
$$

and the convolution " $\star$ " of a vectorial kernel against a scalar field is

$$
k \star F=\int_{\Omega} k(\eta, \cdot) F(\eta) d \omega(\eta)
$$

The representations of square-integrable scalar and vectorial functions in terms of scaling functions and wavelets build one of the fundamentals for our considerations in the next section. It is noteworthy that the vectorial wavelets are defined in correspondence to the vector spherical harmonics in section 2.1 and can therefore be linked to the Mie representation via (2.2), (3.5), and (3.6), which is the task of the next section.

It should be remarked that, in the case of $F$ being one of the Mie-scalars, the first term in (4.4) vanishes, since the Mie-scalars have vanishing zeroth order moment. A similar argument holds true for the case of $f$ being the magnetic field or the electric current density; i.e., since both are of zero divergence, the first term in (4.6) vanishes.

Before we go on, we mention some properties of the above kernel functions (scaling functions and wavelets) which are important from a numerical point of view. Let $K$ and $k^{(i)}$ be either scalar scaling functions or wavelets, or vectorial scaling functions or wavelets, respectively. Using the addition theorem for spherical harmonics, each scalar kernel $K$ admits the following representation:

$$
\begin{aligned}
K(\xi, \eta) & =\sum_{n=0}^{\infty} \sum_{k=1}^{2 n+1}(K)^{\wedge}(n) Y_{n, k}(\xi) Y_{n, k}(\eta) \\
& =\sum_{n=0}^{\infty}(K)^{\wedge}(n) \frac{2 n+1}{4 \pi} P_{n}(\xi \cdot \eta)
\end{aligned}
$$

where $P_{n}$ is the Legendre polynomial of degree $n$. For the evaluation of such series of Legendre polynomials there exist fast and stable recursive algorithms (e.g., [8]).

In the case of vectorial kernels, the situation is only slightly more complicated. From the definition of the vector spherical harmonics and the vectorial kernel functions (see (2.1), (4.1), and (4.2)) we see that

$$
\begin{align*}
k^{(i)}(\xi, \eta) & =\sum_{n=0}^{\infty} \sum_{k=1}^{2 n+1}\left(k^{(i)}\right)^{\wedge}(n) Y_{n, k}(\eta)\left(\mu_{n}^{(i)}\right)^{-\frac{1}{2}} o_{\xi}^{(i)} Y_{n, k}(\xi)  \tag{4.7}\\
& =o_{\xi}^{(i)} \sum_{n=0_{i}}^{\infty} \sum_{k=1}^{2 n+1}\left(k^{(i)}\right)^{\wedge}(n) Y_{n, k}(\eta)\left(\mu_{n}^{(i)}\right)^{-\frac{1}{2}} Y_{n, k}(\xi)  \tag{4.8}\\
& =o_{\xi}^{(i)} \sum_{n=0_{i}}^{\infty} \frac{2 n+1}{4 \pi}\left(k^{(i)}\right)^{\wedge}(n)\left(\mu_{n}^{(i)}\right)^{-\frac{1}{2}} P_{n}(\xi \cdot \eta) . \tag{4.9}
\end{align*}
$$

For $\eta \in \Omega$ fixed, the Legendre polynomials are isotropic functions on the unit sphere and the $o^{(i)}$ can be applied. This results in

$$
\begin{align*}
& o_{\xi}^{(1)} P_{n}(\xi \cdot \eta)=\xi P_{n}(\xi \cdot \eta),  \tag{4.10}\\
& o_{\xi}^{(2)} P_{n}(\xi \cdot \eta)=(\eta-(\xi \cdot \eta) \xi) P_{n}^{\prime}(\xi \cdot \eta),  \tag{4.11}\\
& o_{\xi}^{(3)} P_{n}(\xi \cdot \eta)=(\xi \wedge \eta) P_{n}^{\prime}(\xi \cdot \eta) . \tag{4.12}
\end{align*}
$$

Using this, the kernels in (4.9) admit the representation

$$
\begin{equation*}
k^{(1)}(\xi, \eta)=\xi \sum_{n=0}^{\infty} \frac{2 n+1}{4 \pi}\left(k^{(i)}\right)^{\wedge}(n)\left(\mu_{n}^{(i)}\right)^{-\frac{1}{2}} P_{n}(\xi \cdot \eta), \tag{4.13}
\end{equation*}
$$



Fig. 1. Left: Generators of CuP wavelets of scales 3 and 4. Right: Cross section through the corresponding CuP wavelets of scales 3 and 4 . Note that an increasing scale leads to a decreasing localization in the Fourier domain (generator) but to an increasing localization in the space domain.

$$
\begin{align*}
& k^{(2)}(\xi, \eta)=(\eta-(\xi \cdot \eta) \xi) \sum_{n=1}^{\infty} \frac{2 n+1}{4 \pi}\left(k^{(i)}\right)^{\wedge}(n)\left(\mu_{n}^{(i)}\right)^{-\frac{1}{2}} P_{n}^{\prime}(\xi \cdot \eta),  \tag{4.14}\\
& k^{(3)}(\xi, \eta)=(\xi \wedge \eta) \sum_{n=1}^{\infty} \frac{2 n+1}{4 \pi}\left(k^{(i)}\right)^{\wedge}(n)\left(\mu_{n}^{(i)}\right)^{-\frac{1}{2}} P_{n}^{\prime}(\xi \cdot \eta) \tag{4.15}
\end{align*}
$$

such that the fast and stable one-dimensional recursive algorithms can also be used for calculating the vectorial kernels. It should be noted that, if the kernel functions are non-band-limited (nondegenerate), the sums in the above equations need to be truncated if no analytic representations for the kernels are known.

For later use we present, as a certain choice of possible kernels, the vectorial cubic polynomial ( CuP ) wavelets, which can be derived by using a generator of the form

$$
\varphi_{0}^{(i)}(x)=\left\{\begin{array}{cl}
(1-x)^{2}(1+2 x), & x \in[0,1) \\
0, & x \in[1, \infty)
\end{array}\right.
$$

The left-hand side of Figure 1 shows generators of CuP wavelets of scales 3 and 4, while the right-hand side presents cross sections of the corresponding CuP wavelets. It is obvious that - with increasing scale - the localization in the Fourier domain (generators) decreases, while the localization in the space domain (wavelets) increases. Figure 2 provides illustrations of tangential CuP vectorial wavelets in the longitude-latitude plane. Note again that the significant support of the wavelets decreases with increasing scale, a feature typical for wavelets. It is this property that, via the wavelet Mie representation, allows for the analysis and modeling of spatially confined structures in the geomagnetic field and the corresponding current distributions.
5. Wavelet Mie parametrizations. In what follows we restrict ourselves to the wavelet parametrization of toroidal magnetic fields and the corresponding poloidal electric current densities in the spherical shell $\Omega_{\left(R_{1}, R_{2}\right)}$. This case is sufficient for the applications presented in section 6 . For details on the wavelet parametrization of poloidal magnetic fields, the reader may consult our treatise in [24]. This approach, however, requires the introduction of inner and outer harmonic wavelets (e.g., [13]), which is beyond the scope of this article.

The starting point for our considerations is a separation of variables for the


FIG. 2. CuP wavelets in the longitude-latitude plane. Arrows indicate direction and shading indicates magnitude. Top: Curl-free ( $i=2$, left) and divergence-free ( $i=3$, right) CuP wavelets at scale $j=2$. Bottom: Curl-free ( $i=2$, left) and divergence-free ( $i=3$, right) CuP wavelets at scale $j=3$. Note how the increasing scale leads to a sharper localization in the space domain.
toroidal field scalar $Q_{b}$; i.e., we assume that

$$
\begin{equation*}
Q_{b}(r \xi)=Q_{b, 1}(r) Q_{b, 2}(\xi) \quad \text { in } \Omega_{\left(R_{1}, R_{2}\right)} \tag{5.1}
\end{equation*}
$$

Relation (3.3) suggests proceeding likewise in the case of the scalar $P_{j}$ for the poloidal currents, and hence we suppose that

$$
\begin{aligned}
P_{j}(r \xi) & =P_{j, 1}(r) P_{j, 2}(\xi) \\
& =\frac{1}{\mu_{0}} Q_{b, 1}(r) Q_{b, 2}(\xi) \quad \text { in } \Omega_{\left(R_{1}, R_{2}\right)}
\end{aligned}
$$

The results of section 4 yield that the angular parts $Q_{b, 2}$ and $P_{j, 2}$ can be expanded in terms of scalar spherical $\mathcal{L}^{2}(\Omega)$-wavelets $\left\{\Psi_{J}\right\}$; i.e.,

$$
\begin{align*}
Q_{b, 2} & =\sum_{J=0}^{\infty} \Psi_{J} * \Psi_{J} * Q_{b, 2}  \tag{5.2}\\
P_{j, 2} & =\sum_{J=0}^{\infty} \Psi_{J} * \Psi_{J} * P_{j, 2} \tag{5.3}
\end{align*}
$$

Combining this with (3.1)-(3.2) and (3.5)-(3.6), we can come up with the following representations for the toroidal magnetic field and the corresponding poloidal current density.

THEOREM 5.1. Let, for $J \in \mathbb{Z},\left\{\Psi_{J}\right\}$ be an $\mathcal{L}^{2}(\Omega)$-wavelet. Under the assumptions above, the toroidal magnetic field in $\Omega_{\left(R_{1}, R_{2}\right)}$ can be represented via

$$
\begin{align*}
b_{t o r}(r \cdot) & =Q_{b, 1}(r)\left(\bar{\varphi}_{J^{\prime}}^{(3)} \star \Phi_{J^{\prime}} * Q_{b, 2}+\sum_{J=J^{\prime}}^{\infty} \bar{\psi}_{J}^{(3)} \star \Psi_{J} * Q_{b, 2}\right)  \tag{5.4}\\
& =Q_{b, 1}(r)\left(\bar{\varphi}_{0}^{(3)} \star \Phi_{0} * Q_{b, 2}+\sum_{J=0}^{\infty} \bar{\psi}_{J}^{(3)} \star \Psi_{J} * Q_{b, 2}\right)  \tag{5.5}\\
& =Q_{b, 1}(r) \sum_{J=0}^{\infty} \bar{\psi}_{J}^{(3)} \star \Psi_{J} * Q_{b, 2}, \tag{5.6}
\end{align*}
$$

where the vectorial kernels $\bar{\varphi}_{J}^{(3)}$ and $\bar{\psi}_{J}^{(3)}$ are given via $\bar{\varphi}_{J}^{(3)}(\xi, \eta)=L_{\xi}^{*} \Phi_{J}(\xi, \eta)$ and $\bar{\psi}_{J}^{(3)}(\xi, \eta)=L_{\xi}^{*} \Psi_{J}(\xi, \eta)$. The corresponding poloidal current density in $\Omega_{\left(R_{1}, R_{2}\right)}$ is given by

$$
\begin{align*}
\mu_{0} j_{p o l}(r \cdot) & =\frac{1}{r} Q_{b, 1}(r)\left(\tilde{\varphi}_{J^{\prime}}^{(1)} \star \Phi_{J^{\prime}} * Q_{b, 2}+\sum_{J=J^{\prime}}^{\infty} \tilde{\psi}_{J}^{(1)} \star \Psi_{J} * Q_{b, 2}\right)  \tag{5.7}\\
& +\left(\partial_{r}+\frac{1}{r}\right) Q_{b, 1}(r)\left(\hat{\varphi}_{J^{\prime}}^{(2)} \star \Phi_{J^{\prime}} * Q_{b, 2}+\sum_{J=J^{\prime}}^{\infty} \hat{\psi}_{J}^{(2)} \star \Psi_{J} * Q_{b, 2}\right) \\
& =\frac{1}{r} Q_{b, 1}(r)\left(\tilde{\varphi}_{0}^{(1)} \star \Phi_{0} * Q_{b, 2}+\sum_{J=0}^{\infty} \tilde{\psi}_{J}^{(1)} \star \Psi_{J} * Q_{b, 2}\right) \\
& +\left(\partial_{r}+\frac{1}{r}\right) Q_{b, 1}(r)\left(\hat{\varphi}_{0}^{(2)} \star \Phi_{0} * Q_{b, 2}+\sum_{J=0}^{\infty} \hat{\psi}_{J}^{(2)} \star \Psi_{J} * Q_{b, 2}\right) \\
& =\frac{1}{r} Q_{b, 1}(r) \sum_{J=0}^{\infty} \tilde{\psi}_{J}^{(1)} \star \Psi_{J} * Q_{b, 2} \\
& +\left(\partial_{r} Q_{b, 1}(r)+\frac{1}{r} Q_{b, 1}(r)\right) \sum_{J=0}^{\infty} \hat{\psi}_{J}^{(2)} \star \Psi_{J} * Q_{b, 2}
\end{align*}
$$

where the kernel functions $\tilde{\varphi}_{J}^{(1)}$ and $\hat{\varphi}_{J}^{(2)}$ as well as $\tilde{\psi}_{J}^{(1)}$ and $\hat{\psi}_{J}^{(2)}$ are defined to be $\tilde{\varphi}_{J}^{(1)}(\xi, \eta)=\xi \Delta_{\xi}^{*} \Phi_{J}(\xi, \eta)$ and $\hat{\varphi}_{J}^{(2)}(\xi, \eta)=-\nabla_{\xi}^{*} \Phi_{J}(\xi, \eta)$, as well as $\tilde{\psi}_{J}^{(1)}(\xi, \eta)=$ $\xi \Delta_{\xi}^{*} \Psi_{J}(\xi, \eta)$ and $\hat{\psi}_{J}^{(2)}(\xi, \eta)=-\nabla_{\xi}^{*} \Psi_{J}(\xi, \eta)$.

Proof. Equation (5.4) follows from (3.1), (3.5), and (5.2). Theorems 4.4 and 4.5 lead to (5.5). The fact that the magnetic field is of zero divergence everywhere implies-via the Gauss theorem-that the magnetic field has vanishing zeroth order moment (i.e., the magnetic field is solenoidal), which means that

$$
Q_{b, 1}(r)\left(\bar{\varphi}_{0}^{(3)} \star \Phi_{0} * Q_{b, 2}\right)=0
$$

Equations (5.7) and (5.8) follow from (3.2), (3.6), and (5.3) in combination with (3.4). Theorems 4.4 and 4.5 then imply (5.9) and (5.10). Since in the pre-Maxwell approximation the current density is solenoidal, too, it follows that

$$
\frac{1}{r} Q_{b, 1}(r)\left(\tilde{\varphi}_{0}^{(1)} \star \Phi_{0} * Q_{b, 2}\right)=0
$$

and

$$
\left(\partial_{r}+\frac{1}{r}\right) Q_{b, 1}(r)\left(\hat{\varphi}_{0}^{(2)} \star \Phi_{0} * Q_{b, 2}\right)=0 .
$$

Note that all of the kernel functions that appear in Theorem 5.1 can be calculated using the rules and results of (4.10)-(4.15), as well as the fact that scalar spherical harmonics of degree $n$ are eigenfunctions of the Beltrami operator with respect to eigenvalues $-n(n+1)$.

Theorem 5.1 presents the wavelet Mie representation of the toroidal magnetic field and the corresponding poloidal electric currents in the spherical shell $\Omega_{\left(R_{1}, R_{2}\right)}$. Due to the space localization of the ansatz functions, this representation yields the possibility of using or deriving different models of $Q_{b}$ in different regions, depending on the underlying physical effects and, of course, the data situation.

The ansatz (5.1) is quite simple and might fail if the radial dependency is very complex (see also the considerations in [25]). Nevertheless, assumption (5.1) is reasonable as long as the data situation is such that the radial behavior of the field is difficult to extract. This is arguably the case when using data from single satellite missions. (See also the comments in [1], [29], and [25] concerning time-variations and single satellite missions.) Nevertheless, if the data situation allows for determination of higher order radial dependencies (e.g., if data from multisatellite missions are used, or if measurements from satellites are combined with terrestrial observations), we might expand our ansatz by adding further toroidal scalars with different radial behavior (cf. [24]).

The product ansatz for the toroidal field scalar $Q_{b}$ is reflected in the corresponding toroidal magnetic field as well as in the representation of the corresponding poloidal current density. As regards the poloidal current, both its radial and its tangential parts admit a product representation, too. In more detail, let $j_{r a d}$ and $j_{\nabla^{*}}$ be the radial and the tangential parts, respectively, of $j_{p o l}$. Then (5.11) and (5.12) of Theorem 5.1 show that $j_{\text {rad }}$ and $j_{\nabla^{*}}$ can be represented as

$$
j_{r a d}(r \xi)=J_{r a d, 1}(r) j_{r a d, 2}(\xi)
$$

and

$$
j_{\nabla^{*}}(r \xi)=J_{\nabla^{*}, 1}(r) j_{\nabla^{*}, 2}(\xi)
$$

where the scalar functions $J_{r a d, 1}(r)$ and $J_{\nabla^{*}, 1}(r)$ are given via

$$
\begin{aligned}
\mu_{0} J_{r a d, 1}(r) & =\frac{1}{r} Q_{b, 1}(r) \\
\mu_{0} J_{\nabla^{*}, 1}(r) & =\left(\partial_{r} Q_{b, 1}(r)+\frac{1}{r} Q_{b, 1}(r)\right)
\end{aligned}
$$

and the vectorial parts are

$$
\begin{aligned}
\mu_{0} j_{r a d, 2} & =\sum_{J=0}^{\infty} \tilde{\psi}_{J}^{(1)} \star \Psi_{J} * Q_{b, 2} \\
\mu_{0} j_{\nabla^{*}, 2} & =\sum_{J=0}^{\infty} \hat{\psi}_{J}^{(2)} \star \Psi_{J} * Q_{b, 2} .
\end{aligned}
$$

Using the ansatz (5.1) together with (3.6) immediately leads us to the same results for $J_{r a d, 1}$ and $J_{\nabla^{*}, 1}$ but, with regard to $j_{r a d, 2}$ and $j_{\nabla^{*}, 2}$, we end up with

$$
\begin{aligned}
\mu_{0} j_{r a d, 2}(\xi) & =\xi \Delta_{\xi}^{*} Q_{b, 2}(\xi) \\
\mu_{0} j_{\nabla^{*}, 2}(\xi) & =-\nabla_{\xi}^{*} Q_{b, 2}(\xi)
\end{aligned}
$$

which is independent from any parametrization of $Q_{b}$. Nevertheless, we know from section 4 that we can expand the radial vector field $\mu_{0} j_{r a d, 2}$ and the tangential vector field $\mu_{0} j_{\nabla^{*}, 2}$ using vectorial $l^{2}(\Omega)$-wavelets $\left\{\psi_{J}^{(i)}\right\}$ of type $i=1$ and $i=2$, respectively. Consequently we are led to the following alternative representation in terms of $l^{2}(\Omega)$ wavelets.

Corollary 5.2. Let the families $\left\{\varphi_{J}^{(i)}\right\},\left\{\psi_{J}^{(i)}\right\}, i=1,2$, be vectorial scaling functions and wavelets. The radial part $j_{\text {rad }}$ and tangential part $j_{\nabla^{*}}$ of the poloidal current density can be represented via

$$
\begin{align*}
j_{r a d}(r \cdot) & =\varphi_{J^{\prime}}^{(1)} \star\left(\varphi_{J^{\prime}}^{(1)} * j_{r a d}\right)(r)+\sum_{J=J^{\prime}}^{\infty} \psi_{J}^{(1)} \star\left(\psi_{J}^{(1)} * j_{r a d}\right)(r)  \tag{5.13}\\
& =\varphi_{0}^{(1)} \star\left(\varphi_{0}^{(1)} * j_{r a d}\right)(r)+\sum_{J=0}^{\infty} \psi_{J}^{(1)} \star\left(\psi_{J}^{(1)} * j_{r a d}\right)(r)  \tag{5.14}\\
& =\sum_{J=0}^{\infty} \psi_{J}^{(1)} \star\left(\psi_{J}^{(1)} * j_{r a d}\right)(r)  \tag{5.15}\\
& =\frac{1}{r} Q_{b, 1}(r) \sum_{J=0}^{\infty} \psi_{J}^{(1)} \star \psi_{J}^{(1)} * j_{r a d, 2}  \tag{5.16}\\
& =\sum_{J=0}^{\infty} \psi_{J}^{(1)} \star\left(\psi_{J}^{(1)} * j\right)(r) \tag{5.17}
\end{align*}
$$

and

$$
\begin{align*}
j_{\nabla^{*}}(r \cdot) & =\varphi_{J^{\prime}}^{(2)} \star\left(\varphi_{J^{\prime}}^{(2)} * j_{r a d}\right)(r)+\sum_{J=J^{\prime}}^{\infty} \psi_{J}^{(2)} \star\left(\psi_{J}^{(2)} * j_{r a d}\right)(r)  \tag{5.18}\\
& =\varphi_{0}^{(2)} \star\left(\varphi_{0}^{(2)} * j_{r a d}\right)(r)+\sum_{J=0}^{\infty} \psi_{J}^{(2)} \star\left(\psi_{J}^{(2)} * j_{r a d}\right)(r)  \tag{5.19}\\
& =\sum_{J=0}^{\infty} \psi_{J}^{(2)} \star\left(\psi_{J}^{(2)} * j_{\nabla^{*}}\right)(r)  \tag{5.20}\\
& =\left(\partial_{r}+\frac{1}{r}\right) Q_{b, 1}(r) \sum_{J=0}^{\infty} \psi_{J}^{(2)} \star \psi_{J}^{(2)} * j_{\nabla^{*}, 2}  \tag{5.21}\\
& =\sum_{J=0}^{\infty} \psi_{J}^{(2)} \star\left(\psi_{J}^{(2)} * j\right)(r) . \tag{5.22}
\end{align*}
$$

Note that (5.17) and (5.22) are true since only the poloidal current density contains a radial or $\nabla^{*}$-contribution (see (3.6)). In other words, on each $\Omega_{r}$ with $R_{1}<r<R_{2}$, the radial current density can be derived from expanding the total current density in terms of spherical vectorial wavelets of type $i=1$, while the tangential
part of the poloidal current density can be calculated via spherical vectorial wavelets of type $i=2$. Equations (5.15)-(5.22) can therefore be used to determine the toroidal field scalar or, of course, the corresponding toroidal magnetic field.

A similar approach can be applied in order to determine the poloidal current density $j_{p o l}$ in $\Omega_{\left(R_{1}, R_{2}\right)}$ from the corresponding toroidal field $b_{t o r}$. Assuming the product ansatz for $Q_{b}$ and applying (3.5), we see that the toroidal magnetic field admits a product representation as well, i.e.,

$$
b_{t o r}(r \xi)=B_{t o r, 1}(r) b_{t o r, 2}(\xi)
$$

where $b_{t o r, 2}=L^{*} Q_{b, 2}$ can be expressed in terms of spherical vectorial $l^{2}(\Omega)$-wavelets $\left\{\psi_{J}^{(3)}\right\}$ of type $i=3$ as follows:

$$
b_{t o r, 2}=\sum_{J=0}^{\infty} \psi_{J}^{(3)} \star \psi_{J}^{(3)} * b_{t o r, 2}
$$

From our previous results we know that the scalar $B_{t o r, 1}$ is just given by

$$
B_{t o r, 1}(r)=Q_{b, 1}(r)
$$

Since the toroidal magnetic field $b_{t o r}$ is the only part of $b$ that contributes an $L^{*}$ portion, it is clear that

$$
\begin{aligned}
b_{t o r}(r \cdot) & =\sum_{J=0}^{\infty} \psi_{J}^{(3)} \star\left(\psi_{J}^{(3)} * b_{t o r}\right)(r) \\
& =\sum_{J=0}^{\infty} \psi_{J}^{(3)} \star\left(\psi_{J}^{(3)} * b\right)(r)
\end{aligned}
$$

on any sphere $\Omega_{r}$ with $R_{1}<r<R_{2}$. Summarizing the above considerations, we are led to the following claim.

Corollary 5.3. Let the families $\left\{\varphi_{J}^{(3)}\right\}$ and $\left\{\psi_{J}^{(3)}\right\}$ be vectorial scaling functions and wavelets of type 3. The toroidal magnetic field $b_{\text {tor }}$ can be represented via

$$
\begin{align*}
b_{t o r}(r \cdot) & =Q_{b, 1}(r)\left(\varphi_{J^{\prime}}^{(3)} \star \varphi_{J^{\prime}}^{(3)} * b_{t o r, 2}+\sum_{J=J^{\prime}}^{\infty} \psi_{J}^{(3)} \star \psi_{J}^{(3)} * b_{t o r, 2}\right)  \tag{5.23}\\
& =Q_{b, 1}(r)\left(\varphi_{0}^{(3)} \star \varphi_{0}^{(3)} * b_{t o r, 2}+\sum_{J=0}^{\infty} \psi_{J}^{(3)} \star \psi_{J}^{(3)} * b_{t o r, 2}\right)  \tag{5.24}\\
& =Q_{b, 1}(r) \sum_{J=0}^{\infty} \psi_{J}^{(3)} \star \psi_{J}^{(3)} * b_{t o r, 2}  \tag{5.25}\\
& =\sum_{J=0}^{\infty} \psi_{J}^{(3)} \star\left(\psi_{J}^{(3)} * b\right)(r) \tag{5.26}
\end{align*}
$$

on any sphere $\Omega_{r}$ with $R_{1}<r<R_{2}$.
This yields one possible way of determining the poloidal field scalar (and consequently the corresponding poloidal electric current density) from magnetic measurements in $\Omega_{\left(R_{1}, R_{2}\right)}$.

Assuming that the data are given only at constant altitude (or with negligible radial dependencies), the previous approach can be easily applied to calculate radial
current densities on a sphere $\Omega_{r}$, with $R_{1}<r<R_{2}$, from measurements of the magnetic field on that very sphere. We assume that the magnetic field $b$ is sampled on a dense grid on the sphere $\Omega_{r}$. We make use of the fact that, with a suitably chosen maximum scale $J_{\text {max }}$, we can approximate the toroidal part $b_{t o r}$ on $\Omega_{r}$ via a series expansion in terms of $l^{2}(\Omega)$-wavelets (see Corollary 5.3):

$$
b_{t o r}(r \xi) \simeq\left(\sum_{J=0}^{J_{\max }} \psi_{J}^{(3)} \star\left(\psi_{J}^{(3)} * b\right)(r)\right)(\xi)
$$

Using the fact that $b_{t o r}(r, \cdot)=L^{*} Q_{b}$, we immediately get an approximation for the toroidal scalar, i.e.,

$$
\begin{equation*}
Q_{b}(r \xi) \simeq\left(\sum_{J=0}^{J_{\max }} \tilde{\Psi}_{J} *\left(\psi_{J}^{(3)} * b\right)(r)\right)(\xi) \tag{5.27}
\end{equation*}
$$

where the kernel $\tilde{\Psi}_{J}$ is given such that the relation $\psi_{J}^{(3)}(\eta, \xi)=L_{\xi}^{*} \tilde{\Psi}_{J}(\eta, \xi)$ holds true. Using (5.27) together with (3.6), we arrive at an approximation of the radial current density on $\Omega_{r}$ corresponding to the toroidal magnetic field there:

$$
\begin{align*}
\mu_{0} j_{r a d}(r \xi) & =\frac{1}{r} \xi \Delta_{\xi}^{*} Q_{b}(r \xi) \\
& \simeq \frac{1}{r}\left(\sum_{J=0}^{J_{\max }} \tilde{\psi}_{J}^{(1)} \star\left(\psi_{J}^{(3)} * b\right)(r)\right)(\xi) \tag{5.28}
\end{align*}
$$

with $\tilde{\psi}_{J}^{(1)}(\eta, \xi)=\xi \Delta_{\xi}^{*} \tilde{\Psi}_{J}(\eta, \xi)$. Note that this equation is just a different expression of a well known fact; i.e., the toroidal magnetic field at a certain altitude is solely due to the radial current distributions at that very height. Equation (5.28) is the starting point of the examples in the next section. It is noteworthy that, from a practical point of view, (5.28) can successfully be applied if the geomagnetic measurements available are sampled within a comparatively short period of time; i.e., the time-scale under consideration is such that the variations in the satellite's altitude can be neglected to some extent (cf. [27] and [24] for first applications). If the radial variations start to play a role, one can still neglect these variations if the data are appropriately preprocessed, i.e., if suitable geomagnetic field models are subtracted prior to the numerical applications (see, e.g., [28]).
6. Applications to geomagnetic satellite data. As examples of the wavelet Mie representation of the magnetic field, electric current distributions at satellite altitudes are determined from data sets of vectorial MAGSAT and CHAMP data. The method is based on our considerations in section 5 , especially (5.28). The current distributions under consideration are due to ionospheric F region currents, which are extensively treated in the literature (see [29] and the references therein).

The data sets used in the first example are similar to those used by Olsen [29] for a spherical harmonic approach to the Mie representation and have kindly been made available by him. MAGSAT was orbiting the earth in a sun-synchronous orbit, thus acquiring data only at dawn and dusk local times. Neglecting the variations in altitude of the MAGSAT satellite, one month of MAGSAT data (centered at March 21, 1980) is transformed to geomagnetic components and is averaged onto the equiangular longitude-latitude grid ( $90 \times 90$ grid points) proposed in [10], which is then used to


FIG. 3. Radial current density during evening local time obtained from a wavelet Mie representation of MAGSAT data with vectorial CuP wavelets up to scale 5 . [ $\mathrm{nA} / \mathrm{m}^{2}$ ]
discretize the convolution integrals. This averaging process is performed using a robust Tuckeys biweight method (cf. [19]). The dusk and dawn data are treated separately such that two separate data sets are obtained. Prior to the averaging process, a geomagnetic field model (GSFC(12/83) up to degree and order 12) due to [21] is subtracted from the measurements in order to avoid spurious effects due to the neglected altitude variations (cf. [29]).

According to (5.28), the radial current distribution at a fixed height can be calculated from the wavelet coefficients of the toroidal field at that altitude, i.e., $\left(\psi_{J}^{(3)} * b\right)(r)$. With regard to the present example, we calculate these coefficients by means of spherical vectorial CuP wavelets up to scale 5 from the evening data set. Then, in a second step, these coefficients are utilized to calculate the corresponding radial current distribution. Figure 3 shows the reconstruction of the radial current density $J_{\text {rad }}=\left(\xi \cdot j_{\text {rad }}(\xi)\right)$. (Note that, for enhancing the visible features, the color scale has been driven in saturation; i.e., although there are currents with absolute values larger than 100 nano-Amperes per square meter $\left(\mathrm{nA} / \mathrm{m}^{2}\right)$, we use a color bar ranging from -100 to $100 \mathrm{nA} / \mathrm{m}^{2}$.)

The largest radial current densities $\left(\left|J_{r a d}\right| \lesssim 150 \mathrm{nA} / \mathrm{m}^{2}\right)$ are present in the polar regions. In agreement with the results in [29], the main current flow in the polar cap is directed into the ionosphere $\left(J_{\text {rad }}>0\right)$ during evening. At the poleward boundary of the polar oval the currents flow out of the ionosphere, while the main current direction is into the ionosphere at the equatorward boundary. At the magnetic dip equator one realizes comparatively weak upward currents ( $\left|J_{r a d}\right| \lesssim 25 \mathrm{nA} / \mathrm{m}^{2}$ ) accompanied by even weaker downward currents at low latitudes. These current distributions are the radial components of the so-called meridional current system of the EEJ. Figure 4 presents the same results as Figure 3 but in a different projection, thus enabling a better view of the meridional currents. As can be expected from theoretical considerations, the corresponding signatures follow the geomagnetic dip equator.


Fig. 4. Radial current density during evening local time obtained from a wavelet Mie representation of MAGSAT data with vectorial CuP wavelets up to scale 5 . [ $\mathrm{nA} / \mathrm{m}^{2}$ ]

With regard to the convergence of our approach, there remains the question of how to find a suitable maximum scale $J_{\text {max }}$ where the calculations should be stopped. Thus far, we have not investigated this matter in mathematical detail; nevertheless, our numerical results hint at a reasonably good convergence rate (see [16] for a first theoretical discussion). In this study, we use a heuristic way of determining a suitable maximum scale: Wavelet-approximations of the poloidal and toroidal parts of the magnetic field are calculated, added up, and then compared to the input magnetic field. As long as increasing the wavelet-scale reduces the residual, we have not yet reached the suitable maximum scale and, consequently, the corresponding toroidal coefficients should be used to calculate the associated details of the current distribution. In our numerical example this leads to a maximum wavelet-scale $J_{\max }=5$. If a wavelet-scale higher than 5 is chosen, one immediately realizes numerical artifacts in the detail information; e.g., the magnetic field and the electric currents reach unreasonably high peak values all along the satellite's tracks, and the detail information is dominated by spiky features. Though this method of determining the maximum scale is quite heuristic, we can also estimate a reasonable maximum scale using the Shannon sampling theorem. The Shannon sampling theorem tells us that the resolution of the features detectable in the data is limited, depending on the sampling rate of the data set. In the example above, we have used a $90 \times 90$ point equiangular grid. This corresponds to a resolvable horizontal wavelength of approximately 898 kilometers. In terms of spherical harmonics, this yields a maximum of approximately 43. Since our wavelets are constructed as linear combinations of spherical harmonics, the maximum scale of the wavelets is determined by this maximum degree. In the present example this estimated maximum wavelet-scale turns out to be 5 , which is in accordance with our numerical results. Figures 5 and 6 show a multiresolution of the radial currents and illustrate the convergence of the approximation process up to wavelet-scale 5 . The upper rows show the scale information of consecutive scales ( $J=0,1,2,3$ in Figure 5, $J=4,5,6$ in Figure 6), while the lower rows present the respective detail information. Note that adding the scale information and the details of corresponding scales leads to the scale information of the next higher scale, and so on. Though the typical structures of the polar field aligned currents and the EEJ


Fig. 5. Multiscale reconstruction of the radial current density from MAGSAT data using CuP kernels. Upper row: approximations $\tilde{\varphi}_{J} \star \varphi_{J} * b$ from scaling functions of scales $J=0,1,2,3$; lower row: corresponding detail information $\psi_{J} \star \psi_{J} * b$ with $J=0,1,2,3$. Note that adding the information of an upper image to the detail information contained in the corresponding subjacent image results in the next upper image. $\left[n A / m^{2}\right]$


Fig. 6. Multiscale reconstruction of the radial current density from MAGSAT data using CuP kernels. Upper row: approximations $\tilde{\varphi}_{J^{\prime}} \star \varphi_{J} * b$ from scaling functions of scales $J=4,5,6$; lower row: corresponding detail information $\tilde{\psi}_{J} \star \psi_{J} * b$, with $J=4,5$. Note that adding the information of an upper image to the detail information contained in the corresponding subjacent image results in the next upper image. $\left[n A / m^{2}\right]$
gradually start to become visible in the detail information of scale 3, it is obvious from the magnitude of the respective currents that the contributions of scales 4 and 5 are predominant.

In order to demonstrate the possibility of regional calculations, Figure 7 presents a reconstruction of the radial current systems during dusk local times over the polar region. These results are obtained using vectorial CuP wavelets of scales 4 and 5 (recall the predominance of these scales in Figures 5 and 6) and a data window centered at the geographic north pole with a half angle of $60^{\circ}$ as well as an integration window with the same center but a half angle of $55^{\circ}$ (the white border approximately illustrates the extent of the calculation region). The visualization window is a little smaller than the calculation window in order to suppress Gibbs phenomena. Comparing Figure 7 with Figure 3 shows that the structures of the radial currents are clearly visible


Fig. 7. Local reconstruction of radial current density during evening local time obtained from a wavelet Mie representation of MAGSAT data with vectorial CuP wavelets at scales 4 and 5 . The white area corresponds to the calculation region. [ $\mathrm{nA} / \mathrm{m}^{2}$ ]
though slightly weaker in magnitude. This slight difference is due to the fact that we have omitted the contributions of wavelet-scales up to 3 , i.e., features of coarse spatial resolution. The signatures seen in our results are the effects of higher wavelet-scales (4 and 5) and consequently are of more or less confined spatial extent. As might be expected from the physical point of view, these are clearly the main radial current contributions in the polar region. The effects of lower scales can be neglected. This, however, demonstrates the regional character of the radial current distributions and suggests the use of space-adaptive methods like the one presented here.

The results of the previous example illustrate the geometry of the ionospheric currents at a fixed (magnetic) local time, i.e., the Earth-satellite-Sun geometry was fixed during the process of data accumulation. The reader should be aware of the fact that the current distributions presented in Figures 3-7 do not illustrate the global distribution of the radial currents but show a small strip of the currents moving over the earth (along longitude) during the course of the day. This is because ionospheric current systems are not properly described in earth-fixed coordinate systems like geographic longitude and latitude. Since the conductance of the ionosphere is varying with the influence of the sun, the magnetic field induced by ionospheric currents is linked to the position of the sun and the distance of the observing satellite to the geomagnetic equator. Consequently, a sun-fixed reference frame should rather be used to parameterize ionospheric currents. Very advantageous, in that sense, is the coordinate system of magnetic local time $M L T \in[0,24]$ (instead of longitude) and quasi-dipole latitude $Q D l a t \in[-90,90]$. The magnetic local time thereby denotes the relative position of the satellite with respect to the magnetic field and the sun, while the quasi-dipole latitude gives the relative position of the satellite with respect to the geomagnetic equator. For more information on these coordinate systems, the reader might consult [22] and the references therein. In order to use MLT and QDlat as a parametrization, one needs to utilize geomagnetic data from satellites with polar but not sun-synchronous orbits thus covering the whole span of magnetic local times


Fig. 8. Local reconstruction of radial current density from a wavelet Mie representation of CHAMP data in MLT and QDlat, calculated with a CuP scaling function of scale $6 . \quad\left[\mathrm{nA} / \mathrm{m}^{2}\right]$ Figure courtesy of Carsten Mayer [26]; used by permission.
(i.e., from 0 h to 24 h ). The German geoscientific satellite CHAMP, operated by the GeoForschungsZentrum in Potsdam, Germany, is such a satellite. Among other instruments, the CHAMP satellite is equipped with high precision vector and scalar magnetometers and, in contrast to MAGSAT, covers all magnetic local times within four months. In what follows we present a result calculated by Mayer [26] analyzing a CHAMP data set via a wavelet Mie representation parameterized in QDlat and MLT. Three days of CHAMP vector data (September 10, 16, and 17, 2001) are used. In polar regions these data suffice to cover the whole span of magnetic local times (see [26]). The polar data are transformed to the QDlat-MLT coordinate system and then averaged to an equiangular integration grid using a robust method. A wavelet Mie representation is performed over the geomagnetic north pole, and the radial current distributions are calculated via (5.28) from the toroidal magnetic field contribution. Figure 8 shows the resulting radial currents in the northern polar region, which are in accordance with the physical models presented in [20] and [11]. This result can now be interpreted as the evolution of the currents' morphology in magnetic local time; for example, it is clearly visible how the currents' polarity changes at the noon-midnight plane.
7. Summary and outlook. The Mie representation for the geomagnetic field has the advantage that it can equally be applied in regions of vanishing as well as nonvanishing electric current densities. The standard method of deriving the Mie representation is given by a spherical harmonic parametrization, i.e., by expanding the corresponding Mie scalars in terms of spherical harmonics. Considering the measurements (magnetic field or currents) to be given in a spherical shell, we have presented a wavelet parametrization of the magnetic field and the corresponding electric current densities in Mie representation, i.e., a wavelet Mie representation. The use of wavelets as trial functions for field parametrization enables us to cope with electric currents
(and corresponding magnetic effects) that vary rapidly with latitude or longitude, or that are confined to certain regions. Consequently, we are able to reflect the various levels of space localization in the form of a vectorial multiresolution analysis and can thus take efficient account of the specific concentration of the current densities in space. Using our approach, the direct as well as the inverse geomagnetic source problem now admit a treatment within a vectorial multiscale framework.

Neglecting variations in altitude, we have provided numerical examples that illustrate the multiscale approximation of radial current distributions from sets of vectorial geomagnetic field data from the MAGSAT as well as the CHAMP satellite. Global as well as regional reconstructions of the radial current densities are calculated and demonstrate the functionality of the approach. With regard to future studies, the next reasonable step is to incorporate the variations in altitude of the satellite-at least to some extent - since this would allow for the determination of horizontal current distributions, too. Additionally - in studies using synthetic data, based on satellite data sampled over large time intervals, or using data from multisatellite missionsa simultaneous wavelet parametrization of the poloidal and toroidal magnetic fields from the corresponding electric currents (or vice versa) should be derived in future works.
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#### Abstract

The phase field approach has become a popular tool in modeling interface motion, microstructure evolution, and more recently the shape transformation of vesicle membranes under elastic bending energy. While it is advantageous to employ phase field models in numerical simulations to automatically handle topological changes to the microstructures or the configurations of vesicle membranes, detecting topological events may also become important for many applications such as those in the simulation of blood cells. Motivated by such considerations, a new quantity is formulated to retrieve some topological information based on the phase field formulation and to capture the occurrence of topological events. It can also be used as a control method to avoid unphysical changes of topology due to the numerical methods, should it become necessary for particular practical applications. Through numerical experiments, we demonstrate the effectiveness and the robustness of the new quantity in detecting the topology of fluid bubbles and vesicle membranes.
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1. Introduction. Phase field modeling of mezoscopic morphology and microstructure evolution has become popular in recent years (see $[6,7,8,9,12,13,21$, $22,24,34,35,38,39]$ and the references therein). These phase field approaches are usually combined with energetic variational formulations that lead to a diffuse interface modeled by a mixing energy. This allows topological changes of the interface to take place naturally $[28,31,37]$. Such a feature gives such approaches many advantages in numerical simulation of the interface variation and the interfacial motion (cf. [11]). More recently, we have given another successful application of the phase field model for computing the equilibrium configurations of vesicle membranes that minimize the bending elastic energy [19, 18]. The methods developed in [19] can be very useful in morphological studies of vesicle membranes under elastic bending energy, which has many interesting applications.

In this paper, we continue the study of the phase field model but from a different, and perhaps also very novel, point of view. We are motivated by the fact that in many engineering and biological applications, such as the modeling of blood cells in vascular systems, topological information about the vesicle membranes is of critical value. Thus, how to detect and control the topological change of the interface in the phase field modeling and numerical simulation becomes an important issue. Partly due to the nature of the phase field method (and all other level set methods) in their standard formulation, there is no mechanism preventing the topological change of the membranes or other interfaces. In fact, some of the topological changes are due purely to the formulations, instead of the underlying physics. To our knowledge, there has not

[^123]been any discussion in the literature on how to recover relevant topological information from the phase field simulations, nor to address further control mechanisms.

The general phase field model is based on the introduction of a phase function (or order parameter) $\phi=\phi(x)$, defined on the physical (computational) domain $\Omega$ that encloses $\Gamma$. The function $\phi$ is used to label the inside and the outside of the vesicle $\Gamma$ : the level set $\{x: \phi(x)=0\}$ gives the membrane, while $\{x: \phi(x)>0\}$ represents the interior of the membrane and $\{x: \phi(x)<0\}$ the exterior. A transition thickness parameter is also chosen to characterize the typical length scale of the transition layer (or the thickness of the regularized diffuse interface). For time dependent problems, it is natural to allow $\phi=\phi(x, t)$. The objective of our study here is to propose some robust and efficient methods for retrieving or recovering interesting topological information within the phase field framework. In particular, we will develop some robust formulae for computing the Euler number for the modeled interface based on order parameter $\phi$.

We expect that our study here has the potential of opening up a host of exciting new applications of phase field modeling, including the use of the topological quantities in a control setting. Our numerical simulation indicates that the generalized Euler number ( $\frac{\chi}{2}$ in three dimensions and $\chi$ in two dimensions) not only is a better indicator of topological changes than the energy functional we had been using in our previous paper [19], but in fact, gives a quantized jump upon a completion of the topological change (a direct consequence of the Gauss-Bonnet formula) for regular surfaces. Moreover, when the computed surface passes singularity, the new formula for $\chi$ based on the phase field formulation gives a fractional interpolation of the usual Euler number.

The study of the Euler number in terms of $\chi$, or the Euler-Poincaré index number $\eta$, may provide guidance for the study of other topological quantities within the phase field framework. The ideas proposed in this paper may be equally applicable to other simulation methods for free boundary and interface problems such as the level set methods. Our work here is also likely to shed light on the study of many geometrical modeling problems, where providing topological information or controlling topological changes may be highly desirable.

The rest of the paper is organized as follows. In section 2, we briefly recall the phase field model, and we discuss a formulation of the Euler number (in terms of $\chi$ ) within the phase field framework that can be used to recover some topological information. We present a set of formulae in various three-dimensional (3-D) and twodimensional (2-D) cases. We also discuss the Euler-Poincaré index number $\eta$ when the surfaces involve singularities. In section 4, we illustrate the method of computing the quantity $\chi$ in two applications and demonstrate the effectiveness and the robustness of the our formulation. Finally, some concluding remarks are given in section 5 .
2. The Euler number. Given an oriented (regular) compact (i.e., without boundary) surface $\Gamma$, the well-known Gauss-Bonnet formula states that

$$
\begin{equation*}
\int_{\Gamma} K d s=2 \pi \chi \tag{2.1}
\end{equation*}
$$

where $K=k_{1} k_{2}$ is the Gaussian curvature of the surface in $R^{3}, d s$ is the area element, and $\frac{\chi}{2}$ in three dimensions ( $\chi$ in two dimensions) is the Euler number [16]. The number $\chi$ is a commonly used topological quantity. For some frequently encountered surfaces, we have $\chi=2$ for a sphere, $\chi=0$ for a torus, and $\chi=-2$ for a torus with two holes.

For 2-D curves, $K$ is the curvature and $\chi=1$ for a circle. For convenience, in this paper we call $\frac{\chi}{2}$ the Euler number in 3-D cases and $\chi$ in 2-D cases.

In this section, it is our goal to find a suitable expression of the Euler number when the surface is implicitly defined by a phase field formulation. We first give the general formula of the Euler number under a general phase field definition for both 2-D and 3-D spaces. Then we give some simplified formulae under some specific ansatz assumptions corresponding to our applications. For simplicity, we focus on only the static case when deriving the formulae. In the time dependent case, since we are mostly interested in the topological information of a spatially distributed interface at a fixed time stance, the generalizations to time dependent problems are obvious.

We note that many of our derivations are through formal asymptotics, though more detailed and more rigorous justifications will be provided in our subsequent work [17].
2.1. The 3-D case. Let $\Gamma$ be a smooth oriented compact surface in a domain $\Omega$ in $\mathbf{R}^{3}$; we note that $\Gamma$ is allowed to have multiple disconnected pieces. Let $p$ be a monotone increasing function defined from $\mathbf{R}$ to $\mathbf{R}$ with $p(0)=0$. For each function $p$, we take a phase field function $\phi=\phi(x)$ of $\Omega$ as $\phi(x)=p(d(x, \Gamma))$ where the signed distance function $d=d(x, \Gamma)$ is defined to be positive inside $\Omega$ and negative outside $\Omega$. The level sets of $\phi$ are denoted by $\Gamma_{\mu}=\{x \in \Omega \mid \phi(x)=\mu\}$. In particular, we have $\Gamma=\Gamma_{0}$. We also define $\Omega(a, b)=\{x \in \Omega \mid b<\phi(x)<a\}$, which forms a banded (layered) neighborhood around the surface for $b<0<a$.

Define $\Lambda(M)=\operatorname{Tr}(\operatorname{Adj}(M))$ for a matrix $M$. Clearly, $\Lambda(M)$ is the coefficient of the linear term of the characteristic polynomial of $M$. In particular, for the singular matrix $M=\nabla^{2} d$ we have $\Lambda(M)=\lambda_{1}(M) \lambda_{2}(M)$, with $\lambda_{1}$ and $\lambda_{2}$ being the two nonzero eigenvalues of $M$.

THEOREM 2.1. Using the notation above, for any monotone increasing function $p$ there exists $b<0<a$ such that the matrix $M$, defined by

$$
\begin{equation*}
M(x)_{i j}=\frac{1}{2 \sqrt{\pi(a-b)|\nabla \phi|}}\left(\nabla_{i} \nabla_{j} \phi-\frac{\nabla|\nabla \phi|^{2} \cdot \nabla \phi}{2|\nabla \phi|^{4}} \nabla_{i} \phi \nabla_{j} \phi\right) \tag{2.2}
\end{equation*}
$$

is a singular matrix for any $x \in \Omega(a, b)$ and the Euler number of $\Gamma$ is given by

$$
\begin{equation*}
\frac{\chi}{2}=\int_{\Omega(a, b)} \Lambda(M(x)) d x \tag{2.3}
\end{equation*}
$$

Proof. Since $\phi$ depends only on the distance $d$, and $p$ is monotone increasing, there exist real numbers $a$ and $b$, with $b<0<a$, sufficiently close to 0 such that $\Gamma_{\mu}$ are close to the parallel translations of $\Gamma$ in the normal direction for all $b \leq \mu \leq a$, and all $\Gamma_{\mu}$ have the same topology as $\Gamma$.

Direct computation shows

$$
\nabla_{i} \nabla_{j} d=\frac{\nabla^{2} \phi}{p^{\prime}}-\frac{p^{\prime \prime}}{p^{\prime}} \nabla_{i} d \nabla_{j} d=\frac{1}{p^{\prime}}\left[\nabla_{i} \nabla_{j} \phi-p^{\prime \prime} \nabla_{i} d \nabla_{j} d\right]
$$

The matrix $\nabla^{2} d$, with $d=d(x, \Gamma)$ being the signed distance from $x$ to the surface $\Gamma$, always has a zero eigenvalue with $\nabla d$ as the eigenvector. This is due to the fact that $\nabla^{2} d$ is symmetric and $|\nabla d|=1$. On the surface $\Gamma$, the two other eigenvalues are actually the two principle curvatures of $\Gamma$ ( $k_{1}$ and $k_{2}$ in this case). The Gaussian curvature $K$ is of course the product of these two eigenvalues, while the mean curvature $H$ is
given by the mean of the two eigenvalues. Both quantities can in fact be defined and computed on all the level sets in $\Omega(a, b)$. For instance, the Gaussian curvature $K$ can be conveniently computed from $\operatorname{Tr}\left(\operatorname{Adj}\left(\nabla^{2} d\right)\right.$ ) (the sum of the three principal $2 \times 2$ minors of $\nabla^{2} d$; see section 2.6 for an example in the cylindrically symmetric case).

Assuming that $k_{1}$ and $k_{2}$ remain constant along the normal directions in $\Omega^{\prime}$, we have

$$
\begin{align*}
\frac{\chi}{2} & =\frac{1}{4 \pi} \int_{\Gamma} k_{1}(x) k_{2}(x) d s \\
& =\frac{1}{4 \pi(a-b)} \int_{p^{-1}(b)}^{p^{-1}(a)} p^{\prime}(\tau) d \tau \int_{\Gamma} k_{1}(x) k_{2}(x) d s \\
& =\frac{1}{4 \pi(a-b)} \int_{\Omega(a, b)} p^{\prime}(d(x, \Gamma)) k_{1}(x) k_{2}(x) d x  \tag{2.4}\\
& =\frac{1}{4 \pi(a-b)} \int_{\Omega(a, b)} p^{\prime}(d(x, \Gamma)) \Lambda\left(\nabla^{2} d(x, \Gamma)\right) d x \\
& =\frac{1}{4 \pi(a-b)} \int_{\Omega(a, b)} \frac{1}{p^{\prime}(d(x, \Gamma))} \Lambda\left(\nabla^{2} \phi-p^{\prime \prime} \nabla_{i} d \nabla_{j} d\right) d x . \tag{2.5}
\end{align*}
$$

Now, since $p$ is monotone increasing, we have $p^{\prime}(d(x, \Gamma))=|\nabla \phi(x)|$ and

$$
p^{\prime \prime}(d(x, \Gamma))=\nabla|\nabla \phi| \cdot \frac{\nabla \phi}{|\nabla \phi|}(x)=\frac{\nabla|\nabla \phi|^{2} \cdot \nabla \phi}{2|\nabla \phi|^{2}}(x)
$$

Hence we get the general formula for the Euler number in three dimensions:

$$
\begin{align*}
\frac{\chi}{2} & =\frac{1}{4 \pi(a-b)} \int_{\Omega(a, b)} \frac{1}{|\nabla \phi|} \Lambda\left(\nabla_{i} \nabla_{j} \phi-\frac{\nabla|\nabla \phi|^{2} \cdot \nabla \phi}{2|\nabla \phi|^{4}} \nabla_{i} \phi \nabla_{j} \phi\right) d x  \tag{2.6}\\
& =\frac{1}{4 \pi(a-b)} \int_{\Omega(a, b)} \frac{1}{|\nabla \phi|} \Lambda(M(x)) d x
\end{align*}
$$

From the definitions of $M$ and $\Lambda(M)$, we know that $M(x)$ is singular for any $x \in \Omega(a, b)$ in the sense that it always has a zero eigenvalue, and (2.3) holds.

The formula (2.3) forms the basis for our efforts to recover topological information, in particular the Euler number.

### 2.2. The 2-D case.

Theorem 2.2. If $\Omega \in \boldsymbol{R}^{2}$, with the same notation as in Theorem 2.1, for any monotone increasing function $p$ there exists $b<0<a$ such that

$$
\begin{equation*}
\chi=\frac{1}{2 \pi(a-b)} \int_{\Omega(a, b)}\left(-\triangle \phi+\frac{\nabla|\nabla \phi|^{2} \cdot \nabla \phi}{2|\nabla \phi|^{2}}\right) d x \tag{2.7}
\end{equation*}
$$

Proof. Using the same argument as above, this can be derived as follows:

$$
\begin{align*}
\chi & =\frac{1}{2 \pi} \int_{\Gamma} K(x) d s \\
& =\frac{1}{2 \pi(a-b)} \int_{\Omega(a, b)} p^{\prime}(d(x, \Gamma)) K(x) d x \\
& =\frac{1}{2 \pi(a-b)} \int_{\Omega(a, b)}\left(-\triangle \phi+p^{\prime \prime}(d(x, \Gamma))\right) d x \\
& =\frac{1}{2 \pi(a-b)} \int_{\Omega(a, b)}\left(-\triangle \phi+\frac{\nabla|\nabla \phi|^{2} \cdot \nabla \phi}{2|\nabla \phi|^{2}}\right) d x \tag{2.8}
\end{align*}
$$



FIG. 2.1. Singular 2-D cases.


FIG. 2.2. Singular 3-D cases.
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Fig. 2.3. Singular 2-D cases. The inner intersect angles are $\pi, 0, \pi / 2$ for cases $a, b$, and $c$, respectively.
2.3. Cases involving singularities on the interfaces. Both Theorems 2.1 and 2.2 require that $\Gamma$ be a smooth oriented compact surface. However, in realistic physical applications, we always encounter the singular cases where either the curves or the surfaces intersect or have some sharp angles or cones. Figure 2.1 illustrates several simple singular cases in two dimensions, while Figure 2.2 shows two singular shapes in three dimensions.

With the possible occurrence of the singularities, we will employ the general Gauss-Bonnet formula. In the 2-D case, suppose that the curves are piecewise smooth with $n$ vertices (sharp corners) and that the inner angles for each vertices are $\left\{\alpha_{i}, i=\right.$ $1, \ldots, n\}$. The Gauss-Bonnet formula reads as

$$
2 \pi \eta=\int_{\Gamma} K d s+\sum_{i=1}^{n}\left(\pi-\alpha_{i}\right)=2 \pi \chi+\sum_{i=1}^{n}\left(\pi-\alpha_{i}\right)
$$

where $\eta$, the Euler-Poincaré index number, is the topological integer, the genus of the surface [16].

We give illustrations, in Figures 2.1 and 2.3 , of the values of $\chi$ defined by $2 \pi \chi=$ $\int_{\Gamma} K d s$ in the singular cases. For configurations such as the third image in Figure


FIG. 2.4. $\Gamma_{0}, \Gamma_{a}$, and $\Gamma_{b}$ have different topologies but the same Euler number.


Fig. 2.5. By getting rid of the singular complement, $\Gamma_{0}, \Gamma_{a}$, and $\Gamma_{b}$ have the same Euler number.
2.1, $2 \pi \eta=\int_{\Gamma} K d s+2(\pi-\alpha)$. In particular, for the cases in Figure 2.3, $\alpha=\pi, 0, \frac{\pi}{2}$ for the cases $\mathrm{a}, \mathrm{b}$, and c , respectively. In all of these cases, the Euler-Poincaré index number $\eta$ is always 2 , representing the number of bubbles.

On the other hand, the value of $\chi$ can be used to detect the change of topology even with the presence of the singular cases. Again, using the example in Figure 2.3, the Euler numbers $\chi$ are 2,1 , and 1.5 , respectively, with the singularity being signaled by the fractional value. We want to point out that in the first case, the Euler number $\chi$ is still equal to the Euler-Poincaré index number $\eta$, even with the singularity.

When we consider the definition of $\chi$ for the 3 -D singular cases, we may also get a fractional Euler number when singularity appears. For example, for the configuration in the first picture of Figure 2.2, suppose that the angle of the tangent cone is $\alpha$; the Euler number can be derived from the following explicit analytic formula by calculating the ratio between the spherical cap cut by the $\alpha$-cone and the total area of the sphere:

$$
\begin{equation*}
\frac{\chi}{2}=\frac{1}{4 \pi} \int_{\Gamma} K d s=1-\frac{1}{4 \pi}(2 \pi(1-\sin \alpha))=\frac{1}{2}+\frac{1}{2} \sin \alpha \tag{2.9}
\end{equation*}
$$

Finally, we discuss the validity of formulae (2.3) and (2.7) in singular cases. Figure 2.4 shows that $\Gamma_{\mu}$ seem to have (visual) topology different from that of $\Gamma$ for some $b<\mu<a$.

However, in reference to Figure 2.4, because each $\Gamma_{\mu}$ has a singular vertex with angle either $\alpha$ or $\beta=\pi-\alpha$, the Euler number $\xi$ for every $\Gamma_{\mu}$ is the same as that of $\Gamma_{0}$. Thus Theorems 2.1 and 2.2 still hold for this singular case where the Euler number is a fractional number.

One will encounter the issue of a singular complement in the numerical simulations of the interfaces involving singularities. This is crucial in calculating the fractional Euler number correctly. To clarify this phenomenon, let us examine Figure 2.5.


FIG. 2.6. An illustration of the choice of $a$ and $b . \Gamma_{0}, \Gamma_{a}$, and $\Gamma_{b}$ have the same Euler number.


Fig. 2.7. $\Gamma_{0}, \Gamma_{b}$ have different Euler numbers.

Because of the elbow shape associated with $\Gamma_{a}, \Gamma_{a}$ has a different Euler number from $\Gamma_{0}$. This phenomenon, hereafter referred to as the singularity compensation, occurs in all numerical experiments involving interfacial singularities due to the numerical smoothing of the surfaces. This appears to introduce difficulties into the application of Theorems 2.1 and 2.2. However, noticing that the elbow has very large curvature, if a method can be designed to filter out such an elbow, the Euler number calculated for the remaining $\Gamma_{a}$ would remain the same as that of $\Gamma_{0}$. Such a technique will be introduced and developed later in section 3.
2.4. Stability and autoselection of parameters. Although the proofs of Theorems 2.1 and 2.2 are given under the condition that for every $b<\mu<a, \Gamma_{\mu}$ has the same topology as $\Gamma_{0}$, to correctly identify the Euler number, one can relax such a condition to requiring that the Euler number of $\Gamma_{\mu}$ be the same as that of $\Gamma_{0}$. By the analysis of section 2.3, it is desirable that the parameters $a$ and $b$ are chosen to be quite different from 0 . Figure 2.6 gives an illustration of such a case.

The advantage of choosing $a$ and $b$ some distance away from 0 is to ensure that $\Omega(a, b)$ contains plenty of grid points, which in turn makes the integration for the Euler number more accurate and stable.

However, in general, it is not true that all the neighboring curves or surfaces always share the same Euler number. In Figure 2.7, $\Gamma_{0}$ and $\Gamma_{b}$ clearly have different Euler numbers. The largest $b$ can be selected only where the two circles of $\Gamma_{b}$ are tangent to each other. How to choose the value of $b$ in such situations becomes a very relevant issue in our computation of the Euler numbers.

On the other hand, in Figure 2.7, we may notice that $\Gamma_{a}$ always has the same Euler number as $\Gamma_{0}$, and $a$ can be very different from 0 . Thus the selection of $a$ and $b$ may be problem dependent. In some cases, we can select the integration area to be either $\Omega(0, a)$ or $\Omega(b, 0)$ in order to get the correct Euler number.

Denote the Euler number as $E(b, a)$, corresponding to the integration region $\Omega(a, b)$; in order to see the impact of $a$ and $b$, we employ the following algorithm in our numerical simulations.

Algorithm: Parameter autoselection for $a$. Given a phase field function $\phi$ defined on region $\Omega$, select $a$ relatively far away from 0 (for instance, $a=1$ ). Select a tolerance number $\nu$ (for instance, $\nu=0.1$ ) and a small step $h$ (we can use, as an example, $h=a / 50$ ).

- Step 1. If $|E(0, a)-E(0, a / 2)|<\nu$, exit; else set $a=a-h$.
- Step 2. If $a<h$, exit with $a=0$; else loop back to Step 1.

The above algorithm is used to select the best $a$. A similar algorithm can be used to select the best $b$. A bisection method can be adopted to make the autoselection more efficient. The resulting $a$ and $b$ are used to compute the correct Euler numbers. As verified in the earlier theorems, the above algorithm is assured to terminate with suitable $a$ and $b$ if the step size $h$ and the tolerance $\nu$ are chosen to be reasonably small.
2.5. Formula simplification. The formulae given in the above discussion of the Euler number are computable numerically, but for many practical situations they can be further simplified if some appropriate ansatz can be taken. We now discuss some of these simplifications.

First let us take the ansatz

$$
\begin{equation*}
\phi=\tanh \left(\frac{d}{\sqrt{2} \epsilon}\right)=p\left(\frac{d}{\sqrt{2} \epsilon}\right) \tag{2.10}
\end{equation*}
$$

which is actually an accurate description of the phase field function in many models such as the basic Allen-Cahn (Ginzburg-Landau) equations, which are popular prototype phase field models for interface and microstructure evolution. Such an ansatz also captures well the phase field function in our energetic phase field model of the vesicle membranes under bending elastic energy.

With such an ansatz, we have the following theorem.
Theorem 2.3. As in Theorem 2.1, if $\phi=\tanh \left(\frac{d}{\sqrt{2} \epsilon}\right)=p\left(\frac{d}{\sqrt{2} \epsilon}\right)$, we have the following:
3-d case: Let

$$
\begin{equation*}
M_{i j}=\sqrt{\frac{3 \epsilon}{8 \sqrt{2} \pi}}\left(\nabla_{i j}^{2} \phi+\frac{2 \phi}{1-\phi^{2}} \nabla_{i} \phi \nabla_{j} \phi\right) \tag{2.11}
\end{equation*}
$$

and $\Lambda(M)$ be defined as before. The Euler number of $\Gamma$ is given by

$$
\begin{equation*}
\frac{\chi}{2}=\lim _{\epsilon \rightarrow 0} \int_{\Omega} \Lambda(M(x)) d x \tag{2.12}
\end{equation*}
$$

2-d case: The Euler number of $\Gamma$ is given by

$$
\begin{equation*}
\chi=\lim _{\epsilon \rightarrow 0} \frac{1}{4 \pi} \int_{\Omega}\left(-\triangle \phi+\frac{1}{\varepsilon^{2}}\left(\phi^{2}-1\right) \phi\right) d x \tag{2.13}
\end{equation*}
$$

Remark 2.4. Based on the ansatz (2.10), we have that

$$
\begin{equation*}
p^{\prime}=1-p, \quad p^{\prime \prime}=(p-1) p \tag{2.14}
\end{equation*}
$$

Hence each term in the matrix $M$ is in fact nonsingular.
Proof. A direct calculation shows that

$$
\nabla \phi=p^{\prime} \frac{1}{\sqrt{2} \epsilon} \nabla d, \quad \nabla_{i j}^{2} \phi=p^{\prime \prime} \frac{1}{2 \epsilon^{2}} \nabla_{i} d \nabla_{j} d+p^{\prime} \frac{1}{\sqrt{2} \epsilon} \nabla^{2} d
$$

and

$$
\nabla^{2} d=\frac{\sqrt{2} \epsilon \nabla^{2} \phi}{p^{\prime}}-\frac{p^{\prime \prime}}{\sqrt{2} \epsilon p^{\prime}} \nabla_{i} d \nabla_{j} d
$$

Several elementary facts are in order:

$$
p^{\prime}(x)=\tanh ^{\prime}(x)=1-\tanh ^{2}(x)=1-p^{2}(x), \quad p^{\prime \prime}=-2 p\left(1-p^{2}\right), \quad p^{\prime \prime}=-2 p p^{\prime}
$$

Since $\nabla d=\sqrt{2} \epsilon \nabla \phi / p^{\prime}$, we have

$$
\begin{aligned}
\nabla^{2} d & =\frac{\sqrt{2} \epsilon \nabla^{2} \phi}{p^{\prime}}-\frac{p^{\prime \prime}}{\sqrt{2} \epsilon p^{\prime}} \nabla_{i} d \nabla_{j} d=\sqrt{2} \epsilon \frac{\nabla^{2} \phi}{p^{\prime}}+\sqrt{2} \epsilon \frac{2 p}{\left(1-p^{2}\right)^{2}} \nabla_{i} \phi \nabla_{j} \phi \\
& =\frac{\sqrt{2} \epsilon}{1-p^{2}}\left(\nabla^{2} \phi+\frac{2 p}{1-p^{2}} \nabla_{i} \phi \nabla_{j} \phi\right)=\frac{\sqrt{2} \epsilon}{1-\phi^{2}}\left(\nabla^{2} \phi+\frac{2 \phi}{1-\phi^{2}} \nabla_{i} \phi \nabla_{j} \phi\right)
\end{aligned}
$$

Simple calculation yields that

$$
\int_{-\infty}^{+\infty}\left(1-\phi^{2}\right)^{2} d x=\sqrt{2} \epsilon \int_{-\infty}^{+\infty}\left(1-\tanh ^{2}(x)\right)^{2} d x=\frac{4 \sqrt{2} \epsilon}{3}
$$

With sufficiently small $\epsilon$, the function $\phi$ goes to 1 or -1 very quickly (exponentially) away from $\Gamma$. Thus, we can just take $a=-b=1$ with $\epsilon \rightarrow 0$, and the matrix in the formula (2.2) becomes

$$
M=\sqrt{\frac{3 \epsilon}{8 \sqrt{2} \pi}}\left(\nabla^{2} \phi+\frac{2 \phi}{1-\phi^{2}} \nabla_{i} \phi \nabla_{j} \phi\right)
$$

and (2.12) holds.
For the 2-D cases, by taking a similar ansatz and putting

$$
|\nabla \phi|^{2}=\frac{1}{2 \varepsilon^{2}}\left(1-\phi^{2}\right)^{2}
$$

into formula (2.7), we finally have (2.13).
More simplifications can be made for problems where periodic boundary conditions are used, since $\int_{\Omega} \triangle \phi=0$; the above formula can be further simplified to

$$
\begin{equation*}
\chi \approx \frac{1}{4 \pi \varepsilon^{2}} \int_{\Omega}\left(\phi^{2}-1\right) \phi d x \tag{2.15}
\end{equation*}
$$

The above formula can be compared with the formula (2.7) (with $a=-b=1$ ) applied to the periodic boundary condition case:

$$
\begin{align*}
\chi & =\frac{1}{4 \pi} \int_{\Omega} \frac{\nabla|\nabla \phi|^{2} \cdot \nabla \phi}{2|\nabla \phi|^{2}} d x=\frac{1}{8 \pi} \int_{\Omega} \nabla \ln |\nabla \phi|^{2} \cdot \nabla \phi d x \\
& =-\frac{1}{8 \pi} \int_{\Omega} \triangle \phi \ln |\nabla \phi|^{2} d x \tag{2.16}
\end{align*}
$$

where we need only $p$ being monotone from -1 to 1 in $\Omega$ instead of being a strictly tanh function.

The previous formula (2.15) has no derivative terms, while the latter one in (2.16) involves no bulk part.

We note that the approximations in (2.12), (2.13), and (2.15) are of spectral accuracy with $\epsilon \rightarrow 0$.

Remark 2.5. We note that it is possible to get simplified formulae of other types with the ansatz (2.10). For instance, in the 3-D case, let

$$
\begin{equation*}
\tilde{M}_{i j}(\phi)=\sqrt{\frac{35 \epsilon}{64 \sqrt{2} \pi}}\left(\left(1-\phi^{2}\right) \nabla^{2} \phi+2 \phi \nabla_{i} \phi \nabla_{j} \phi\right) . \tag{2.17}
\end{equation*}
$$

Then, the Euler number of the surface $\Gamma$ in the phase field formulation can also be given by

$$
\begin{equation*}
\frac{\chi}{2}=\lim _{\epsilon \rightarrow 0} \int_{\Omega} \Lambda(\tilde{M}(\phi)) d x \tag{2.18}
\end{equation*}
$$

Note that the change of the constant factors in front of the matrices in (2.11) and (2.17) are due to the use of different weight functions $\left(1-\tanh ^{2}(x)\right)^{2}$ and $\left(1-\tanh ^{2}(x)\right)^{4}$ in the derivation.
2.6. Formulae for cylindrically symmetric membranes. In [19], we have used the energetic phase field models to compute 3-D vesicle membranes minimizing the bending elastic energy. The numerical examples are for cylindrically symmetric membranes with various different topologies. We now present the Euler number computation in such situations.

In the numerical simulations given in [19], where $\phi(x) \rightarrow \tanh \left(\frac{d(x, \Gamma)}{\sqrt{2} \epsilon}\right)$ as $\epsilon \rightarrow 0$, the conventional cylindrical coordinates $(r, \theta, z)$ are used. Suppose that the membrane is rotationally invariant with respect to the $z$-axis, i.e., $\phi=\phi(z, r, \theta)=\phi(z, r)$; then

$$
\nabla \phi=\left(\begin{array}{c}
\partial_{z} \phi  \tag{2.19}\\
\partial_{r} \phi \\
0
\end{array}\right), \quad \nabla_{i} \phi \nabla_{j} \phi=\left(\begin{array}{ccc}
\left(\partial_{z} \phi\right)^{2} & \partial_{z} \phi \partial_{r} \phi & 0 \\
\partial_{z} \phi \partial_{r} \phi & \left(\partial_{r} \phi\right)^{2} & 0 \\
0 & 0 & 0
\end{array}\right)
$$

and

$$
\nabla^{2} \phi=\left(\begin{array}{ccc}
\partial_{z z}^{2} \phi & \partial_{z r}^{2} \phi & 0  \tag{2.20}\\
\partial_{z r}^{2} \phi & \partial_{r r}^{2} \phi & 0 \\
0 & 0 & \frac{1}{r} \partial_{r} \phi
\end{array}\right)
$$

If we substitute (2.19) and (2.20) into (2.11), we have that

$$
M=\sqrt{\frac{3 \epsilon}{8 \sqrt{2} \pi}}\left(\begin{array}{ccc}
\partial_{z z}^{2} \phi+\frac{2 \phi}{1-\phi^{2}}\left(\partial_{z} \phi\right)^{2} & \partial_{z r}^{2} \phi+\frac{2 \phi}{1-\phi^{2}} \partial_{z} \phi \partial_{r} \phi & 0 \\
\partial_{z r}^{2} \phi+\frac{2 \phi}{1-\phi^{2}} \partial_{z} \phi \partial_{r} \phi & \partial_{r r}^{2} \phi+\frac{2 \phi}{1-\phi^{2}}\left(\partial_{r} \phi\right)^{2} & 0 \\
0 & 0 & \frac{1}{r} \partial_{r} \phi
\end{array}\right) .
$$

Hence $F$, the sum of the determinants of all principal $2 \times 2$ minors, is equal to

$$
\begin{equation*}
F(r, z)=\frac{3 \epsilon}{8 \sqrt{2} \pi r} \partial_{r} \phi\left\{\partial_{z z}^{2} \phi+\partial_{r r}^{2} \phi+\frac{2 \phi}{1-\phi^{2}}\left[\left(\partial_{z} \phi\right)^{2}+\left(\partial_{r} \phi\right)^{2}\right]\right\} \tag{2.21}
\end{equation*}
$$

and

$$
\begin{align*}
\frac{\chi}{2} & \approx \iint 2 \pi r F(r, z) d r d z \\
& \approx \frac{3 \epsilon}{4 \sqrt{2}} \iint \partial_{r} \phi\left\{\partial_{z z}^{2} \phi+\partial_{r r}^{2} \phi+\frac{2 \phi}{1-\phi^{2}}\left[\left(\partial_{z} \phi\right)^{2}+\left(\partial_{r} \phi\right)^{2}\right]\right\} d r d z \\
& \approx \frac{3 \epsilon}{4 \sqrt{2}} \iint \partial_{r} \phi\left\{\triangle \phi+\frac{2 \phi}{1-\phi^{2}}|\nabla \phi|^{2}\right\} d r d z, \tag{2.22}
\end{align*}
$$

where the operators $\nabla$ and $\Delta$ are taken in the $r-z$ plane.
If we do not take the ansatz $\phi=\tanh \left(\frac{d}{\sqrt{2} \epsilon}\right)$, but simply take (2.19) and (2.20) into the formula (2.2), we get a similar formula in the more general case:

$$
\frac{\chi}{2}=\frac{1}{4 \pi(a-b)} \int_{\Omega(a, b)} \frac{1}{r} \frac{1}{|\nabla \phi|} \partial_{r} \phi\left\{\partial_{z z}^{2} \phi+\partial_{r r}^{2} \phi-\frac{\nabla|\nabla \phi|^{2} \cdot \nabla \phi}{2|\nabla \phi|^{4}}\left[\left(\partial_{z} \phi\right)^{2}+\left(\partial_{r} \phi\right)^{2}\right]\right\} d x,
$$

or

$$
\begin{equation*}
\frac{\chi}{2}=\frac{1}{2(a-b)} \iint_{\Omega(a, b)} \frac{1}{|\nabla \phi|} \partial_{r} \phi\left\{\Delta \phi-\frac{\nabla|\nabla \phi|^{2} \cdot \nabla \phi}{2|\nabla \phi|^{2}}\right\} d r d z . \tag{2.23}
\end{equation*}
$$

We remark here that in the 3-D cylindrically symmetric case, the two curvatures can be calculated by

$$
\begin{align*}
& k_{1}=\triangle \phi-\frac{\nabla|\nabla \phi|^{2} \cdot \nabla \phi}{2|\nabla \phi|^{2}},  \tag{2.24}\\
& k_{2}=\frac{\partial_{r} \phi}{r|\nabla \phi|}, \tag{2.25}
\end{align*}
$$

respectively. One can also use them to derive the formula for the Euler number directly.

Using the partial derivatives, (2.23) can be written as

$$
\begin{equation*}
\frac{\chi}{2}=\iint_{\Omega(a, b)} \frac{\partial_{r} \phi\left(\partial_{r r}^{2} \phi\left(\partial_{z} \phi\right)^{2}+\partial_{z z}^{2} \phi\left(\partial_{r} \phi\right)^{2}-2 \partial_{r} \phi \partial_{z} \phi \partial_{r z}^{2} \phi\right)}{2(a-b)\left(\left(\partial_{r} \phi\right)^{2}+\left(\partial_{z} \phi\right)^{2}\right)^{\frac{3}{2}}} d r d z \tag{2.26}
\end{equation*}
$$

Using the difference approximation as described in [19], the above integrals can be readily evaluated numerically on a spatial grid.
3. Numerical realizations. In section 2, various formulae were presented for calculating the Euler number in two and three dimensions under different kinds of conditions. In general, we can apply finite difference or spectral methods directly to those formulae to calculate the Euler number. However, as discussed in section 2.3, the singular cases often happen in the process with topology changes, such as surface entanglement. When we apply the Euler number formulae to those singular cases, the numerical values at the singular vertices are always very large, which make the final results inaccurate.

Figure 3.1 illustrates a 3-D singular case. The right-most panel shows the function $F(r, z)$ in formula (2.21) with the $r$ and $z$ coordinates. From the right-most graph, we see the numerical value may even go up to 10,000 . If the Euler number is calculated directly by formula (2.23), although the theoretical value for this shape is 0.7500 , we get 1.0671 which is close to the value 1 , the Euler number of a sphere.


Fig. 3.1. Singular values at the singular vertex. From left to right: the 3-D picture, the 2-D axis symmetrical $r-z$ planar section, and the singular value around the singular vertex.

This phenomenon is due to the so-called singularity compensation discussed earlier. Because of the finite discrete grid adopted in the numerical scheme, the curvature value at a singular vertex is always regularized from $\infty$ to a finite number. And in our case, such a change to the finite number provides certain compensation to the total Euler number, which can be viewed as putting a small elbow with a large curvature to complement the shape so that the singular shape changes to a regular shape.

A simple but effective way for getting rid of this singularity compensation is to avoid integrating over those singular vertices which are easy to detect, because the numerical values of the integrand at those locations are very big relative to other points. From the formula (2.4), we know that

$$
\Lambda(M(x))=\frac{1}{4 \pi(a-b)} p^{\prime}(d(x, \Gamma)) K(x)
$$

where $K(x)$ is the Gaussian curvature at a point $x$. If $p(x)=\tanh (x /(\sqrt{2} \epsilon))$, $p^{\prime}(d(x, \Gamma))=\left(1-p^{2}(d(x, \Gamma))\right) /(\sqrt{2} \epsilon)$, then

$$
|\Lambda(M(x))| \leq \frac{1}{4 \sqrt{2} \pi \epsilon(a-b)} K(x)
$$

In most cases, it is easy to estimate the possible largest Gaussian curvature value. In the phase field models, the radius of the smallest ball should be at least larger than the band width $\epsilon$. Thus it is natural to choose $K<1 / \epsilon^{2}$ for the regular points and regard the singular points as those satisfying the condition $\Lambda(M(x))>1 /\left(4 \epsilon^{3} \sqrt{2} \pi(a-b)\right)$.

We verify the above argument using the examples shown in Figure 3.2, which represent the same cylindrically symmetric membrane with a singularity at the upper tip whose Euler number can be calculated by formula (2.26). By excluding the singular points with $\Lambda(M(x))>200$, based on a $100 \times 200$ grid with $h=0.01, \epsilon=2 h=0.02$, and $\alpha=\frac{\pi}{6}$, the computed Euler number we get is 0.7498 , which is a very good approximation of the theoretical value 0.7500 obtained from formula (2.9). For $\alpha=$ $\frac{\pi}{4}$, the computed Euler number 0.8534 is again an accurate approximation of the theoretical value 0.8536 .

In the following section, we apply this technique to all our experiments.
4. Applications to some phase field models. In this section, we present two applications of the Euler number developed in the earlier sections for general phase field models. The special examples include the deformation of vesicle membrane configurations minimizing the bending elastic energy and the coarsening of two


FIg. 3.2. A special cylindrically symmetric membrane with a singular point.

Newtonian bubbles in another Newtonian fluid. We expect that our formula can be equally applied to other more complicated and physical examples involving the phase field models as well.
4.1. The model for membranes minimizing the bending elastic energy. We now consider the problem of minimizing the bending elastic energy:

$$
\begin{equation*}
E_{\text {elastic }}=\int_{\Gamma} \frac{k}{2} H^{2} d s \tag{4.1}
\end{equation*}
$$

with area and volume constraints. Here, $H=\left(k_{1}+k_{2}\right) / 2$ is the mean curvature of the membrane surface, with $k_{1}$ and $k_{2}$ as the principal curvatures. $k$ is the bending rigidity, which can depend on the local heterogeneous concentration of the species (such as protein molecules on the blood cells).

The energetic phase field model studied in [19] is given by the solution of the following modified elastic energy:

$$
\begin{equation*}
W(\phi)=\int_{\Omega} \frac{k \epsilon}{2}\left|\Delta \phi-\frac{1}{\epsilon^{2}}\left(\phi^{2}-1\right) \phi\right|^{2} d x \tag{4.2}
\end{equation*}
$$

As $\epsilon$ is taken asymptotically to zero, the minimum of the energy $W$ approaches the original energy (4.1). Moreover, at least when the membrane $\Gamma$, viewed as a surface in $\Omega$, is regular enough, we have

$$
\begin{equation*}
\phi(x) \tilde{=} \tanh \left(\frac{d(x, \Gamma)}{\sqrt{2} \epsilon}\right)+O\left(\epsilon^{2}\right) \tag{4.3}
\end{equation*}
$$

approximately satisfied for all $x \in \Omega$. Here, $d=d(x, \Gamma)$ is the distance of the point $x \in \Omega$ to the surface $\Gamma$. Furthermore, the functional

$$
\begin{equation*}
A=\int_{\Omega} \phi(x) d x \tag{4.4}
\end{equation*}
$$

goes to the difference of interior volume and exterior volume, and the function

$$
\begin{equation*}
B=\int_{\Omega}\left[\frac{\epsilon}{2}|\nabla \phi|^{2}+\frac{1}{4 \epsilon}\left(\phi^{2}-1\right)^{2}\right] d x \tag{4.5}
\end{equation*}
$$

approaches $2 \sqrt{2} \operatorname{area}(\Gamma) / 3$, or about 0.94 times the area of $\Gamma$. We note that for energy minimizing functions,

$$
\int_{\Omega} \frac{\epsilon}{2}|\nabla \phi|^{2} d x \approx \int_{\Omega} \frac{1}{4 \epsilon}\left(\phi^{2}-1\right)^{2} d x
$$



Fig. 4.1. Deformation of a gourd (top) and a torus (bottom) with areas at 5.834, 6.258, 6.682, and 7.000. Pictures are displayed in different scales for best view.

Thus, it is also convenient to take

$$
B=\int_{\Omega} \epsilon|\nabla \phi|^{2} d x
$$

as the constraint for numerical purposes. For a more detailed asymptotic analysis and a more rigorous convergence analysis, including the convergence of the Euler Lagrange equation, we refer to our subsequent work [17].

It has come to our attention recently that the unconstrained variational approach of using (4.2) to approximate the 2-D Willmore functional (4.1) was also previously used, by the name of a relaxed formulation, in the application of image inpainting (see $[23,10,32]$ and the references cited therein). This relaxed formulation was motivated by the $\Gamma$-convergence framework of De Giorgi [14] (see also [32]) for general variational problems, although the convergence of such a formulation remains to be rigorously justified.

The numerical simulations in [19] were aimed at the study of the minimizers of the elastic energy $W(\phi)$ under given surface area and volume. By scaling invariance, the volume can be fixed to be a constant, while the area is changed continuously to probe the energy landscape. A set of bubble shapes was discovered, and topological changes were observed along the way only when the configurations were visualized. Our objective here is to show that the Euler number formula (2.26) can be used as an effective tool to automatically detect the topological changes.

The detailed numerical algorithms and numerical simulations of the branches of membrane shape deformations have been presented in [19].

Figure 4.1 shows the deformation of a gourd (the first row, computed with a $40 \times 375$ grid and $\epsilon=1.5 h=0.03$ ) and a torus (the second row, $100 \times 100$ grid, $\epsilon=1.5 h=0.03)$ with increasing surface areas, with volumes fixed at 1.1000 . The gourd becomes thinner, and the torus moves further away from its axis. It is obvious that there is no topological change for both the gourd and the torus. This can be seen from the graph of the Euler numbers (Figure 4.2) with the value being kept at 1 for the gourd and 0 for the torus. On the other hand, in the same figure, the graphs of their energy are two intersecting curves, which illustrates the existence of two shapes with totally different topologies but the same energy.


Fig. 4.2. The energy (left) and the computed Euler number (right) of gourd and torus shapes.


Fig. 4.3. Deformation of a shell to a pitomba, a bangle, a torus, a longan and finally a ball (cross section view) with areas valued at 9.811, 9.546, 8.485, 6.894, 6.364, 5.515, 5.303, and 5.091.

In the next set of numerical simulations, a rectangular domain with a $100 \times 200$ Cartesian grid, with $h=0.01$, is used and $\epsilon=2 h=0.02$. Figure 4.3 shows the shape deformations with a decreasing area from 11.2960 to 5.0912 while fixing the volume at 1.1000 . The left picture in Figure 4.4 shows the corresponding change of the bending energy with different surface areas. Good resolutions of the interfaces based on the above choices of the computational grid and the parameter values have been demonstrated in [19] for such a solution branch.

In the whole energy minimizing process, the shape always jumps from one branch to another, which results in a discontinuous energy curve. Here the shape of the vesicle changes from a shell to a bangle (with no obvious energy jump), then to a torus (with a noticeable energy jump at the surface area $\beta=6.6822$ ), then a longan (with an energy jump at around $\beta=5.3563$ ), and finally to a spherical ball (an energy jump at around $\beta=5.1442$ ). There are three topological changes during the shape deformation: (1) from shell to a bangle, (2) from torus to a longan, and (3) from longan to a spherical ball. The energy can hardly detect the change from shell to bangle, despite the occurrence of the topology change.

The right picture in Figure 4.4 shows the change of the computed Euler numbers. The graph has exactly three jumps corresponding to the three topological changes. We can see the corresponding Euler numbers 2, 0, 2, and 1 for shell, torus, longan,


Fig. 4.4. The energy (left) and the computed Euler number (right) for the deformation of a shell shape with decreasing area.
and ball shapes, respectively.
The calculation of the Euler numbers used the autoselection algorithm for the best parameters $a$ and $b$. Observing the second, third, and sixth graphs of Figure 4.3 carefully, it is not hard to understand why we need such an algorithm here, based on the theory stated in section 2.4. As different shapes have different best values of $a$ and $b$, we thus have different integration areas for the Euler numbers. It may be noticeable that some values are not exactly 0 when the vesicle surface area belongs to the interval $[5.3,9.8]$. Such small errors are mainly due to the approximation errors of the finite difference scheme and the integration scheme. Fortunately, those errors are always sufficiently small (less than 0.1 in this case) to be distinguishable from the Euler number jumps, which are at least 1 . This makes our method very stable and sensitive in detecting the topology changes.

In summary, the above experiments demonstrate that our formula for the Euler number can be successfully used to retrieve topological information and to capture topological events. Of course, the Euler number alone does not completely determine the topology of the interface.
4.2. The phase field model of fluid bubble motion. In the study of the coarsening of the Newtonian bubbles in another Newtonian fluid, the following 2-D simple problem has been considered:

$$
\left\{\begin{array}{rlrl}
\frac{\partial u}{\partial t}+(u \cdot \nabla) u-\nu \nabla \cdot D(u)+\nabla p+\lambda \nabla \cdot(\nabla \phi \odot \nabla \phi) & =0, & & (x, t) \in Q_{T},  \tag{4.6}\\
\nabla \cdot u=0, & & (x, t) \in Q_{T}, \\
\frac{\partial \phi}{\partial t}+(u \cdot \nabla) \phi-\gamma \Delta(\Delta \phi+f(\phi))=0, & & (x, t) \in Q_{T},
\end{array}\right.
$$

with the initial values $u(x, 0)=u_{0}(x), d(x, 0)=d_{0}(x)$ and periodic boundary conditions. Here $f(\phi)=\left(1-\phi^{2}\right) \phi / \epsilon^{2}, D(u)=\left(\nabla u+(\nabla u)^{T}\right) / 2, \nabla \phi \odot \nabla \phi$ is the induced elastic tensor, with the $(j, k)$ th entry being $\partial_{x_{j}} \phi \partial_{x_{k}} \phi$. The above equations have been used in [28] to analyze the motion of bubbles in a Newtonian fluid. These phase field models are also very similar to the liquid crystal model studied in [20, 27, 29].

The above simple system was used to study the free interface motion under the surface tension in the mixture of two Newtonian fluids with the same density and viscosity constants $[1,2,3,4,5,15,21,25,26,28,30,31,33,36,40]$. The system


Fig. 4.5. Deformation of two bubbles in a Newtonian fluid with the time valued at $0.00,0.10$, $0.18,0.22,0.24,0.28$.
satisfies the following energy law:

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega}\left\{\frac{1}{2}|u|^{2}+\frac{\lambda}{2}|\nabla \phi|^{2}+\lambda F(\phi)\right\} d x=-\int_{\Omega}\left\{\nu|\nabla u|^{2}+\gamma \lambda|\nabla(\Delta \phi-f(\phi))|^{2}\right\} d x \tag{4.7}
\end{equation*}
$$

Moreover, the whole system can be viewed as the approximation of the classical sharp interface model with the kinematic and traction-free boundary condition on the free interface [28]. As the transition width $\epsilon$ approaches zero, the induced bulk elastic stress term converges to the corresponding surface tension.

To test our formula for computing the Euler number, we solve the above system in two space dimensions via a spectral spatial discretization coupled with a second order semi-implicit-in-time scheme for $\phi$ and a semi-implicit projection scheme for the Navier-Stokes equations, such as those in [20, 28].

Figure 4.5 shows a special example of the deformation of two Newtonian bubbles in another Newtonian fluid. In this experiment, we take the $128 \times 128$ grid, period boundary condition on area $[0,2 \pi] \times[0,2 \pi]$, and $\epsilon=2.5 h=0.1227, \lambda=10.0, \gamma=3.0$, $\nu=1.0$. In the simulation, the larger bubble grows at the expense of the shrinkage of the smaller one. In fact, the smaller bubble dissolves into the fluid, while the bigger bubble absorbs from the fluid, similar to the well-known Oswald ripening effects (due to the Cahn-Hillard effect of the phase equation in (4.6)). The total volume of these two bubbles remains constant in time.

The topology change in this simulation can be characterized by the Euler number of the whole configuration. At the beginning, the Euler number of the configuration with the two bubbles is 2 . And finally, after the smaller bubble is totally absorbed by the larger bubble, the Euler number of the bubble configuration becomes 1. Figure 4.6 shows the sharp change in the Euler number in this procedure using the formula (2.16).


Fig. 4.6. A plot of the Euler number in time with the annihilation of the small bubble.
5. Conclusion. While an important advantage of phase field modeling of the interface variation and the interfacial motion is its ability to handle the change of interface topologies in natural and physically meaningful ways, it has also come to our attention that in many practical problems, useful topological information may be needed, and the effective control of the topological transformations may be important. In this paper, mechanisms to retrieve relevant topological information based on the phase field formulations are discussed. In particular, some robust formulae for computing a generalized Euler number of the interface are proposed based on the phase field order parameter $\phi$. Using a special ansatz, we also get further simplified formulae. For smooth interfaces, our formulae give desired quantized characterization of the interface genus. When passing through singularities, they give fractional values that generalize the notion of the genus.

As a demonstration, numerical experiments are performed for the cases of a static deformation of a 3-D axial symmetric membrane as well as a time dependent annihilation of fluid bubbles in 2-D space. The experimental results show that the proposed methods for computing the Euler number are very effective and robust in detecting the topological changes. The ideas presented in this paper are very natural and easy to implement for other phase field models and may also be equally applicable to other simulation methods for free boundary and interface problems including the standard level set methods. Rigorous analysis of the formulae derived here based on formal asymptotic analysis are currently underway [17]. We are also working on the problem of taking the Euler number as a constraint within the phase field framework to study and analyze mechanisms in a physical system for controlling and preventing topological changes, should they become desirable.
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#### Abstract

The birth of limit cycles in 3D (three-dimensional) piecewise linear systems for the relevant case of symmetrical oscillators is considered. A technique already used by the authors in planar systems is extended to cope with 3D systems, where a greater complexity is involved.

Under some given nondegeneracy conditions, the corresponding theorem characterizing the bifurcation is stated. In terms of the deviation from the critical value of the bifurcation parameter, expressions in the form of power series for the period, amplitude, and the characteristic multipliers of the bifurcating limit cycle are also obtained.

The results are applied to accurately predict the birth of symmetrical periodic oscillations in a 3D electronic circuit genealogically related to the classical Van der Pol oscillator.
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1. Introduction and main results. Piecewise linear modeling of nonlinear dynamical systems is especially successful in some engineering problems, such as the analysis and design of electronic oscillators or control systems (see, e.g., [CFPT02]). However, in the framework of piecewise linear systems, there are no general bifurcation results explaining the appearance or disappearance of self-sustained oscillations, as is the case for the Hopf bifurcation theorem in the context of differentiable systems. Thus, the authors gave in [FPR99] a complete characterization of the focus-centerlimit cycle bifurcation for symmetric planar piecewise linear systems. Now we show how the corresponding result can be extended to the 3D case.

We consider a common situation in applications, namely, dynamical systems defined by piecewise continuous vector fields with three linear zones and two parallel frontiers. Furthermore, it is assumed that such systems show symmetry with respect to the origin; that is, if we put them in the form $d \mathbf{x} / d \tau=f(\mathbf{x})$ with $\mathbf{x} \in \mathbb{R}^{3}$, they satisfy $f(-\mathbf{x})=-f(\mathbf{x})$. In particular, $f(0)=0$, and so the origin is an equilibrium point for all values of the parameters. By means of a linear change of variables, it is always possible to suppose that the frontiers are the planes $\Sigma_{1}=\left\{\mathbf{x} \in \mathbb{R}^{3}: x_{1}=1\right\}$ and $\Sigma_{-1}=\left\{\mathbf{x} \in \mathbb{R}^{3}: x_{1}=-1\right\}$. We denote by $L$ (left), $C$ (central), and $R$ (right) the regions of $\mathbb{R}^{3}$ at which $x_{1}<-1,\left|x_{1}\right| \leq 1$, and $x_{1}>1$, respectively, hold.

To be more precise, we consider systems expressed as follows:

$$
\dot{\mathbf{x}}= \begin{cases}A_{L} \mathbf{x}-\mathbf{b} & \text { if } x_{1}<-1  \tag{1.1}\\ A_{C} \mathbf{x} & \text { if }\left|x_{1}\right| \leq 1 \\ A_{L} \mathbf{x}+\mathbf{b} & \text { if } x_{1}>1\end{cases}
$$

[^124]

FIG. 1. The focus-center-limit cycle bifurcation in the case $D>0, \gamma>0$. The focal plane and the complementary one-dimensional invariant manifold at the origin are shown, along with the two parallel planes which separate the three linear regions. In the situation sketched, as deduced from Theorem 1.1, the bifurcating limit cycle is of saddle type.
where we have taken advantage of the continuity and symmetry of the vector field involved; in particular, the matrices $A_{L}$ and $A_{C}$ differ only in their first columns.

From Proposition 16 of [CFPT02], under the generic condition of observability, every system (1.1) can be written in the generalized Liénard form

$$
\frac{d}{d \tau}\left[\begin{array}{l}
x_{1}  \tag{1.2}\\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{rrr}
t & -1 & 0 \\
m & 0 & -1 \\
d & 0 & 0
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]+\left[\begin{array}{c}
T-t \\
M-m \\
D-d
\end{array}\right] \operatorname{sat}\left(x_{1}\right)
$$

where $\operatorname{sat}\left(x_{1}\right)$ is the normalized saturation

$$
\operatorname{sat}\left(x_{1}\right)=\left\{\begin{array}{cl}
-1, & x_{1} \leq-1 \\
x_{1}, & \left|x_{1}\right|<1 \\
1, & x_{1} \geq 1
\end{array}\right.
$$

so that, regarding system (1.1), we have

$$
A_{L}=\left[\begin{array}{rrr}
t & -1 & 0 \\
m & 0 & -1 \\
d & 0 & 0
\end{array}\right], \quad A_{C}=\left[\begin{array}{rrr}
T & -1 & 0 \\
M & 0 & -1 \\
D & 0 & 0
\end{array}\right], \quad \mathbf{b}=\left[\begin{array}{c}
T-t \\
M-m \\
D-d
\end{array}\right]
$$

Note that system (1.2) is a particular instance of the more general Lur'e form

$$
\frac{d \mathbf{x}}{d \tau}=A \mathbf{x}+\mathbf{b} \operatorname{sat}\left(\mathbf{c}^{T} \mathbf{x}\right)
$$

for the case $A=A_{L}$ and $\mathbf{c}=\mathbf{e}_{\mathbf{1}}$, where $\mathbf{e}_{1}$ stands for the first vector of the canonical basis.

Clearly, the parameters $t, m, d$ and $T, M, D$ stand for the trace, the sum of principal minors of order two, and the determinant of each matrix, and they completely determine the dynamics of the system.

Choosing $T$ as the bifurcation parameter, for the critical value $T_{c}=D / M$ with $M>0$, system (1.2) has a linear center in the zone $C$ (see Figure 1); that is, the matrix $A_{C}$ has a pair of pure imaginary eigenvalues. We want to analyze whether a limit cycle bifurcates from this configuration as the bifurcation parameter $T$ varies. Note the similarities with the classical Hopf bifurcation scenario.

It will be useful, in order to know the stability of such a limit cycle, to estimate the characteristic multipliers of the limit cycle, that is, the eigenvalues of the derivative of a Poincaré return map defined in an adequate section of the phase space. We will denote the logarithms of these characteristic multipliers by $\mu_{r}$ and $\mu_{a}$, from radial and axial, respectively. Our main result is the following.

THEOREM 1.1. Let us consider system (1.2) with $M>0, T_{c}=D / M$, and $\gamma=D M-D m+d M-t M^{2} \neq 0$. For $T=T_{c}$ the system undergoes a focus-centerlimit cycle bifurcation; that is, from the lineal center configuration in the central zone, which exists for $T=T_{c}$, one limit cycle appears for $\gamma\left(T-T_{c}\right)>0$ and $T-T_{c}$ sufficiently small.

The amplitude " $a$ " (measured as the maximum of $\left|x_{1}\right|$ ), the period $P_{\text {er }}$, and the logarithms of characteristic multipliers $\mu_{r}$ and $\mu_{a}$ of the periodic orbit are analytic functions at 0 , in the variable $\left(T-T_{c}\right)^{1 / 3}$; namely,

$$
\begin{aligned}
a & =1+\frac{(6 \pi)^{2 / 3} M^{4 / 3}}{8 \gamma^{2 / 3}}\left(T-T_{c}\right)^{2 / 3}+\frac{\left(6 \pi^{4}\right)^{1 / 3} a_{4}}{960 M^{1 / 3} \gamma^{7 / 3}}\left(T-T_{c}\right)^{4 / 3}+O\left(T-T_{c}\right)^{5 / 3}, \\
P_{e r} & =\frac{2 \pi}{\sqrt{M}}+\frac{\pi(M-m) \sqrt{M}}{\gamma}\left(T-T_{c}\right)-\frac{6^{2 / 3} \pi^{5 / 3} M^{5 / 6} P_{5}}{20 \gamma^{8 / 3}}\left(T-T_{c}\right)^{5 / 3}+O\left(T-T_{c}\right)^{2}, \\
\mu_{r} & =-\frac{(48 \pi)^{1 / 3} M^{7 / 6} \gamma^{2 / 3}}{D^{2}+M^{3}}\left(T-T_{c}\right)^{1 / 3}+O\left(T-T_{c}\right)^{2 / 3}, \\
\mu_{a} & =\frac{2 \pi D}{M^{3 / 2}}+\frac{(48 \pi)^{1 / 3}}{M^{5 / 6}}\left(\frac{M t-D}{\gamma^{1 / 3}}+\frac{M^{2} \gamma^{2 / 3}}{D^{2}+M^{3}}\right)\left(T-T_{c}\right)^{1 / 3}+O\left(T-T_{c}\right)^{2 / 3},
\end{aligned}
$$

where

$$
\begin{aligned}
a_{4} & =-120 t M^{5}+\left(120 D+2 t^{3}+21 m t+72 d\right) M^{4} \\
& +\left[-\left(93 m+27 t^{2}\right) D+\left(27 m-2 t^{2}\right) d\right] M^{3}+\left(2 t^{2} m+25 d t-27 m^{2}\right) D M^{2} \\
& +\left[25 D^{3}+23(m t-d) D^{2}\right] M-25 m D^{3}, \\
P_{5} & =\left[M(M-m)^{2}+(M t-d)^{2}\right](M t-D) .
\end{aligned}
$$

In particular, if $\gamma>0$ and $D<0$, then the limit cycle bifurcates for $T>T_{c}$ and is orbitally asymptotically stable.

This theorem describes a codimension-one bifurcation, similar to the Hopf bifurcation of differentiable dynamics (see [CH82]), but some differences should be noted. In particular, the expressions characterizing the bifurcation are in terms of the parameter to the one third power instead of the one half power, and, more important, the limit cycle amplitude's leading order is $O(1)$. Thus, the stability change of the origin is accompanied by the abrupt appearance of a limit cycle of significant size. This comment also applies to the planar case, as appeared in [Kr87] and [FPR99].

When the coefficient $\gamma$ is not equal to zero, it allows a complete characterization of the bifurcation criticality. Its role is analogous to the coefficient of the cubic term in the Poincaré-Andronov-Hopf normal form. When $\gamma=0$, the bifurcation is of higher codimension, requiring a specific treatment that will appear elsewhere.

We want to remark that it is possible, with the same techniques, to obtain similar bifurcation results for the asymmetric case of single-sided saturation. Thus, the proposed methodology is able to cope with a wider class of piecewise linear systems.

The rest of the paper is structured as follows. In section 2, we show how the above result can be useful for accurately predicting the birth of symmetrical periodic
oscillations in a tridimensional electronic circuit, which can be built by taking a Van der Pol oscillator as starting point. The proof of Theorem 1.1 is given in section 3.
2. Predicting the onset of symmetrical periodic oscillations in a 3D electronic circuit. In this section, we consider the electronic circuit of Figure 2(a), genealogically related with the classical Van der Pol oscillator, in order to show the applicability of our results. Regarding this circuit, the nonlinear conductance NL is its active element, implemented by means of an operational amplifier with the feedback structure of Figure 2(b), and the current-voltage characteristic is shown in Figure 2(c). Note that we are dealing with a nonlinearity characteristic qualitatively similar to the cubic one appearing in the classical Rayleigh-Van der Pol oscillator. In fact, if we eliminate the capacitor $C_{2}$ and make $R=R_{0}=0$, then the resulting planar circuit could be thought of as a modern electronic realization of such classical oscillators; see [Kr87] and [FPR99].

Thus, the 3 D circuit of Figure 2 can be built by adding the capacitance $C_{2}$ to a bidimensional oscillator circuit. In the context of chaotic circuits, such topology was originally proposed in [SYM81], and was studied afterwards in [FGA84] and [FRGP93] in the case $R_{0}=0$ and assuming a nonlinear positive conductance for the resistor $R$. With slight modifications, this circuit has been extensively studied in the last two decades; see [GK92] or [HBCJM91]. Taking $R_{0}=0$ and substituting the nonlinear element by the so-called Chua diode, many papers have also been written; see [CWHZ93], [Ma93], and references therein. Anyway, the onset of symmetrical periodic oscillations was never accurately predicted, since in most cases the circuit was analyzed by taking polynomial approximations. Thus, the rapid bifurcation for the limit cycle observed in practice was never justified.

It should be remarked that the characteristic of Chua's diode is qualitatively similar to the one presented in Figure 2(c) but the zone of negative slope is made up by three pieces with two different slopes. For that, at least two subcircuits with operational amplifiers like those shown in Figure 2(b) are needed. Thus, the Chua circuit characteristic has five linear segments instead of only three, as in our case. However, in modeling Chua's circuit, usually only the three innermost pieces are represented, since the two outermost pieces of positive slope are not physically used; see [Ke93].

As stated in [Kr87] and [FPR99], there exists an excellent agreement between the actual response of the nonlinear device NL in the circuit and its symmetric piecewise


Fig. 2. (a) The $3 D$ electronic circuit. (b) Implementation of the nonlinear conductance $N L$. (c) Piecewise linear current-voltage characteristic of NL.
linear mathematical model. Therefore, we are led to consider the piecewise linear dynamical system

$$
\begin{align*}
C_{1} \frac{d v_{1}}{d \tau} & =\frac{v_{2}-v_{1}}{R}-i\left(v_{1}\right) \\
C_{2} \frac{d v_{2}}{d \tau} & =\frac{v_{1}-v_{2}}{R}-i_{L}  \tag{2.1}\\
L \frac{d i_{L}}{d \tau} & =v_{2}-R_{0} i_{L}
\end{align*}
$$

where $v_{1}$ and $v_{2}$ are the voltages across the capacitors $C_{1}$ and $C_{2}$, respectively, while $i_{L}$ is the current through the inductance. The nonlinear current-voltage characteristic is

$$
i\left(v_{1}\right)=\frac{v_{1}-f\left(v_{1}\right)}{R_{1}} \quad \text { with } \quad f\left(v_{1}\right)= \begin{cases}E \operatorname{sign}\left(v_{1}\right), & \left|v_{1}\right|>E / \sigma, \\ \sigma v_{1}, & \left|v_{1}\right| \leq E / \sigma,\end{cases}
$$

where

$$
\sigma=1+\frac{R_{2}}{R_{3}}
$$

is the gain of the operational amplifier configured (using feedback) as a noninverting amplifier and $E$ is its saturation voltage.

With the following linear change of variables and time rescaling,

$$
\begin{equation*}
v_{1}=\frac{E}{\sigma} y_{1}, \quad v_{2}=\frac{E}{\sigma} y_{2}, \quad i_{L}=\frac{E}{\sigma} \sqrt{\frac{C_{2}}{L}} y_{3}, \quad \tau=R C_{1} \bar{\tau} \tag{2.2}
\end{equation*}
$$

and defining the following five nonnegative dimensionless parameters,

$$
\begin{equation*}
r=\frac{R}{R_{1}}, \quad c=\frac{C_{1}}{C_{2}}, \quad \mu=(\sigma-1) \frac{R}{R_{1}}=\frac{R R_{2}}{R_{1} R_{3}}, \quad \rho=\frac{R^{2} C_{1}^{2}}{L C_{2}}, \quad \kappa=\frac{R R_{0} C_{1}}{L}, \tag{2.3}
\end{equation*}
$$

we can express system (2.1) as follows:

$$
\frac{d}{d \bar{\tau}}\left[\begin{array}{l}
y_{1}  \tag{2.4}\\
y_{2} \\
y_{3}
\end{array}\right]=\left[\begin{array}{ccc}
-r-1 & 1 & 0 \\
c & -c & -\sqrt{\rho} \\
0 & \sqrt{\rho} & -\kappa
\end{array}\right]\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right]+\left[\begin{array}{c}
\mu+r \\
0 \\
0
\end{array}\right] \operatorname{sat}\left(y_{1}\right)
$$

For the subsequent analysis, we will choose $\mu$ and $\rho$ as the main bifurcation parameters. In practice, to detect the bifurcation in a experimental way, it is better to tune the parameter $\mu$ by means of a variable resistor $R_{2}$, which is equivalent to varying the gain $\sigma$.

The observability matrix for system (2.1) is

$$
\mathcal{O}=\left[\begin{array}{c}
\mathbf{e}_{1}^{T} \\
\mathbf{e}_{1}^{T} A \\
\mathbf{e}_{1}^{T} A^{2}
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
-r-1 & 1 & 0 \\
(r+1)^{2}+c & -c-r-1 & -\sqrt{\rho}
\end{array}\right]
$$

which has full rank for all the values of components of the circuit. From Proposition 16 of [CFPT02], system (2.1) can be expressed in Liénard's generalized form (1.2) with the following values:

$$
\begin{array}{ll}
T=\mu-c-\kappa-1, & t=-r-c-\kappa-1<0 \\
M=(c+1) \kappa-(c+\kappa) \mu+\rho, & m=(c+1) \kappa+(c+\kappa) r+\rho>0,  \tag{2.5}\\
D=(c \kappa+\rho) \mu-\rho, & d=-(c \kappa+\rho) r-\rho<0 .
\end{array}
$$



Fig. 3. The parabolic arc (thick line) in the plane ( $\mu, \rho$ ) corresponding to the bifurcation locus of Proposition 2.1 for $c=0.2$ and $\kappa=0.05$. The horizontal line indicates the path followed as $\mu$ varies for a fixed value of $\rho$. The dashed line represents points with $D=0$, so that above it we have $D<0$. At the dotted straight line we have $M=0$, and above this line we have $M>0$. The vertical line corresponds to $\mu=\mu_{*}$.

Note that these coefficients are the linear invariants of the two matrices involved, so that their computation is straightforward, and that it is not necessary to explicitly compute the linear change of variables required to get the Liénard form for applying Theorem 1.1.

The equation $M T-D=0$ leads to

$$
\begin{equation*}
(c+\kappa) \mu^{2}-\left[(c+\kappa)^{2}+c+2 \kappa\right] \mu+\rho(c+\kappa)+\kappa(c+1)(c+\kappa+1)=0 \tag{2.6}
\end{equation*}
$$

which can be rewritten as $\left(\mu-\mu_{*}\right)^{2}+\rho-\rho_{*}=0$, where

$$
\begin{align*}
\mu_{*} & =1+\frac{(c+\kappa)^{2}-c}{2(c+\kappa)} \\
\rho_{*} & =\mu_{*}^{2}-\kappa(c+1)\left(1+\frac{1}{c+\kappa}\right) \tag{2.7}
\end{align*}
$$

represent the coordinates in the $(\mu, \rho)$-plane of the vertex of the quadratic (2.6); see Figure 3. Now the application of Theorem 1.1 allows us to state the following result.

Proposition 2.1. Let us consider system (2.4) and assume that $c>0$ and the parameter $\kappa$ satisfies

$$
\begin{equation*}
0<\kappa<\kappa_{\max }(c)=\frac{\sqrt{c^{2}+c}-c}{2} \tag{2.8}
\end{equation*}
$$

Then the system undergoes the focus-center-limit cycle bifurcation described in Theorem 1.1 at the points of the $(\mu, \rho)$-plane belonging to the parabolic arc defined by the quadratic equation

$$
\begin{equation*}
\left(\mu-\mu_{*}\right)^{2}+\rho-\rho_{*}=0 \tag{2.9}
\end{equation*}
$$



FIG. 4. The graphs of the functions $\kappa_{\max }(c)$ and $\kappa_{1}(c)$, which determine different regions in the plane $(c, \kappa)$ as described in statements (a) and (b) of Proposition 2.1. Note the horizontal asymptote at $\kappa=1 / 4$.
and satisfying

$$
\begin{equation*}
\rho>(c+\kappa) \mu-(c+1) \kappa \tag{2.10}
\end{equation*}
$$

The endpoints of the above parabolic arc are
$\left(\mu_{1}, \rho_{1}\right)=\left(1-\frac{c+\underline{c}}{2(c+\kappa)}, \frac{c(1-2 \kappa)-\underline{c}}{2}\right), \quad\left(\mu_{2}, \rho_{2}\right)=\left(1-\frac{c-\underline{c}}{2(c+\kappa)}, \frac{c(1-2 \kappa)+\underline{c}}{2}\right)$,
where

$$
\underline{c}=\sqrt{c^{2}(1-2 \kappa)^{2}-4 c(c+1) \kappa^{2}}
$$

In the points of the above parabolic arc, the inequality $D<0$ holds, and the following cases arise:
(a) If $0<c<1$ and $0<\kappa<\kappa_{1}$, where $\kappa_{1}=\kappa_{1}(c)$ is the only positive root of the quartic

$$
\begin{equation*}
(c+\kappa)^{4}+4 c \kappa(c+\kappa)-c^{2}=0 \tag{2.11}
\end{equation*}
$$

then $\mu_{1}<\mu_{*}<\mu_{2}$ and two subcases appear; see Figure 4.
(a.1) If $\mu_{1}<\mu<\mu_{*}$, then at the bifurcation points of the parabolic arc given by (2.9)-(2.10) one has $\gamma>0$. Consequently, when $\rho$ varies, the bifurcation is supercritical and the limit cycle is orbitally asymptotically stable.
(a.2) If $\mu_{*}<\mu<\mu_{2}$, then $\gamma<0$ at the bifurcation points of the parabolic arc. Here, when $\rho$ varies, the bifurcation is subcritical and the limit cycle is unstable.
(b) If $0<c<1$ and $\kappa \geq \kappa_{1}$, or $c \geq 1$, then all the bifurcation points of the parabolic $\operatorname{arc}(2.9)-(2.10)$ satisfy $\gamma>0$. Therefore, the bifurcation is supercritical and the bifurcating limit cycle is orbitally asymptotically stable.

TABLE 2.1
List of components for the circuit.

| $C=C_{1}=C_{2}$ | 100 nF |
| :---: | :---: |
| $L$ | 220 mH |
| $R_{1}$ | $10 \mathrm{k} \Omega$ |
| $R_{3}$ | $2200 \Omega$ |
| $R$ | $1 \mathrm{k} \Omega$ |
| $R_{0}$ | $220 \Omega$ |

Proof. Conditions $T=T_{c}$ and $M>0$ of Theorem 1.1 lead to $M T-D=0$, which is equivalent to (2.9), and to (2.10). After some manipulations, we get the inequality

$$
(c+\kappa) \mu^{2}-(c+2 \kappa) \mu+(c+1) \kappa<0
$$

whose discriminant, namely $c^{2}-4 c^{2} \kappa-4 c \kappa^{2}$, is positive due to (2.8). In fact, this expression coincides with $\underline{c}^{2}$. The endpoints of the parabolic arc can be obtained by solving the equation $M=0$ and (2.9).

To show that $D<0$ at the bifurcation values, as we are working at points where $M T-D=0$ along with $M>0$, it suffices to show that $T<0$, which is a trivial task.

To prove statements (a) and (b), it is enough to study the sign of the coefficient $\gamma$ in Theorem 1. Using the condition $M T-D=0$, we have

$$
\gamma=M T(M-m)+M(d-t M)=M[T(M-m)+d-t M]
$$

and with $M>0$ we get $\operatorname{sign}(\gamma)=\operatorname{sign}[T(M-m)+d-t M]$. Thus, using (2.5), (2.6), and canceling a factor $r+\mu>0$, we conclude that

$$
\begin{equation*}
\operatorname{sign}(\gamma)=\operatorname{sign}\left[(c+\kappa)^{2}+c+2 \kappa-2(c+\kappa) \mu\right]=\operatorname{sign}\left(\mu_{*}-\mu\right) \tag{2.12}
\end{equation*}
$$

Assume now that $0<c<1$ and $0<\kappa<\kappa_{1}$. Thus, the left-hand side of (2.11) is negative, which implies $(c+\kappa)^{2}<\underline{c}$. Then $\mu_{1}<\mu_{*}<\mu_{2}$, and statement (a) follows.

When $c \leq 1$ and $\kappa \geq \kappa_{1}$, we have $(c+\kappa)^{2} \geq \underline{c}$. If $c>1$, then we have $(c+\kappa)^{2}>$ $c>\underline{c}$. In both cases, we conclude that $\mu_{*} \geq \mu_{2}$, and statement (b) follows.

For the sake of completeness, if we define, for $0<c<1$, the constants

$$
q_{1}=\sqrt[3]{27 c+26+3 \sqrt{81 c^{2}+156 c+75}}>0, \quad q_{2}=q_{1}+\frac{1}{q_{1}}-4>0
$$

we obtain

$$
\kappa_{1}(c)=\sqrt{\frac{c}{6} q_{2}}+\sqrt{c \sqrt{\frac{6 c}{q_{2}}-\frac{c q_{2}}{6}-2 c}}-c
$$

which is represented for $0<c<1$ in Figure 4.
The above proposition enables us to design the electronic oscillator by choosing adequately the component values of the circuit. In particular, in order to minimize the signal distortion from the sinusoidal wave form, one must select parameters not far from the bifurcation curve where the onset of periodic oscillations has been predicted.

To assess the accuracy of piecewise linear modeling for this circuit, a SPICE implementation of the circuit was made; see [QNPS93]. The values chosen for the components are in Table 2.1, while the operational amplifier used was an LM324,


Fig. 5. The parabolic arc (thick line) in plane ( $\mu, \rho$ ) predicted by Proposition 2.1 for $\kappa=0.1$. The horizontal line indicates the path followed as $\mu$ varies for the fixed value of $\rho$ used in the simulations. The dashed line represents points with $D=0$, so that above it we have $D<0$. The dotted straight line indicates points with $M=0$, and above it we have $M>0$.
with a supply voltage of 9 V and a measured saturation voltage of 8.5 V (with slight variations around).

For these values, we have

$$
c=\frac{C_{1}}{C_{2}}=1, \quad \kappa=\frac{R R_{0} C}{L}=0.1<\frac{\sqrt{2}-1}{2} \approx 0.2071
$$

so that we can apply Proposition 2.1 and, in particular, its statement (b). Note that

$$
\mu=\frac{R R_{2}}{R_{1} R_{3}} \approx \frac{R_{2}}{22000}, \quad \rho=\frac{R^{2} C}{L} \approx 0.4545
$$

so that by varying $R_{2}$ we move $\mu$, describing a horizontal path that crosses the curve corresponding to the locus of bifurcation points, as shown in Figure 5. For the above value of $\rho$, the bifurcation takes place for the value $\bar{\mu} \approx 0.4924$, in accordance with (2.6), that corresponds with the value $R_{2} \approx 10833 \Omega$, and oscillations will appear by increasing $R_{2}$ above this critical value.

In Figures 6 and 7, we show the comparison between some experimental results taken from a SPICE simulation, once put into dimensionless form, and the predictions of Theorem 1.1 for the amplitude and the period of the bifurcating limit cycle. The excellent agreement achieved validates the piecewise linear model assumed for the operational amplifier nonlinear characteristic.
3. Proof of Theorem 1.1. In this section we provide the results necessary to prove Theorem 1.1.

For the critical value of the bifurcation parameter $T_{c}=D / M$, the matrix $A_{C}$ has a pair of imaginary eigenvalues, so that for $T$ in a neighborhood of $T_{c}$ the eigenvalues of $A_{C}$ will be $\alpha \pm i \beta$ and $\delta \in \mathbb{R}$. The characteristic polynomial of $A_{C}$ is

$$
p(\lambda)=\operatorname{det}\left(A_{C}-\lambda I\right)=-\lambda^{3}+T \lambda^{2}-M \lambda+D
$$



Fig. 6. Comparison for amplitude between SPICE simulation data $(\times \times \times)$, the expression corresponding to the two first non-null terms of Theorem 1.1 (-), and three non-null terms (---).


FIG. 7. Comparison for period between SPICE simulation data $(\times \times \times)$, the expression corresponding to the two first non-null terms of Theorem 1.1 (-), and three non-null terms (---).
and thus

$$
\begin{align*}
T & =\delta+2 \alpha \\
M & =2 \alpha \delta+\alpha^{2}+\beta^{2}  \tag{3.1}\\
D & =\delta\left(\alpha^{2}+\beta^{2}\right)
\end{align*}
$$

When $\alpha=0$ and $\beta>0$, or equivalently $D=M T$ and $M>0$, system (1.2) has a linear center contained in an invariant plane given by $\delta^{2} x_{1}-\delta x_{2}+x_{3}=0$. Additionally, the outermost periodic orbit of the center is tangent to the planes $\Sigma_{1}$ and $\Sigma_{-1}$ at the points $[1, \delta, 0]^{T}$ and $[-1,-\delta, 0]^{T}$, respectively. Consequently, the time


FIG. 8. Sketch of a symmetrical periodic orbit which uses the three linear zones of system (1.2).
spent by this orbit in going from $\mathbf{x}^{0}$ to $\mathbf{x}^{1}$ is $\tau_{C}=\pi / \beta$ in the zone $C$, and obviously $\tau_{L}=0$ in the zone $L$.

We want to analyze the possible bifurcation of a limit cycle from the linear center in the zone $C$. (Obviously, it should be born from the outermost periodic orbit of the center.) As system (1.2) is linear in every zone, it is possible to obtain its solutions explicitly, and to identify symmetrical periodic solutions of the system living in the three zones with the solutions of the equations

$$
\begin{align*}
e^{A_{C} \tau_{C}} \mathbf{x}^{0}-\mathbf{x}^{1} & =\mathbf{0} \\
e^{A_{L} \tau_{L}} \mathbf{x}^{1}-\int_{0}^{\tau_{L}} e^{A_{L}\left(\tau_{L}-s\right)} \mathbf{b} d s+\mathbf{x}^{0} & =\mathbf{0} \tag{3.2}
\end{align*}
$$

where $\tau_{C}$ and $\tau_{L}$ are the times spent by the semiorbit in each zone, and

$$
\mathbf{x}^{0}=\left[\begin{array}{c}
1 \\
x_{2}^{0} \\
x_{3}^{0}
\end{array}\right], \quad \mathbf{x}^{1}=\left[\begin{array}{c}
-1 \\
x_{2}^{1} \\
x_{3}^{1}
\end{array}\right]
$$

are two intersection points of the orbit with the planes $\Sigma_{1}$ and $\Sigma_{-1}$, respectively (from the symmetry, there will be two more, $\mathrm{x}^{2}=-\mathrm{x}^{0}$ and $\mathrm{x}^{3}=-\mathrm{x}^{1}$ ); see Figure 8. We will refer to the system formed by (3.2) as the closing equations. The use of these equations goes back to Andronov and coworkers [AVK66], and it was exploited by Kriegsmann [Kr87] in the context of limit cycle bifurcations. This author studied the rapid bifurcation in the Wien bridge oscillator, later revisited in [FPR99].

Starting from the critical value $T=T_{c}$ and considering the outermost periodic orbit of the corresponding center configuration, we want to use the closing equations to analyze what happens with such periodic orbit as $T$ varies, keeping $M$ and $D$ constant and always assuming $M>0$. To achieve this goal, it is more convenient to vary the eigenvalues of $A_{C}$ in a neighborhood of $(\alpha, \beta, \delta)=(0, \sqrt{M}, D / M)$, adding to the closing equations (3.2) the last two equations of (3.1), to impose that $M$ and $D$ are fixed.

The sorted set formed by (3.2) and the last two equations of (3.1) will be denoted by

$$
\begin{equation*}
\mathbf{F}(\mathbf{z})=\mathbf{0} \tag{3.3}
\end{equation*}
$$

where $\mathbf{z}=\left(\alpha, \beta, \delta, \tau_{C}, \tau_{L}, x_{2}^{0}, x_{3}^{0}, x_{2}^{1}, x_{3}^{1}\right)$, which constitutes a nonlinear system of eight equations and nine unknowns, to be studied in a neighborhood of the point

$$
\overline{\mathbf{z}}=\left(0, \sqrt{M}, \frac{D}{M}, \frac{\pi}{\sqrt{M}}, 0, \frac{D}{M}, 0,-\frac{D}{M}, 0\right) .
$$

Obviously, we are interested in a branch of solutions of (3.3) passing through $\overline{\mathbf{z}}$, and leading to positive values of $\tau_{L}$. It turns out that system (3.3) has a trivial branch of solutions that passes through $\overline{\mathbf{z}}$ and can be parameterized as

$$
\begin{equation*}
\mathbf{z}(\mu)=\left(0, \sqrt{M}, \frac{D}{M}, \frac{\pi}{\sqrt{M}}, 0, \frac{D}{M}+\mu, \mu \frac{D}{M},-\frac{D}{M}-\mu,-\mu \frac{D}{M}\right) \tag{3.4}
\end{equation*}
$$

for every real $\mu$. This trivial branch will be called the spurious branch because, for $\mu \neq 0$, these solutions do not correspond to periodic orbits of the system (1.2). The Jacobian matrix of $\mathbf{F}$ in $\overline{\mathbf{z}}$ does not have full rank; in fact, as the following result shows, the point $\overline{\mathbf{z}}$ is a branch point where two branches intersect each other. Moreover, we obtain a new set of equations for which $\overline{\mathbf{z}}$ is nonsingular.

Lemma 3.1. For the closing equations (3.3) with $M>0$, the following statements hold:
(a) The fourth equation of (3.3), namely

$$
F_{4}(\mathbf{z})=0,
$$

is satisfied for every $\mathbf{z}$ with $\tau_{L}=0$.
(b) The function $\widetilde{F}_{4}(\mathbf{z})$ such that $F_{4}(\mathbf{z})=\tau_{L} \widetilde{F}_{4}(\mathbf{z})$ is an analytic function in a neighborhood of $\overline{\mathbf{z}}$.
(c) If we define the modified closing equations

$$
\begin{equation*}
\mathbf{G}(\mathbf{z})=\mathbf{0} \tag{3.5}
\end{equation*}
$$

where $G_{4}=\widetilde{F}_{4}$ and $G_{i}=F_{i}$ for $i \neq 4$, then the solution set of (3.5) in a neighborhood of $\bar{z}$ is the solution set of (3.3) excepting the spurious branch (3.4).
(d) For system (3.5) the point $\bar{z}$ is a nonsingular point. Moreover, the solutions of (3.5) are analytic functions of $\tau_{L}$ at 0 , and their corresponding Taylor series are

$$
\begin{align*}
\alpha & =\frac{M^{5 / 2} \gamma}{12 \pi\left(D^{2}+M^{3}\right)} \tau_{L}^{3}+\frac{M^{1 / 2} \xi_{1}}{720 p i\left(D^{2}+M^{3}\right)} \tau_{L}^{5}+O\left(\tau_{L}^{6}\right),  \tag{3.6}\\
\beta & =\sqrt{M}-\frac{D M \gamma}{12 \pi\left(D^{2}+M^{3}\right)} \tau_{L}^{3}-\frac{D \xi_{1}}{720 \pi M\left(D^{2}+M^{3}\right)} \tau_{L}^{5}+O\left(\tau_{L}^{6}\right),  \tag{3.7}\\
\delta & =\frac{D}{M}+\frac{D^{2} \gamma}{6 \pi M^{1 / 2}\left(D^{2}+M^{3}\right)} \tau_{L}^{3}+\frac{D^{2} \xi_{1}}{360 \pi M^{5 / 2}\left(D^{2}+M^{3}\right)} \tau_{L}^{5}+O\left(\tau_{L}^{6}\right),  \tag{3.8}\\
\tau_{C} & =\frac{\pi}{\sqrt{M}}-\tau_{L}+\frac{M-m}{12} \tau_{L}^{3}+\frac{\xi_{2}}{720 \pi M^{2}} \tau_{L}^{5}+O\left(\tau_{L}^{6}\right), \tag{3.9}
\end{align*}
$$

$$
\begin{align*}
x_{2}^{0} & =\frac{D}{M}+\frac{M}{2} \tau_{L}+\frac{M t-D}{12} \tau_{L}^{2}+\frac{4 M \gamma+\pi \sqrt{M} \xi_{3}}{24 \pi M^{3 / 2}} \tau_{L}^{3}-\frac{\xi_{4}}{720 M^{2}} \tau_{L}^{4} \\
& +\left[\frac{D \xi_{3}-M^{3} d}{24 M^{2}\left(e^{\left.\pi D / M^{3 / 2}+1\right)}-\frac{D M^{3 / 2} \gamma}{12 \pi\left(D^{2}+M^{3}\right)}\right] \tau_{L}^{4}+O\left(\tau_{L}^{5}\right),}\right.  \tag{3.10}\\
x_{2}^{1} & =-\frac{D}{M}+\frac{M}{2} \tau_{L}-\frac{M t-D}{12} \tau_{L}^{2}-\frac{4 M \gamma-\pi \sqrt{M} \xi_{3}}{24 \pi M^{3 / 2}} \tau_{L}^{3}+\frac{\xi_{4}}{720 M^{2}} \tau_{L}^{4} \\
& -\left[\frac{e^{\pi D / M^{3 / 2}}\left(D \xi_{3}-M^{3} d\right)}{24 M^{2}\left(e^{\left.\pi D / M^{3 / 2}+1\right)}+\frac{D M^{3 / 2} \gamma}{12 \pi\left(D^{2}+M^{3}\right)}\right] \tau_{L}^{4}+O\left(\tau_{L}^{5}\right),}\right.  \tag{3.11}\\
x_{3}^{0} & =\frac{D}{2} \tau_{L}+\frac{(M t-D) D}{12 M} \tau_{L}^{2}+\left[\frac{D M^{3 / 2} \gamma}{6 \pi\left(D^{2}+M^{3}\right)}+\frac{D \xi_{3}}{24 M^{2}}\right] \tau_{L}^{3} \\
& -\frac{D \xi_{3}-M^{3} d}{12 M^{2}\left(e^{\left.\pi D / M^{3 / 2}+1\right)} \tau_{L}^{3}-\frac{D \xi_{4}}{720 M^{3}} \tau_{L}^{4}+O\left(\tau_{L}^{5}\right),\right.}  \tag{3.12}\\
x_{3}^{1} & =\frac{D}{2} \tau_{L}-\frac{(M t-D) D}{12 M} \tau_{L}^{2}-\left[\frac{D M^{3 / 2} \gamma}{6 \pi\left(D^{2}+M^{3}\right)}+\frac{D \xi_{3}}{24 M^{2}}\right] \tau_{L}^{3} \\
& +\frac{D \xi_{3}+e^{\pi D / M^{3 / 2} M^{3} d}}{12 M^{2}\left(e^{\pi D / M^{3 / 2}}+1\right)} \tau_{L}^{3}+\frac{D \xi_{4}}{720 M^{3}} \tau_{L}^{4}+O\left(\tau_{L}^{5}\right), \tag{3.13}
\end{align*}
$$

where

$$
\begin{align*}
\gamma & =D M-D m+d M-t M^{2}  \tag{3.14}\\
\xi_{1} & =5 D^{3} M-5 D^{3} m-15 D^{2} M^{2} t+11 D^{2} M d+4 D^{2} M m t-15 D M^{4} \\
& +21 D M^{3} m+9 D M^{3} t^{2}-10 D M^{2} d t-6 D M^{2} m^{2}+D M^{2} m t^{2}+15 M^{5} t \\
& -9 M^{4} d-12 M^{4} m t+M^{4} t^{3}+6 M^{3} d m-M^{3} d t^{2} \\
\xi_{2} & =5 D^{2} M-5 D^{2} m-10 D M^{2} t+6 D M d+4 D M m t-9 M^{4} \\
& +15 M^{3} m+5 M^{3} t^{2}-6 M^{2} d t-6 M^{2} m^{2}+M^{2} m t^{2} \\
\xi_{3} & =D(D-M t)+M^{2} m, \\
\xi_{4} & =15 D^{3}-20 D^{2} M t+16 D M^{2} m+4 D M^{2} t^{2}-9 M^{3} d-7 M^{3} m t+M^{3} t^{3} .
\end{align*}
$$

Proof. Statements (a) and (b) come from a direct inspection of (3.3).
Recalling (3.2), from statement (b) and (3.3) we conclude that

$$
\left.\widetilde{F}_{4}(\mathbf{z})\right|_{\tau_{L}=0}=\lim _{\tau_{L} \rightarrow 0} \frac{1}{\tau_{L}} F_{4}(\mathbf{z})=\mathbf{e}_{1}^{T} A_{L}\left[\begin{array}{c}
-1 \\
x_{2}^{1} \\
x_{3}^{1}
\end{array}\right]+\mathbf{e}_{1}^{T}\left[\begin{array}{c}
t-2 \alpha-\delta \\
m-M \\
d-D
\end{array}\right]=-x_{2}^{1}-2 \alpha-\delta
$$

The above computation shows that $\widetilde{F}_{4}(\underset{\sim}{\mathbf{z}}(\mu))=\mu$, so that the spurious branch (3.4) does not belong to the solution set of $\widetilde{F}_{4}(\mathbf{z})=0$. Besides, every solution $\mathbf{z}$ of (3.3) with $\tau_{L} \neq 0$ is a solution of (3.5), and statement (c) is proven.

For the computation of the Jacobian matrix $\partial \mathbf{G} /\left.\partial \mathbf{z}\right|_{\mathbf{z}=\overline{\mathbf{z}}}$ and the series (3.6)(3.13), we have used the following approach. For the first three rows of the closing equations, we work with the equivalent expression

$$
\mu_{0} e^{\delta \tau_{C}} \mathbf{v}+e^{\alpha \tau_{C}} \cos \left(\beta \tau_{C}\right) \widehat{\mathbf{v}}+e^{\alpha \tau_{C}} \frac{\sin \left(\beta \tau_{C}\right)}{\beta}\left(A_{C}-\alpha I\right) \widehat{\mathbf{v}}-\mathbf{x}^{1}=\mathbf{0}
$$

where $\mathbf{v}=\left[1,2 \alpha, \alpha^{2}+\beta^{2}\right]^{T}$ is a right eigenvector of $A_{C}$ associated with the real eigenvalue $\delta$, and

$$
\widehat{\mathbf{v}}=\mathbf{x}^{0}-\mu_{0} \mathbf{v}
$$

is the projection (following the direction of $\mathbf{v}$ ) of the vector $\mathbf{x}^{0}$ onto the invariant plane associated with the complex eigenvalues of $A_{C}$. Consequently, the coefficient $\mu_{0}$ is

$$
\mu_{0}=\frac{\mathbf{w}^{T} \mathbf{x}^{0}}{\mathbf{w}^{T} \mathbf{v}}=\frac{\delta^{2}-\delta x_{2}^{0}+x_{3}^{0}}{(\delta-\alpha)^{2}+\beta^{2}}
$$

where $\mathbf{w}^{T}=\left[\delta^{2},-\delta, 1\right]$ is a left eigenvector of $A_{C}$ associated with the eigenvalue $\delta$.
Regarding the next three rows of the closing equations, it is useful to write the matrix exponentials in series of $\tau_{L}$. Then, in computing partial derivatives with respect to the variables other from $\tau_{L}$, one only needs to consider the terms of degree zero in $\tau_{L}$. This comment is also useful for obtaining $\widetilde{F}_{4}$ from $F_{4}$.

Thus, the Jacobian matrix $\partial \mathbf{G} /\left.\partial \mathbf{z}\right|_{\mathbf{z}=\overline{\mathbf{z}}}$ is

$$
\left[\begin{array}{ccccccccc}
-\frac{\pi}{\sqrt{M}} & 0 & D M K & 0 & 0 & -D M K & M^{2} K & 0 & 0 \\
-\frac{\pi D}{M^{3 / 2}} & -\pi & 0 & -M & 0 & -1 & 0 & -1 & 0 \\
0 & -\frac{\pi D}{M} & D M^{2} K & -D & 0 & -D M^{2} K & M^{3} K-1 & 0 & -1 \\
-2 & 0 & -1 & 0 & \frac{M}{2} & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & -M & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & -D & 0 & 1 & 0 & 1 \\
\frac{2 D}{M} & 2 \sqrt{M} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{2 D}{\sqrt{M}} & M & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

where

$$
\begin{equation*}
K=\frac{e^{\pi D / M^{3 / 2}}+1}{D^{2}+M^{3}} \tag{3.15}
\end{equation*}
$$

If we remove the fifth column (corresponding to $\tau_{L}$ ), the determinant of the resulting matrix is equal to

$$
-2 \pi M^{2}\left(e^{\pi D / M^{3 / 2}}+1\right) \neq 0
$$

and hence the matrix has full rank. From the implicit function theorem for analytic functions (see [CH82]) we obtain statement (d). All the computations of the above series expansions have been checked with the symbolic manipulator Maple; see [MGHLVM03].

In what follows, we give an auxiliary result to analyze the stability of the bifurcating limit cycle. First, we must study the behavior of the return map near a periodic orbit of three zones. Due to the symmetry, we need to use only the semiorbit that starts from $\mathbf{x}^{0} \in \Sigma_{1}$, crosses $\Sigma_{-1}$ at the point $\mathbf{x}^{1}$, and returns to this section at the point $\mathbf{x}^{2}=-\mathbf{x}^{0} \in \Sigma_{-1}$. We denote by $\mathbf{p}_{0}, \mathbf{p}_{1} \in \mathbb{R}^{2}$, the coordinates of $\mathbf{x}^{0}$ and $\mathbf{x}^{1}$ restricted to their respective sections. From the transition maps associated with the flow, locally defined at the points $\mathbf{x}^{0}$ and $\mathbf{x}^{1}$, it is possible in adequate neighborhoods at the sections to define the functions providing the corresponding restricted coordinates. Let us denote by $\pi_{C}, \pi_{L}$ such functions, satisfying $\pi_{C}\left(\mathbf{p}_{0}\right)=\mathbf{p}_{1}, \pi_{L}\left(\mathbf{p}_{1}\right)=-\mathbf{p}_{0}$,
and let $\pi_{L C}=\pi_{L} \circ \pi_{C}$. We will let $\tau_{C}\left(\mathbf{p}_{0}\right)$ and $\tau_{L}\left(\mathbf{p}_{1}\right)$ denote the times spent by the semiorbit in passing from $\mathbf{x}^{0}$ to $\mathbf{x}^{1}$ and from $\mathbf{x}^{1}$ to $\mathbf{x}^{2}$, respectively, and write $D_{\mathbf{p}}(\cdot)$ to indicate the derivative with respect to the restricted coordinates. The next result shows how to compute the derivative $D_{\mathbf{p}} \pi_{L C}$, intimately related to the monodromy matrix associated with the periodic orbit.

Proposition 3.2. Consider a symmetrical periodic orbit of system (1.2) that uses the three zones, starting from $\mathbf{x}^{0} \in \Sigma_{1}$ with coordinates $\mathbf{p}_{0} \in \mathbb{R}^{2}$, passing through $\mathbf{x}^{1} \in \Sigma_{-1}$ with coordinates $\mathbf{p}_{1} \in \mathbb{R}^{2}$, and transversal to both sections. Then, the product of the two matrices
$\left[\begin{array}{ll}1 & D_{\mathbf{p}} \tau_{L}\left(\mathbf{p}_{1}\right) \\ \mathbf{0} & D_{\mathbf{p}} \pi_{L}\left(\mathbf{p}_{1}\right)\end{array}\right]\left[\begin{array}{cc}-1 & D_{\mathbf{p}} \tau_{C}\left(\mathbf{p}_{0}\right) \\ \mathbf{0} & D_{\mathbf{p}} \pi_{C}\left(\mathbf{p}_{0}\right)\end{array}\right]=\left[\begin{array}{cc}-1 & D_{\mathbf{p}} \tau_{C}\left(\mathbf{p}_{0}\right)+D_{\mathbf{p}} \tau_{L}\left(\mathbf{p}_{1}\right) D_{\mathbf{p}} \pi_{C}\left(\mathbf{p}_{0}\right) \\ \mathbf{0} & D_{\mathbf{p}} \pi_{L C}\left(\mathbf{p}_{0}\right)\end{array}\right]$
is similar to

$$
\begin{equation*}
e^{A_{L} \tau_{L}\left(\mathbf{p}_{1}\right)} e^{A_{C} \tau_{C}\left(\mathbf{p}_{0}\right)} \tag{3.16}
\end{equation*}
$$

Proof. It is enough to use the explicit expressions of the solutions of system (1.2) at every zone and the continuity of the vector field; see [Ro03] for more details.

The following lemma deals with a technical result that allows us to invert certain power series; see [FPR99] for a proof.

Lemma 3.3. Let be $\eta=\xi^{n} \rho(\xi)$ with $n$ odd, where $\rho$ is a real function analytic at 0 and such that $\rho(0)=\rho_{0} \neq 0$. Then there exists a real function $\chi$ analytic at 0 , with $\chi(0) \neq 0$ and such that $\xi=\eta^{\frac{1}{n}} \chi\left(\eta^{\frac{1}{n}}\right)$.

If we select only the solutions of the closing equations with $\tau_{L}>0$ but sufficiently small, and $0<\tau_{C}<\pi / \sqrt{M}$ but sufficiently close to $\pi / \sqrt{M}$, then we can assure that such solutions correspond to symmetrical and transversal periodic orbits; see [Ro03] for more details. Reciprocally, if we take a symmetrical periodic orbit that uses the three zones and is sufficiently close to the outermost periodic orbit of the center that exists for the critical values of parameters, then its corresponding values $\tau_{C}>0$, $\tau_{L}>0, \mathbf{x}^{0}, \mathbf{x}^{1}$, and remaining parameters determine a point $\mathbf{z}$ satisfying the closing equations. Therefore, we can establish with the above restrictions a correspondence between solutions $\mathbf{z}$ of closing equations and symmetrical periodic orbits. This correspondence, along with the uniqueness of the solution obtained in Lemma 3.1, ensures that the corresponding bifurcating periodic is an isolated periodic orbit, that is, a limit cycle.

Coming back to the statements of Theorem 1.1, we begin by using statement (d) of Lemma 3.1. We can compute $T\left(\tau_{L}\right)$ using that $T=2 \alpha+\delta$ and the corresponding expansions (3.6) and (3.8) for $\alpha$ and $\delta$, obtaining

$$
\begin{equation*}
T=\frac{D}{M}+\frac{\gamma}{6 \pi M^{1 / 2}} \tau_{L}^{3}+\frac{\xi_{1}}{360 \pi M^{5 / 2}} \tau_{L}^{5}+O\left(\tau_{L}^{6}\right) \tag{3.17}
\end{equation*}
$$

where $\gamma$ and $\xi_{1}$ are given in the statement of Lemma 3.1. From (3.17) and taking into consideration that $\tau_{L}$ must be positive, it is obvious that $M T-D$ and $\gamma$ have the same sign, and so the condition $\gamma(M T-D)>0$ holds.

Now, if we apply Lemma 3.3 to (3.17), taking $n=3, \eta=M T-D$, and $\xi=\tau_{L}$, we conclude that $\tau_{L}$ is an analytic function at the origin in the variable $(M T-D)^{1 / 3}$. A standard computation leads to the expansion

$$
\begin{equation*}
\tau_{L}=\frac{(6 \pi)^{1 / 3}(M T-D)^{1 / 3}}{M^{1 / 6} \gamma^{1 / 3}}+\frac{\pi \xi_{1}}{30 M^{5 / 2} \gamma^{2}}(M T-D)+O(M T-D)^{4 / 3} \tag{3.18}
\end{equation*}
$$

Due to the symmetry of the orbit, its period is equal to $2\left(\tau_{C}+\tau_{L}\right)$. Substituting expansion (3.18) into (3.9), and computing the above expression for the period, we get the expansion given for $P_{e r}$.

We will now determine the amplitude of the periodic orbit. By using the variation of parameters formula, the solution of system (1.2) in zone $R$ is

$$
\begin{equation*}
\mathbf{x}(\tau)=e^{A_{L} \tau} \mathbf{x}^{3}\left(\tau_{L}\right)+\int_{0}^{\tau} e^{A_{L}(\tau-s)} \mathbf{b}\left(\tau_{L}\right) d s \tag{3.19}
\end{equation*}
$$

so that its first component is

$$
x_{1}(\tau)=\mathbf{e}_{1}^{T}\left\{e^{A_{L} \tau}\left[\begin{array}{c}
1  \tag{3.20}\\
-x_{2}^{1}\left(\tau_{L}\right) \\
-x_{3}^{1}\left(\tau_{L}\right)
\end{array}\right]+\left(\sum_{i=0}^{\infty} A_{L}^{i} \frac{\tau^{i+1}}{(i+1)!}\right) \mathbf{b}\left(\tau_{L}\right)\right\}
$$

Let $\tau^{*}$ be the time when $\left|x_{1}\right|$ attains its maximum value in zone $R$. Taking derivatives with respect to $\tau$ in (3.20), and imposing that it must vanish at $\tau^{*}$, we get

$$
G\left(\tau_{L}, \tau^{*}\right)=\left.\frac{d x_{1}(\tau)}{d \tau}\right|_{\tau=\tau^{*}}=\mathbf{e}_{1}^{T} e^{A_{L} \tau^{*}}\left[\begin{array}{c}
x_{2}^{1}\left(\tau_{L}\right)+T\left(\tau_{L}\right)  \tag{3.21}\\
x_{3}^{1}\left(\tau_{L}\right)+M \\
D
\end{array}\right]=0
$$

Now using expressions (3.11) and (3.13) and computing the power series of $G$ in $\left(\tau_{L}, \tau^{*}\right)$ at $(0,0)$, we obtain

$$
G\left(\tau_{L}, \tau^{*}\right)=\frac{M}{2} \tau_{L}-M \tau^{*}+\frac{D-M t}{12} \tau_{L}^{2}+\frac{M t-D}{2} \tau_{L} \tau^{*}+\frac{D-M t}{2} \tau^{* 2}+O\left(\tau_{L}, \tau^{*}\right)^{3}
$$

Hence, (3.21) defines implicitly in a neighborhood of $(0,0)$ a function $\tau^{*}=\psi\left(\tau_{L}\right)$ such that $G\left(\tau_{L}, \psi\left(\tau_{L}\right)\right)=0$, namely,

$$
\tau^{*}=\frac{1}{2} \tau_{L}+\frac{M t-D}{24 M} \tau_{L}^{2}+O\left(\tau_{L}^{4}\right)
$$

Substituting the above expansion together with (3.11), (3.13), and (3.17) into the expression (3.20), we get

$$
a=x_{1}\left(\tau^{*}\right)=1+\frac{M}{8} \tau_{L}^{2}+\frac{1}{1152 M}\left(13 D^{2}-11 D M t+15 M^{2} m-2 M^{2} t^{2}\right) \tau_{L}^{4}+O\left(\tau_{L}^{5}\right)
$$

Using expression (3.18) for $\tau_{L}$, we obtain the final expression for the amplitude $a$.
Let us now compute the characteristic multipliers of the bifurcating limit cycle. Due to the similarity relationship established in Proposition 3.2, we conclude that the product $\exp \left(A_{L} \tau_{L}\right) \cdot \exp \left(A_{C} \tau_{C}\right)$ corresponding to a solution of (3.5) has an eigenvalue equal to -1 . We will denote by $\lambda_{r}$ and $\lambda_{a}$ the other two eigenvalues that correspond to the eigenvalues of the derivative $D_{\mathbf{p}} \pi_{L C}\left(\mathbf{p}_{0}\right)$ of the transition map associated with the semiorbit. The product of the three eigenvalues is then equal to

$$
-\lambda_{r} \lambda_{a}=\operatorname{det}\left(e^{A_{L} \tau_{L}}\right) \operatorname{det}\left(e^{A_{C} \tau_{C}}\right)
$$

Using that $\operatorname{det}\left(e^{A \tau}\right)=\exp (\tau \operatorname{trace}(A))$, we get

$$
\begin{equation*}
-\lambda_{r} \lambda_{a}=e^{\tau_{L} t+\tau_{C} T} \tag{3.22}
\end{equation*}
$$

The expansion of the product of exponentials in (3.16) leads to an expression of the form

$$
\begin{equation*}
e^{A_{L} \tau_{L}} e^{A_{C}\left(\tau_{L}\right) \tau_{C}\left(\tau_{L}\right)}=H_{0}+\tau_{L} H_{1}+\tau_{L}^{2} H_{2}+\cdots \tag{3.23}
\end{equation*}
$$

To compute the above matrices $H_{i}$, we write

$$
\begin{aligned}
& \left(I+A_{L} \tau_{L}+A_{L}^{2} \frac{\tau_{L}^{2}}{2!}+\cdots\right) \\
& \times\left(e^{A_{C}(0) \tau_{C}(0)}+\left.\tau_{L} \frac{d}{d \tau_{L}} e^{A_{C}\left(\tau_{L}\right) \tau_{C}\left(\tau_{L}\right)}\right|_{\tau_{L}=0}+\left.\frac{\tau_{L}^{2}}{2!} \frac{d^{2}}{d \tau_{L}^{2}} e^{A_{C}\left(\tau_{L}\right) \tau_{C}\left(\tau_{L}\right)}\right|_{\tau_{L}=0}+\cdots\right)
\end{aligned}
$$

From expansions (3.6)-(3.13), we obtain $\tau_{C}(0)=\pi / M^{1 / 2}, \tau_{C}^{\prime}(0)=-1, \tau_{C}^{\prime \prime}(0)=0$, $A_{C}^{\prime}(0)=A_{C}^{\prime \prime}(0)=\mathbf{0}$, and using these values in the above expression, we finally get

$$
\begin{gathered}
H_{0}=e^{A_{C}(0) \tau_{C}(0)}=\left[\begin{array}{ccc}
D^{2} K-1 & -D M K & M^{2} K \\
0 & -1 & 0 \\
D^{2} M K & -D M^{2} K & M^{3} K-1
\end{array}\right] \\
H_{1}=\left[\begin{array}{c}
t-D / M \\
m-M \\
d-D
\end{array}\right]\left[\begin{array}{lll}
D^{2} K-1 & -D M K & M^{2} K
\end{array}\right]
\end{gathered}
$$

and

$$
H_{2}=\frac{M t-D}{2 M} H_{1}
$$

where $K$ has been defined in (3.15), and it is emphasized that $H_{1}$ and $H_{2}$ are rank-one matrices.

The matrix $H_{0}$ has eigenvalues -1 (double) and $\lambda_{0}=\exp \left(\pi D / M^{3 / 2}\right)$. For the single eigenvalue $\lambda_{0}$, we select a right eigenvector $\mathbf{v}_{0}=[1,0, M]^{T}$ and a left eigenvector $\mathbf{w}_{0}^{T}=\left[D^{2} / M^{2},-D / M, 1\right]$. We will denote by $\lambda_{a}$ the eigenvalue of $D \pi_{L C}\left(\mathbf{p}_{0}\right)$ that for $\tau_{L}=0$ is equal to $\lambda_{0}$. Since the eigenvalue $\lambda_{0}$ of $H_{0}$ is simple, we can apply perturbation theory (see section 2.8 of [Wi65]) to assure that the equality

$$
\begin{aligned}
& \left(H_{0}+\tau_{L} H_{1}+\tau_{L}^{2} H_{2}+\cdots\right)\left(\mathbf{v}_{0}+\tau_{L} \mathbf{v}_{1}+\tau_{L}^{2} \mathbf{v}_{2}+\cdots\right) \\
& =\left(\lambda_{0}+\tau_{L} \lambda_{1}+\tau_{L}^{2} \lambda_{2}+\cdots\right)\left(\mathbf{v}_{0}+\tau_{L} \mathbf{v}_{1}+\tau_{L}^{2} \mathbf{v}_{2}+\cdots\right)
\end{aligned}
$$

holds for certain vectors $\mathbf{v}_{1}, \mathbf{v}_{2} \ldots$ As a consequence of Proposition 3.2 and (3.23), we get

$$
\lambda_{a}=\lambda_{0}+\tau_{L} \lambda_{1}+\tau_{L}^{2} \lambda_{2}+\cdots
$$

After some computations, we arrive at

$$
\begin{aligned}
\lambda_{1} & =\frac{\mathbf{w}_{0}^{T} H_{1} \mathbf{v}_{0}}{\mathbf{w}_{0}^{T} \mathbf{v}_{0}}=\left(\frac{M t-D}{M}+\frac{\gamma M}{D^{2}+M^{3}}\right) \lambda_{0} \\
\lambda_{2} & =\frac{\mathbf{w}_{0}^{T}\left(H_{2} \mathbf{v}_{0}+\left(H_{1}-\lambda_{1} I\right) \mathbf{v}_{1}\right)}{\mathbf{w}_{0}^{T} \mathbf{v}_{0}}=\frac{(M t-D)\left(D^{2}+M^{3}\right)+\gamma}{2 M^{2}\left(D^{2}+M^{3}\right)^{2}\left(\lambda_{0}+1\right)} \\
& \times\left[(M t-D)\left[\left(D^{2}+M^{3}\right) \lambda_{0}+D^{2}-M^{3}\right]+2 M^{2}(d M-D m)\right] \lambda_{0}
\end{aligned}
$$

The logarithms $\mu_{r}$ and $\mu_{a}$ of characteristic multipliers of the complete periodic orbit must satisfy

$$
\begin{equation*}
e^{\mu_{r}}=\lambda_{r}^{2}, \quad e^{\mu_{a}}=\lambda_{a}^{2} \tag{3.24}
\end{equation*}
$$

while from (3.22) we get the relationship

$$
\begin{equation*}
\mu_{r}+\mu_{a}=2 t \tau_{L}+2 T \tau_{C} \tag{3.25}
\end{equation*}
$$

From (3.24) and using the computed simple eigenvalue $\lambda_{a}$, we obtain

$$
\begin{aligned}
\mu_{a} & =2 \log \left[\lambda_{0}+\lambda_{1} \tau_{L}+\lambda_{2} \tau_{L}^{2}+O\left(\tau_{L}^{3}\right)\right]=2 \log \lambda_{0}+2 \log \left[1+\frac{\lambda_{1}}{\lambda_{0}} \tau_{L}+\frac{\lambda_{2}}{\lambda_{0}} \tau_{L}^{2}+O\left(\tau_{L}^{3}\right)\right] \\
& =2 \lambda_{0}+2 \frac{\lambda_{1}}{\lambda_{0}} \tau_{L}+\left[2 \frac{\lambda_{2}}{\lambda_{0}}-\frac{\lambda_{1}^{2}}{\lambda_{0}^{2}}\right] \tau_{L}^{2}+O\left(\tau_{L}^{3}\right)
\end{aligned}
$$

Substituting here $\lambda_{1}$ and $\lambda_{2}$, and using expansion (3.18) of $\tau_{L}$, we finally get the expression for $\mu_{a}$ that appears in Theorem 1.1. Using in (3.25) the expansions (3.9) for $\tau_{C}$ and (3.18) for $\tau_{L}$, we compute $\mu_{r}$.

Since the last assertion of Theorem 1.1 is a direct consequence of previous statements, its proof is now completed.
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#### Abstract

Motivated by the reservoir engineering concept of the productivity index of a producing oil well in an isolated reservoir, we analyze a time dependent functional, diffusive capacity, on the solutions to initial boundary value problems for a parabolic equation. Sufficient conditions providing for time independent diffusive capacity are given for different boundary conditions. The dependence of the constant diffusive capacity on the type of the boundary condition (Dirichlet, Neumann, or third boundary condition) is investigated using a known variational principle and confirmed numerically for various geometrical settings. An important comparison between two principal constant values of a diffusive capacity is made, leading to the establishment of criteria when the so-called pseudo-steady-state and boundary-dominated productivity indices of a well significantly differ from each other. The third boundary condition is shown to model the thin skin effect for the constant wellbore pressure production regime for a damaged well. The questions of stabilization and uniqueness of the time independent values of the diffusive capacity are addressed. The derived formulas are used in numerical study of evaluating the productivity index of a well in a general three-dimensional reservoir for a variety of well configurations.
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1. Introduction. In many applied problems, where the modeled processes are, in general, transient, it is important to define such functionals on the solutions, which are, in a sense, time invariant. Existence of such property is important from both practical and theoretical points of view. An important such example to petroleum reservoir engineering, the productivity index (PI), is studied here.

It was long ago observed by petroleum engineers that if a bounded reservoir is depleted by a well, then the ratio of the flow rate to the pressure drawdown (the pressure drop between the reservoir and the wellbore) stabilizes to a constant value. This constant value seems to depend only on the geometrical and hydrodynamical characteristics of the reservoir. In particular, it appears to be independent of the pressure drawdown in the reservoir or the flow rate from the well [23].

The first concise description of this fact was formulated in the classical book by Muskat [23]. The ratio of the rate of flow from the well to the difference between the average pressure on the wellbore and the average pressure in the reservoir is called the productivity index of the well [23]. There are two idealized production regimes considered most frequently for the purpose of analysis in engineering practice: the well can be produced either with a constant flow rate or with a constant wellbore

[^125]pressure. In a bounded reservoir depleted in either of the two regimes, the PI of a well stabilizes and remains constant in a long time asymptote.

To analyze the productivity of the well we consider three initial boundary value problems (IBVPs) that correspond to current engineering practice. However, while two of the formulated problems corresponding to the constant pressure production regime are well-posed, the problem modeling the regime with a constant rate of production is ill-posed in the sense of nonuniqueness of solution.

Field operations often reduce the permeability of the region adjacent to the wellbore - the so-called skin zone. Disregarding the skin effect leads to overestimation of the PI of the damaged well [30, 15]. One of the IBVPs considered in this article models the skin effect in the constant pressure production regime.

The objective for this paper is to build a rigorous mathematical frame for studying the PI. In this respect, it proves useful to introduce the concept of diffusive capacity for a well-reservoir system. The diffusive capacity is an integral type characteristic of the solution of an IVBP. To address the issue of nonuniqueness of solution of the illposed IBVP, we impose restrictions defining a class of solutions in which the diffusive capacity is unique. The inflicted restrictions are motivated by physical considerations as well as traditional engineering practice.

An important property of the PI to stabilize with time regardless of the production regime is then analyzed in terms of the diffusive capacity. Sufficient conditions for the diffusive capacity to be time independent are given for different boundary conditions; through a variational approach to studying the diffusive capacities, its dependence on different boundary conditions is revealed. The obtained theoretical results are then illustrated by numerical computations of the constant diffusive capacities for processes with different boundary conditions in various geometrical settings.
1.1. PI of a well in a bounded reservoir. Reservoir engineering approach: Shape factors. Consider a bounded hydrocarbon reservoir with a flowing fluid (oil) and a well produced with either constant wellbore pressure or constant production rate. The PI of a well is defined as [26]

$$
\begin{equation*}
P I(t)=\frac{q(t)}{p_{w}(t)-p_{a}(t)}, \tag{1}
\end{equation*}
$$

where $q(t)$ is the rate of flow from the well, $p_{w}(t)$ is the flowing bottomhole pressure, and $p_{a}(t)$ is the average pressure of the fluid in the reservoir. When the well is produced with a constant wellbore pressure, its value is taken as $p_{w}(t)$ in (1). The concept of the PI of a well facilitates reservoir engineering methods of estimation of the available reserves and, consequently, helps to optimize the recovery efficiency.

About a century ago it was empirically observed that under either of the two recovery regimes, the PI of a well stabilizes and remains almost constant in a long time asymptote [26]. When the PI of a well is constant, the production regimes have traditionally accepted names: the production regime with the constant rate and constant PI is called a pseudo-steady-state (PSS), and the production regime with the constant wellbore pressure and the constant PI is called a boundary-dominated (BD) state.

The first analytical formula for representation of the PI of a well for a PSS regime was obtained by Muskat [23] for an isolated cylindrical reservoir and a given constant production rate on the fully penetrated vertical well. The IBVPs with the constant rate well boundary condition for a number of typical drainage shapes were first solved
by Matthews, Brons, and Hazebroek in [21] in connection to the analysis of the buildup wellbore pressure after well shut-in. Using the result of Matthews, Brons, and Hazebroek, an approximate formula for a PSS PI (with skin $s$ ) can be written as

$$
\begin{equation*}
J_{D i e t z}=\frac{1}{\frac{1}{2} \ln \frac{4 V}{\gamma C_{A} r_{w}^{2}}+s} \tag{2}
\end{equation*}
$$

where $V$ is the area of the two-dimensional reservoir (a three-dimensional reservoir with a uniform thickness), $r_{w}$ is the radius of the circular well, and $\gamma$ is Euler's constant. Equation (2) uses the solution for the dimensionless PSS wellbore pressure first derived by Ramey and Cobb in [27]. The values of the so-called shape factor $C_{A}$ were first presented in [6] and are usually referred to as Dietz's shape factors in the petroleum engineering literature. Positive skin captures the damage to the skin zone, while the negative skin was shown to model a stimulated well $[12,15,4,8,14,19]$.

The approximate formula (2) is also used to estimate the productivity of a well produced with a constant bottomhole pressure. However, it is known that the BD state PI of a well is, in general, different from the PSS PI. In particular, the empirical evidence is that the PSS PI is always greater than or equal to the BD PI.

In 1998 Wattenbarger and Helmy derived an algorithm and computed the values of shape factors in (2) for the typical shapes of the drainage area for BD state, using a method of images, Laplace transform, and a fundamental relationship between the images in Laplace space of the cumulative production and the production rate. The applicability of (2) is contingent on the method of images - a drainage area to which the method of images can be applied must be of a shape, which, when translated infinitely many times in all directions, can cover the entire two-dimensional plane.

Most solutions for evaluating the PI in three-dimensional reservoirs, i.e., for directionally drilled wells, follow the same principle as the two-dimensional methods in that they are based on a semianalytical solution for a particular case, from which one finds a convenient approximate formula which is then applied to similar reservoir/well configurations. The semianalytical solution is often based on the superposition of analytical solutions for a transient problem in an unbounded reservoir. For the solution of the problem to be unique, additional assumptions must be made. Usually the restrictions are imposed on the distribution of the pressure on the wellbore. Under one such restriction, the wellbore is assumed to have infinite conductivity, i.e., the wellbore pressure is assumed to be constant on the wellbore at each moment of time. Under another restriction the pressure flux through the wellbore surface is constant at all times.

The solution in a bounded reservoir is then expressed in terms of an infinite time dependent series, similar to the technique used in $[21,16]$. Then a comprehensive computing procedure is applied to determine the stabilized values of the time dependent series in the obtained solution $[20,25,29,17,3,28]$.

In most cases the methods for computing the PI of a deviated or horizontal well in a three-dimensional reservoir are aimed at obtaining an appropriate value of a shape factor $C_{A}$ and skin factor $s$ in (2). The effects associated with the deviation of the well from a fully penetrated vertical one are included in the skin $s$. A vertical well is called fully penetrated if its penetration length is equal to the thickness of the reservoir. A vertical fully penetrated well corresponds to $s=0$. The effects of the geometry of the external boundaries of the reservoir are included in the shape factor $C_{A}[20,7]$.

As seen from this brief review, the existing methods and techniques of evaluation of the PI impose serious restrictions on the geometry of the reservoir. In particular,
the vertical dimension of the reservoir has to be small in comparison to its lateral dimensions to allow one to neglect the flow in the vertical direction or include its effect in the geometrical skin, $s_{g}$. Another restriction is due to the use of the method of images, which requires the drainage area shape to be convex and suitable for covering the whole plane when translated infinitely many times.

One should also note that very little attention has been paid to methods for evaluating a BD PI. For instance, all works mentioned above are concerned only with evaluating the PSS PI in three-dimensional reservoirs. In practice, the BD PI values are taken to be equal to the PSS PI, although it has been shown that the difference between these two values of PI can be up to $10 \%$ even for horizontal flow in simple drainage shapes [13, 16].
2. Statement of the problem. Let a point in $\mathbb{R}^{n}$ be denoted by $x=\left(x_{1}, \ldots, x_{n}\right)$, $n=2,3$. Let $\Omega$ be an open domain in $\mathbb{R}^{n}$ which is bounded by the two disjoint piecewise smooth surfaces $\Gamma_{w}$ and $\Gamma_{e}$. Let $u(x, t), t \in \mathbb{R}$, be a solution of the equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=L u \tag{3}
\end{equation*}
$$

where $L=\nabla \cdot(A(x) \nabla), A$ is a symmetric positive definite matrix with smooth components and $\nabla=\left(\frac{\partial}{\partial x_{1}}, \ldots, \frac{\partial}{\partial x_{n}}\right)$ is the usual gradient operator.

Let $u(x, t)$ be subject to the homogeneous Neumann boundary condition on $\Gamma_{e}$ :

$$
\begin{equation*}
\frac{\partial u}{\partial \vec{\nu}}=(A(x) \nabla u) \cdot \vec{n}=0 \tag{4}
\end{equation*}
$$

where $\vec{n}$ is the outward normal to $\Gamma_{e}$. On the remaining part of the boundary, $\Gamma_{w}$, three types of boundary conditions will be considered:
(a) constant total flux $\int_{\Gamma_{w}} \frac{\partial u}{\partial \stackrel{\rightharpoonup}{v}} d S=-q, q$ being a real positive constant;
(b) constant Dirichlet condition $\left.u\right|_{\Gamma_{w}}=u_{w 2}, u_{w 2}$ being a real positive constant;
(c) mixed boundary condition $\left.\left(\left.\left(u-u_{w 3}\right)\right|_{\Gamma_{w}}+\alpha \frac{\partial u}{\partial \vec{\nu}}\right)\right|_{\Gamma_{w}}=0$, where $\alpha$ and $u_{w 3}$ are real constants, $u_{w 3}>0$.
For simplicity, we assume that the components of the coefficient matrix $A$ and the domain boundary are smooth, so solutions of the IBVPs I, II, and III (stated below) are understood in a classical sense. In (b), $u_{w 2}>0$ is a given constant; in (c), $u_{w 3}>0$ and $\alpha$ are given constants.

This leads to three IBVPs:
Problem I.

$$
\begin{gathered}
L u=\frac{\partial u}{\partial t}, \quad x \in \Omega, \quad t>0 \\
\left.\frac{\partial u}{\partial \vec{\nu}}\right|_{\Gamma_{e}}=0 \\
\int_{\Gamma_{w}} \frac{\partial u}{\partial \vec{\nu}} d S=-q \\
u(x, 0)=f_{1}(x)
\end{gathered}
$$

Remark 1. As mentioned in the introduction, Problem I is ill-posed: there are infinitely many solutions. The PI will be modeled as an integral characteristic of a solution and hence will be lacking uniqueness of definition. Therefore, we will
consider two classes of solutions in each of which the solution is unique up to an additive constant. These two classes will be described in detail in sections 3 and 4 . Each class has a clear physical meaning. The integral characteristic modeling the PI will be shown to be unique in each class.

Problem II.

$$
\begin{gathered}
L u=\frac{\partial u}{\partial t}, \quad x \in \Omega, \quad t>0 \\
\left.\frac{\partial u}{\partial \vec{\nu}}\right|_{\Gamma_{e}}=0 \\
\left.u\right|_{\Gamma_{w}}=u_{w 2} \\
u(x, 0)=f_{2}(x)
\end{gathered}
$$

Problem III.

$$
\begin{gathered}
L u=\frac{\partial u}{\partial t}, \quad x \in \Omega, \quad t>0 \\
\left.\frac{\partial u}{\partial \vec{\nu}}\right|_{\Gamma_{e}}=0 \\
\left.\left(\alpha \frac{\partial u}{\partial \vec{\nu}}+\left(u-u_{w 3}\right)\right)\right|_{\Gamma_{w}}=0 \\
u(x, 0)=f_{3}(x)
\end{gathered}
$$

Remark 2. Physically, $u(x, t)$ is interpreted as the fluid pressure in the reservoir, and hence, we will restrict our attention only to positive solutions of Problems I, II, and III. Moreover, a solution to Problem I is not necessarily positive on $\Omega$ for all $t>0$, even if the initial function $f_{1}(x)$ is positive on $\Omega$. It will be shown that for positive $q$, there exists a solution to Problem I which is positive on $\Omega$ for $t \in(0, T)$ for some positive $T$.

Remark 3. The maximum principle for a parabolic equation implies that the solution of Problem II is unique and positive if the initial condition $f_{2}$ is positive on $\Omega$ [10]. The uniqueness, existence, and regularity of the solutions of Problem III with respect to the sign of the coefficient $\alpha$ in the boundary condition on $\Gamma_{w}$ are discussed, for example, in [10]. Formally, Problem III is a generalization of Problem II. However, we consider Problem II separately in light of its importance for applications in the reservoir engineering.

Remark 4. The obtained results can be extended to a generalized Wiener solution of an IBVP in a locally smooth domain [18]. We will not present it in this work to preserve the original engineering statement of the problem.
2.1. Definition of diffusive capacity. Let us introduce the following notation. If $v$ is a function defined on $\Omega$, then let $\bar{v}_{w}$ and $\bar{v}_{\Omega}$ denote the average of $v$ on $\Gamma_{w}$ and $\Omega$, respectively, defined by

$$
\bar{v}_{w}=\frac{1}{W} \int_{\Gamma_{w}} v d S
$$

and

$$
\bar{v}_{\Omega}=\frac{1}{V} \int_{\Omega} v d x
$$

where $V=$ mes $_{n} \Omega, W=$ mes $_{n-1} \Gamma_{w}$.

Definition 1. Let $u(x, t)$ be a classical solution [10] of the parabolic equation $L u=\frac{\partial u}{\partial t}$ in $\Omega \times(0, \infty)$ with boundary condition $\left.\frac{\partial u}{\partial \vec{\nu}}\right|_{\Gamma e}=0$ and (a), (b), or (c) on $\Gamma_{w}$. Let $T>0$ be such that $u(x, t)>0$ for all $x \in \Omega$ and $t \in(0, T)$. The diffusive capacity of $\Gamma_{w}$ with respect to $\Gamma_{e}$ (or simply diffusive capacity) corresponding to the solution $u(x, t)$ is the ratio

$$
\begin{equation*}
J(u, t)=\frac{\int_{\Gamma_{w}} \frac{\partial u}{\partial \bar{\nu}} d S}{\bar{u}_{w}-\bar{u}_{\Omega}} \tag{5}
\end{equation*}
$$

where $t \in(0, T)$.
Remark 5. For fixed boundary and initial conditions in Problem II (III), the diffusive capacity $J(u, t)$ corresponding to the solution $u$ of Problem II (III) is a function of time only. However, for fixed boundary and initial conditions in Problem I, the diffusive capacity $J(u, t)$ is a time dependent functional on the set of solutions $\{u\}$ to Problem I.

Remark 6. The corresponding diffusive capacity corresponding to a solution of Problem III is defined as

$$
\begin{equation*}
J(u, t)=\frac{\int_{\Gamma_{w}} \frac{\partial u}{\partial \bar{\nu}} d S}{u_{w 3}-\bar{u}_{\Omega}} \tag{6}
\end{equation*}
$$

Such correction to the general definition is based on the physical assumption that $u_{w 3}$ is an average wellbore pressure, measured inside the wellbore.

In our intended application, $\Omega$ represents a hydrocarbon reservoir with a flowing fluid (oil) with the outer boundary $\Gamma_{e}$ and a well with boundary $\Gamma_{w}$. The outer boundary of the reservoir is assumed impermeable to the flowing fluid. It is assumed that the fluid is slightly compressible and its flow in the reservoir is governed by Darcy's law relating the gradient of pressure in the reservoir to the filtration velocity [23, 26]. Then $u(x, t)$ corresponds to the pressure in the reservoir and the three types of boundary conditions specified on the well $\Gamma_{w}$ correspond to different recovery regimes. Boundary condition (a) models the recovery regime with constant production rate, (b) models the recovery regime with constant wellbore pressure, and (c) models the constant wellbore pressure regime of production from a well with nonzero skin [26]. The initial conditions $f_{1}, f_{2}$, and $f_{3}$ take on a meaning of the pressure distribution in the reservoir $\Omega$; hence, we will require that $f_{i} \geq 0$ on $\Omega, i=1,2,3$. IBVP III will be discussed in greater detail in section 5 . The diffusive capacity $J(u, t)$ takes on the meaning of the PI of the well.
3. Time independent diffusive capacity. In this section we show that for each of the IBVP (I, II, and III) there exist initial distributions $f_{1}(x), f_{2}(x)$, and $f_{3}(x)$, respectively, such that the diffusive capacity with respect to the corresponding problem is constant [16]. For Problem I, we describe the class of solutions to IBVP I on which the diffusive capacity takes a unique value. In the last subsection, the time independent values of the diffusive capacity for Problems I, II, and III are compared to each other.
3.1. IBVP I. All solutions of Problem I, for which the diffusive capacity is independent of time, possess the following property.

Remark 7. If $u(x, t)$ is a solution of Problem I and $J(u, t)=J(u)$ is constant for all $t>0$, then there exist real constants $C$ and $B$ such that

$$
\begin{equation*}
\bar{u}_{w}=\frac{1}{W} \int_{\Gamma_{w}} u d S=C+B t . \tag{7}
\end{equation*}
$$

This can be seen from the following argument. From the definition of the diffusive capacity (5), it follows that $\bar{u}_{w}=-\frac{q}{J(u)}+\bar{u}_{\Omega}$. Hence, $\frac{\partial \bar{u}_{w}}{\partial t}=\frac{\partial \bar{u}_{\Omega}}{\partial t}$. The divergence theorem implies that

$$
\begin{equation*}
\frac{\partial \bar{u}_{\Omega}}{\partial t}=\frac{1}{V} \int_{\Omega} L u d x=\frac{1}{V} \int_{\Gamma_{w}} \frac{\partial u}{\partial \vec{\nu}} d S . \tag{8}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\frac{\partial \bar{u}_{w}}{\partial t}=-\frac{q}{V}, \tag{9}
\end{equation*}
$$

from which (7) easily follows.
The "infinite conductivity of the well" assumption asserts that at each instant of time, the pressure on the wellbore is constant. Together with the latter remark, this motivated us to study the diffusive capacity on the class of solutions of Problem I, defined by $\Upsilon=\{u \mid \exists C$ and $B$ are constants, such that $u(x, t)=C+B t$ for $x \in$ $\Gamma_{w}$ and for $\left.t \geq 0\right\}$.

Proposition 1. Problem I has a unique solution in class $\Upsilon$.
Proof. Assume that $u \in \Upsilon$ and $v \in \Upsilon$ are solutions of Problem I. Let $C_{1}, B_{1}, C_{2}$, and $B_{2}$ be such that for $t>0$,

$$
\left.u(x, t)\right|_{\Gamma_{w}}=C_{1}+B_{1} t
$$

and

$$
\left.v(x, t)\right|_{\Gamma_{w}}=C_{2}+B_{2} t .
$$

Then the difference $g(x, t)=u(x, t)-v(x, t)$ is the solution of the following IBVP:

$$
\begin{equation*}
L g=\frac{\partial g}{\partial t}, \quad x \in \Omega, \quad t>0 \tag{10}
\end{equation*}
$$

In addition,

$$
\begin{equation*}
\int_{\Gamma_{w}} \frac{\partial g}{\partial \vec{\nu}}=0 . \tag{14}
\end{equation*}
$$

Condition (13) immediately implies that $C_{1}=C_{2}$.
The function $h=\frac{\partial g}{\partial t}$ is a solution of the following problem:

$$
\begin{gather*}
L h=\frac{\partial h}{\partial t}, \quad x \in \Omega, \quad t>0,  \tag{15}\\
\left.\frac{\partial h}{\partial \vec{\nu}}\right|_{\Gamma_{e}}=0, \tag{16}
\end{gather*}
$$

$$
\begin{align*}
\left.h\right|_{\Gamma_{w}} & =B_{1}-B_{2}  \tag{17}\\
h(x, 0) & =\frac{\partial g}{\partial t}(x, 0) \tag{18}
\end{align*}
$$

In addition, from the boundary condition on $\Gamma_{w}$ of Problem I and the divergence theorem it follows that for $t>0$,

$$
\begin{equation*}
\int_{\Omega} h d x=\frac{\partial}{\partial t} \int_{\Omega} g d x=\int_{\Omega} L g d x \equiv 0 \tag{19}
\end{equation*}
$$

As a solution of the parabolic equation (15) with the Dirichlet condition (17) on one part of the boundary $\partial \Omega$ and Neumann condition (16) on the remaining part of $\partial \Omega$, $h$ will converge to a constant $B_{1}-B_{2}$ on $\Omega$ as $t \rightarrow \infty$ [18]. Together with condition (19) this implies that

$$
\begin{equation*}
\left(B_{1}-B_{2}\right) V=\lim _{t \rightarrow \infty} \int_{\Omega} h(x, t) d x=0 \tag{20}
\end{equation*}
$$

Thus, $u=v$.
For purposes that will become clear from Proposition 2, let us introduce the following auxiliary steady-state boundary value problem. Let $u_{1}(x)$ be such that

$$
\begin{gather*}
L u_{1}=-\frac{1}{V}  \tag{21}\\
\left.u_{1}\right|_{\Gamma_{w}}=0  \tag{22}\\
\left.\frac{\partial u_{1}}{\partial \vec{\nu}}\right|_{\Gamma_{e}}=0 \tag{23}
\end{gather*}
$$

Then the following proposition gives a sufficient condition providing for time independent unique diffusive capacity $J(u, t)=J(u)$.

Proposition 2. If the initial condition in Problem I is given by $f_{1}(x)=q u_{1}(x)+$ $C$ where $u_{1}$ is the solution of (21)-(23) and $C$ is an arbitrary constant such that $f_{1}(x)>0$ for all $x \in \Omega$, then the diffusive capacity corresponding to a solution $u \in \Upsilon$ of Problem I is independent of time and determined by

$$
\begin{equation*}
J_{I}:=J(u, t)=\frac{V}{\int_{\Omega} u_{1}(x) d x} \tag{24}
\end{equation*}
$$

Proof. Let the initial condition in Problem I be $f_{1}(x)=q u_{1}(x)$ and

$$
\begin{equation*}
u(x, t)=q u_{1}(x)-\frac{q}{V} t \tag{25}
\end{equation*}
$$

By virtue of the divergence theorem,

$$
\int_{\Gamma_{w}} \frac{\partial u}{\partial \vec{\nu}} d S=-q .
$$

Consequently, $u$ is a solution of IBVP I with the initial distribution $f_{1}(x)=q u_{1}(x)$.

Note that $u$, defined by (25), belongs to class $\Upsilon$. In addition, it is clear that the diffusive capacity $J(u, t)$ on $u(x, t)$ is constant and is given by

$$
J(u, t)=\frac{V}{\int_{\Omega} u_{1}(x) d x}=J_{\mathrm{I}}
$$

Remark 8. Function $u$, defined by (25), is positive on $\Omega$ only for $t \in(0, T)$, where

$$
\begin{equation*}
T=\frac{\min _{x \in \Omega} u_{1}(x)}{V} \tag{26}
\end{equation*}
$$

Solutions of Problem I represent the pressure distribution in the reservoir at time $t$; hence, we are interested in the positive on $\Omega$ solutions only. Therefore, the diffusive capacity (as a model of a PSS PI) $J(u, t)=J_{\mathrm{I}}$ is defined only for $t \in(0, T)$, where $T$ is given by (26).

The necessary condition for the time independent diffusive capacity on the solutions of Problem I in class $\Upsilon$ is given by the following proposition.

Proposition 3. If the diffusive capacity $J(u, t)$, corresponding to a solution $u \in \Upsilon$ of Problem I, is constant for all $t>0$, then

$$
\begin{equation*}
\int_{\Omega}\left(u(x, 0)-q u_{1}(x)\right) d x+C^{*}=0 \tag{27}
\end{equation*}
$$

where constant $C^{*}$ is independent of $q$ and $u_{1}$ is the solution of the problem (21)-(23).
Proof. Let $u \in \Upsilon$ be a solution of Problem I such that $J(u, t)=J(u)$ is constant for all $t>0$. Let

$$
\begin{equation*}
g(x, t)=u(x, t)-\left(q u_{1}(x)-\frac{q}{V} t\right) . \tag{28}
\end{equation*}
$$

There exist constants $C$ and $B$ such that $\left.u\right|_{\Gamma_{w}}=C+B t$. Moreover, by (9), B=- $\frac{q}{V}$. Hence, $g$ is a solution of the problem

$$
\begin{gather*}
L g=\frac{\partial g}{\partial t}, \quad x \in \Omega, \quad t>0  \tag{29}\\
\left.\frac{\partial g}{\partial \vec{\nu}}\right|_{\Gamma_{e}}=0  \tag{30}\\
\left.g\right|_{\Gamma_{w}}=C  \tag{31}\\
g(x, 0)=u(x, 0)-q u_{1}(x) \tag{32}
\end{gather*}
$$

In addition, $g$ is subject to the following condition:

$$
\begin{equation*}
\int_{\Gamma_{w}} \frac{\partial g}{\partial \vec{\nu}} d S=0 \tag{33}
\end{equation*}
$$

As a solution of the parabolic equation (29) with the boundary conditions (30) and (31), $g(x, t) \rightarrow C$ as $t \rightarrow \infty$. Together with (33), the latter implies that $\bar{g}_{\Omega}=C$ for all $t>0$. Therefore, $\int_{\Omega} g(x, 0) d x=\int_{\Omega}\left(u(x, 0)-q u_{1}(x)\right) d x=C V=C^{*}$.

Remark 9. By Proposition 3, the initial distribution providing for the time independent diffusive capacity is unique up to an additive function of zero average on $\Omega$ and an additive constant independent of the geometry of the domain or boundary conditions.

Remark 10. The integral of the solution of Problem I at $t=0$ represents the initial reserves in the reservoir [9, 2]. The main physical consequence of Proposition 3 is that the diffusive capacity as a model of the PI uniquely determines the average initial amount of the reserves in the reservoir.

### 3.2. IBVP II. Let

$$
\begin{gather*}
\frac{\partial u_{2}}{\partial t}=L u_{2}  \tag{34}\\
\left.\frac{\partial u_{2}}{\partial \vec{\nu}}\right|_{\Gamma_{e}}=0,  \tag{35}\\
\left.u_{2}\right|_{\Gamma_{w}}=0,  \tag{36}\\
u_{2}(x, 0)=f_{2}(x)-u_{w 2} . \tag{37}
\end{gather*}
$$

Obviously, $u(x, t)=u_{2}(x, t)+u_{w 2}$ solves Problem II. Then the diffusive capacity for Problem II can be expressed in terms of $u_{2}(x, t)$, namely,

$$
\begin{equation*}
J(u, t):=J\left(u_{2}, t\right)=\frac{\int_{\Gamma_{w}} \frac{\partial u_{2}}{\partial \stackrel{\rightharpoonup}{\nu}} d S}{-\frac{1}{V} \int_{\Omega} u_{2}(x, t) d x} \tag{38}
\end{equation*}
$$

Consider the related Sturm-Liouville problem for the elliptic operator $L$ and the first eigenpair of the latter; i.e., let $\lambda_{0}$ and $\phi_{0}(x)$ be the first eigenvalue and first eigenfunction, respectively, of the problem

$$
\begin{gather*}
L \phi_{0}=-\lambda_{0} \phi_{0},  \tag{39}\\
\left.\phi_{0}\right|_{\Gamma_{w}}=0,  \tag{40}\\
\left.\frac{\partial \phi_{0}}{\partial \vec{\nu}}\right|_{\Gamma_{e}}=0 . \tag{41}
\end{gather*}
$$

Let $u_{2}(x, t)$ be a solution of the IBVP (34)-(37) with the initial distribution $u_{2}(x, 0)$ equal to $\phi_{0}(x)$. Then $u_{2}(x, t)=\phi_{0}(x) e^{-\lambda_{0} t}$ is a solution of the IBVP (34)-(37). The diffusive capacity is constant and is equal to

$$
\begin{equation*}
J_{\mathrm{II}}:=J\left(u_{2}, t\right)=\frac{\lambda_{0} \int_{\Omega} \phi_{0}(x) d x e^{-\lambda_{0} t}}{\frac{1}{V} \int_{\Omega} \phi_{0}(x) d x e^{\lambda_{0} t}}=\lambda_{0} V \tag{42}
\end{equation*}
$$

This leads to the next proposition.
Proposition 4. If the initial condition of Problem II is given by $f_{2}(x)=\phi_{0}(x)+$ $u_{w 2}$, where $\phi_{0}$ is the eigenfunction of problem (39)-(41) corresponding to the minimal eigenvalue $\lambda_{0}$, then the diffusive capacity on the solution $u$ of Problem II is constant and is given by

$$
J(u, t)=J_{\mathrm{II}}=\lambda_{0} V
$$

In fact, the diffusive capacity is constant provided that the initial distribution $u_{2}(x, 0)$ is equal to any eigenfunction $\phi_{i}(x), i=1,2 \ldots$ However, only the eigenfunction corresponding to the minimal eigenvalue does not change sign on $\Omega$; therefore, in terms of the pressure distribution in the hydrocarbon reservoir, $\phi_{0}(x)$ is the only physically realistic initial distribution.
3.3. IBVP III. Let $u_{3}(x, t)=u(x, t)-u_{w 3}$, where $u$ solves (III) and $u_{w 3}$ is the given average value of $u$ on $\Gamma_{w}$ (see Remark 6). Then $u_{3}(x, t)$ is a solution of the reduced problem

$$
\begin{gather*}
L u_{3}=\frac{\partial u_{3}}{\partial t}  \tag{43}\\
\left.\frac{\partial u_{3}}{\partial \vec{\nu}}\right|_{\Gamma_{e}}=0  \tag{44}\\
\left.\left(\alpha \frac{\partial u_{3}}{\partial \vec{\nu}}+u_{3}\right)\right|_{\Gamma_{w}}=0,  \tag{45}\\
u_{3}(x, 0)=f_{3}(x)-u_{w 3} . \tag{46}
\end{gather*}
$$

Diffusive capacity $J(u, t)$ corresponding to Problem III is expressed in terms of $J\left(u_{3}, t\right)$ in the following way:

$$
\begin{equation*}
J(u, t)=J\left(u_{3}, t\right)=\frac{\int_{\Gamma_{w}} \frac{\partial u_{3}}{\partial \vec{\nu}} d S}{-\frac{1}{V} \int_{\Omega} u d x} . \tag{47}
\end{equation*}
$$

Physically, the Robin boundary condition on $\Gamma_{w}$ in Problem III corresponds to production from a well with a thin-skin zone with constant wellbore pressure (constant $\bar{u}_{3} \mid \Gamma_{w}$ ) [26]. A sufficient condition for the diffusive capacity to be constant is similar to that for Problem II.

In particular, consider the related Sturm-Liouville problem. Let $\lambda_{k}^{\alpha}$ and $\phi_{k}^{\alpha}(x)$ be an eigenpair of the problem

$$
\begin{gather*}
L \phi_{k}^{\alpha}=-\lambda_{k}^{\alpha} \phi_{k}^{\alpha},  \tag{48}\\
\left.\frac{\partial \phi_{k}^{\alpha}}{\partial \vec{\nu}}\right|_{\Gamma_{e}}=0,  \tag{49}\\
\phi_{k}^{\alpha}+\left.\alpha \frac{\partial \phi_{k}^{\alpha}}{\partial \vec{\nu}}\right|_{\Gamma_{w}}=0 . \tag{50}
\end{gather*}
$$

Here, the superscript $\alpha$ is intended to emphasize that the solution and, hence, the diffusive capacity of Problem III depend on the value of parameter $\alpha$. This dependence will be analyzed in subsequent sections. Let $u_{3}(x, t)$ be a solution of the IBVP (43)(46) with the initial distribution $u_{3}(x, 0)=\phi_{k}^{\alpha}(x)$. Then $u_{3}(x, t)=\phi_{k}^{\alpha}(x) e^{-\lambda_{k}^{\alpha} t}$ solves (43)-(46) and the diffusive capacity is time independent.

When parameter $\alpha$ in Problem III is positive, then the minimal eigenvalue $\lambda_{0}^{\alpha}$ is positive and the corresponding eigenfunction $\phi_{0}^{\alpha}(x)$ does not change sign on $\Omega$.

In section 5 we will show that the boundary condition on $\Gamma_{w}$ of Problem III models skin effect for a damaged well produced with a constant wellbore pressure. As mentioned in section 1, the production from a stimulated well is modeled by a negative skin factor $s$; therefore, we will analyze the behavior of the diffusive capacity on the solutions of Problem III for negative values of parameter $\alpha$. The latter case will be discussed in more detail in section 5 . For the purposes of this section, it is
sufficient to note that when $\alpha<0$, the minimal eigenvalue and hence the constant diffusive capacity may be negative. Negative PI is an indication of injection into the well; therefore, to avoid the contradiction, our attention will be restricted to positive eigenvalues only. The analysis of the first eigenfunction will be given in section 5 .

Regardless of the sign of $\alpha$, let $\lambda_{0}^{\alpha}$ be the first nonnegative eigenvalue. If the initial distribution in (43)-(46) is equal to the corresponding eigenfunction, the constant diffusive capacity is given by

$$
\begin{equation*}
J_{\mathrm{III}}(\alpha):=J\left(u_{3}, t\right)=\lambda_{0}^{\alpha} V \tag{51}
\end{equation*}
$$

Therefore, we have shown the following proposition.
Proposition 5. If the initial condition of Problem III is given by $f_{3}(x)=$ $\phi_{0}^{\alpha}(x)+u_{w 3}$, where $\phi_{0}^{\alpha}$ is the eigenfunction of problem (48)-(50) corresponding to the minimal positive eigenvalue $\lambda_{0}^{\alpha}$, then the diffusive capacity on the solution $u$ of Problem III is constant and is given by

$$
J(u, t)=J_{\mathrm{III}}(\alpha)=\lambda_{0}^{\alpha} V
$$

### 3.4. Comparison of the time independent diffusive capacities for Prob-

 lems I, II, and III. The steady-state auxiliary problem (21)-(23) introduced earlier has a convenient variational formulation which facilitates deriving an important relation between the time independent diffusive capacities of $\Gamma_{w}$ with respect to $\Gamma_{e}$ in $\Omega$.Assume that solutions of Problems I, II, and III satisfy the conditions in Propositions 2, 4, and 5, respectively. Then the diffusive capacities for Problems I, II, and III $\left(J_{\mathrm{I}}, J_{\mathrm{II}}\right.$, and $\left.J_{\mathrm{III}}(\alpha)\right)$ are time independent and their values are given by (24), (42), and (51), respectively.

Let $H^{1,2}(\Omega)$ be the Sobolev space [1]. Denote by $H^{\circ 1,2}\left(\Omega, \Gamma_{w}\right)$ the closure in the $H^{1,2}(\Omega)$ norm of smooth functions that vanish on $\Gamma_{w}$, and denote by $H^{\circ}{ }^{1,2}\left(\Omega, \Gamma_{w}, \alpha\right)$ the closure in the $H^{1,2}(\Omega)$ norm of smooth functions such that $\left.\left(u+\alpha \frac{\partial u}{\partial \vec{\nu}}\right)\right|_{\Gamma_{w}}=0$ [1].

The following are well-known variational principles yielding the first eigenvalues $\lambda_{0}$ and $\lambda_{0}^{\alpha}$ of the problems (39)-(41) and (48)-(50), respectively (see [5]):

$$
\begin{gather*}
\lambda_{0}=\inf _{\substack{\circ \\
u \in H^{1,2}\left(\Omega, \Gamma_{e}\right)}} \frac{\int_{\Omega} A \nabla u \cdot \nabla u d x}{\int_{\Omega} u^{2} d x},  \tag{52}\\
\lambda_{0}^{\alpha}=\inf _{\substack{\circ \\
u \in H^{1,2}\left(\Omega, \Gamma_{w} \alpha\right)}} \frac{\int_{\Omega} A \nabla u \cdot \nabla u d x+\frac{1}{\alpha} \int_{\Gamma_{w}} u^{2} d S}{\int_{\Omega} u^{2} d x} . \tag{53}
\end{gather*}
$$

These two principles imply that for any positive $\alpha_{1}$ and $\alpha_{2}$ such that (see [5]) $\alpha_{1}>\alpha_{2}$, $\lambda_{0}^{\alpha_{1}}<\lambda_{0}^{\alpha_{2}}$. Moreover, $\lambda_{0}^{\alpha} \nearrow \lambda_{0}$ as $\alpha \searrow 0$. This leads to the next proposition.

Proposition 6. If the initial conditions in Problems II and III are such that $J_{\mathrm{II}}$ and $J_{\mathrm{III}}(\alpha)$ are time independent and $\alpha \searrow 0$, then $J_{\mathrm{III}}(\alpha) \nearrow J_{\mathrm{II}}$.

Another important comparison can be made between the time independent capacities for Problems I and II.

Theorem 1. If the initial conditions in Problems I and II are such that the diffusive capacities $J_{\mathrm{I}}$ and $J_{\mathrm{II}}$ are time independent, then

$$
\begin{equation*}
J_{\mathrm{II}} \leq J_{\mathrm{I}} \leq C_{\Omega} J_{\mathrm{II}} \tag{54}
\end{equation*}
$$

where $C_{\Omega}=\frac{\max _{\Omega} \phi_{0}}{\phi_{0}}$.
Proof. Let $u_{1} \in \stackrel{\circ}{H_{2}^{1}}\left(\Omega, \Gamma_{w}\right)$ be a solution of the problem (21)-(23). We need to show that

$$
\frac{1}{\int_{\Omega} u_{1}(x) d x} \geq \lambda_{0}
$$

From (52) it follows that

$$
\begin{equation*}
\lambda_{0} \leq \frac{\int_{\Omega}\left(\nabla u_{1}\right) \cdot\left(A \nabla u_{1}\right) d x}{\int_{\Omega} u_{1}^{2} d x} \tag{55}
\end{equation*}
$$

Using the identity

$$
\nabla \cdot\left(u_{1} A \nabla u_{1}\right)=\left(\nabla u_{1}\right) \cdot\left(A \nabla u_{1}\right)-u_{1} \nabla \cdot\left(A \nabla u_{1}\right)
$$

applying the divergence theorem to the numerator, and making use of (21)-(23), we obtain

$$
\begin{equation*}
\lambda_{0} \leq \frac{1}{V} \frac{\int_{\Omega} u_{1} d x}{\int_{\Omega} u_{1}^{2} d x} \tag{56}
\end{equation*}
$$

The last inequality can be rewritten as

$$
\begin{equation*}
\lambda_{0} \leq \frac{1}{V} \frac{\left(\int_{\Omega} u_{1} d x\right)^{2}}{\int_{\Omega} u_{1}^{2} d x} \frac{1}{\int_{\Omega} u_{1} d x} \tag{57}
\end{equation*}
$$

The first part of (54) now follows from Hölder's inequality.
Let $u_{1}(x)$ be a solution of (21)-(23) and $\phi_{0}$ of (39)-(41). After multiplication of both sides of (21) by $\phi_{0}$, using the symmetry of $A$ in the identity

$$
\begin{equation*}
\left(\nabla \cdot\left(A \nabla u_{1}\right)\right) \phi_{0}=\nabla \cdot\left(\phi_{0} A \nabla u_{1}\right)-\nabla \cdot\left(u_{1} A \nabla \phi_{0}\right)+\nabla \cdot\left(A \nabla \phi_{0}\right) u_{1} \tag{58}
\end{equation*}
$$

followed by integration over $\Omega$, from the divergence theorem one concludes that

$$
\begin{equation*}
\lambda_{0} \max _{\Omega} \phi_{0} \int_{\Omega} u_{1} d V \geq \lambda_{0} \int_{\Omega} u_{1} \phi_{0} d V=\frac{1}{V} \int_{\Omega} \phi_{0} d V=\overline{\phi_{0}} \tag{59}
\end{equation*}
$$

The latter can be recast as the second part of (54), using the positivity of $u_{1}$ and $\phi_{0}$. $\quad$ —

Remark 11. The constant $C_{\Omega}$ is a peak-to-average ratio and has a clear physical meaning [24].
4. Transient diffusive capacity. In section 3 it was shown that the PI of a well in a reservoir is constant for all $t>0$ provided that the pressure distribution at $t=0$ satisfies certain conditions. The PI is known to stabilize in a long time asymptote regardless of the initial pressure distribution. In this chapter we will consider a transient diffusive capacity and investigate questions related to its stabilization. Thus, we will analyze Problems I and II with arbitrary initial conditions. The only restriction that is imposed on the initial conditions $f_{1}$ and $f_{2}$ of Problems I and II, respectively, is motivated by physical considerations: we require that $f_{1}$ and $f_{2}$ be positive smooth functions on $\Omega$.
4.1. IBVP I: Constant production rate regime. In section 1 it was mentioned that the constant rate regime is usually modeled with one of two assumptions: at each time $t>0$ either the pressure or the pressure flux is assumed to be constant on the wellbore. Proposition 2 shows that the condition of a constant wellbore pressure at each time $t>0$ (infinite conductivity condition) is equivalent to the conditions of the PSS, i.e., the PI of a well is time independent. In this section we will show that the diffusive capacity on the class $\Upsilon$ of solutions of Problem I (defined in section 3) is stable with respect to small perturbations of boundary conditions. Recall that $\Upsilon$ is the class of solutions $u$ of Problem I such that at each time $t>0, u$ is constant on $\Gamma_{w}$. Then the stability of $J$ is established by the following proposition.

Proposition 7. Let $v(x, t)$ be a solution of Problem I such that $v(x, t)=B t+C$ for all $x \in \Gamma_{w}$. Let $u(x, t)$ be a solution of Problem I such that $u(x, t)=B t+$ $C+h(x, t)$ for all $x \in \Gamma_{w}$, where $h(x, t)$ is a smooth, bounded function. For any $\epsilon>0$, there exists $\delta>0$ such that if for all $t>0,|h(x, t)| \leq \delta$ for all $x \in \Gamma_{w}$, then $|J(u, t)-J(v, t)| \leq \epsilon$ for all $t>0$.

Proof. Function $\tilde{v}(x, t)=u(x, t)-v(x, t)$ is a solution of the following problem:

$$
\begin{equation*}
\left.\frac{\partial \tilde{v}}{\partial \vec{\nu}}\right|_{\Gamma_{e}}=0 \tag{61}
\end{equation*}
$$

$$
\begin{equation*}
L \tilde{v}=\frac{\partial \tilde{v}}{\partial t}, \quad x \in \Omega, \quad t>0 \tag{60}
\end{equation*}
$$

$$
\begin{equation*}
\left.\tilde{v}\right|_{\Gamma_{w}}=h(x, t), \tag{62}
\end{equation*}
$$

$$
\begin{equation*}
\tilde{v}(x, 0)=0 \tag{63}
\end{equation*}
$$

The maximum principle for parabolic equation (60) implies that $|\tilde{v}(x, t)| \leq \delta$ for all $x \in \Omega$ and $t \geq 0$. Since $\int_{\Gamma_{w}} \frac{\partial u}{\partial \nu} d S=\int_{\Gamma_{w}} \frac{\partial u}{\partial \nu} d S=-q$ for $t \geq 0$,

$$
\left|\frac{1}{J(v, t)}-\frac{1}{J(u, t)}\right| \leq \frac{1}{q}\left|\frac{1}{W} \int_{\Gamma_{w}}(u-v) d S+\frac{1}{V} \int_{\Omega}(u-v) d x\right|
$$

Hence, $\left|\frac{1}{J(v, t)}-\frac{1}{J(u, t)}\right| \leq \delta$.
One should note that $J_{\mathrm{I}}$ is shown to be a PSS PI of a well only for solutions of Problem I that belong to class $\Upsilon$. The extent to which the assumption of the infinite conductivity of the well is realistic for various reservoir-well configurations will be discussed in more detail in section 7 . Below we investigate the question of the uniqueness of the PSS PI. Recall that the PSS PI is a constant value of the diffusive capacity on the solutions to Problem I.

Remark 12. $J_{\mathrm{I}}$ is not necessarily a unique constant value of the diffusive capacity on the solutions to Problem I.

This is established by the following argument. Consider solutions to Problem I with a constant flux on $\Gamma_{w}$; i.e., let $u(x, t)$ be a solution of the following problem:

$$
\begin{gather*}
L u=\frac{\partial u}{\partial t}, \quad x \in \Omega, \quad t>0  \tag{64}\\
\left.\frac{\partial u}{\partial \vec{\nu}}\right|_{\Gamma_{e}}=0 \tag{65}
\end{gather*}
$$

$$
\begin{align*}
& \left.\frac{\partial u}{\partial \vec{\nu}}\right|_{\Gamma_{w}}=-\frac{q}{W}  \tag{66}\\
& u(x, 0)=f_{1}(x) \tag{67}
\end{align*}
$$

The solution to (64)-(67) is given (up to an additive constant) by $u(x, t)=q v-\frac{q}{V} t+$ $h(x, t)$, where $v(x)$ is a solution of the steady-state problem

$$
\begin{equation*}
L v=-\frac{1}{V}, \quad x \in \Omega \tag{68}
\end{equation*}
$$

$$
\begin{gather*}
\left.\frac{\partial v}{\partial \vec{\nu}}\right|_{\Gamma_{e}}=0  \tag{69}\\
\left.\frac{\partial v}{\partial \vec{\nu}}\right|_{\Gamma_{w}}=-\frac{1}{W}
\end{gather*}
$$

and $h(x, t)$ is a solution of the corresponding problem with homogeneous boundary conditions:

$$
\begin{gather*}
L h=\frac{\partial h}{\partial t}, \quad x \in \Omega, \quad t>0  \tag{71}\\
\left.\frac{\partial h}{\partial \vec{\nu}}\right|_{\Gamma_{e}}=0  \tag{72}\\
\left.\frac{\partial h}{\partial \vec{\nu}}\right|_{\Gamma_{w}}=0  \tag{73}\\
h(x, 0)=f_{1}(x)-q v(x) \tag{74}
\end{gather*}
$$

The solution to (71)-(74) is given by $h(x, t)=\sum_{n=0}^{\infty} c_{n} \phi_{n}(x) e^{-\lambda_{n} t}$, where $\phi_{n}(x)$ and $\lambda_{n}$ are solutions of the related Sturm-Liouville problem and $c_{n}$ are the coefficients of the Fourier expansion of $h(x, 0)$ in terms of $\phi_{n}$. The diffusive capacity $J(u, t)$ is given by

$$
\begin{equation*}
J(u, t)=\frac{-q}{\bar{v}_{w}-\bar{v}_{\Omega}+\bar{h}_{w}-\bar{h}_{\Omega}} \tag{75}
\end{equation*}
$$

Note that $\bar{v}_{w}$ and $\bar{v}_{\Omega}$ are constant, while $\bar{h}_{w}$ and $\bar{h}_{\Omega}$ are functions of time. Clearly, the difference $\bar{h}_{w}-\bar{h}_{\Omega}=\sum_{n=0}^{\infty} c_{n}\left(\bar{\phi}_{n_{w}}-\bar{\phi}_{n \Omega}\right) e^{-\lambda_{n} t}$ converges to a constant as $t \rightarrow \infty$. Therefore, $J(u, t)$ converges to a constant value $\hat{J}$ as $t \rightarrow \infty$. However, $\hat{J}$ is not necessarily equal to $J_{\mathrm{I}}$.

Henceforth, we do not address the uniqueness of the constant diffusive capacity on the solutions of Problem I and, consequently, of the PSS PI. In the subsequent sections we will refer to $J_{\mathrm{I}}$ as the value of the PSS PI, thus implicitly assuming that the wellbore has an infinite conductivity.
4.2. IBVP II: Constant wellbore pressure regime. For simplicity, consider the following problem for a parabolic equation. Let $u(x, t)$ be a solution of

$$
\begin{gather*}
L u=\frac{\partial u}{\partial t}, \quad x \in \Omega, \quad t \geq 0  \tag{76}\\
\left.\frac{\partial u}{\partial \vec{\nu}}\right|_{\Gamma_{e}}=0  \tag{77}\\
\left.u\right|_{\Gamma_{w}}=0  \tag{78}\\
u(x, 0)=u_{0}(x) \tag{79}
\end{gather*}
$$

where $u_{0}(x)>0$. Then the diffusive capacity is simply

$$
\begin{equation*}
J(u, t)=V \frac{\int_{\Gamma_{w}} \frac{\partial u}{\partial \vec{\nu}} d S}{\int_{\Omega} u d x} \tag{80}
\end{equation*}
$$

Along with (76)-(79), consider the related Sturm-Liouville problem for the operator $L$,

$$
\begin{gather*}
L \phi_{k}=-\lambda_{k} \phi_{k}, \quad x \in \Omega, \quad t \geq 0  \tag{81}\\
\left.\frac{\partial \phi_{k}}{\partial \vec{\nu}}\right|_{\Gamma_{e}}=0  \tag{82}\\
\left.\phi_{k}\right|_{\Gamma_{w}}=0 \tag{83}
\end{gather*}
$$

Let $\left\{\phi_{k}(x)\right\}_{k=0}^{\infty}$ be an orthonormal family of solutions of (81)-(83) with respect to the usual inner product in $L^{2}(\Omega)$. Define $d_{k}=\int_{\Omega} \phi_{k}(x) d x$ and $c_{k}=\int_{\Omega} u_{0}(x) \phi_{k}(x) d x$. Then the diffusive capacity can be written as

$$
J(u, t)=V \frac{\sum_{k=0}^{\infty} c_{k} \lambda_{k} d_{k} e^{-\lambda_{k} t}}{\sum_{k=0}^{\infty} c_{k} d_{k} e^{-\lambda_{k} t}}
$$

The latter can be recast into

$$
\begin{equation*}
J(u, t)=V \lambda_{0}\left[1+\frac{\sum_{k=1}^{\infty} \frac{c_{k}}{c_{0}} \frac{d_{k}}{d_{0}}\left(\frac{\lambda_{k}}{\lambda_{0}}-1\right) e^{-\left(\lambda_{k}-\lambda_{0}\right) t}}{1+\sum_{k=1}^{\infty} \frac{c_{k}}{c_{0}} \frac{d_{k}}{d_{0}} e^{-\left(\lambda_{k}-\lambda_{0}\right) t}}\right] \tag{84}
\end{equation*}
$$

Since $\lambda_{0}<\lambda_{1}<\lambda_{3}<\cdots$, as $t \rightarrow \infty, J(u, t) \rightarrow \lambda_{0} V$. This proves the following.
Proposition 8. If $u$ is a solution of IBVP II, then the diffusive capacity $J(u, t)$ converges to the constant value $J_{\mathrm{II}}$ as $t \rightarrow \infty$ for any initial condition $f_{2}$.

In terms of the PI, Proposition 8 can be rephrased in the following way: if a well is produced with a constant wellbore pressure, the PI stabilizes to constant value $J_{\text {II }}$ as $t \rightarrow \infty$ regardless of the initial pressure distribution.

Note that since the initial condition $u_{0}(x)$ is positive on $\Omega, c_{0}>0$ and $d_{0}>0$. From the maximum principle for parabolic equation (76) it follows that $u(x, t) \geq 0$
for all $t>0$. Consequently, the denominator in (84), equal to $\int_{\Omega} u(x, t) d x / c_{0} d_{0} e^{-\lambda_{0} t}$, is positive for all $t>0$. Therefore, from (84) follows the next remark.

Remark 13. If in (84) $c_{k} d_{k}>0$ for any $k$, then $J(u, t) \searrow \lambda_{0} V$.
The last observation allows one to analyze several physically important examples of the transient PI in terms of the diffusive capacity on the solutions of the IBVP for a parabolic equation.

Example 1. Suppose that a well is produced with constant rate, the PI is constant, and the well has infinite conductivity. Then the pressure in the reservoir $u(x, t)$ is determined (up to an additive constant) by $u(x, t)=q u_{1}(x)-\frac{q}{V} t$ (see Proposition 2), where $u_{1}(x)$ is a solution of the auxiliary steady-state problem

$$
\begin{gathered}
L u_{1}(x)=-\frac{1}{V}, \quad x \in \Omega \\
\left.\frac{\partial u_{1}}{\partial \vec{\nu}}\right|_{\Gamma_{e}}=0 \\
\left.u_{1}\right|_{\Gamma_{w}}=0
\end{gathered}
$$

Suppose that at some time $t_{0}>0$, the production regime was changed to a constant wellbore pressure production. Then the pressure in the reservoir $u(x, t)$ for $t>t_{0}$ is defined by $u(x, t)=v\left(x, t-t_{0}\right)-\frac{q}{V}\left(t-t_{0}\right)$, where $v(x, t)$ is a solution of the problem

$$
\begin{gathered}
L v(x)=-\frac{\partial v}{\partial t}, \quad x \in \Omega, \quad t>0 \\
\left.\frac{\partial v}{\partial \vec{\nu}}\right|_{\Gamma_{e}}=0 \\
\left.v\right|_{\Gamma_{w}}=0 \\
v(x, 0)=q u_{1}(x)
\end{gathered}
$$

The diffusive capacity $J(u, t)=J(v, t)$, where $v(x, t)$ is defined by

$$
v(x, t)=\sum_{n=0}^{\infty} c_{k} \phi_{k}(x) e^{-\lambda_{k} t}
$$

where $c_{k}=q \int_{\Omega} u_{1}(x) \phi_{k} d x$. Using integration by parts, we obtain

$$
\int_{\Omega} L u_{1} \phi_{k}=\int_{\Omega} u_{1} L \phi_{k} .
$$

Hence,

$$
\frac{1}{V} \int_{\Omega} \phi_{k}=\lambda_{k} \int_{\Omega} u_{1} \phi_{k}
$$



Fig. 1. Radial profile of an initial distribution yielding small diffusive capacity.

Thus, for any $k=1,2 \ldots, d_{k} c_{k}>0$ and (84) implies that $J(u, t) \searrow J_{\mathrm{II}}$. In other words, when the regime of production changes from PSS, i.e., constant flow rate, to constant wellbore pressure, the PI monotonically decreases to the BD PI.

Example 2. For the purpose of analysis it is frequently assumed that at $t=0$ the pressure in the reservoir is distributed uniformly, i.e., $u_{0}(x)=u_{i}$, where $u_{i}$ is a positive constant. Then $c_{k}=u_{i} d_{k}$ and the PI is monotonically decreasing to the BD PI.

Finally, consider an example of the initial pressure distribution yielding the PI which is less than the BD PI.

Example 3. Let $u_{0}(x)=100 \phi_{0}(x)-3 \phi_{1}(x)$. Then the diffusive capacity $J(u, t)<$ $\lambda_{0} V$.

An example of such initial distribution for an ideal cylindrical reservoir with vertical fully penetrated well is given in Figure 1, where the radial profile of $u_{0}(r)$ is given. The dimensionless radius of the reservoir is equal to $R_{D}=1000$. Physically this example may be interpreted as follows. Assume that the reservoir has been depleted by a set of wells. Suppose that the old wells are shut down and a new well is drilled and produced. Then the PI of the new well will monotonically increase to the BD PI value.
5. Model of the skin effect. Stabilized production with constant rate is characterized by the PSS PI. When the well is damaged, the value of the PI is less than what is predicted by the model. As described in section 1, such effect is called thinskin effect. To take into account the skin effect, the PSS PI is corrected according to the equation

$$
\begin{equation*}
P I_{P S S, s k i n}=\frac{1}{\frac{1}{P I_{P S S}}+s} \tag{85}
\end{equation*}
$$

where $s$ is the so-called skin factor or simply skin. The skin factor concept was originally introduced to describe the behavior of damaged wells. Others have extended the idea to stimulated wells which have a higher PI than the PSS PI of an ideal well. In [15] it was shown that a negative skin $s$ corresponds to a stimulated well.

All existing results on modeling the skin effect pertain to the constant rate production regime. In this section it will be shown that for the constant wellbore pressure
production regime, the skin effect can be modeled by a third boundary condition specified on the well boundary.
5.1. Diffusive capacity for IBVP III in an annulus. Let $u(r, t)$ be a solution of the problem

$$
\begin{gather*}
\frac{\partial}{\partial r}\left(r \frac{\partial u}{\partial r}\right)=\frac{\partial u}{\partial t}, \quad 1<r<R_{D}, \quad t>0  \tag{86}\\
\left.\frac{\partial u}{\partial r}\right|_{r=R_{D}}=0  \tag{87}\\
\left.\left(u+\alpha \frac{\partial u}{\partial r}\right)\right|_{r=1}=0  \tag{88}\\
u(r, 0)=u_{0}(r)
\end{gather*}
$$

Problem (86)-(89) models the axisymmetric flow of oil in an ideal isolated circular reservoir with a perfect circular well situated in the center. Here, $u(r, t)$ is the dimensionless pressure in the reservoir, the dimensionless formation permeability is 1 , and the dimensionless outer radius is equal to $R_{D}$. The dimensionless wellbore radius is equal to 1 . Constant wellbore pressure production is assumed. The thin skin zone adjacent to the well has a permeability below than that of the formation.

We will call a production regime for a well with a thin skin zone characterized by a constant PI a generalized $B D$ state. When $\alpha=0$ (no damaged zone around the well), it is a BD regime.

Along with problem (86)-(89), consider a related Sturm-Liouville problem:

$$
\begin{equation*}
\frac{\partial}{\partial r}\left(r \frac{\partial \phi_{k}^{\alpha}}{\partial r}\right)=-\lambda_{k}^{\alpha} \partial \phi_{k}^{\alpha}, \quad 1<r<R_{D}, \quad t>0 \tag{90}
\end{equation*}
$$

$$
\begin{gather*}
\left.\frac{\partial \phi_{k}^{\alpha}}{\partial r}\right|_{r=R_{D}}=0  \tag{91}\\
\left.\left(\phi_{k}^{\alpha}+\alpha \frac{\partial \phi_{k}^{\alpha}}{\partial r}\right)\right|_{r=1}=0
\end{gather*}
$$

Let $\lambda_{0}^{\alpha}$ be the minimal nonnegative eigenvalue of the problem (90)-(92). If the initial condition $u_{0}(r)=\phi_{0}^{\alpha}$ is the eigenfunction corresponding to $\lambda_{0}^{\alpha}$, then by Propositions 5 and 6 the generalized BD PI is determined by $J_{\mathrm{III}}(\alpha)=\lambda_{0}^{\alpha} V$ and $J_{\mathrm{III}}(0)=J_{\mathrm{II}}$.

In analogy to (85), we define the skin factor $s$ by

$$
\begin{equation*}
s=s(\alpha):=\frac{1}{J_{\mathrm{III}}(\alpha)}-\frac{1}{J_{\mathrm{II}}}=\frac{1}{J_{\mathrm{III}}(\alpha)}-\frac{1}{J_{\mathrm{III}}(0)} \tag{93}
\end{equation*}
$$

Positive skin defined by (93) is evidence of a damaged well. By analogy, the generalized BD index of a stimulated well should be greater than the BD index, yielding negative skin $s$.


Fig. 2. Graph of $s(\alpha)$ for $R_{D}=1000$ (left panel) and for $R_{D}=10,000$ (right panel).

When $\alpha<0, \lambda_{0}^{\alpha}$ is the first positive eigenvalue. The eigenpair solves known equations involving Bessel functions of the first and the second kind. Using known facts from the theory of Bessel functions, it is not hard to show the following.

Proposition 9. As $\alpha \rightarrow \infty, \lambda_{0}^{\alpha} \rightarrow 0$. As $\alpha \rightarrow-\infty, \lambda_{0}^{\alpha} \rightarrow \lambda_{0}^{(N)}$, where $\lambda_{0}^{(N)}$ is the minimal nontrivial eigenvalue of the following problem:

$$
\begin{gather*}
\frac{\partial}{\partial r}\left(r \frac{\partial u}{\partial r}\right)=\frac{\partial u}{\partial t}, \quad 1<r<R_{D}, \quad t>0  \tag{94}\\
\left.\frac{\partial u}{\partial r}\right|_{r=R_{D}}=0  \tag{95}\\
\frac{\partial u}{\partial r}=0  \tag{96}\\
u(r, 0)=u_{0}(r) \tag{97}
\end{gather*}
$$

This implies, in particular, that $s(\alpha)$, defined by (93), is bounded from below, since $\lambda_{0}^{(N)}$ is bounded from above. The relation between $s$ and $\alpha$ for $R_{D}=1000$ and $R_{D}=1000$ is shown in Figure 2 for a range of values of $\alpha$. Figure 2 illustrates that when $\alpha>0$, skin $s=\alpha$, i.e., the positive skin can be successfully modeled by the third boundary condition, in perfect agreement with the constant rate case. To analyze the case of $\alpha<0$, additional considerations are necessary.

Eigenfunctions $\phi_{0}^{\alpha}$ corresponding to the minimal positive eigenvalue $\lambda_{0}^{\alpha}$ of the problem (90)-(92) for two sample positive and negative values of $\alpha$ are pictured in Figure 3. As seen in Figure 3, for negative $\alpha$ the corresponding eigenfunction $\phi_{0}^{\alpha}$ changes sign on the interval $1<r<R_{D}$. Recall that the initial condition of the problem (86)-(89) $u_{0}$ is equal to $\phi_{0}^{\alpha}$. Consequently, the sufficient condition for the generalized BD state is such that the initial pressure distribution in the reservoir is not everywhere positive. Thus, a negative value of the skin factor $s$ creates a physical contradiction, and problem (86)-(89) with $\alpha<0$ cannot serve as an appropriate model for a stimulated well.


Fig. 3. Eigenfunctions for negative $\alpha$ (left panel) and positive $\alpha$ (right panel). $R_{D}=1000$.
6. PI in a two-dimensional reservoir. In this chapter we present a numerical study of the diffusive capacity/PI in two-dimensional domains. We will restrict our attention to PSS and BD productivity indices only, that is, we will consider only IBVPs I and II.

If the thickness of the reservoir is uniform, then for a fully penetrated vertical well the three-dimensional problem reduces to a two-dimensional one. Since the radius of wellbore is small compared to the dimensions of the reservoir, we can assume that the pressure is uniformly distributed on the wellbore. Therefore, for a two-dimensional problem, the PSS PI is equal to $J_{\mathrm{I}}$ given by (24).

Under the assumption that the reservoir is ideal and the well is perfectly circular, vertical, and fully penetrated, the IBVPs I and II can be formulated in terms of dimensionless variables as follows. Let $\Omega \in \mathbb{R}^{2}$ be the horizontal cross-section of such a reservoir. Let $\{r, \theta\}$ be a polar coordinate system specified on $\Omega$ along with the Cartesian coordinate system $\{x, y\}$. The origins of both coordinate systems are located at the center of the well, which is represented by a circle with equation $r=1$. Let $R_{D}$ be the radius of the circle of the same area as $\Omega$. Then the dimensionless area $V$ of $\Omega$ is equal to $\left(R_{D}^{2}-1\right) / 2$. As before, let $\Gamma_{e}$ denote the exterior boundary of $\Omega$. The auxiliary steady-state problem (21)-(23) and the Sturm-Liouville problem (39)-(41) can be written as

$$
\begin{gather*}
\frac{\partial^{2} u_{1}}{\partial x^{2}}+\frac{\partial^{2} u_{1}}{\partial y^{2}}=-\frac{1}{V}  \tag{98}\\
\left.u_{1}\right|_{r=1}=0  \tag{99}\\
\left.\frac{\partial u_{1}}{\partial \vec{n}}\right|_{\Gamma_{e}}=0 \tag{100}
\end{gather*}
$$

and

$$
\begin{align*}
\frac{\partial^{2} \phi_{0}}{\partial x^{2}}+\frac{\partial^{2} \phi_{0}}{\partial y^{2}} & =-\lambda_{0} \phi_{0}  \tag{101}\\
\left.\phi_{0}\right|_{r=1} & =0,  \tag{102}\\
\left.\frac{\partial \phi_{0}}{\partial \vec{n}}\right|_{\Gamma_{e}} & =0, \tag{103}
\end{align*}
$$

respectively. By Propositions 2 and 4, the values of the PSS and BD PIs are given by the following equations, respectively:

$$
\begin{equation*}
J_{\mathrm{I}}=\frac{V}{\int_{\Omega} u_{1} d x} \tag{104}
\end{equation*}
$$

and

$$
\begin{equation*}
J_{\mathrm{II}}=\lambda_{0} V . \tag{105}
\end{equation*}
$$

As the first stage, $J_{\mathrm{I}}$ and $J_{\mathrm{II}}$ values were compared to the values obtained by Dietz's equation (2) for domains in which (2) can be applied, that is, for domains with polygonal exterior boundaries: rectangle, triangle, circle, romb, and hexagon. Value $J_{\mathrm{I}}$ was compared to the value of the PSS PI $J_{P S S}$ computed by (2) with the shape factors $C_{A}$ taken from [6] for every considered shape. The constant diffusive capacity $J_{\text {II }}$, given by (105), was compared to the PI $J_{B D}$ computed by (2) with the BD shape factors $C_{A}$ provided in [13]. The results were obtained for two values of the dimensionless radius $R_{D}$ of the drainage area, $R_{D}=1000$ and $R_{D}=10,000$.

The obtained results are not presented here due to limited space, but (104) and (105) closely agree to the corresponding existing formulas. The largest difference between the corresponding values is the one between $J_{\mathrm{I}}$ and $J_{\mathrm{II}}$ in the drainage areas where the well is located far from the center of symmetry of the domain.

As noted, one of the disadvantages of (2) is that it cannot be applied to the drainage area shapes that do not satisfy the requirements of the method of images. On the other hand, (104) and (105) are valid for all drainage area shapes and can be applied to a general reservoir without the usual assumptions of the homogeneity and isotropy of the media. Below we exploit these useful features of the new formulas for PI to analyze its behavior in more complex geometries and for anisotropic media. Then, using the new method we will evaluate the diffusive capacity in domains with more complex geometry, revealing some geometric characteristics of the domain that lead to the nonnegligible difference between $J_{\mathrm{I}}$ and $J_{\mathrm{II}}$.
6.1. PI in domains violating isoperimetric inequality. Theorem 1 of section 3 gives the means to investigate more deeply the effects on the difference between $J_{\mathrm{I}}$ and $J_{\text {II }}$ of the shape of the exterior boundary of the domain. The difference between $J_{\mathrm{I}}$ and $J_{\mathrm{II}}$ is expected to be greater when the constant $C_{\Omega}$ on the right-hand side of inequality (54) is much greater than 1 . The constant $C_{\Omega}$ is, in its turn, determined by the minimal eigenvalue $\lambda_{0}$ and the behavior of the corresponding eigenfunction $\phi_{0}$ of the elliptic problem (101)-(103).

The first eigenpair of the problem is directly related to the geometry of the domain, namely, to the symmetry and curvature of the exterior boundary and the shape of the well boundary. To illustrate the effect of the curvature and the symmetry of the exterior boundary, consider domains in Figure 4 (A) and (B). If the domain does not satisfy the classical isoperimetric inequality, the first eigenvalue of the problem (101)-(103) can be small enough in comparison to $C_{\Omega}$ to make the difference between $J_{\mathrm{I}}$ and $J_{\text {II }}$ significant [22]. It is not hard to show that for $0<\epsilon<1$, both domains pictured in Figure 4 violate the classical isoperimetric inequality [22]. For either shape, the domain parameters $b$ and $\epsilon$ change so that the ratio of the area of the domain to the radius of the well is held constant and corresponds to $R=1000$. The circular well is located in the center of the area. The results of the numerical investigation for domains violating the classical isoperimetric inequality [22] are collected in Table 1.


Fig. 4. Domains violating isoperimetric inequality.

Table 1
The difference between $J_{\mathrm{I}}$ and $J_{\mathrm{II}}$ in domains violating the isoperimetric inequality.

| Shape | $\epsilon$ | $J_{\mathrm{I}}$ | $J_{\mathrm{II}}$ | $\left.\frac{J_{\mathrm{I}}-J_{\mathrm{II}}}{J_{\mathrm{II}}} \right\rvert\,$, <br> percent |
| :--- | :---: | :---: | :---: | :---: |
| see Figure 4 (A) | 0.8 | 0.0071 | 0.005 | 39.22 |
|  | 0.0 | 0.1227 | 0.1065 | 4.69 |
|  | 0.4 | 0.0539 | 0.4370 | 23.34 |
|  | 0.6 | 0.0137 | 0.0100 | 37.00 |
|  | 0.95 | 0.0990 | 0.1222 | 19.00 |

The symmetrical domain is presented to illustrate the importance of symmetry: the difference between $J_{\mathrm{I}}$ and $J_{\mathrm{II}}$ for a symmetrical domain is significantly less than for a nonsymmetrical domain with the same curvature of the exterior boundary.
7. PI in a three-dimensional reservoir. As described in the introduction, the existing methods for evaluating the PI have two major drawbacks. First, the evaluation of a PI requires solving a transient problem in a period long enough for the pressure to reach a PSS. When the well is not fully penetrated or directionally drilled (deviated or horizontal), the period necessary for the pressure to stabilize may become excessively long, creating difficulties for computational procedures. To address the problem of excessively long computations, some simplifying assumptions are made. Most of the methods are based on the assumption that the thickness of the reservoir is small enough to make the flow in the vertical direction negligible or so insignificant that its impact on the distribution of pressure can be included in a skin factor $[20,11]$. With the restriction on the reservoir thickness, the problem reduces to a two-dimensional one. Then the techniques for two-dimensional reservoirs can be applied. The majority of such techniques utilize the method of images, creating the second drawback-restrictions on the geometry of the domain.

With this in mind, a number of numerical experiments were conducted for various
well configurations in three-dimensional domains. Here we illustrate the behavior of the PIs in a general homogeneous three-dimensional reservoir/well system. Equations (24) and (42) are convenient to use in such settings, since they require only solution of steady-state three-dimensional problems. Note that the use of (24) implies that in a constant rate of production regime, the pressure is uniformly distributed on the wellbore at each $t>0$. One can argue that this assumption is physically realistic for horizontal wells of any length, if we assume that the wellbore has infinite conductivity so that the pressure of the fluid entering the wellbore instantly equalizes at every point of the wellbore. For vertical or slanted wells, the assumption of uniform pressure distribution on the wellbore at each $t>0$ implies that we neglect gravity effects. Certainly, for long vertical or slanted wells, this assumption is not physically realistic.


Fig. 5. Schematic representation of domain $D_{1}$.


Fig. 6. Schematic representation of domain $D_{2}$.
Two domains modeling three-dimensional reservoirs that were considered for the numerical study are depicted in Figures 5, 6, and 7. Domain $D_{1}$ is a cylindrical reservoir of uniform thickness $h$ and the dimensionless radius $R_{D}$. Analogously to the two-dimensional definition, $R_{D}$ is defined as the ratio of the radius of the horizontal cross-section (in this case, circle) to the well radius. The value of $R_{D}$ is set to 1000 for all settings. For consistency of comparisons made below, the radius of the circle


FIG. 7. Schematic representation of horizontal projection of domain $D_{2}$.


FIG. 8. Schematic representation of the vertical cross-section for well configuration (C).
of the cross-section of the domain $D_{2}$ is chosen so that the remaining area is equal to the area of the cross-section of domain $D_{1}$; i.e., the dimensionless radius associated with the horizontal cross-section of $D_{2}$ is $R_{D}=1000$.

Two well configurations were considered for both reservoir models. For domain $D_{2}$, the direction of any considered well was such that its projection on the top of the reservoir corresponded to the schematic configuration shown in Figure 7. A well is modeled by a circular cylinder with the dimensionless radius $r_{w}=1$. Then for both domains $D_{1}$ and $D_{2}$, the cross-section by the plane containing the well is a rectangle. Figures 8 and 9 show such cross-sections for every well configuration considered in the computational experiments. In configuration $(E)$, the center of symmetry of the well coincides with the center of symmetry of the cross-section. In configuration $(C)$, the well is drilled from the middle of the top side of the reservoir cross-section.
7.1. Directionally drilled wells. Effect of vertical flow. Productivity indices for well configuration (C) for domains $D_{2}$ and $D_{1}$ are given in Tables 2 and 3, respectively. In all cases, the penetration length of the well is equal to $h$ so that for $\theta=0$, the vertical well fully penetrates the reservoir. The graphs of $J_{\mathrm{I}}$ and $J_{\mathrm{II}}$ as functions of the angle $\theta$ of the well direction, shown in Figures 10 and 11, reveal that the optimal direction of a well of the fixed penetration length is not the vertical one. It is a clear indication of the effect of the vertical flow of fluid from the bottom of the reservoir toward the slanted well. This effect cannot be quantified by a reduced two-dimensional problem for a fully penetrated vertical well.
7.2. Horizontal well. Methods presented in $[20,11]$ rely heavily on the assumption that the vertical dimension of the reservoir is small compared to the penetration


FIg. 9. Schematic representation of the vertical cross-section for well configuration (E).

TABLE 2
PIs for domains $D_{2}$, well configuration (C).

| $\theta$ | 0 | 15 | 30 | 45 | 60 | 75 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $J_{\mathrm{I}}$ | 0.1597 | 0.1714 | 0.1673 | 0.1634 | 0.1586 | 0.1529 |
| $J_{\mathrm{II}}$ | 0.1587 | 0.1704 | 0.1662 | 0.1623 | 0.1576 | 0.1520 |
| $\left\|\frac{J_{I}-J_{\mathrm{II}}}{J_{\mathrm{II}}}\right\|$, <br> percent | 0.60 | 0.64 | 0.64 | 0.67 | 0.61 | 0.59 |

Table 3
PIs for domain $D_{1}$, well configuration (C).

|  | $\theta$ | 0 | 8 | 15 | 30 | 45 | 60 | 75 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $h=100$ | $J_{\mathrm{I}}$ | 0.1629 | 0.1705 | 0.1765 | 0.1718 | 0.1691 | 0.1680 | 0.1662 |
|  | $J_{\mathrm{II}}$ | 0.1623 | 0.1696 | 0.1758 | 0.1710 | 0.1683 | 0.1672 | 0.1655 |
|  | $J_{I}-J_{\text {II }}$ <br> $J_{\text {II }}$ <br> percent | 0.36 | 0.50 | 0.37 | 0.50 | 0.48 | 0.46 | 0.47 |
| $h=200$ | $J_{\mathrm{I}}$ | 0.1629 | 0.1665 | 0.1697 | 0.1611 | 0.1426 | 0.1315 | 0.1199 |
|  | $J_{\text {II }}$ | 0.1623 | 0.1658 | 0.1689 | 0.1605 | 0.1422 | 0.1312 | 0.1196 |
|  | $J_{I}-J_{\text {II }}$ <br> $J_{\text {II }}$ <br> percent |  |  |  |  |  |  |  |
|  | 0.36 | 0.41 | 0.43 | 0.38 | 0.30 | 0.27 | 0.28 |  |

length of the well. Moreover, as noted in [20], the precision of the evaluation of the PI for horizontal wells decreases drastically as the distance from the well to vertical boundaries of the reservoir becomes comparable to the distance to the top and/or the bottom of the reservoir, if the reduction to the two-dimensional problem is used. This section presents computational results for such settings when the assumption of the small reservoir thickness and the well being clearly inside the drainage area are relaxed.

The setting considered is a horizontal well with configuration (E), located at distance $d$ below the plane of symmetry of domain $D_{1}$. The graphs of the computed PSS PI $J_{\mathrm{I}}$ as a function of distance $d$ from the center of the reservoir for various penetration lengths $L$ are shown in Figure 12.

For all practical purposes, one can conclude that the optimal location of a horizontal well in a cylindrical reservoir $D_{1}$ is in the horizontal plane of symmetry of the reservoir. Note that for long wells, however, the PSS PI slightly increases for small values of $d$. This may be an indication of an interesting feature of the diffusive capacity as a geometrical characteristic defined through the first eigenvalue $\lambda_{0}$. The latter is sensitive to the location of the well relative to the planes and lines of symmetry of the domain, as it is comprehensively illustrated in section 6 . In three-dimensional


Fig. 10. PIs for domain $D_{2}$, well configuration (C).


Fig. 11. PIs for domain $D_{1}$, well configuration (C).
domains, there are more such planes and lines of symmetry and, therefore, there may be several well configurations yielding maximal PI.


Fig. 12. PSS PI for various values of $d$ and $L$, well configuration ( E ), $h=500$.
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#### Abstract

The problem of low-frequency sound propagation in slowly varying ducts is systematically analyzed as a perturbation problem of slow variation. Webster's horn equation and variants in bent ducts, in ducts with nonuniform soundspeed, and in ducts with irrotational mean flow, with and without lining, are derived, and the entrance/exit plane boundary layer is given. It is shown why a varying lined duct in general does not have an (acoustic) solution.
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1. Introduction. Sound of long wavelength, propagating in ducts of varying diameter like horns, is suitably described by an approximate equation, known as Webster's horn equation or just Webster's equation. This is an ordinary differential equation in the axial coordinate, and therefore forms a significant simplification of the problem $[1,2,3]$.

The usual derivation is based on the assumption of a crosswise uniform acoustic pressure field, such that, by averaging over a duct cross section, the spatial dimensions of the problem are reduced from three to one.

Although it shows a remarkable evidence of ingenuity and physical insight, this derivation is mathematically unsatisfying. It is not clear (i) what exactly is the small parameter underlying the approximation, (ii) why the pressure may be assumed to be uniform, (iii) what the error is of the approximation, (iv) what the conditions are on the duct geometry and on the frequency of the field, (v) how to generalize to similar problems, (vi) how to generate higher order corrections, and (vii) what happens near the source or duct entrance or exit plane.

An asymptotically systematic derivation of the three-dimensional (3D) classic problem was given by Lesser and Crighton [4], extending the derivation of Lesser and Lewis in $[5,6]$. They also showed for a number of 2 D configurations how abrupt changes of the geometry (open end, slit in the wall) can be incorporated as boundary layer regions in a setting of matched asymptotic expansion. Their approach, based on introducing different longitudinal and lateral scales, is a special case of the method of slow variation put forward by Van Dyke [7]. Although only an asymptotically sound derivation is able to indicate the range of validity and the order of the error of the approximation, we found in the literature no variants of this problem (e.g., with mean flow $[8,9,10,11,12])$ that strictly follow that approach.

Particularly interesting would be an investigation of the related problems of lined ducts without and with flow, as this would form a natural long wavelength closure of the multiple scales theory of sound propagation in slowly varying ducts $[13,14,15,16]$.

[^126]Another problem of practical interest that is directly related to a systematic setup is the entrance problem for a 3D duct of arbitrary cross section. The structure of the boundary layer was indicated by Lesser and Crighton [4], but they gave explicit examples only for 2 D geometries.

All in all, while the problem of long wave sound propagation in slowly varying ducts, in various generalizations, is practically important, it still has a lot of open ends.

We will consider various cases in detail. First, we show how a systematic approach, known as the method of slow variation coupled with ideas of matched asymptotic expansions, leads to the classic Webster equation for hard-walled ducts with the entrance boundary layer. The small parameter $\varepsilon$ is equal to the Helmholtz number, the ratio between a typical wavelength and the duct diameter, while a typical length scale of duct variation is of the same order of magnitude as the wavelength. Using similar results for the related problem of heat conduction [17], this entrance problem will be solved explicitly. It leads via matching conditions to conclusions about the way that the $\mathcal{O}(1)$ duct field error $\left(\mathcal{O}(\varepsilon)\right.$ or $\left.\mathcal{O}\left(\varepsilon^{2}\right)\right)$ depends on the source.

Then we will show that our problem is not essentially different in other coordinate systems (like spherical coordinates), although special coordinates may be helpful in obtaining a more efficient approximation. Curved ducts, with a curvature radius of no more than the typical length scale of diameter variation, are shown to still produce the same equation.

The same type of analysis can be applied to ducts with lined walls of, say, impedance $Z$. It is found that for $Z=\mathcal{O}(1)$ only the trivial solution exists, while for $Z=\mathcal{O}(\varepsilon)$ there are only nontrivial solutions possible for certain geometry-dependent values of the wall impedance. As these impedance values vary along the duct, there are in general no solutions possible for the full duct. A subtle functional analytic result is used, due to Professor Jan de Graaf (TU Eindhoven), which is not available in the literature; therefore, Prof. de Graaf was kind enough to attach his derivation as an appendix to this paper.

We continue with more general analyses of the problem in a stagnant medium with slowly varying sound speed, and of sound in an irrotational isentropic mean flow, leading to generalized forms of Webster's horn equation.

We finish with the same problem with mean flow but now extended to ducts with lined walls. Using a recent result obtained for the related problem for high-frequency sound propagation in lined flow ducts [16], we are able to show for $Z=\mathcal{O}(1)$ that also here only a special hydrodynamic (nonacoustic) wave is possible.

## 2. The physical models.

2.1. The equations. In the acoustic realm of a perfect gas that we will consider, we have for pressure $\tilde{p}$, velocity $\tilde{\boldsymbol{v}}$, density $\tilde{\rho}$, entropy $\tilde{s}$, and soundspeed $\tilde{c}$

$$
\begin{gather*}
\frac{\mathrm{d} \tilde{\rho}}{\mathrm{~d} t}=-\tilde{\rho} \nabla \cdot \tilde{\boldsymbol{v}}, \quad \tilde{\rho} \frac{\mathrm{d} \tilde{\boldsymbol{v}}}{\mathrm{~d} t}=-\nabla \tilde{p}, \quad \frac{\mathrm{~d} \tilde{s}}{\mathrm{~d} t}=0, \\
\mathrm{~d} \tilde{s}=C_{V} \frac{\mathrm{~d} \tilde{p}}{\tilde{p}}-C_{P} \frac{\mathrm{~d} \tilde{\rho}}{\tilde{\rho}}, \quad \tilde{c}^{2}=\frac{\gamma \tilde{p}}{\tilde{\rho}}, \quad \gamma=\frac{C_{P}}{C_{V}} \tag{1}
\end{gather*}
$$

where $\gamma, C_{P}$, and $C_{V}$ are gas constants. When the flow originates from a thermodynamically uniform state and consists of a stationary mean flow, with unsteady
time-harmonic perturbations of frequency $\omega$ given, in the usual complex notation, by (2)
$\tilde{\boldsymbol{v}}=\boldsymbol{V}+\operatorname{Re}\left(\boldsymbol{v} \mathrm{e}^{\mathrm{i} \omega t}\right), \quad \tilde{p}=P+\operatorname{Re}\left(p \mathrm{e}^{\mathrm{i} \omega t}\right), \quad \tilde{\rho}=D+\operatorname{Re}\left(\rho \mathrm{e}^{\mathrm{i} \omega t}\right), \quad \tilde{s}=S+\operatorname{Re}\left(s \mathrm{e}^{\mathrm{i} \omega t}\right)$
$(\omega>0)$, we obtain for the mean flow, upon linearization for small amplitude,

$$
\begin{align*}
\nabla \cdot(D \boldsymbol{V}) & =0, \quad D(\boldsymbol{V} \cdot \nabla) \boldsymbol{V}=-\nabla P \\
(\boldsymbol{V} \cdot \nabla) S=0, \quad S & =C_{V} \log P-C_{P} \log D, \quad C^{2}=\frac{\gamma P}{D} \tag{3}
\end{align*}
$$

and for the perturbations

$$
\begin{gather*}
\mathrm{i} \omega \rho+\nabla \cdot(\boldsymbol{V} \rho+\boldsymbol{v} D)=0  \tag{4a}\\
D(\mathrm{i} \omega+\boldsymbol{V} \cdot \nabla) \boldsymbol{v}+D(\boldsymbol{v} \cdot \nabla) \boldsymbol{V}+\rho(\boldsymbol{V} \cdot \nabla) \boldsymbol{V}=-\nabla p  \tag{4b}\\
(\mathrm{i} \omega+\boldsymbol{V} \cdot \nabla) s+\boldsymbol{v} \cdot \nabla S=0 \tag{4c}
\end{gather*}
$$

while

$$
\begin{equation*}
s=\frac{C_{V}}{P} p-\frac{C_{P}}{D} \rho=\frac{C_{V}}{P}\left(p-C^{2} \rho\right) \tag{4d}
\end{equation*}
$$

Without mean flow, such that $\boldsymbol{V}=\nabla P=0$, the equations may be reduced to (see section 8 )

$$
\begin{equation*}
\nabla \cdot\left(C^{2} \nabla p\right)+\omega^{2} p=0 \tag{5}
\end{equation*}
$$

If, in addition, the ambient medium is uniform, with a constant soundspeed $C$ and density $D$, the acoustic field becomes isentropic and irrotational, and we may introduce a potential $\boldsymbol{v}=\nabla \phi$. Furthermore, (5) reduces to the Helmholtz equation. After introducing the free field wave number $k=\omega / C$, we have (see sections $3,4,6,7$ )

$$
\begin{equation*}
\nabla^{2} \phi+k^{2} \phi=0 \tag{6}
\end{equation*}
$$

If the original flow field $\tilde{\boldsymbol{v}}$ is irrotational and isentropic everywhere (homentropic), we can introduce a potential for the velocity, where $\tilde{\boldsymbol{v}}=\nabla \tilde{\phi}$, and express $\tilde{p}$ as a function of $\tilde{\rho}$ only, such that we can integrate the momentum equation (Bernoulli's law, with constant $E$ ) to obtain for the mean flow

$$
\begin{equation*}
\frac{1}{2} V^{2}+\frac{C^{2}}{\gamma-1}=E, \quad \nabla \cdot(D \boldsymbol{V})=0, \quad \frac{P}{D^{\gamma}}=\text { constant } \tag{7}
\end{equation*}
$$

and for the acoustic perturbations

$$
\begin{equation*}
(\mathrm{i} \omega+\boldsymbol{V} \cdot \nabla) \rho+\rho \nabla \cdot \boldsymbol{V}+\nabla \cdot(D \nabla \phi)=0, \quad D(\mathrm{i} \omega+\boldsymbol{V} \cdot \nabla) \phi+p=0, \quad p=C^{2} \rho \tag{8}
\end{equation*}
$$

These last equations are further simplified (eliminate $p$ and $\rho$ and use the fact that $\nabla \cdot(D \boldsymbol{V})=0)$ to the rather general convected wave equation (see section 9)

$$
\begin{equation*}
D^{-1} \nabla \cdot(D \nabla \phi)-(\mathrm{i} \omega+\boldsymbol{V} \cdot \nabla)\left[C^{-2}(\mathrm{i} \omega+\boldsymbol{V} \cdot \nabla) \phi\right]=0 \tag{9}
\end{equation*}
$$



Fig. 1. Sketch of geometry.
2.2. Nondimensionalization. Without further change of notation, we will assume throughout this paper that the problem is made dimensionless: lengths on a typical duct radius, time on typical sound speed / typical duct radius, etc.
2.3. The geometry. The domain of interest consists of a duct $\mathcal{V}$ of arbitrary cross section, slowly varying in axial direction (see Figure 1). For definiteness, it is given by the function $\Sigma$ in cylindrical coordinates, as follows:

$$
\begin{equation*}
\Sigma(X, r, \theta)=r-R(X, \theta) \leq 0 \tag{10}
\end{equation*}
$$

where $X=\varepsilon x \geqslant 0$ is a so-called slow variable, while $\varepsilon$ is small. A cross section $\mathcal{A}(X)$ at axial position $X$ has surface area $A(X)$. Whenever relevant, ${ }^{1}$ we assume lengths made dimensionless such that

$$
A(0)=1
$$

At the duct surface $\Sigma=0$, the gradient $\nabla \Sigma$ is a vector normal to the surface (i.e., $\nabla \Sigma \propto \boldsymbol{n})$, while the transverse gradient $\nabla_{\perp} \Sigma$,

$$
\begin{equation*}
\nabla_{\perp}=\boldsymbol{e}_{r} \frac{\partial}{\partial r}+\boldsymbol{e}_{\theta} \frac{1}{r} \frac{\partial}{\partial \theta}, \quad \text { with } \quad \nabla_{\perp} \Sigma=\boldsymbol{e}_{r}-\boldsymbol{e}_{\theta} \frac{1}{r} R_{\theta} \tag{11}
\end{equation*}
$$

(where $R_{\theta}$ denotes the partial derivative of $R$ to $\theta$ ) is directed in the plane of a cross section $\mathcal{A}(X)$ and normal to the duct circumference $\partial \mathcal{A}$. Thus if $\boldsymbol{n}_{\perp}$ is the component of the surface normal vector $\boldsymbol{n}$ in the plane of a cross section, we have $\nabla_{\perp} \Sigma \propto \boldsymbol{n}_{\perp}$.
2.4. Frequency. The frequencies considered are low, such that the corresponding typical wave number is of the same order of magnitude as the length scale of the duct variations, i.e., dimensionless $\mathcal{O}\left(\varepsilon^{-1}\right)$. In order to quantify this, we will rescale $k=\varepsilon \kappa$ and $\omega=\varepsilon \Omega$.

## 3. The classical problem.

3.1. Equations and boundary conditions. The duct is semi-infinite and hard-walled. The solution is determined by a source at entrance plane $x=0$, and radiation conditions for $x \rightarrow \infty$. Other conditions, like a reflecting impedance plane at some exit plane $x=L$ (e.g., modeling a radiating open end [5] or a slit in the wall [4]), are also possible, but they do not essentially alter the present analysis.

Inside $\mathcal{V}$ we have for acoustic potential $\phi$ (see (6))

$$
\begin{equation*}
\nabla^{2} \phi+\varepsilon^{2} \kappa^{2} \phi=0 \text { if } \boldsymbol{x} \in \mathcal{V}, \text { with } \nabla \phi \cdot \boldsymbol{n}=0 \text { at } \boldsymbol{x} \in \partial \mathcal{V} \tag{12}
\end{equation*}
$$

[^127]At the entrance interface $x=0$ we have a suitable boundary condition, say,

$$
\begin{equation*}
\phi(0, r, \theta)=F(r, \theta) . \tag{13}
\end{equation*}
$$

The boundary condition of hard walls at $r=R(X, \theta)$ may be given by

$$
\begin{equation*}
\nabla_{\perp} \phi \cdot \nabla_{\perp} \Sigma=\phi_{r}-\frac{R_{\theta}}{R^{2}} \phi_{\theta}=\varepsilon R_{X} \phi_{x} \tag{14}
\end{equation*}
$$

Except for the immediate neighborhood of the entrance plane, the typical axial variations of the acoustic field scale on the slow variable $X$, so we rewrite the equations and boundary conditions as

$$
\begin{gather*}
\varepsilon^{2} \phi_{X X}+\nabla_{\perp}^{2} \phi+\varepsilon^{2} \kappa^{2} \phi=0  \tag{15}\\
\text { with } \nabla \phi \cdot \nabla \Sigma=-\varepsilon^{2} \phi_{X} R_{X}+\nabla_{\perp} \phi \cdot \nabla_{\perp} \Sigma=0 \text { at } r=R .
\end{gather*}
$$

This rewriting in a slow variable is known as the method of slow variation [7]. Note that this equation has a small parameter multiplied by the highest derivative in the $X$-direction, suggesting a singular perturbation problem [4, 18, 19, 20] with boundary layers in $X$.
3.2. Asymptotic analysis: Outer solution. The following outer solution analysis will largely follow Lesser and Crighton [4], but we will give it in some detail for two reasons. First, we will have to define the solution for the inner solution at the entrance boundary layer to be discussed later. Second, it explicates the method of integration along a cross section that will be used in the various other configurations later.

Based on the observation that $\varepsilon^{2}$ is the only small parameter that occurs, we might be tempted to expand the solution in a Poincaré asymptotic power series in $\varepsilon^{2}$. However, we will see that this is not exactly true. Depending on the behavior of the solution near the entrance, the correction term should in general be $\mathcal{O}(\varepsilon)$ for matching. Nevertheless, the leading and first order equations will be equivalent. With the assumed Poincaré expansion of $\phi$, expressed in $X$,

$$
\begin{equation*}
\phi(X, r, \theta ; \varepsilon)=\phi_{0}(X, r, \theta)+\varepsilon \phi_{1}(X, r, \theta)+\varepsilon^{2} \phi_{2}(X, r, \theta)+\cdots, \tag{16}
\end{equation*}
$$

we obtain to leading order

$$
\begin{equation*}
\nabla_{\perp}^{2} \phi_{0}=0, \quad \text { with } \nabla_{\perp} \phi_{0} \cdot \boldsymbol{n}_{\perp}=0 \text { at } r=R \tag{17}
\end{equation*}
$$

with a solution $\phi_{0}=0$. As the solution of a Neumann problem is unique up to a constant, $\phi_{0}=\phi_{0}(X)$, a function to be determined. To first order we have

$$
\begin{equation*}
\nabla_{\perp}^{2} \phi_{1}=0, \quad \text { with } \nabla_{\perp} \phi_{1} \cdot \boldsymbol{n}_{\perp}=0 \text { at } r=R \tag{18}
\end{equation*}
$$

also with a constant solution, and so $\phi_{1}=\phi_{1}(X)$, a function to be determined. To second order we now have

$$
\begin{equation*}
\nabla_{\perp}^{2} \phi_{2}+\phi_{0, X X}+\kappa^{2} \phi_{0}=0, \quad \text { with } \nabla_{\perp} \phi_{2} \cdot \boldsymbol{n}_{\perp}=\phi_{0, X} \frac{R R_{X}}{\sqrt{R^{2}+R_{\theta}^{2}}} \text { at } r=R \tag{19}
\end{equation*}
$$

The assumption (16) that there exists a Poincaré expansion for $\phi$, expressed in this slow variable $X$, is not trivial. (Poincaré expansions are critically dependent on the
variables chosen!) It requires certain solvability conditions for, e.g., $\phi_{2}$, yielding an equation for $\phi_{0}$. To obtain this, we integrate along a cross section $\mathcal{A}(X)$ and apply Gauss' theorem

$$
\iint_{\mathcal{A}} \nabla_{\perp}^{2} \phi_{2} \mathrm{~d} \sigma=\int_{\partial \mathcal{A}} \nabla_{\perp} \phi_{2} \cdot \boldsymbol{n}_{\perp} \mathrm{d} \ell=\int_{\partial \mathcal{A}} \phi_{0, X} \frac{R R_{X}}{\sqrt{R^{2}+R_{\theta}^{2}}} \mathrm{~d} \ell=\cdots
$$

Then we parametrize $\partial \mathcal{A}$ with $\theta$ such that $\mathrm{d} \ell=\sqrt{R^{2}+R_{\theta}^{2}} \mathrm{~d} \theta$, and we continue

$$
\begin{equation*}
=\int_{0}^{2 \pi} \phi_{0, X} R R_{X} \mathrm{~d} \theta=\phi_{0, X} \int_{0}^{2 \pi} R R_{X} \mathrm{~d} \theta=\phi_{0, X} A_{X} \tag{20}
\end{equation*}
$$

On the other hand, we also have

$$
\begin{equation*}
\iint_{\mathcal{A}}\left[\phi_{0, X X}+\kappa^{2} \phi_{0}\right] \mathrm{d} \sigma=A\left(\phi_{0, X X}+\kappa^{2} \phi_{0}\right) . \tag{21}
\end{equation*}
$$

Altogether we have for $\phi_{0}$ the equation

$$
\begin{equation*}
A^{-1}\left(A \phi_{0, X}\right)_{X}+\kappa^{2} \phi_{0}=0 \tag{22}
\end{equation*}
$$

which is indeed Webster's horn equation [1, 2] in properly scaled coordinates.
Evidently, the first order solution follows the same pattern and also satisfies

$$
\begin{equation*}
A^{-1}\left(A \phi_{1, X}\right)_{X}+\kappa^{2} \phi_{1}=0 \tag{23}
\end{equation*}
$$

For completeness we note from $[21,22,23,24,3]$ that Webster's equation can be recast into a more transparent form by the transformation

$$
\begin{equation*}
A(X)=d(X)^{2}, \quad \phi=d^{-1} \psi \tag{24}
\end{equation*}
$$

leading to

$$
\begin{equation*}
\psi^{\prime \prime}+\left(\kappa^{2}-\frac{d^{\prime \prime}}{d}\right) \psi=0 \tag{25}
\end{equation*}
$$

Depending on the sign of $\kappa^{2}-d^{\prime \prime} / d$, the solutions behave like propagating or exponentially decaying waves. Elementary solutions are readily found for geometries with $d^{\prime \prime} / d=m^{2}$, a constant, yielding Salmon's family of exponential and conical horns [21, 22].
3.3. Boundary conditions in $\boldsymbol{X}$. The above equation for $\phi_{0}$ and $\phi_{1}$ is of second order, and therefore two boundary conditions are required to determine the solution. For $X \rightarrow \infty$ we have the condition of radiation. At $X=0$ (Figure 2), $\phi_{0}$ and $\phi_{1}$ cannot satisfy the $(r, \theta)$-dependent boundary condition (13). Indeed, as anticipated before, near $x=0$ there is a boundary layer of $X=\mathcal{O}(\varepsilon)$, i.e., $x=\mathcal{O}(1)$, which determines the (outer) solutions $\phi_{0}$ and $\phi_{1}$ via conditions of matching. This will be considered in the next section.
4. Entrance boundary layer. Near the entrance, for $X=\mathcal{O}(\varepsilon)$, i.e., $x=\mathcal{O}(1)$, we have of course equation (12)

$$
\begin{equation*}
\nabla^{2} \phi+\varepsilon^{2} \kappa^{2} \phi=0 \text { if } \boldsymbol{x} \in \mathcal{V}, \quad \text { with } \nabla_{\perp} \phi \cdot \boldsymbol{n}=0 \text { at } \boldsymbol{x} \in \partial \mathcal{V} \tag{12}
\end{equation*}
$$



FIG. 2. The entrance.

Up to $\mathcal{O}\left(\varepsilon^{2}\right)$, this Helmholtz equation is equivalent to the Laplace equation. Therefore, the boundary layer analysis is essentially similar to that for the heat equation, discussed in Chandra [17]. Expand

$$
\begin{equation*}
\phi(X, r, \theta ; \varepsilon)=\Phi_{0}(x, r, \theta)+\varepsilon \Phi_{1}(x, r, \theta)+\mathcal{O}\left(\varepsilon^{2}\right) \tag{26}
\end{equation*}
$$

so that we have inside $\mathcal{V}$ to leading and first order,

$$
\begin{array}{ll}
\mathcal{O}(1): & \nabla^{2} \Phi_{0}=0 \\
\mathcal{O}(\varepsilon): & \nabla^{2} \Phi_{1}=0 \tag{27b}
\end{array}
$$

At $x=0$ we have from (13) the initial conditions

$$
\begin{equation*}
\Phi_{0}(0, r, \theta)=F(r, \theta), \quad \Phi_{1}(0, r, \theta)=0 \tag{28}
\end{equation*}
$$

For $x \rightarrow \infty$ conditions of matching with the outer solution $\phi_{0}+\varepsilon \phi_{1}$ apply. For the boundary condition at $r=R$ we have to expand $R(\varepsilon x, \theta)$. Note that for any function $f$

$$
\begin{equation*}
f(R(\varepsilon x) ; \varepsilon)=f\left(R+\varepsilon x R_{X}+\mathcal{O}\left(\varepsilon^{2}\right) ; \varepsilon\right)=f_{0}(R)+\varepsilon\left(f_{1}(R)+x f_{0, r}(R) R_{X}\right)+\mathcal{O}\left(\varepsilon^{2}\right) \tag{29}
\end{equation*}
$$

where $R$ without any argument denotes the value at $X=0$. Furthermore, we have

$$
\begin{equation*}
\frac{R_{\theta}(X, \theta)}{R^{2}(X, \theta)}=\frac{R_{\theta}}{R^{2}}+\varepsilon x\left(\frac{R_{X}}{R^{2}}\right)_{\theta}+\mathcal{O}\left(\varepsilon^{2}\right) \tag{30}
\end{equation*}
$$

Thus at the boundary

$$
\begin{align*}
& \nabla_{\perp} \phi \cdot \nabla_{\perp} \Sigma=\phi_{r}-\frac{R_{\theta}}{R^{2}} \phi_{\theta}  \tag{31}\\
& =\Phi_{0, r}-\frac{R_{\theta}}{R^{2}} \Phi_{0, \theta}+\varepsilon\left[\Phi_{1, r}-\frac{R_{\theta}}{R^{2}} \Phi_{1, \theta}+x \Phi_{0, r r} R_{X}-x \frac{R_{\theta}}{R^{2}} R_{X} \Phi_{0, r \theta}-x\left(\frac{R_{X}}{R^{2}}\right)_{\theta} \Phi_{0, \theta}\right] \\
& =\varepsilon R_{X} \Phi_{0, x}
\end{align*}
$$

which means that at $r=R(0, \theta)$ for the leading and first order,

$$
\begin{align*}
\nabla_{\perp} \Phi_{0} \cdot \nabla_{\perp} \Sigma_{0} & =\Phi_{0, r}-\frac{R_{\theta}}{R^{2}} \Phi_{0, \theta}=0  \tag{32a}\\
\nabla_{\perp} \Phi_{1} \cdot \nabla_{\perp} \Sigma_{0} & =\Phi_{1, r}-\frac{R_{\theta}}{R^{2}} \Phi_{1, \theta}  \tag{32b}\\
& =R_{X} \Phi_{0, x}-x \Phi_{0, r r} R_{X}+x \frac{R_{\theta}}{R^{2}} R_{X} \Phi_{0, r \theta}+x\left(\frac{R_{X}}{R^{2}}\right)_{\theta} \Phi_{0, \theta}
\end{align*}
$$

where $\Sigma_{0}=\Sigma(0, r, \theta)$.
It is important for the subsequent matching to note that the solutions of (27) with (32) are defined only up to a linear term $K x$. For $\Phi_{0}$, however, this would result in terms of $\mathcal{O}\left(\varepsilon^{-1}\right)$ if $x=\mathcal{O}\left(\varepsilon^{-1}\right)$, which do not match with an outer solution $\phi_{0}=\mathcal{O}(1)$. Therefore, we will not include this extra term. For $\Phi_{1}$, on the other hand, we will have to retain the possibility, and in the end a linear term $K_{1} x$ will be added, where $K_{1}$ must be determined by the matching.

From the identity at $r=R$,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \theta} \Phi_{0, \theta}=\Phi_{0, r \theta} R_{\theta}+\Phi_{0, \theta \theta} \tag{33}
\end{equation*}
$$

and with the defining equation applied at $r=R$ while using relation (32a),

$$
\begin{equation*}
-\Phi_{0, r r}=\frac{1}{R} \Phi_{0, r}+\frac{1}{R^{2}} \Phi_{0, \theta \theta}+\Phi_{0, x x}=\frac{R_{\theta}}{R^{3}} \Phi_{0, \theta}+\frac{1}{R^{2}} \Phi_{0, \theta \theta}+\Phi_{0, x x} \tag{34}
\end{equation*}
$$

it follows that (32b) is equivalent to

$$
\begin{align*}
\nabla_{\perp} \Phi_{1} \cdot \nabla_{\perp} \Sigma_{0} & =\mathcal{Q}_{0}(x, \theta)  \tag{35}\\
& \left.\xlongequal{\text { def }} R_{X} \Phi_{0, x}\right|_{r=R}+\frac{x}{R}\left\{\left.R R_{X} \Phi_{0, x x}\right|_{r=R}+\frac{\mathrm{d}}{\mathrm{~d} \theta}\left(\left.\frac{R_{X}}{R} \Phi_{0, \theta}\right|_{r=R}\right)\right\} .
\end{align*}
$$

4.1. Leading order. The right-running solution $\Phi_{0}$ (only nonincreasing exponentials are allowed for matching) may be expressed by the eigenfunction expansion

$$
\begin{equation*}
\Phi_{0}(\boldsymbol{x})=\sum_{n=0}^{\infty} F_{n} \psi_{n}(r, \theta) \mathrm{e}^{-\lambda_{n} x} \tag{36}
\end{equation*}
$$

where

$$
\begin{equation*}
\nabla_{\perp}^{2} \psi_{n}+\lambda_{n}^{2} \psi_{n}=0, \quad \nabla_{\perp} \psi_{n} \cdot \nabla_{\perp} \Sigma_{0}=0 \tag{37}
\end{equation*}
$$

with $\lambda_{0}=0, \psi_{0}$ a constant (normalized to 1 ), the other eigenvalues ${ }^{2} \lambda_{n}$ real positive, and the eigenfunctions $\psi_{n}$ real, orthogonal, and assumed normalized. In general these eigenfunctions are to be determined numerically. However, if the duct is cylindrical (i.e., $R$ is independent of $\theta$ ), we have

$$
\psi_{n}(r, \theta):=\psi_{\nu \mu}(r, \theta)= \begin{cases}\frac{J_{\nu}\left(j_{\nu \mu}^{\prime} r / R\right)}{\sqrt{\frac{\pi}{2}\left(1-\frac{\nu^{2}}{j_{\nu \mu}{ }^{2}}\right)} R J_{\nu}\left(j_{\nu \mu}^{\prime}\right)}\left\{\begin{array}{ll}
\cos \nu \theta \\
\sin \nu \theta
\end{array}\right\} & \text { for } \nu \neq 0  \tag{38}\\
\frac{J_{0}\left(j_{0 \mu}^{\prime} r / R\right)}{\sqrt{\pi} R J_{0}\left(j_{0 \mu}^{\prime}\right)} & \text { for } \nu=0\end{cases}
$$

[^128]where the index $n$ is more practically changed into the double index $(\nu \mu) . J_{\nu}$ is the $\nu$ th order ordinary Bessel function of the first kind [25], and $j_{\nu \mu}^{\prime}$ is the $\mu$ th (real-valued, positive) zero of $J_{\nu}^{\prime}$. The corresponding eigenvalue is thus $\lambda_{n}:=j_{\nu \mu}^{\prime} / R$.

The amplitudes are determined from the entrance interface $x=0$ as follows:

$$
\begin{equation*}
F_{n}=\iint_{\mathcal{A}(0)} F(r, \theta) \psi_{n}(r, \theta) \mathrm{d} \sigma . \tag{39}
\end{equation*}
$$

Note that, as $\psi_{n}$ are orthonormal, the axial flux is, to leading order, proportional to the imaginary part of

$$
\begin{equation*}
\int_{0}^{2 \pi} \int_{0}^{R} \Phi_{0} \Phi_{0, x}^{*} r \mathrm{~d} r \mathrm{~d} \theta=-\sum_{n=1}^{\infty} \lambda_{n}\left|F_{n}\right|^{2} \mathrm{e}^{-2 \lambda_{n} x} \tag{40}
\end{equation*}
$$

As this expression is real, its imaginary part is zero, and thus the axial flux vanishes to leading order. Indeed, the outer solution is a slowly varying function of $X$, and therefore the flux, proportional to the axial derivative, is $\mathcal{O}(\varepsilon)$.

For $x \rightarrow \infty$, the exponential terms in $\Phi_{0}(\boldsymbol{x})$ vanish and we have

$$
\begin{equation*}
\Phi_{0}(\boldsymbol{x}) \simeq F_{0} \tag{41}
\end{equation*}
$$

4.2. First order. With the found expression for $\Phi_{0}$, the right-hand side of (35), $\mathcal{Q}_{0}$, may be written as

$$
\begin{align*}
\mathcal{Q}_{0}(x, \theta) & =\sum_{n=1}^{\infty} F_{n} \mathrm{e}^{-\lambda_{n} x}\left[-\left.R_{X} \lambda_{n} \psi_{n}\right|_{r=R}+\left.x R_{X} \lambda_{n}^{2} \psi_{n}\right|_{r=R}+\frac{x}{R} \frac{\mathrm{~d}}{\mathrm{~d} \theta}\left(\left.\frac{R_{X}}{R} \psi_{n, \theta}\right|_{r=R}\right)\right] \\
\text { (42) } & =R^{-1} \sum_{n=1}^{\infty} F_{n}\left[-\left.\lambda_{n} R R_{X}\left(x \mathrm{e}^{-\lambda_{n} x}\right)_{x} \psi_{n}\right|_{r=R}+x \mathrm{e}^{-\lambda_{n} x} \frac{\mathrm{~d}}{\mathrm{~d} \theta}\left(\left.\frac{R_{X}}{R} \psi_{n, \theta}\right|_{r=R}\right)\right] . \tag{42}
\end{align*}
$$

To solve the problem for $\Phi_{1}$, we introduce a Green's function $G(\boldsymbol{x} ; \boldsymbol{\xi})$ with $\boldsymbol{x}=(x, r, \theta)$ and $\boldsymbol{\xi}=(\xi, \rho, \eta)$ satisfying

$$
\begin{align*}
\nabla_{\perp}^{2} G+\frac{\partial^{2}}{\partial x^{2}} G & =-\delta(\boldsymbol{x}-\boldsymbol{\xi}), \quad \frac{\partial}{\partial n} G \tag{43}
\end{align*}=0 \text { at } r=R(0, \theta), \quad G(\boldsymbol{x} ; \boldsymbol{\xi})=0 \text { at } x=0, ~ 子 \text { for } x \rightarrow \infty, \quad x \frac{\partial}{\partial x} G(\boldsymbol{x} ; \boldsymbol{\xi}) \rightarrow 0 \text { for } x \rightarrow \infty .
$$

We determine the Green's function by applying the Fourier sine transform ${ }^{3}$ with respect to $x(x \rightarrow \alpha)$ to (43), to obtain

$$
\begin{equation*}
\nabla_{\perp}^{2} \hat{G}-\alpha^{2} \hat{G}=-\sqrt{\frac{2}{\pi}} \sin (\alpha \xi) \delta\left(\boldsymbol{x}_{\perp}-\boldsymbol{\xi}_{\perp}\right) \tag{44}
\end{equation*}
$$

where $\boldsymbol{x}_{\perp}$ denotes the transverse component of $\boldsymbol{x}$, i.e., $\boldsymbol{x}_{\perp}=(r, \theta)$ (similarly for $\boldsymbol{\xi}_{\perp}$ ). We assume that the Green's function can be expanded by the same basis function as has been used for $\Phi_{0}$,

$$
\hat{G}(\alpha, r, \theta ; \boldsymbol{\xi})=\sum_{m=0}^{\infty} a_{m}(\alpha, \boldsymbol{\xi}) \psi_{m}(r, \theta)
$$

[^129]Therefore

$$
\nabla^{2} \hat{G}=-\sum_{m=0}^{\infty} a_{m} \lambda_{m}^{2} \psi_{m}(r, \theta)
$$

Substituting this into (44) yields

$$
\begin{equation*}
\sum_{m=0}^{\infty} a_{m} \psi_{m}\left(\lambda_{m}^{2}+\alpha^{2}\right)=\sqrt{\frac{2}{\pi}} \sin (\alpha \xi) \delta\left(\boldsymbol{x}_{\perp}-\boldsymbol{\xi}_{\perp}\right) \tag{45}
\end{equation*}
$$

Next, we multiply (45) with $\psi_{n}$ and integrate over the cross section $\mathcal{A}(0)$ to obtain

$$
\begin{equation*}
\iint_{\mathcal{A}(0)} \sum_{m=0}^{\infty} a_{m} \psi_{n} \psi_{m}\left(\lambda_{m}^{2}+\alpha^{2}\right) \mathrm{d} \sigma=\sqrt{\frac{2}{\pi}} \iint_{\mathcal{A}(0)} \psi_{n}(r, \theta) \sin (\alpha \xi) \delta\left(\boldsymbol{x}_{\perp}-\boldsymbol{\xi}_{\perp}\right) \mathrm{d} \sigma \tag{46}
\end{equation*}
$$

Orthonormality of the basis functions yields

$$
\begin{equation*}
a_{m}=\sqrt{\frac{2}{\pi}}\left(\frac{\sin (\alpha \xi)}{\lambda_{m}^{2}+\alpha^{2}}\right) \psi_{m}(\rho, \eta) \tag{47}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\hat{G}(\alpha, r, \theta ; \xi, \rho, \eta)=\sqrt{\frac{2}{\pi}} \sum_{m=0}^{\infty} \frac{\sin (\alpha \xi)}{\lambda_{m}^{2}+\alpha^{2}} \psi_{m}(\rho, \eta) \psi_{m}(r, \theta) \tag{48}
\end{equation*}
$$

The inverse Fourier sine transform yields

$$
\begin{equation*}
G(\boldsymbol{x} ; \boldsymbol{\xi})=\frac{2}{\pi} \sum_{m=0}^{\infty} \psi_{m}(\rho, \eta) \psi_{m}(r, \theta) \int_{0}^{\infty} \frac{\sin (\alpha x) \sin (\alpha \xi)}{\lambda_{m}^{2}+\alpha^{2}} \mathrm{~d} \alpha \tag{49}
\end{equation*}
$$

where [25] for $\lambda_{0}=0$,

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\sin (\alpha x) \sin (\alpha \xi)}{\alpha^{2}} \mathrm{~d} \alpha=\frac{1}{2} \pi \min (x, \xi) \tag{50}
\end{equation*}
$$

and for $\lambda_{m}>0$,

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\sin (\alpha x) \sin (\alpha \xi)}{\lambda_{m}^{2}+\alpha^{2}} \mathrm{~d} \alpha=\frac{1}{2} \pi \mathrm{e}^{-\lambda_{m} \max (x, \xi)} \frac{1}{\lambda_{m}} \sinh \left(\lambda_{m} \min (x, \xi)\right) \tag{51}
\end{equation*}
$$

Therefore, the $m=0$ term can be taken apart, and the Green's function becomes

$$
\begin{align*}
G(\boldsymbol{x} ; \boldsymbol{\xi}) & =x+\sum_{m=1}^{\infty} \psi_{m}(\rho, \eta) \psi_{m}(r, \theta) \mathrm{e}^{-\lambda_{m} \xi} \frac{\sinh \left(\lambda_{m} x\right)}{\lambda_{m}} \quad \text { if } 0 \leq x \leq \xi  \tag{52a}\\
& =\xi+\sum_{m=1}^{\infty} \psi_{m}(\rho, \eta) \psi_{m}(r, \theta) \mathrm{e}^{-\lambda_{m} x} \frac{\sinh \left(\lambda_{m} \xi\right)}{\lambda_{m}} \tag{52b}
\end{align*} \quad \text { if } 0 \leq \xi \leq x .
$$

Note that as $x \rightarrow \infty, G$ tends to $\xi$ and $\frac{\partial G}{\partial x}$ tends to zero exponentially.
Using this Green's function, we obtain for $\Phi_{1}$ the following relation, to be integrated over domain $\mathcal{V}$ :

$$
\begin{equation*}
\Phi_{1} \delta(\boldsymbol{x}-\boldsymbol{\xi})=G \nabla^{2} \Phi_{1}-\Phi_{1} \nabla^{2} G \tag{53}
\end{equation*}
$$

However, since $\Phi_{1} \sim K_{1} \xi$ for large $\xi$ (see the remark below (32)), this yields a divergent integral as the domain here is a semi-infinite duct. Therefore, we consider a region $\mathcal{V}^{\prime}$ with a finite length $0 \leq x \leq x_{0}$, where $x_{0}$ is small compared to $\varepsilon^{-1}$ but large enough for all exponential terms to practically vanish. Integrate (53) along domain $\mathcal{V}^{\prime}$ and by using Green's second identity we get

$$
\begin{aligned}
\Phi_{1}(\boldsymbol{\xi})= & \iiint_{\mathcal{V}^{\prime}}\left(G \nabla^{2} \Phi_{1}-\Phi_{1} \nabla^{2} G\right) \mathrm{d} \boldsymbol{x}=\iint_{x=0}\left(-G \frac{\partial \Phi_{1}}{\partial x}+\Phi_{1} \frac{\partial G}{\partial x}\right) \mathrm{d} \sigma \\
& +\iint_{r=R(0, \eta)}\left(G \nabla_{\perp} \Phi_{1}-\Phi_{1} \nabla_{\perp} G\right) \cdot \boldsymbol{n}_{\perp} \mathrm{d} \sigma+\iint_{x=x_{0}}\left(G \frac{\partial \Phi_{1}}{\partial x}-\Phi_{1} \frac{\partial G}{\partial x}\right) \mathrm{d} \sigma \\
(54)= & \iint_{r=R(0, \eta)} \frac{G \mathcal{Q}_{0}(x, \theta)}{\left|\nabla_{\perp} \Sigma\right|} \mathrm{d} \ell \mathrm{~d} \xi+K_{1} \xi .
\end{aligned}
$$

Since $\left|\nabla_{\perp} \Sigma\right|=\frac{1}{R} \sqrt{R^{2}+R_{\theta}^{2}}$ and $\mathrm{d} \ell=\sqrt{R^{2}+R_{\theta}^{2}} \mathrm{~d} \theta$, we obtain

$$
\begin{equation*}
\Phi_{1}(\boldsymbol{\xi})=\left.\int_{0}^{2 \pi} \int_{0}^{\infty} \mathcal{Q}_{0}(x, \theta) G(\boldsymbol{x} ; \boldsymbol{\xi})\right|_{r=R} R \mathrm{~d} x \mathrm{~d} \theta+K_{1} \xi \tag{55}
\end{equation*}
$$

As we have $\mathcal{Q}_{0}$ in the form of a series expansion, we can write

$$
\begin{align*}
& \Phi_{1}(\boldsymbol{\xi})=K_{1} \xi+\sum_{n=1}^{\infty} F_{n} \int_{0}^{2 \pi}\left[-\left.\left.R R_{X} \lambda_{n} \psi_{n}\right|_{r=R} \int_{0}^{\infty} \mathrm{e}^{-\lambda_{n} x} G(\boldsymbol{x} ; \boldsymbol{\xi})\right|_{r=R} \mathrm{~d} x\right.  \tag{56}\\
& \left.\quad+\left.\left\{\left.R R_{X} \lambda_{n}^{2} \psi_{n}\right|_{r=R}+\frac{\mathrm{d}}{\mathrm{~d} \theta}\left(\left.\frac{R_{X}}{R} \psi_{n, \theta}\right|_{r=R}\right)\right\} \int_{0}^{\infty} x \mathrm{e}^{-\lambda_{n} x} G(\boldsymbol{x} ; \boldsymbol{\xi})\right|_{r=R} \mathrm{~d} x\right] \mathrm{d} \theta
\end{align*}
$$

As the series for $\mathcal{Q}_{0}$ converges uniformly for $x>0$, we may exchange summation and integration. On the other hand, the fact that all basis functions have vanishing normal derivatives at the wall, i.e., $\nabla_{\perp} \psi_{n} \cdot \boldsymbol{n}_{\perp}=0$, whereas $\nabla_{\perp} \Phi_{1} \cdot \boldsymbol{n}_{\perp} \neq 0$, suggests that this series does not converge uniformly near the wall.

The expression for $\Phi_{1}$ is further specified by removing the $x$-integration:

$$
\begin{align*}
& \left.\int_{0}^{\infty} \mathrm{e}^{-\lambda_{n} x} G(\boldsymbol{x} ; \boldsymbol{\xi})\right|_{r=R} \mathrm{~d} x=\frac{1-\mathrm{e}^{-\lambda_{n} \xi}}{\lambda_{n}^{2}}-\sum_{m=1}^{\infty} \psi_{m}(R, \theta) \psi_{m}(\rho, \eta) \frac{\mathrm{e}^{-\lambda_{n} \xi}-\mathrm{e}^{-\lambda_{m} \xi}}{\lambda_{n}^{2}-\lambda_{m}^{2}}  \tag{57}\\
& \text { 8) }\left.\int_{0}^{\infty} x \mathrm{e}^{-\lambda_{n} x} G(\boldsymbol{x} ; \boldsymbol{\xi})\right|_{r=R} \mathrm{~d} x=\frac{2-\left(2+\lambda_{n} \xi\right) \mathrm{e}^{-\lambda_{n} \xi}}{\lambda_{n}^{3}}  \tag{58}\\
& \quad-\sum_{m=1}^{\infty} \psi_{m}(R, \theta) \psi_{m}(\rho, \eta) \frac{2 \lambda_{n}\left(\mathrm{e}^{-\lambda_{n} \xi}-\mathrm{e}^{-\lambda_{m} \xi}\right)+\xi\left(\lambda_{n}^{2}-\lambda_{m}^{2}\right) \mathrm{e}^{-\lambda_{n} \xi}}{\left(\lambda_{n}^{2}-\lambda_{m}^{2}\right)^{2}}
\end{align*}
$$

If $m=n$, the limit $\lambda_{m} \rightarrow \lambda_{n}$ should be taken. Now we are better able to recognize the nature of the nonuniform convergence. The dominating term is (we ignore for the moment the $\theta$-integration)

$$
\Phi_{1}(\boldsymbol{\xi}) \sim \sum_{m=1}^{\infty} \frac{\psi_{m}(R, \theta) \psi_{m}(\rho, \eta)}{\lambda_{m}^{2}}
$$

For a circular duct this may be compared, near $\rho=R$, to the prototype series

$$
\sim \sum_{m=1}^{\infty} \frac{\cos (2 \pi m \rho / R)}{m^{2}}
$$

The normal derivative yields the well-known saw-tooth function that vanishes (pointwise) at $\rho=R$ but converges to a finite nonzero value for any $\rho \neq R$.

For $x \rightarrow \infty$, the exponential terms in $\Phi_{1}(\boldsymbol{x})$ vanish and we have (we exchange the variables $\boldsymbol{x}$ and $\boldsymbol{\xi}$ )

$$
\Phi_{1}(\boldsymbol{x}) \simeq K_{1} x+\sum_{n=1}^{\infty} F_{n} \int_{0}^{2 \pi}\left[\left.R R_{X} \lambda_{n}^{-1} \psi_{n}\right|_{\rho=R}+\frac{2}{\lambda_{n}} \frac{\mathrm{~d}}{\mathrm{~d} \eta}\left(\left.\frac{R_{X}}{R} \psi_{n, \eta}\right|_{\rho=R}\right)\right] \mathrm{d} \eta .
$$

By using the periodicity of $\psi_{n}$ in its circumferential argument $\eta$, we have finally

$$
\begin{equation*}
\Phi_{1}(\boldsymbol{x}) \simeq K_{1} x+\left.\sum_{n=1}^{\infty} \frac{F_{n}}{\lambda_{n}} \int_{0}^{2 \pi} R R_{X} \psi_{n}\right|_{\rho=R} \mathrm{~d} \eta \quad \text { for } \quad x \rightarrow \infty \tag{59}
\end{equation*}
$$

4.3. Matching. Both the initial conditions for $\phi_{0}$ and $\phi_{1}$ and the constant $K_{1}$ are determined from matching with the outer solution. From (41) and (59) we have

$$
\begin{equation*}
\phi_{0}(0)+X \phi_{0, X}(0)+\varepsilon \phi_{1}(0) \sim F_{0}+\varepsilon K_{1} x+\left.\varepsilon \sum_{n=1}^{\infty} \frac{F_{n}}{\lambda_{n}} \int_{0}^{2 \pi} R R_{X} \psi_{n}\right|_{\rho=R} \mathrm{~d} \eta \tag{60}
\end{equation*}
$$

and so we find

$$
\left\{\begin{align*}
\phi_{0}(0) & =F_{0}  \tag{61}\\
K_{1} & =\phi_{0, X}(0) \\
\phi_{1}(0) & =\left.\sum_{n=1}^{\infty} \frac{F_{n}}{\lambda_{n}} \int_{0}^{2 \pi} R R_{X} \psi_{n}\right|_{\rho=R} \mathrm{~d} \eta .
\end{align*}\right.
$$

This determines the outer solution $\phi_{0}+\varepsilon \phi_{1}$ (together with the radiation condition). It wouldn't be too difficult to guess that $\phi_{0}$ depends on the average source excitation $F_{0}$, but the initial value for $\phi_{1}$ is really subtle. The constant term in (59) is therefore probably the most important result of this tour de force to determine $\Phi_{1}$.

An interesting question is then when $\phi_{1}$ is present at all in the outer solution (or put in another way: what the error is if we only consider $\phi_{0}$ ). For example, $\phi_{1}$ is zero when the source consists of a simple piston with just $F(r, \theta)=F_{0}$, or when the duct entrance starts smoothly with $R_{X}=0$, or when $R R_{X} \psi_{n}$ for all $n>0$ are periodic along the circumference.

Although this last condition is not very likely to be possible, for a cylindrical duct at least the nonsymmetric modes vanish. In this case the eigenfunctions are given by (38). The integrals in (59) vanish for all $\nu \neq 0$. As a result we have

$$
\begin{equation*}
\phi_{1}(0)=2 \sqrt{\pi} R R_{X} \sum_{\mu=2}^{\infty} \frac{F_{0 \mu}}{j_{0 \mu}^{\prime}} \tag{62}
\end{equation*}
$$

In other words, the first constant mode determines $\phi_{0}$, while only the nonconstant symmetric modes determine $\phi_{1}$. For example, a piston tilting along a diagonal like $F \sim r \sin \theta$ would produce a field vanishing to $\mathcal{O}\left(\varepsilon^{2}\right)$, while a "piston" that is symmetrically folded like $F \sim r^{2}$ would produce both $\mathcal{O}(1)$ and $\mathcal{O}(\varepsilon)$ terms.
5. Other coordinate systems. It was shown by Agullo, Barjau, and Keefe [26] that if the shape of the hard-walled duct is described in an orthogonal coordinate system $(u, v, w)$ by the surface $\Sigma(v, w)=0$, while the Helmholtz equation allows separable solutions of the form $\phi(u, v, w)=F(u) G(v, w)$, then there exist unidimensional (i.e., self-similar) waves in $u$ of the type $\phi(u, v, w)=F(u)$. In this way it is possible to produce exact solutions of certain horn shapes, like the straight and exponential cone and others.

Although these solutions are interesting on their own, they have little to do with the present low $k$ asymptotic problem, where the duct wall is never outside the lateral near field of the wave. Without this, there is no built-in mechanism that enforces the self-similarity, so any defect of symmetry in source or surface will produce deviations in the wave field that propagate without attenuation in other directions. Also the generalizations that will be discussed below are not possible at all or only in very limited form.

On the other hand, if the duct shape considered is close to one that allows such an exact solution, it may be advantageous, in terms of practical accuracy of the final result, to reformulate the problem in the other set of coordinates. The essence of the asymptotic problem remains the same.

We will illustrate this for spherical coordinates $(r, \theta, \varphi)$, where we temporarily redefine $x=r \cos \varphi, y=r \sin \varphi \cos \theta, z=r \sin \varphi \sin \theta$. (Note that we will use these coordinates only in this section.) A circular cone around the positive $x$-axis is given by $\varphi=$ constant, and a general cone of constant cross section by $\varphi=f(\theta)$.

In order to maintain the slender shape, necessary for the asymptotics, the duct will be long in $r$, compensated by a small opening angle in $\varphi$. We therefore introduce the scaled variables

$$
\begin{equation*}
\tau=\frac{2 \sin \frac{1}{2} \varphi}{\varepsilon}, \quad R=\varepsilon r \tag{63}
\end{equation*}
$$

and write the general duct geometry as

$$
\begin{equation*}
\tilde{\Sigma}(R, \tau, \theta)=\tau-T(R, \theta)=0 \tag{64}
\end{equation*}
$$

where $T$ is, by assumption, independent of $\varepsilon$. By this choice the surface area, $\tilde{A}(R)$ of any spherical cross section $R=$ constant is now exactly (i.e., independent of $\varepsilon$ ) equal to

$$
\begin{align*}
\tilde{A}(R) & =\int_{0}^{2 \pi} \int_{0}^{\varphi(R, \theta)} r^{2} \sin \varphi \mathrm{~d} \varphi \mathrm{~d} \theta=\int_{0}^{2 \pi} \int_{0}^{T} r^{2} \varepsilon^{2} \tau \mathrm{~d} \tau \mathrm{~d} \theta \\
& =\frac{1}{2} R^{2} \int_{0}^{2 \pi} T^{2}(R, \theta) \mathrm{d} \theta \tag{65}
\end{align*}
$$

Other choices for describing the duct shape are not essentially different, other than $T$, and therefore $\tilde{A}$, becoming dependent on $\varepsilon$. This gives complications in the form of extra asymptotic terms in the higher orders, which are irrelevant now.

The Helmholtz equation is given by
$\frac{\varepsilon^{2}}{R^{2}} \frac{\partial}{\partial R}\left(R^{2} \frac{\partial \phi}{\partial R}\right)+\frac{1}{R^{2} \tau} \frac{\partial}{\partial \tau}\left(\tau\left(1-\frac{1}{4} \varepsilon^{2} \tau^{2}\right) \frac{\partial \phi}{\partial \tau}\right)+\frac{1}{R^{2} \tau^{2}\left(1-\frac{1}{4} \varepsilon^{2} \tau^{2}\right)} \frac{\partial^{2} \phi}{\partial \theta^{2}}+\varepsilon^{2} \kappa^{2} \phi=0$,
while the hard-wall boundary condition becomes

$$
\begin{equation*}
\nabla \phi \cdot \nabla \tilde{\Sigma}=\frac{1-\frac{1}{4} \varepsilon^{2} T^{2}}{R^{2}} \frac{\partial \phi}{\partial \tau}-\varepsilon^{2} \frac{\partial T}{\partial R} \frac{\partial \phi}{\partial R}-\frac{1}{R^{2} T^{2}\left(1-\frac{1}{4} \varepsilon^{2} T^{2}\right)} \frac{\partial T}{\partial \theta} \frac{\partial \phi}{\partial \theta}=0 \tag{67}
\end{equation*}
$$

We expand, as before,

$$
\phi(R, \tau, \theta ; \varepsilon)=\phi_{0}(R, \tau, \theta)+\varepsilon^{2} \phi_{2}(R, \tau, \theta)+\cdots
$$

(skipping for now the $\mathcal{O}(\varepsilon)$-term) to obtain to leading order

$$
\begin{equation*}
\phi_{0, \tau \tau}+\frac{1}{\tau} \phi_{0, \tau}+\frac{1}{\tau^{2}} \phi_{0, \theta \theta}=0, \text { with } \phi_{0, \tau}-\frac{T_{\theta}}{T^{2}} \phi_{0, \theta}=0 \text { at } \tau=T \tag{68}
\end{equation*}
$$

If $\tau$ and $\theta$ are read as polar coordinates, this problem is qua form the same as (17), and thus we have the solution $\phi_{0}=\phi_{0}(R)$ to be determined at the next order. We have

$$
\begin{aligned}
\phi_{2, \tau \tau}+\frac{1}{\tau} \phi_{2, \tau}+\frac{1}{\tau^{2}} \phi_{2, \theta \theta}+\left(R^{2} \phi_{0, R}\right)_{R}+R^{2} \kappa^{2} \phi_{0} & =0 \\
\text { with } \phi_{2, \tau}-\frac{T_{\theta}}{T^{2}} \phi_{2, \theta} & =R^{2} T_{R} \phi_{0, R} \text { at } \tau=T
\end{aligned}
$$

This can be written as

$$
\begin{equation*}
\tilde{\nabla}^{2} \phi_{2}+\left(R^{2} \phi_{0, R}\right)_{R}+R^{2} \kappa^{2} \phi_{0}=0, \text { with } \quad \tilde{\nabla} \phi_{2} \cdot \tilde{\boldsymbol{n}}=R^{2} \phi_{0, R} \frac{T T_{R}}{\sqrt{T^{2}+T_{\theta}^{2}}} \tag{69}
\end{equation*}
$$

where $\tilde{\nabla}$ and $\tilde{\boldsymbol{n}}$ denote gradient and normal, respectively, in the $(\tau, \theta)$-plane. As a result we have virtually the same equation as (19), and after integration along a spherical surface $\tilde{\mathcal{A}}(R)$ in $(\tau, \theta)$ and using (65), we obtain

$$
-\frac{\tilde{A}}{R^{2}}\left(R^{2} \phi_{0, R}\right)_{R}-\tilde{A} \kappa^{2} \phi_{0}=\frac{1}{2} R^{2} \phi_{0, R} \frac{\mathrm{~d}}{\mathrm{~d} R} \int_{0}^{2 \pi} T^{2}(R, \theta) \mathrm{d} \theta=R^{2} \phi_{0, R}\left(\frac{\tilde{A}}{R^{2}}\right)_{R}
$$

or

$$
\begin{equation*}
\tilde{A}^{-1}\left(\tilde{A} \phi_{0, R}\right)_{R}+\kappa^{2} \phi_{0}=0 \tag{70}
\end{equation*}
$$

We see that changing from the axial coordinate $X$ to $R$ and from the transverse cross section $A$ to the spherical cross section $\tilde{A}$ leaves the final equation for $\phi_{0}$ unchanged. Indeed, to the order considered, $X$ and $R$ and $A$ and $\tilde{A}$ are the same.
6. Curved ducts. The present results remain valid for the slightly more general problem of curved ducts (like certain musical instruments) if the curvature of the duct axis (and its derivative) is $\mathcal{O}(\varepsilon)$. Together with the assumed slow variation in the axial coordinate, the associated orthogonal coordinate system (based on the tangent and, possibly, the normal and binormal of the curve that describes the duct axis) leave the Laplacian unchanged up to $\mathcal{O}\left(\varepsilon^{3}\right)$.

A simple example is the inside of a perturbed torus, described by a fixed torus radius $\varepsilon^{-1}$ and slowly varying tube radius $R$. With local (polar-type) coordinates $\xi, r, \varphi$, we define

$$
\begin{equation*}
x=\varepsilon^{-1}(1+\varepsilon r \cos \theta) \cos (\varepsilon \xi), \quad y=\varepsilon^{-1}(1+\varepsilon r \cos \theta) \sin (\varepsilon \xi), \quad z=r \sin \theta \tag{71}
\end{equation*}
$$



Fig. 3. The torus coordinates.
where $0 \leq r \leq R(\varepsilon \xi, \theta), 0 \leq \theta<2 \pi, 0 \leq \varepsilon \xi<2 \pi$ (see Figure 3). If we write $X=\varepsilon \xi$, we get (cf. (6))

$$
\text { (72) } \nabla^{2} \phi+\varepsilon^{2} \kappa^{2} \phi
$$

$$
=\nabla_{\perp}^{2} \phi+\varepsilon^{2}(1+\varepsilon r \cos \theta)^{-2} \frac{\partial^{2}}{\partial X^{2}} \phi+\varepsilon(1+\varepsilon r \cos \theta)^{-1}\left[\cos \theta \frac{\partial}{\partial r} \phi-\frac{1}{r} \frac{\partial}{\partial \theta} \phi\right]+\varepsilon^{2} \kappa^{2} \phi=0
$$

Boundary conditions at $\Sigma=r-R(X, \theta)=0$ are

$$
\begin{equation*}
\nabla_{\perp} \phi \cdot \nabla_{\perp} \Sigma-\frac{\varepsilon^{2} R_{X} \phi_{X}}{(1+\varepsilon r \cos \theta)^{2}}=0 \tag{73}
\end{equation*}
$$

If we expand $\phi=\phi_{0}+\varepsilon \phi_{1}+\varepsilon^{2} \phi_{2}+\cdots$, we get to leading order

$$
\begin{equation*}
\nabla_{\perp}^{2} \phi_{0}=0, \quad \text { with } \quad \nabla_{\perp} \phi_{0} \cdot \boldsymbol{n}_{\perp}=0 \tag{74}
\end{equation*}
$$

and so $\phi_{0}=\phi_{0}(X)$. Then $\frac{\partial}{\partial r} \phi_{0}=\frac{\partial}{\partial \theta} \phi_{0}=0$, and we also have

$$
\begin{equation*}
\nabla_{\perp}^{2} \phi_{1}=0, \quad \text { with } \quad \nabla_{\perp} \phi_{1} \cdot \boldsymbol{n}_{\perp}=0 \tag{75}
\end{equation*}
$$

leading to $\phi_{1}=\phi_{1}(X)$. Thus again $\frac{\partial}{\partial r} \phi_{1}=\frac{\partial}{\partial \theta} \phi_{1}=0$, and we again obtain

$$
\nabla_{\perp}^{2} \phi_{2}+\phi_{0, X X}+\kappa^{2} \phi_{0}=0, \quad \text { with } \quad \nabla_{\perp} \phi_{2} \cdot \nabla_{\perp} \Sigma=\phi_{0, X} R_{X}
$$

yielding thus, after a similar argument as before, Webster's horn equation.
7. Impedance walls. If the duct walls is equipped with an impedance-type acoustic lining of complex impedance $Z$, we will in general (at least if $\operatorname{Re}(Z)>0$ ) expect solutions that decay exponentially in the axial direction. Therefore, in the compressed variable $X$, only trivial (i.e., zero) solutions will exist. We will see that this is by and large the case, not only for dissipative walls with $\operatorname{Re}(Z)>0$, but for any $|Z|<\infty$. Only for a purely imaginary impedance in a straight duct are there exceptions.

The impedance-wall boundary condition at $r=R$ is given by

$$
\begin{equation*}
\nabla \phi \cdot \boldsymbol{n}=-\frac{\mathrm{i} \varepsilon \kappa}{Z} \phi=\zeta \phi \tag{76}
\end{equation*}
$$

with specific impedance $Z$. As before, we assume the Poincaré expansion $\phi=\phi_{0}+$ $\varepsilon \phi_{1}+\varepsilon^{2} \phi_{2}+\cdots$. First we note that it is easily verified that if $Z=0$, only the trivial solutions $\phi_{0}=\phi_{1}=0$ occur. Then we consider two possibilities: $Z=\mathcal{O}(1)$ and $Z=\mathcal{O}(\varepsilon)$.
7.1. $\boldsymbol{Z}=\mathcal{O}(1)$. As $\zeta=\mathcal{O}(\varepsilon)$, we write $\zeta=\varepsilon \zeta_{1}$. In this case we have only trivial solutions. Expand equations and boundary conditions as before, to get to leading order

$$
\begin{equation*}
\nabla_{\perp}^{2} \phi_{0}=0, \quad \text { with } \quad \nabla_{\perp} \phi_{0} \cdot \boldsymbol{n}_{\perp}=0 \tag{77}
\end{equation*}
$$

with solution $\phi_{0}=\phi_{0}(X)$, a function to be determined. To first order we have

$$
\begin{equation*}
\nabla_{\perp}^{2} \phi_{1}=0, \quad \text { with } \quad \nabla_{\perp} \phi_{1} \cdot \boldsymbol{n}_{\perp}=\zeta_{1} \phi_{0} \tag{78}
\end{equation*}
$$

Since

$$
\begin{equation*}
\iint_{\mathcal{A}} \nabla_{\perp}^{2} \phi_{1} \mathrm{~d} \sigma=\zeta_{1} \phi_{0} \int_{\partial \mathcal{A}} \mathrm{d} \ell=0 \tag{79}
\end{equation*}
$$

we must have $\phi_{0}=0$, and so $\phi_{1}=\phi_{1}(X)$. Nothing changes when we continue, and so all terms of the expansion vanish. Note that this is true for any $Z$.
7.2. $Z=\mathcal{O}(\varepsilon)$. Now we have $\zeta=\mathcal{O}(1)$, which changes the boundary condition expansion. To leading order we have

$$
\begin{equation*}
\nabla_{\perp}^{2} \phi_{0}=0 \text { in } \mathcal{A}, \text { with } \nabla \phi_{0} \cdot \boldsymbol{n}_{\perp}=\zeta \phi_{0} \text { at } \partial \mathcal{A} \tag{80}
\end{equation*}
$$

We would be tempted to assume that this problem has a solution or solutions for any given $Z$, but this is not true. Nontrivial solutions exist only for certain $\zeta$. From Green's second identity applied to $\phi_{0}$ and its complex conjugate, it can be deduced that any possible $\zeta$ is real. Furthermore, from Green's first identity applied to $\phi_{0}$, it follows that any possible $\zeta$ is positive, and $Z$ is thus negative imaginary.

But even with $\zeta$ real positive, there are only certain discrete values that allow a solution. This is best seen as follows. The problem described in (80) is an eigenvalue problem for the Dirichlet-to-Neumann operator $\Xi: f \mapsto g$, which maps a given Dirichlet boundary value $f$ to the normal derivative $g$ of $f$ 's harmonic extension into $\mathcal{A}$ (see [17]). In other words, $\Xi(f)=\left.\frac{\partial}{\partial n} \psi\right|_{\partial \mathcal{A}}$, where $\psi$ is the solution of

$$
\begin{equation*}
\nabla^{2} \psi=0 \text { in } \mathcal{A}, \text { with } \psi=f \text { at } \partial \mathcal{A} . \tag{81}
\end{equation*}
$$

As we are looking for $\Xi\left(\phi_{0}\right)=\zeta \phi_{0}$, equation (80) corresponds to the eigenvalue problem of $\Xi$. For the present discussion it is most relevant to know that this spectrum of eigenvalues of $\Xi$ is discrete. As this result, due to Prof. Jan de Graaf, appears not to be available in the literature, it is considered concisely, but in great depth, in the appendix.

An example that illustrates this behavior explicitly is the circular duct $r=R(X)$, where

$$
\phi_{0}=f(X)\left(\frac{r}{R(X)}\right)^{m}\left\{\begin{array}{c}
\cos m \theta  \tag{82}\\
\sin m \theta
\end{array}\right\}, \quad \text { with } \quad \zeta=\frac{m}{R(X)},
$$

and $m$ is a nonnegative integer. As the shape of the cross section $\mathcal{A}(X)$ changes with $X$, the discreteness of the spectrum of $\Xi$ implies that the values of $\zeta$ that allow a solution also change with $X$, and in general there are no (nonzero) solutions possible along a varying duct for a fixed given $\zeta$.

This is of course not true for a duct of constant cross section, $r=R(\theta)$, although now the asymptotics for small $\varepsilon$ loses its meaning because there is no axial length
scale for the acoustic wave to be compared with. The problem simplifies further for the circular duct $r=R$, where (without approximation)

$$
\begin{equation*}
\phi(x, r, \theta)=J_{m}(\alpha r) \mathrm{e}^{-\mathrm{i} m \theta-\mathrm{i} \gamma x}, \quad \alpha^{2}+\gamma^{2}=k^{2} \tag{83}
\end{equation*}
$$

and the boundary condition requires

$$
\begin{equation*}
\frac{\alpha R J_{m}^{\prime}(\alpha R)}{J_{m}(\alpha R)}=m-\frac{\alpha R J_{m+1}(\alpha R)}{J_{m}(\alpha R)}=\zeta R . \tag{84}
\end{equation*}
$$

This equation has infinitely many solutions, but the wave is guaranteed unattenuated ( $\gamma$ real) if $\alpha$ is imaginary, say $\alpha=\mathrm{i} \tau$. Such solutions exist for real $\zeta \geq m / R$, because

$$
\begin{equation*}
\zeta R=m-\frac{\mathrm{i} \tau R J_{m+1}(\mathrm{i} \tau R)}{J_{m}(\mathrm{i} \tau R)}=m+\frac{\tau R I_{m+1}(\tau R)}{I_{m}(\tau R)} \geq m \tag{85}
\end{equation*}
$$

(see [27]). Note that for small $k, \gamma, \alpha$ solutions we recover (82)

$$
\begin{equation*}
\zeta=\frac{m}{R}-\frac{\alpha^{2} R}{2 m+2}+\mathcal{O}\left(\alpha^{4}\right) \tag{86}
\end{equation*}
$$

In other words, only solutions of this type exist near special values of $\zeta$.
8. Variable mean soundspeed and density. If soundspeed $C=C(X, r, \theta)$ and mean density $D=D(X, r, \theta)$ are not uniformly constant, but vary in $r, \theta$, and slowly in $x$, we have the reduced wave equation (5), rewritten in slowly varying coordinates as

$$
\begin{equation*}
\varepsilon^{2} \frac{\partial}{\partial X}\left(C^{2} p_{X}\right)+\nabla_{\perp} \cdot\left(C^{2} \nabla_{\perp} p\right)+\varepsilon^{2} \Omega^{2} p=0 \tag{87}
\end{equation*}
$$

where the dimensionless frequency $\omega=\varepsilon \Omega$ is small. The hard-wall boundary condition is the same as (14). When we expand $p=p_{0}+\varepsilon p_{1}+\varepsilon^{2} p_{2}+\cdots$, we get to leading order

$$
\begin{equation*}
\nabla_{\perp} \cdot\left(C^{2} \nabla_{\perp} p_{0}\right)=0, \quad \text { with } \quad \nabla_{\perp} p_{0} \cdot \boldsymbol{n}_{\perp}=0 \tag{88}
\end{equation*}
$$

which has a constant as the solution, so $p_{0}=p_{0}(X)$, a function to be determined. We can derive the same equation for $p_{1}$, to get the same result $p_{1}=p_{1}(X)$. For the second order we have

$$
\begin{equation*}
\nabla_{\perp} \cdot\left(C^{2} \nabla_{\perp} p_{2}\right)+\frac{\partial}{\partial X}\left(C^{2} p_{0, X}\right)+\Omega^{2} p_{0}=0, \quad \text { with } \nabla_{\perp} p_{2} \cdot \boldsymbol{n}_{\perp}=p_{0, X} \frac{R R_{X}}{\sqrt{R^{2}+R_{\theta}^{2}}} \tag{89}
\end{equation*}
$$

We go on to find a solvability condition for $p_{2}$ by integrating this equation along a cross section $\mathcal{A}$. Utilizing the following identity for any differentiable function $f$,

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} X} \iint_{\mathcal{A}} f(\boldsymbol{X}) \mathrm{d} \sigma & =\frac{\mathrm{d}}{\mathrm{~d} X} \int_{0}^{2 \pi} \int_{0}^{R} f(X, r, \theta) r \mathrm{~d} r \theta \\
& =\int_{0}^{2 \pi} \int_{0}^{R} f_{X} r \mathrm{~d} r \mathrm{~d} \theta+\int_{0}^{2 \pi} f(X, R, \theta) R R_{X} \mathrm{~d} \theta \tag{90}
\end{align*}
$$

we have

$$
\begin{align*}
\iint_{\mathcal{A}} \nabla_{\perp} \cdot\left(C^{2} \nabla_{\perp} p_{2}\right) \mathrm{d} \sigma & =p_{0, X} \int_{0}^{2 \pi} C^{2} R R_{X} \mathrm{~d} \theta \\
& =p_{0, X}\left[\frac{\mathrm{~d}}{\mathrm{~d} X} \iint_{\mathcal{A}} C^{2} \mathrm{~d} \sigma-\iint_{\mathcal{A}} \frac{\partial}{\partial X} C^{2} \mathrm{~d} \sigma\right] \tag{91a}
\end{align*}
$$

Furthermore, we have

$$
\begin{align*}
\iint_{\mathcal{A}} \frac{\partial}{\partial X}\left(C^{2} p_{0, X}\right) \mathrm{d} \sigma & =p_{0, X} \iint_{\mathcal{A}} \frac{\partial}{\partial X} C^{2} \mathrm{~d} \sigma+p_{0, X X} \iint_{\mathcal{A}} C^{2} \mathrm{~d} \sigma \\
\text { and } \iint_{\mathcal{A}} \Omega^{2} p_{0} \mathrm{~d} \sigma & =\Omega^{2} p_{0} A \tag{91b}
\end{align*}
$$

Then, after introducing the cross-sectional averaged squared soundspeed

$$
\begin{equation*}
\overline{C^{2}}=\frac{1}{A} \iint_{\mathcal{A}} C^{2} \mathrm{~d} \sigma \tag{92}
\end{equation*}
$$

a generalization of Webster's horn equation is obtained:

$$
\begin{equation*}
A^{-1}\left(A \bar{C}^{2} p_{0, X}\right)_{X}+\Omega^{2} p_{0}=0 \tag{93}
\end{equation*}
$$

This may be further simplified by the transformation

$$
\begin{equation*}
A(X) \overline{C^{2}}(X)=d(X)^{2}, \quad p_{0}=d^{-1} \psi \tag{94}
\end{equation*}
$$

into

$$
\begin{equation*}
\psi^{\prime \prime}+\left(\frac{\Omega^{2}}{\overline{C^{2}}}-\frac{d^{\prime \prime}}{d}\right) \psi=0 \tag{95}
\end{equation*}
$$

9. Irrotational and isentropic mean flow. To analyze asymptotically lowfrequency acoustic perturbations in a slowly varying duct with an irrotational isentropic mean flow, as described by (7) and (9), we need to approximate both mean flow and acoustic field to the same order of accuracy.

We start here with the mean flow. In the dimensionless variables used, we have $C^{2}=D^{\gamma-1}$, so equations (7) simplify to

$$
\begin{equation*}
\frac{1}{2} V^{2}+\frac{D^{\gamma-1}}{\gamma-1}=E, \quad \nabla \cdot(D \boldsymbol{V})=0 \tag{96}
\end{equation*}
$$

The mass flux at any cross section $A$ is given by

$$
\begin{equation*}
\iint_{\mathcal{A}} D U \mathrm{~d} \sigma=\mathcal{F} \tag{97}
\end{equation*}
$$

Due to the nondimensionalization, $U, D, A, \mathcal{F}$, and $E$ are $\mathcal{O}(1)$. Introduce the slow variable $X=\varepsilon x$, and assume that $\boldsymbol{V}$ and $D$ depend essentially on $X$, rather than $x$. We write the velocity as

$$
\begin{equation*}
\boldsymbol{V}=U \boldsymbol{e}_{x}+\boldsymbol{V}_{\perp} \tag{98}
\end{equation*}
$$

to distinguish between axial and crosswise components. If flux $\mathcal{F}$ and thermodynamical constant $E$ are given and independent of $\varepsilon$, we can expand $U=U_{0}+\mathcal{O}\left(\varepsilon^{2}\right)$ and $D=D_{0}+\mathcal{O}\left(\varepsilon^{2}\right)$. As the flow is a potential flow, we can derive, in the same way as in Rienstra $[14,16]$, that $D_{0}=D_{0}(X), U_{0}=U_{0}(X)$, and $\boldsymbol{V}_{\perp}=\varepsilon \widetilde{\boldsymbol{V}}_{\perp 0}+\mathcal{O}\left(\varepsilon^{3}\right)$, satisfying the equations (to be solved numerically)

$$
\begin{equation*}
D_{0} U_{0} A=\mathcal{F}, \quad \frac{\mathcal{F}^{2}}{2 D_{0}^{2} A^{2}}+\frac{D_{0}^{\gamma-1}}{\gamma-1}=E \tag{99}
\end{equation*}
$$

9.1. Mean flow and hard walls. Next we consider the acoustic field. Using the above results for the mean flow, (9) becomes to leading order

$$
\begin{aligned}
\nabla_{\perp}^{2} \phi & +\varepsilon^{2} D_{0}^{-1}\left(D_{0} \phi_{X}\right)_{X} \\
& =\varepsilon^{2}\left(\mathrm{i} \Omega+U_{0} \frac{\partial}{\partial X}+\tilde{\boldsymbol{V}}_{\perp 0} \cdot \nabla_{\perp}\right)\left[C_{0}^{-2}\left(\mathrm{i} \Omega+U_{0} \frac{\partial}{\partial X}+\tilde{\boldsymbol{V}}_{\perp 0} \cdot \nabla_{\perp}\right) \phi\right]
\end{aligned}
$$

with hard wall boundary condition

$$
\nabla \phi \cdot \boldsymbol{n}=0 \text { at } r=R
$$

We expand $\phi=\phi_{0}+\varepsilon \phi_{1}+\varepsilon^{2} \phi_{2}+\cdots$. To leading order we have

$$
\begin{equation*}
\nabla_{\perp}^{2} \phi_{0}=0, \quad \nabla_{\perp} \phi_{0} \cdot \boldsymbol{n}_{\perp}=0 \tag{100}
\end{equation*}
$$

yielding the constant solution, i.e., $\phi_{0}=\phi_{0}(X)$.
To first order we have the same equation. To second order we have

$$
\begin{aligned}
\nabla_{\perp}^{2} \phi_{2} & +D_{0}^{-1}\left(D_{0} \phi_{0, X}\right)_{X} \\
& =\left(\mathrm{i} \Omega+U_{0} \frac{\partial}{\partial X}+\tilde{\boldsymbol{V}}_{\perp 0} \cdot \nabla_{\perp}\right)\left[C_{0}^{-2}\left(\mathrm{i} \Omega+U_{0} \frac{\partial}{\partial X}+\tilde{\boldsymbol{V}}_{\perp 0} \cdot \nabla_{\perp}\right) \phi_{0}\right]
\end{aligned}
$$

with boundary conditions given by (19). After integration across a cross section $\mathcal{A}(X)$, we obtain, similar to before, Webster's horn equation generalized for irrotational isentropic mean flow:

$$
\begin{equation*}
\left(D_{0} A\right)^{-1}\left(D_{0} A \phi_{0, X}\right)_{X}=\left(\mathrm{i} \Omega+U_{0} \frac{\partial}{\partial X}\right)\left[C_{0}^{-2}\left(\mathrm{i} \Omega+U_{0} \frac{\partial}{\partial X}\right) \phi_{0}\right] \tag{101}
\end{equation*}
$$

This result seems to be equivalent to equations given by $[8,9,10,11,12]$ and (apart from a factor $\frac{1}{2}$ ) [3, p. 422].
9.2. Mean flow and impedance walls. The problem with mean flow and an impedance wall is more intricate. Instead of the duct wall boundary condition given in (76), we have Myers' condition [28], rewritten (see [29, 30]) as follows:

$$
\begin{equation*}
\mathrm{i} \omega D(\boldsymbol{v} \cdot \boldsymbol{n})=\frac{\mathrm{i} \omega D p}{Z}+\mathcal{M}\left(\frac{D \boldsymbol{V} p}{Z}\right) \tag{102}
\end{equation*}
$$

where impedance $Z=Z(X, \theta)$ may be function of position, and operator $\mathcal{M}$ is defined by

$$
\begin{equation*}
\mathcal{M}(\boldsymbol{F})=\nabla \cdot \boldsymbol{F}-\boldsymbol{n} \cdot(\boldsymbol{n} \cdot \nabla \boldsymbol{F}) \tag{103}
\end{equation*}
$$

Since $\mathcal{M}\left(\frac{D \boldsymbol{V} p}{Z}\right)=\mathcal{O}(\varepsilon)$, we write $\mathcal{M}\left(\frac{D \boldsymbol{V} p}{Z}\right)=\varepsilon \widetilde{\mathcal{M}}\left(\frac{D \boldsymbol{V} p}{Z}\right)$. After expanding $\phi=$ $\phi_{0}+\varepsilon \phi_{1}+\cdots$ and $p=\varepsilon p_{0}+\cdots$ with

$$
\begin{equation*}
p_{0}=-D_{0}\left(\mathrm{i} \Omega+U_{0} \frac{\partial}{\partial X}+\widetilde{\boldsymbol{V}}_{\perp 0} \cdot \nabla_{\perp}\right) \phi_{0} \tag{104}
\end{equation*}
$$

we get

$$
\begin{equation*}
\mathrm{i} \Omega D_{0}\left(\nabla_{\perp} \phi_{0} \cdot \boldsymbol{n}_{\perp}\right)+\mathrm{i} \varepsilon \Omega D_{0}\left(\nabla_{\perp} \phi_{1} \cdot \boldsymbol{n}_{\perp}\right)=\varepsilon \frac{\mathrm{i} \Omega D_{0} p_{0}}{Z}+\varepsilon \widetilde{\mathcal{M}}\left(\frac{D_{0} \boldsymbol{V}_{0} p_{0}}{Z}\right)+\mathcal{O}\left(\varepsilon^{2}\right), \tag{105}
\end{equation*}
$$

where $\boldsymbol{V}_{0}=U_{0} \boldsymbol{e}_{x}+\varepsilon \widetilde{\boldsymbol{V}}_{\perp 0}$.
9.2.1. $Z=\mathcal{O}(1)$. As before, we get to leading order

$$
\nabla_{\perp}^{2} \phi_{0}=0, \text { with } \nabla_{\perp} \phi_{0} \cdot \boldsymbol{n}_{\perp}=0,
$$

so $\phi_{0}=\phi_{0}(X)$ and therefore $p_{0}=p_{0}(X)$. To first order we have the same equation $\nabla_{\perp}^{2} \phi_{1}=0$ for $\phi_{1}$, but the boundary condition is now

$$
\begin{equation*}
\mathrm{i} \Omega D_{0}\left(\nabla_{\perp} \phi_{1} \cdot \boldsymbol{n}_{\perp}\right)=\frac{\mathrm{i} \Omega D_{0} p_{0}}{Z}+\widetilde{\mathcal{M}}\left(\frac{D_{0} \boldsymbol{V}_{0} p_{0}}{Z}\right) . \tag{106}
\end{equation*}
$$

In order to continue, we need from [16] the following property of the operator $\mathcal{M}$.
For any sufficiently smooth vectorfield with $\boldsymbol{f} \cdot \boldsymbol{n}=0$ at $r=R$, we have

$$
\int_{\partial \mathcal{A}}[\nabla \cdot \boldsymbol{f}-\boldsymbol{n} \cdot(\boldsymbol{n} \cdot \nabla \boldsymbol{f})]\left\|\frac{\partial \boldsymbol{r}}{\partial x} \times \frac{\partial \boldsymbol{r}}{\partial \ell}\right\| \mathrm{d} \ell=\frac{\mathrm{d}}{\mathrm{~d} x} \int_{\partial \mathcal{A}}(\boldsymbol{f} \times \boldsymbol{n}) \cdot \mathrm{d} \ell
$$

where $(x, \ell) \mapsto \boldsymbol{r}(x, \ell)$ is a parameterization of the surface.
Since

$$
\left\|\frac{\partial \boldsymbol{r}}{\partial x} \times \frac{\partial \boldsymbol{r}}{\partial \ell}\right\|=\sqrt{1+\varepsilon^{2} \frac{R^{2} R_{X}^{2}}{R^{2}+R_{\theta}^{2}}}=1+\mathcal{O}\left(\varepsilon^{2}\right)
$$

we have as a result

$$
\int_{\partial \mathcal{A}} \widetilde{\mathcal{M}}\left(\frac{D_{0} \boldsymbol{V}_{0} p_{0}}{Z}\right) \mathrm{d} \ell=\frac{\mathrm{d}}{\mathrm{~d} X} \int_{\partial \mathcal{A}} \frac{D_{0} U_{0} p_{0}}{Z} \mathrm{~d} \ell+\mathcal{O}(\varepsilon) .
$$

We apply this to the equation for $\phi_{1}$, in order to obtain an equation for $\phi_{0}$. From

$$
\iint_{\mathcal{A}} \nabla_{\perp}^{2} \phi_{1} \mathrm{~d} \sigma=\int_{\partial \mathcal{A}} \nabla_{\perp} \phi_{1} \cdot n_{\perp} \mathrm{d} \ell=0
$$

together with (106) and noting that most functions depend on $X$ only, it follows that

$$
\mathrm{i} \Omega D_{0} p_{0} \mathcal{L}+\frac{\mathrm{d}}{\mathrm{~d} X}\left(U_{0} D_{0} p_{0} \mathcal{L}\right)=0, \text { where } \mathcal{L}(X)=\int_{\partial \mathcal{A}} \frac{1}{Z} \mathrm{~d} \ell
$$

( $\mathcal{L}$ may be interpreted as the "total admittance" at $X$ ), with solution

$$
p_{0}=\text { constant } \frac{1}{U_{0} D_{0} \mathcal{L}} \exp \left(-\mathrm{i} \int^{X} \frac{\Omega}{U_{0}(\xi)} \mathrm{d} \xi\right) .
$$

Here $\phi_{0}$ follows from (104) but is more difficult to obtain in explicit form. Note that this pressure field is not an acoustic wave, but it is of hydrodynamic nature. It does not propagate with the soundspeed, but with the mean flow velocity.
9.2.2. $Z=\mathcal{O}(\varepsilon)$. When $Z=\varepsilon Z_{0}$, we get for $\phi_{0}$ the apparently difficult boundary condition

$$
\mathrm{i} \Omega D_{0}\left(\nabla_{\perp} \phi_{0} \cdot \boldsymbol{n}_{\perp}\right)=\frac{\mathrm{i} \Omega D_{0} p_{0}}{Z_{0}}+\widetilde{\mathcal{M}}\left(\frac{D_{0} \boldsymbol{V}_{0} p_{0}}{Z_{0}}\right)
$$

which is, analogous to the no-flow case, likely to be an eigenvalue problem with discrete eigenvalues $Z_{0}$ (apart from the trivial solutions $p_{0}=0, \phi_{0}=\phi_{0}(X) \propto$ $\exp \left(-\mathrm{i} \Omega \int^{X} U_{0}(\xi)^{-1} \mathrm{~d} \xi\right)$, i.e., hydrodynamically convected pressureless perturbations). If this conjecture is true, the possible eigenvalues vary with the geometry, and no other than the trivial solution is possible in a varying duct.
10. Conclusions. Generalizations of Webster's classic horn equation for nonuniform media, lined walls, and mean flow have been derived systematically, as an asymptotic perturbation problem for low Helmholtz number and slowly varying duct diameter. The conditions on frequency, acoustic medium, and duct geometry are explicitly indicated in terms of small parameter $\varepsilon$, the ratio between a typical length of duct variation and the duct diameter. The error and higher order corrections are also explicitly stated.

The presence of lining in a varying duct is shown to allow in general only trivial or merely hydrodynamic solutions. A curved duct is shown to produce the same equation if the radius of curvature is not smaller than the typical wavelength or duct length scale.

The approximation is nonuniform near a source or entrance. The prevailing boundary layer solution for an arbitrary duct cross section is given, together with the $\mathcal{O}(1)$ and $\mathcal{O}(\varepsilon)$ matching conditions to the outer ("Webster") region. From these expressions conditions are derived for which the $\mathcal{O}(\varepsilon)$-outer field is absent.

Appendix. On the spectrum of the Dirichlet-to-Neumann operator $\boldsymbol{\Xi}$ on smooth bounded domains in $\mathbb{R}^{2}$. We will show that the Dirichlet-to-Neumann operator $\Xi$, introduced in section 7 (see (80)), has a discrete spectrum of finite multiplicity. The basic idea is to relate the problem for the general simply connected open domain $\Omega \subset \mathbb{R}^{2}$ (which has apparently no explicit solution), via conformal mapping, to the corresponding problem for the unit disk $D$, which does have a simple explicit solution.

Note that the related result for an annular domain is entirely analogous.
Step 1. Consider the open unit-disk $D \subset \mathbb{R}^{2}$. Its boundary $\partial D$, the unit circle, is parametrized by the angle $\theta$, with $0 \leq \theta<2 \pi$. The set of functions

$$
\begin{equation*}
\mathrm{e}_{n}: \quad \theta \mapsto \mathrm{e}_{n}(\theta)=\frac{1}{\sqrt{2 \pi}} \mathrm{e}^{\mathrm{i} n \theta}, \quad n \in \mathbb{Z} \tag{A.1}
\end{equation*}
$$

establishes an orthonormal basis in $L_{2}(\partial D ; \mathrm{d} \theta) .{ }^{4}$ We introduce for real $a$ the linear operator $\mathcal{N}_{a}$ in $L_{2}(\partial D, \mathrm{~d} \theta)$, defined via the way it acts on the basis $\left\{\mathrm{e}_{n}\right\}$,

$$
\begin{equation*}
\mathcal{N}_{a}: \quad \mathrm{e}_{n} \mapsto \mathcal{N}_{a} \mathrm{e}_{n}, \quad \text { with } \quad \mathcal{N}_{a} \mathrm{e}_{n}(\theta)=(|n|+a) \mathrm{e}_{n}(\theta) \tag{A.2}
\end{equation*}
$$

followed by linear extension and closure.

[^130]Let $u: \partial D \rightarrow \mathbb{C}$ be a sufficiently smooth function. Let $u_{\mathcal{H}}$, the harmonic extension of $u$, denote the (unique) solution of the Dirichlet problem

$$
\begin{equation*}
\nabla^{2} u_{\mathcal{H}}(\boldsymbol{x})=0 \text { for } \boldsymbol{x} \in D, \text { while } u_{\mathcal{H}}(\boldsymbol{x})=u \text { for } \boldsymbol{x} \in \partial D \tag{A.3}
\end{equation*}
$$

The normal derivative at the boundary $\partial D$ produces a function

$$
\begin{equation*}
\frac{\partial}{\partial n} u_{\mathcal{H}}: \quad \partial D \rightarrow \mathbb{C} \tag{A.4}
\end{equation*}
$$

Altogether this defines the linear mapping $u \mapsto \frac{\partial}{\partial n} u_{\mathcal{H}}$, which is called the Dirichlet-toNeumann operator in $L_{2}(\partial D ; \mathrm{d} \theta)$. By noting that $\mathrm{e}_{n \mathcal{H}}(\boldsymbol{x})=(x \pm \mathrm{i} y)^{|n|}=r^{|n|} \mathrm{e}^{ \pm \mathrm{i}|n| \theta}$, and hence $\frac{\partial}{\partial n} \mathrm{e}_{n \mathcal{H}}=|n| \mathrm{e}_{n}$ at $\partial D$, it is easily verified that this operator is just equal to $\mathcal{N}_{0}$.

Step 2. Consider the bounded open domain $\Omega \subset \mathbb{R}^{2}$ with piecewise smooth boundary $\partial \Omega$. Let $v: \partial \Omega \rightarrow \mathbb{C}$ be a sufficiently smooth function. As in the previous section (just replace $D$ by $\Omega$ ), we introduce

$$
\begin{equation*}
\Xi: \quad v \mapsto \Xi v=\frac{\partial}{\partial n} v_{\mathcal{H}} \tag{A.5}
\end{equation*}
$$

the Dirichlet-to-Neumann operator in $L_{2}(\partial \Omega ; \mathrm{d} \theta)$. Thus $\Xi=\mathcal{N}_{0}$ if $\Omega=D$. We want to show that $\Xi$ is nonnegative self-adjoint with a pure point spectrum of finite multiplicity. In the previous paragraph we showed this to be true in $L_{2}(\partial D ; \mathrm{d} \theta)$.

The self-adjointness and nonnegativity follows, formally, from Green's first and second identities (see section 7). In order to achieve some spectral results, we invoke the Riemann mapping theorem and consider a conformal mapping $\beta: D \rightarrow \Omega$. The supposed smoothness of $\partial \Omega$ implies that the parametrization $\theta \mapsto \beta\left(\mathrm{e}^{\mathrm{i} \theta}\right)$ for $\partial \Omega$ is such that both $\left|\beta^{\prime}\left(\mathrm{e}^{\mathrm{i} \theta}\right)\right|$ and its reciprocal are bounded.

Standard results from conformal mapping theory and harmonic functions on $\mathbb{R}^{2}$ lead to

$$
\begin{equation*}
\Xi v\left(\beta\left(\mathrm{e}^{\mathrm{i} \theta}\right)\right)=\left(\frac{\partial}{\partial n} v_{\mathcal{H}}\right)\left(\beta\left(\mathrm{e}^{\mathrm{i} \theta}\right)\right)=\left|\beta^{\prime}\left(\mathrm{e}^{\mathrm{i} \theta}\right)\right|^{-1} \frac{\partial}{\partial n}(v \circ \beta)_{\mathcal{H}}\left(\mathrm{e}^{\mathrm{i} \theta}\right) . \tag{A.6}
\end{equation*}
$$

This means that, instead of the original problem, we could study the eigenvalue problem

$$
\begin{equation*}
\mathcal{B} \mathcal{N}_{0} u=\lambda u \tag{A.7}
\end{equation*}
$$

in $L_{2}(\partial D, \mathrm{~d} \theta)$, with $\mathcal{B}$ the multiplication operator defined by

$$
\begin{equation*}
(\mathcal{B} w)(\theta)=B(\theta) w(\theta)=\left|\beta^{\prime}\left(\mathrm{e}^{\mathrm{i} \theta}\right)\right|^{-1} w(\theta) \tag{A.8}
\end{equation*}
$$

(Although the inverse $\mathcal{B}^{-1}$ involves no more than division by the function $B(\theta)$, we retain for clarity the operator symbolism.)

Step 3. In order to turn the operator $\mathcal{B N}_{0}$ into a self-adjoint one, we consider the eigenvalue problem in $L_{2}\left(\partial D ; B^{-1}(\theta) \mathrm{d} \theta\right)$, which is topologically equivalent to $L_{2}(\partial D ; \mathrm{d} \theta)$. Note that

$$
\begin{equation*}
\{\theta \mapsto u(\theta)\} \mapsto\left\{\theta \mapsto B^{-\frac{1}{2}}(\theta) u(\theta)\right\} \tag{A.9}
\end{equation*}
$$

furnishes a unitary transformation from $L_{2}\left(\partial D ; B^{-1}(\theta) \mathrm{d} \theta\right)$ to $L_{2}(\partial D ; \mathrm{d} \theta)$, because

$$
\begin{equation*}
\int_{0}^{2 \pi} \overline{u(\theta)} v(\theta) B^{-1}(\theta) \mathrm{d} \theta=\int_{0}^{2 \pi}\left(\overline{B^{-\frac{1}{2}}(\theta) u(\theta)}\right)\left(B^{-\frac{1}{2}}(\theta) v(\theta)\right) \mathrm{d} \theta \tag{A.10}
\end{equation*}
$$

At the same time this implies that the eigenvalue problem (A.7) is unitary equivalent to the eigenvalue problem

$$
\begin{equation*}
\mathcal{B}^{\frac{1}{2}} \mathcal{N}_{0} \mathcal{B}^{\frac{1}{2}} \varphi=\lambda \varphi \tag{A.11}
\end{equation*}
$$

with $\varphi=\mathcal{B}^{-\frac{1}{2}} u$.
Step 4. If we can show that $\left(\mathcal{I}+\mathcal{B}^{\frac{1}{2}} \mathcal{N}_{0} \mathcal{B}^{\frac{1}{2}}\right)^{-1}$ (where $\mathcal{I}$ is the identity) is a compact self-adjoint operator, we are ready. In that case it has a discrete spectrum with finite multiplicity [31], and the same holds, a fortiori, for $\mathcal{B}^{\frac{1}{2}} \mathcal{N}_{0} \mathcal{B}^{\frac{1}{2}}$.

Take $a$ positive and sufficiently small such that $\theta \mapsto B^{-1}(\theta)-a$ is still positive and uniformly bounded away from zero. By noting that $\mathcal{N}_{a}=\mathcal{N}_{0}+a \mathcal{I}$, we can rewrite

$$
\begin{equation*}
\mathcal{I}+\mathcal{B}^{\frac{1}{2}} \mathcal{N}_{0} \mathcal{B}^{\frac{1}{2}}=\mathcal{B}^{\frac{1}{2}} \mathcal{N}_{a}^{\frac{1}{2}}\left\{\mathcal{N}_{a}^{-\frac{1}{2}}\left(\mathcal{B}^{-1}-a \mathcal{I}\right) \mathcal{N}_{a}^{-\frac{1}{2}}+\mathcal{I}\right\} \mathcal{N}_{a}^{\frac{1}{2}} \mathcal{B}^{\frac{1}{2}} \tag{A.12}
\end{equation*}
$$

The operator between brackets, $\}$, is bounded, positive, and self-adjoint and has an inverse with the same properties. We thus find

$$
\begin{equation*}
\left(\mathcal{I}+\mathcal{B}^{\frac{1}{2}} \mathcal{N}_{0} \mathcal{B}^{\frac{1}{2}}\right)^{-1}=\mathcal{B}^{-\frac{1}{2}} \mathcal{N}_{a}^{-\frac{1}{2}}\left\{\mathcal{N}_{a}^{-\frac{1}{2}}\left(\mathcal{B}^{-1}-a \mathcal{I}\right) \mathcal{N}_{a}^{-\frac{1}{2}}+\mathcal{I}\right\}^{-1} \mathcal{N}_{a}^{-\frac{1}{2}} \mathcal{B}^{-\frac{1}{2}} \tag{A.13}
\end{equation*}
$$

which is a composition of operators. Since the factor $\mathcal{N}_{a}^{-\frac{1}{2}}$ is compact, also $(\mathcal{I}+$ $\left.\mathcal{B}^{\frac{1}{2}} \mathcal{N}_{0} \mathcal{B}^{\frac{1}{2}}\right)^{-1}$ is a compact operator.
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# REVEALING PAIRWISE COUPLING IN LINEAR-NONLINEAR NETWORKS* 
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#### Abstract

Through an asymptotic analysis of a simple network, we derive an estimate of the coupling between a pair of units when all other units are unobservable. The analysis is based on a model where the response of each unit is a linear-nonlinear function of a white noise stimulus. The results accurately determine the coupling when all unmeasured units respond to the stimulus differently than the measured pair. To account for the possibility of unmeasured units similar to the measured pair, we cast our results in the framework of "subpopulations," which are defined as a group of units who respond to the stimulus similarly. We demonstrate that we can determine when correlations between two units are caused by a connection between their subpopulations, although the precise identity of the units involved in the connection may remain ambiguous. The result is rigorously valid only when the coupling is sufficiently weak to justify a second-order approximation in the coupling strength. We demonstrate through simulations that the results are still valid even with stronger coupling and in the presence of some deviations from the linear-nonlinear model. The analysis is presented in terms of neuronal networks, although the general framework is more widely applicable.
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1. Introduction. This analysis of coupling within networks is motivated by neuroscience, and we use the vocabulary of neuroscience throughout. The measured response properties of a neuron arise from the structure of the neural network in which the neuron is embedded. To understand the relationship between these response properties and the neural network structure, one would like to simultaneously measure the response of neurons and estimate their connectivity. However, it has proven difficult to estimate the connectivity from measurements of neural activity because only a small subset of neurons can be monitored simultaneously.

In particular, a direct connection between two measured neurons is difficult to distinguish from a connection onto both neurons that originates from a third, unmeasured neuron. We refer to the latter configuration as the common input configuration. We address the case where one simultaneously measures two neurons in a network and attempts to distinguish the direct connection configuration from the common input configuration.

This distinction is especially difficult because when studying a network, one typically does not directly measure the internal state of neurons, but records only their discrete output events, called spikes. From simultaneous recordings of two neurons' spike times, one can analyze the joint statistics of the two spike trains in hopes of detecting a direct connection. Two widely used tools are the joint peristimulus time histogram (JPSTH) and its integral, the shuffle-corrected correlogram [14, 1, 13]. Unfortunately, inferences from the JPSTH or correlogram about the connections between

[^131]

Fig. 1. To determine "subpopulation connectivity," one needs to distinguish a direct connection from only certain kinds of common input. Three sample network configuration are shown, where neurons one and two are measured and the unlabeled neuron is not measured. The subpopulation of each neuron, which is defined within the context of a model, is indicated by the shading (white, gray, or black.) To determine subpopulation connectivity, as we have defined it, one must be able to distinguish the right configuration from the left two configurations. In both of the left configurations (but not in the right configuration), there is a connection from a neuron within neuron two's subpopulation (white) onto a neuron within neuron one's subpopulation (gray). Hence, we do not need to distinguish the left two configurations from each other in order to determine subpopulation connectivity.
the two measured neurons are ambiguous because these measures cannot distinguish a direct connection from common input.

The joint statistics of the two spike trains alone may be insufficient to distinguish a direct connection from common input. If one could measure the neurons inducing the common input effects, then the joint statistics of all the measured spike trains would be sufficient, and one could use analysis tools such as partial coherence [15] to distinguish a direct connection from common input. However, when one cannot measure all possible sources of common input, one cannot rule out common input through partial coherence.

Our approach is to analyze the joint statistics, not just of the measured spike trains, but also of an experimentally controlled stimulus. The idea motivating this approach is that the joint stimulus-spike statistics may be sufficient to distinguish the direct connection configuration from the common input configuration even if the neurons inducing the common input are unmeasured.

It turns out that we cannot distinguish a direct connection from all possible cases of common input. Instead, we can characterize connectivity only in terms of certain subpopulations of neurons, defined so that each neuron in a subpopulation responds to the stimulus in a similar manner (the definition of responding "similarly" is made in the context of a model). The concept of subpopulation connectivity is illustrated in Figure 1. Imagine that the spikes of neuron one are correlated with a delayed version of the spikes of neuron two, consistent with a direct connection from neuron two onto neuron one. Our central result is that we can distinguish between (A) a direct connection from neuron two onto neuron one and (B) common input that does not originate from neuron two's subpopulation. On the other hand, if the common input does originate from neuron two's subpopulation, the common input may not be distinguishable from a direct connection. However, in this latter case, the common input does contain a connection from neuron two's subpopulation onto neuron one. Consequently, the identification of a direct connection from neuron two onto neuron one must be interpreted as the identification of a connection from neuron two's subpopulation onto neuron one. The precise identity of the neuron originating the connection remains ambiguous (it could be neuron two or another neuron in neuron two's subpopulation). To summarize this ambiguity, we say we can determine connectivity only at the level of subpopulations (and not at the level of individual neurons).

Our analysis is fundamentally model-driven. The structure imposed by an explicit
model gives the framework necessary for making the subtle distinction between a direct connection and most cases of common input. In this paper, we analyze a network modeled as interacting linear-nonlinear systems responding to a white noise stimulus. Clearly, this choice limits the applicability of this implementation to networks that can be approximated by this simple model. Our motivation for using this model is the ability to compute analytic expressions for necessary stimulus-spike statistics. We mention possible generalizations in the Discussion.

In section 2, we describe the model network and the assumptions required for the analysis. In section 3, we derive analytic expressions for measurable stimulus-spike statistics and solve the resulting system of equations for the coupling strength. We test our findings via simulations in section 4 , and discuss the results in section 5 .

## 2. The model.

2.1. The model network. We base our analysis on a model network of linearnonlinear neurons that builds on the models we have presented previously $[12,10,11$, 9]. Let $n$ be the (presumably unknown) number of neurons in the network. Let the random vector ${ }^{1} \mathbf{X}$ denote the stimulus. The components of $\mathbf{X}$ represent the spatiotemporal sequence of stimulus values, such as the pixel values for each refresh of a computer monitor.

The response of neuron $q=1,2, \ldots, n$ will depend on the convolution of the stimulus with a spatio-temporal $\operatorname{kernel}^{2} \overline{\mathbf{h}}_{\underline{q}}$, normalized so that $\left\|\overline{\mathbf{h}}_{q}\right\|=1$. To make later notation simpler, we view the kernel $\overline{\mathbf{h}}_{q}$ as sliding along the stimulus with time, and denote by $\overline{\mathbf{h}}_{q}^{i}$ the kernel shifted for the discrete time point $i$. We implicitly view the temporal index of the stimulus as going backward in time, and write the convolution of the kernel with the stimulus as the dot product $\overline{\mathbf{h}}_{q}^{i} \cdot \mathbf{X}$.

Let the binary vector $\mathbf{R}$ represent the spike times of neurons in the network. A component $R_{q}^{i}=1$ indicates that neuron $q$ spiked at time $i$; otherwise, $R_{q}^{i}=0$. When neuron $p$ spikes, the probability that neuron $q$ spikes $j$ time steps later is modified by the connectivity factor $\bar{W}_{p q}^{j}$. The quantity $\bar{W}_{p q}^{j}$ is simply added to the convolution $\overline{\mathbf{h}}_{q}^{i} \cdot \mathbf{X}$.

The only nonlinear part of the linear-nonlinear model is that the above linear sum is composed with a static monotonically increasing nonlinearity $\bar{g}_{q}(\cdot)$. This output nonlinearity represents, for example, the neuron's spike generating mechanism and ensures that spiking probabilities stay between zero and one. The resulting linearnonlinear network model is the following expression for the probability of a spike of neuron $q$ at time $i$, conditioned on the stimulus and previous spikes (denoted $\mathbf{R}^{<i}$ ):

$$
\begin{equation*}
\operatorname{Pr}\left(R_{q}^{i}=1 \mid \mathbf{X}=\mathbf{x}, \mathbf{R}^{<i}=\mathbf{r}^{<i}\right)=\bar{g}_{q}\left(\overline{\mathbf{h}}_{q}^{i} \cdot \mathbf{x}+\sum_{p=1}^{n} \sum_{j>0} \bar{W}_{p q}^{j} r_{p}^{i-j}\right) \tag{2.1}
\end{equation*}
$$

We let the recent stimulus $\mathbf{X}$ be a discrete approximation to temporal or spatiotemporal Gaussian white noise. For the analysis, we need to estimate stimulus-spike statistics conditioned on the stimulus. The estimation of these statistics implicitly assumes that we repeat each realization of the white noise stimulus multiple times.

[^132]2.2. The weak coupling assumption. To facilitate our analysis, we make a weak coupling assumption, which asserts that the coupling $\bar{W}_{p q}^{j}$ is sufficiently small to justify a second-order approximation in $\bar{W}$. This assumption is really an assumption on how $\bar{W}$ scales with the number of neurons $n$. As one expands equations such as (2.1) in powers of $\bar{W}$, one obtains terms that are $k$ th-order in $\bar{W}$ summed over the population $k$ times. Hence, one obtains terms of the magnitude $(n\langle\bar{W}\rangle)^{k}$, where $\langle\bar{W}\rangle$ is an average of $n$ values of $\bar{W}$. To truncate this series at finite $k$, one at minimum needs $n\langle\bar{W}\rangle<1$. For a densely coupled large network, the coupling strength must, on average, scale at most like $1 / n$. (Individual connections could be stronger, as long as the average scales like $1 / n$.) We compute an approximation of order $k=2$, and we ignore all terms that are third-order or higher in $\bar{W}$.

In our analysis, we go one step further. We ignore all second-order terms that are not summed over the population. Since, in this case, we are not summing over the population, it is no longer a scaling argument. This approximation simply asserts than any one connection cannot be too large. We will use $\approx$ to indicate equality within this modified second-order approximation in $\bar{W}$.

We use this approximation out of necessity, not because we believe it is justified by the biology. However, we demonstrate with simulations that the results often still hold even for larger coupling than needed for the analytic results.
2.3. Effective uncoupled neuron model. Our first step is to fit the spikes of each neuron separately to an uncoupled linear-nonlinear model of the form ${ }^{3}$

$$
\begin{equation*}
\operatorname{Pr}\left(R_{q}^{i}=1 \mid \mathbf{X}=\mathbf{x}\right)=g_{q}\left(\mathbf{h}_{q}^{i} \cdot \mathbf{x}\right) \tag{2.2}
\end{equation*}
$$

where $\left\|\mathbf{h}_{q}^{i}\right\|=1$. For the purpose of subpopulation definitions, below, we imagine we can do this for all neurons. In practice, of course, we can fit uncoupled models only to the two measured neurons. Fitting the uncoupled model (2.2) when the spikes were actually generated by the network model (2.1) defines the effective nonlinearities $g_{q}(\cdot)$ and kernels $\mathbf{h}_{q}^{i}$.

We derive expressions for the effective parameters in terms of the original parameters plus coupling effects. We simply need to calculate $\operatorname{Pr}\left(R_{q}^{i}=1 \mid \mathbf{X}=\mathbf{x}\right)$ from the network model (2.1). Because we assume a second-order approximation in coupling strength $\bar{W}$, it turns out that a first-order approximation in $\bar{W}$ is sufficient for the effective single-neuron parameters. ${ }^{4}$

From a trivial generalization of the calculation in Appendix A. 1 of [11], we can average the network model (2.1) over all spikes before time $i$ to conclude that the probability of a spike at time $i$ is

$$
\begin{equation*}
\operatorname{Pr}\left(R_{q}^{i}=1 \mid \mathbf{X}=\mathbf{x}\right)=\bar{g}_{q}\left(\overline{\mathbf{h}}_{1}^{i} \cdot \mathbf{x}\right)+\sum_{p=1}^{n} \sum_{j>0} \bar{W}_{p q}^{j} \bar{g}_{q}^{\prime}\left(\overline{\mathbf{h}}_{1}^{i} \cdot \mathbf{x}\right) \bar{g}_{p}\left(\overline{\mathbf{h}}_{p}^{i-j} \cdot \mathbf{x}\right)+O\left(\bar{W}^{2}\right) \tag{2.3}
\end{equation*}
$$

Combining this expression with the uncoupled model (2.2), we obtain the following relationship between the effective kernels $\mathbf{h}_{q}^{i}$ and nonlinearities $g_{q}(\cdot)$, on one hand,

[^133]and the original model kernels $\overline{\mathbf{h}}_{q}^{i}$ and nonlinearities $\bar{g}_{q}(\cdot)$, on the other hand:
\[

$$
\begin{equation*}
g_{q}\left(\mathbf{h}_{q}^{i} \cdot \mathbf{x}\right)=\bar{g}_{q}\left(\overline{\mathbf{h}}_{q}^{i} \cdot \mathbf{x}\right)+\sum_{p=1}^{n} \sum_{j>0} \bar{W}_{p q}^{j} \bar{g}_{q}^{\prime}\left(\overline{\mathbf{h}}_{q}^{i} \cdot \mathbf{x}\right) \bar{g}_{p}\left(\overline{\mathbf{h}}_{p}^{i-j} \cdot \mathbf{x}\right)+O\left(\bar{W}^{2}\right) \tag{2.4}
\end{equation*}
$$

\]

Since $g_{q}\left(\mathbf{h}_{q}^{i} \cdot \mathbf{x}\right)$ and $\bar{g}_{q}\left(\overline{\mathbf{h}}_{a}^{i} \cdot \mathbf{x}\right)$ differ by only a first-order correction, and we are computing only to first order, we can simply erase the bars from $\bar{g}$ and $\overline{\mathbf{h}}$ in the $\bar{W}_{p q}^{j}$ term (creating a second-order error) to obtain

$$
\begin{equation*}
\bar{g}_{q}\left(\overline{\mathbf{h}}_{q}^{i} \cdot \mathbf{x}\right)=g_{q}\left(\mathbf{h}_{q}^{i} \cdot \mathbf{x}\right)-\sum_{p=1}^{n} \sum_{j>0} \bar{W}_{p q}^{j} g_{q}^{\prime}\left(\mathbf{h}_{q}^{i} \cdot \mathbf{x}\right) g_{p}\left(\mathbf{h}_{p}^{i-j} \cdot \mathbf{x}\right)+O\left(\bar{W}^{2}\right) \tag{2.5}
\end{equation*}
$$

This effective parameter relationship will be used in the following analysis to express all equations in terms of the effective parameters.
2.4. Subpopulation definition. A subpopulation is a group of neurons that respond to the stimulus in a similar manner. The effective kernel $\mathbf{h}$ derived from fitting a neuron's spikes to the uncoupled model (2.2) describes the relationship of neuronal spikes to the stimulus. (In some contexts, this kernel would be referred to as the neuron's receptive field.) We base our subpopulation definitions on this effective kernel. We define the similarity between two neurons based on the correlation coefficient between the linear components from the uncoupled model (2.2):

$$
\begin{equation*}
c c_{p q}^{k}=\operatorname{cor}\left(\mathbf{h}_{p}^{i} \cdot \mathbf{X}, \mathbf{h}_{q}^{i-k} \cdot \mathbf{X}\right) \tag{2.6}
\end{equation*}
$$

where

$$
\operatorname{cor}(A, B)=\frac{\operatorname{cov}(A, B)}{\sqrt{\operatorname{var}(A) \operatorname{var}(B)}}
$$

Note that $-1 \leq c c_{p q}^{k} \leq 1$. In fact, since each component of $\mathbf{X}$ is a unit normal random variable, the correlation coefficient is simply the cosine of the angle between the kernels:

$$
\begin{equation*}
c c_{p q}^{k}=\frac{\mathbf{h}_{p}^{i} \cdot \mathbf{h}_{q}^{i-k}}{\left\|\mathbf{h}_{p}^{i}\right\|\left\|\mathbf{h}_{q}^{i-k}\right\|}=\mathbf{h}_{p}^{i} \cdot \mathbf{h}_{q}^{i-k} \tag{2.7}
\end{equation*}
$$

(The last equality results because the kernels are normalized to be unit vectors.)
Define the maximum correlation coefficient as

$$
\begin{equation*}
c c_{p q}^{\max }=\max _{k} c c_{p q}^{k} . \tag{2.8}
\end{equation*}
$$

If $c c_{p q}^{\max }$ is large, then neurons $p$ and $q$ respond to the stimulus similarly, and we consider the neurons as part of the same subpopulation. On the other hand, if $c c_{p q}^{\max }$ is small, then we consider the neurons as parts of different subpopulations. For the analysis, when we assume that neurons $p$ and $q$ are from different subpopulations, we will effectively assume that each $c c_{p q}^{k}$ is $O(\bar{W})$. We show via simulations that, in practice, we can relax this condition somewhat.

## 3. The analysis.

3.1. Overview of the analysis. We assume we have access to only the spikes of neuron one and two ( $R_{1}^{i}$ and $R_{2}^{i}$ ) as well as the discrete white noise stimulus $\mathbf{X}$. Given the stimulus, the probability of spikes from the network is specified by the network model (2.1). We initially assume that all unmeasured neurons (with index $p>2$ ) are from different subpopulations than those of neurons one or two (in particular, that $c c_{p 1}^{k}$ and $c c_{p 2}^{k}$ for all $k$ are $\left.O(\bar{W})\right)$. Using this assumption, we can solve for the direct connection $\left(\bar{W}_{21}^{j}\right.$ and $\left.\bar{W}_{12}^{j}\right)$ in terms of the joint statistics of the random variables $R_{1}^{i}$, $R_{2}^{i}$, and $\mathbf{X}$.

When we allow unmeasured neurons from the same subpopulations as the measured neurons, we do not change the algorithm to determine a direct connection. We demonstrate that, with this algorithm, common input from neuron one's subpopulation may be identified as a direct connection from neuron one onto neuron two. Similarly, common input from neuron two's subpopulation may be identified as a direct connection from neuron two onto neuron one. Although this results in a misidentification at the level of individual neurons, it still accurately identifies connectivity at the level of subpopulations (since, for example, common input from neuron two's subpopulation does contain a connection from neuron two's subpopulation onto neuron one's subpopulation).

For this analysis, we assume that we have an infinite dataset, so we can estimate the expected values of functions of the random variables. Since in practice, we will have much smaller datasets, we must reduce the bias in estimations from finite datasets using a procedure such as that outlined in $[12,11,8]$. We do not address such bias reduction here.

We give a brief overview of the analysis here and give more details of each step in the following sections. In the first step, we analyze the spikes of neuron one and neuron two separately. From their stimulus-spike statistics, we fit uncoupled linearnonlinear models (2.2) as if we were using standard white noise analysis methods such as those outlined in [12]. This calculation is based on the mean spike rates ${ }^{5}\left(E\left\{R_{1}^{i}\right\}\right.$ and $\left.E\left\{R_{2}^{i}\right\}\right)$ and the stimulus-spike correlations ( $E\left\{\mathbf{X} R_{1}^{i}\right\}$ and $E\left\{\mathbf{X} R_{2}^{i}\right\}$ ). Since the spike times are really given by the network model (2.1), the effective kernels ( $\mathbf{h}_{q}^{i}$ and $\mathbf{h}_{2}^{i}$ ) and nonlinearities $\left(g_{1}(\cdot)\right.$ and $\left.g_{2}(\cdot)\right)$ are functions of network model parameters (including coupling and parameters from other neurons), as given by (2.4).

Next, we calculate the spike rates conditioned on a particular realization of the stimulus ${ }^{6}\left(E\left\{R_{1}^{i} \mid \mathbf{X}\right\}\right.$ and $\left.E\left\{R_{2}^{i} \mid \mathbf{X}\right\}\right)$. These statistics are equivalent to the peristimulus time histogram (PSTH) commonly used in the neuroscience literature.

We look at spike pairs, where neuron two spikes $k$ units of time before neuron one (note that $k$ could be positive or negative). We subtract off the product of the PSTHs from the rate of spike pairs conditioned on the stimulus, forming

$$
E\left\{R_{1}^{i} R_{2}^{i-k} \mid \mathbf{X}\right\}-E\left\{R_{1}^{i} \mid \mathbf{X}\right\} E\left\{R_{2}^{i-k} \mid \mathbf{X}\right\}
$$

The result is the JPSTH cast into the notation of the model.
If we take the expected value of the JPSTH over all realizations of the stimulus,

[^134]we obtain the shuffle-corrected correlogram or covariogram
\[

$$
\begin{equation*}
C_{21}^{k}=E\left\{R_{1}^{i} R_{2}^{i-k}\right\}-E\left\{E\left\{R_{1}^{i} \mid \mathbf{X}\right\} E\left\{R_{2}^{i-k} \mid \mathbf{X}\right\}\right\} . \tag{3.1}
\end{equation*}
$$

\]

Here we have used the fact that $E\left\{E\left\{R_{1}^{i} R_{2}^{i-k} \mid \mathbf{X}\right\}\right\}=E\left\{R_{1}^{i} R_{2}^{i-k}\right\}$. For a given value of $k, C_{21}^{k}$ is effectively a sum over the diagonal of the JPSTH corresponding to the delay $k$. From analysis of the network model (2.1), we derive an equation for $C_{21}^{k}$ in terms of model parameters.

As we argued in the introduction, the covariogram alone is insufficient to distinguish common input from a direct connection. In terms of the model parameters, there are too many unknowns to solve for $\bar{W}_{21}^{k}$ ( or $\bar{W}_{12}^{-k}$ if $k<0$ ). To obtain more equations, we combine white noise analysis methods with the JPSTH.

The key of the approach is to calculate the correlation ${ }^{7}$ of the JPSTH with the stimulus:

$$
\begin{equation*}
D_{21}^{k i}=E\left\{\mathbf{X} R_{1}^{i} R_{2}^{i-k}\right\}-E\left\{\mathbf{X} E\left\{R_{1}^{i} \mid \mathbf{X}\right\} E\left\{R_{2}^{i-k} \mid \mathbf{X}\right\}\right\} \tag{3.2}
\end{equation*}
$$

Note that the stimulus-spike correlations (e.g., $E\left\{\mathbf{X} R_{1}^{i}\right\}$ ) were calculated by correlating the stimulus with a binary vector (e.g., the $R_{1}^{i}$ ). The above statistic $D_{21}^{k i}$ is a correlation of the stimulus not with a spike vector, but with the vector composed of values from the diagonal of the JPSTH corresponding to delay $k$. This vector is, of course, not binary, but the correlation can be computed nearly identically. For a fixed $k$, the result $D_{21}^{k i}$ will be a vector of the same dimension as the correlations $E\left\{\mathbf{X} R_{1}^{i}\right\}$ and $E\left\{\mathbf{X} R_{2}^{i-k}\right\}$ and hence the same dimension as the kernels $\mathbf{h}_{1}^{i}$ and $\mathbf{h}_{2}^{i-k}$.

Consequently, for a given $k$, we can decompose $D_{21}^{k i}$ into components parallel to the kernels $\mathbf{h}_{1}^{i}$ and $\mathbf{h}_{2}^{i-k}$, calculating the coefficients $A_{1}^{k}$ and $A_{2}^{k}$ for which

$$
\begin{equation*}
D_{21}^{k i}=A_{1}^{k} \mathbf{h}_{1}^{i}+A_{2}^{k} \mathbf{h}_{2}^{i-k}+\mathbf{O}^{k i} \tag{3.3}
\end{equation*}
$$

where $\mathbf{O}^{k i}$ is perpendicular to $\mathbf{h}_{1}^{i}$ and $\mathbf{h}_{2}^{i-k}$. By analyzing the network model (2.1), we calculate expressions for $A_{1}^{k}$ and $A_{2}^{k}$ in terms of model parameters. From $C_{21}^{k}, A_{1}^{k}$, and $A_{2}^{k}$, we have three equations for each delay $k$.

If one compares the number of unknown parameters with the number of equations, the situation still looks hopeless. Assume that we calculate the statistics for the delays $k= \pm 1, \pm 2, \ldots, \pm M$, so that we have $2 M \times 3=6 M$ equations. ${ }^{8}$ Assume also that the coupling is zero for delays longer than $M$ time units. Then the coupling parameters are $\bar{W}_{p q}^{j}$ for $j \in\{1,2, \ldots, M\}$ and $p, q \in\{1,2, \ldots, n\}$, where $n$ is the (presumably unknown) number of neurons, for a total of $M n^{2}$ parameters.

If the number of neurons is more than two, the system appears vastly underdetermined. This limitation make sense. If we were sufficiently audacious as to claim that we could reconstruct the coupling of the entire network based on measures of just two neurons, our absurdity would be exposed by this reality check. Our goal is simply to estimate the direct connection $\bar{W}_{21}^{j}$ and $\bar{W}_{12}^{j}$ between the two measured neurons.

As demonstrated below, if we assume that unmeasured neurons are from different subpopulations than the measured neurons, all the coupling terms involving unmeasured neurons appear in the same combination ${ }^{9}$ in all three sets of equations. We denote this combination by $\hat{U}^{k}$, and refer to $\hat{U}^{k}$ as the common input contribution ${ }^{10}$

[^135]to delay $k$. This notation makes it clear there are really only two unknowns per delay $k$ ( $\hat{U}^{k}$ and either $\bar{W}_{21}^{k}$ or $\bar{W}_{12}^{-k}$, depending on whether $k$ is positive or negative, respectively). We have a total of $2 M \times 2=4 M$ parameters for $6 M$ equations. ${ }^{11}$ The system is actually overdetermined. Moreover, due to the weak coupling assumption of section 2.2 , the system is linear in $\hat{U}^{k}, \bar{W}_{21}^{k}$, and $\bar{W}_{12}^{-k}$. We can easily solve it via least squares and estimate the direct connection between neurons one and two as well as the effective common input.

This estimate is, of course, valid only when unmeasured neurons are from different subpopulations than the measured neurons. We address the case of unmeasured neurons from the same subpopulations as the measured neurons in section 3.4. There we argue that our estimate of $\bar{W}_{21}^{k}$ or $\bar{W}_{12}^{-k}$ accurately reconstructs connectivity between the subpopulations of neuron one and neuron two.
3.2. Single-neuron statistics. In the following sections, we present more details of the analysis outlined above. As many of the calculations are long, we present only the key details, referring where possible to similar calculations from previous papers.

For each of the measured neurons $q=1,2$, we analyze its spikes $R_{q}^{i}$ and the stimulus $\mathbf{X}$ as though the uncoupled model (2.2) held. We view the parameters from the uncoupled model (2.2) as effective parameters that can be estimated from the stimulus-spike statistics. We have already calculated the effective parameter relationship (2.5) that relates effective parameters to the original model parameters.

In terms of the effective parameters, the stimulus-spike correlation is

$$
\begin{align*}
E\left\{\mathbf{X} R_{q}^{i}\right\} & =E\left\{\mathbf{X} \operatorname{Pr}\left(R_{q}^{i}=1 \mid \mathbf{X}\right)\right\} \\
& =E\left\{\mathbf{X} g_{q}\left(\mathbf{h}_{q}^{i} \cdot \mathbf{X}\right)\right\} \\
& =E\left\{g_{q}^{\prime}\left(\mathbf{h}_{q}^{i} \cdot \mathbf{X}\right)\right\} \mathbf{h}_{q}^{i} \tag{3.4}
\end{align*}
$$

and the mean rate is

$$
\begin{align*}
E\left\{R_{q}^{i}\right\} & =E\left\{\operatorname{Pr}\left(R_{q}^{i}=1 \mid \mathbf{X}\right)\right\} \\
& =E\left\{g_{q}\left(\mathbf{h}_{q}^{i} \cdot \mathbf{X}\right)\right\} \tag{3.5}
\end{align*}
$$

where we used the integration-by-parts formula (A.3) to obtain the final expression for $E\left\{\mathbf{X} R_{q}^{i}\right\}$.

Given (3.4) and the normalization $\left\|\mathbf{h}_{q}^{i}\right\|=1$, the effective kernel can be calculated from the stimulus-spike correlation as

$$
\begin{equation*}
\mathbf{h}_{q}^{i}=\frac{E\left\{\mathbf{X} R_{q}^{i}\right\}}{\left\|E\left\{\mathbf{X} R_{q}^{i}\right\}\right\|} \tag{3.6}
\end{equation*}
$$

If we assume a two-parameter family of nonlinear functions for $g_{q}(\cdot)$, we can calculate those parameters from $E\left\{R_{q}^{i}\right\}$ and $\left\|E\left\{\mathbf{X} R_{q}^{i}\right\}\right\|$ (see [12]).
3.3. Neuron pair statistics. We repeat the calculations of Appendices A and B of [11], computing terms only up to the modified second-order approximation in $\bar{W}$, described above in section 2.2. To simplify the notation, we define $\bar{W}_{p q}^{k}=0$ for $k \leq 0$.

[^136]After long, tedious calculations and use of the effective parameter relationship (2.5), most of the terms cancel out, and we are left with

$$
\begin{aligned}
& \operatorname{Pr}\left(R_{1}^{i}=1 \& R_{2}^{i-k}=1 \mid \mathbf{X}=\mathbf{x}\right)-\operatorname{Pr}\left(R_{1}^{i}=1 \mid \mathbf{X}=\mathbf{x}\right) \operatorname{Pr}\left(R_{2}^{i-k}=1 \mid \mathbf{X}=\mathbf{x}\right) \\
& \approx \\
& \quad\left[\bar{W}_{21}^{k}+\sum_{p=3}^{n} \sum_{j>0} \bar{W}_{2 p}^{k-j} \bar{W}_{p 1}^{j} g_{p}^{\prime}\left(\mathbf{h}_{p}^{i-j} \cdot \mathbf{x}\right)\right] g_{1}^{\prime}\left(\mathbf{h}_{1}^{i} \cdot \mathbf{x}\right) g_{2}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{x}\right)\left[1-g_{2}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{x}\right)\right] \\
& \\
& \quad+\left[\bar{W}_{12}^{-k}+\sum_{p=3}^{n} \sum_{j>0} \bar{W}_{1 p}^{j} \bar{W}_{p 2}^{-k-j} g_{p}^{\prime}\left(\mathbf{h}_{p}^{i+j} \cdot \mathbf{x}\right)\right] g_{1}\left(\mathbf{h}_{1}^{i} \cdot \mathbf{x}\right)\left[1-g_{1}\left(\mathbf{h}_{1}^{i} \cdot \mathbf{x}\right)\right] g_{2}^{\prime}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{x}\right) \\
& \\
& \quad+\sum_{p=3}^{n} \sum_{j>\max (0, k)} \bar{W}_{p 1}^{j} \bar{W}_{p 2}^{j-k} g_{1}^{\prime}\left(\mathbf{h}_{1}^{i} \cdot \mathbf{x}\right) g_{2}^{\prime}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{x}\right) g_{p}\left(\mathbf{h}_{p}^{i-j} \cdot \mathbf{x}\right)\left[1-g_{p}\left(\mathbf{h}_{p}^{i-j} \cdot \mathbf{x}\right)\right],
\end{aligned}
$$

where $\approx$ indicates equality within our modified second-order approximation in $\bar{W}$. Note that if $k \leq 0$, then $\bar{W}_{21}^{k}=0$ and $\bar{W}_{2 p}^{k-j}=0$, and the first expression in square brackets is zero. On the other hand, if $k \geq 0$, then $\bar{W}_{12}^{-k}=0$ and $\bar{W}_{p 2}^{-k-j}=0$, and the second expression in square brackets is zero. Consequently, either the first or the second term is zero for any given $k$.

This expression is the expected value of the JPSTH, given that the stimulus $\mathbf{X}=\mathbf{x}$. Note that the first term is a direct connection with delay $k$ from neuron two to neuron one, combined with an indirect connection through neuron $p$ of total delay $k$. The second term is a direct connection, combined with an indirect connection, from neuron one to neuron two (of total delay $-k$, which is positive when this term is nonzero). The last term is due to common input from neuron $p$ onto both neuron one and neuron two. (The expression $\bar{W}_{p 1}^{j} \bar{W}_{p 2}^{j-k}$ is nonzero only if neuron $p$ is connected to both neuron one and neuron two.)

The covariogram (3.1) is the expected value of the JPSTH (3.7), and the statistic $D$ (3.2) is the expected value of the JPSTH (3.7) times the stimulus X. Without further assumptions on the unmeasured neurons, we cannot dissociate the contribution of unmeasured neurons from the contribution of measured neurons. In order to solve the equations, we assume that we can factor each expected value into (A) the expected value of an expression involving unmeasured neuron parameters multiplied by (B) the expected value of an expression involving measured neuron parameters. Note that unmeasured neuron parameters appear only in those terms that are second-order in $\bar{W}$. Given our second-order approximation in $\bar{W}$, this step assumes that, to zeroth order in $\bar{W}$, the $g_{p}\left(\mathbf{h}_{p}^{i-j} \cdot \mathbf{X}\right)$ are independent of $g_{1}\left(\mathbf{h}_{1}^{i} \cdot \mathbf{X}\right)$ and $g_{2}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)$ (i.e., the effective uncoupled models (2.2) for unmeasured neurons are independent of the effective uncoupled models for measured neurons). In particular, we are assuming that $c c_{p 1}^{j}$ and $c c_{p 2}^{j-k}$ are $O(\bar{W})$, which means that the unmeasured neurons are from different subpopulations than the measured neurons (as defined in section 2.4).

Under this assumption the covariogram (3.1) (i.e., the expected value of the JPSTH (3.7)) becomes ${ }^{12}$

$$
\begin{align*}
C_{21}^{k} \approx & \hat{W}_{21}^{k} E\left\{g_{1}^{\prime}\left(\mathbf{h}_{1}^{i} \cdot \mathbf{X}\right) g_{2}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)\left[1-g_{2}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)\right]\right\} \\
& +\hat{W}_{12}^{-k} E\left\{g_{1}\left(\mathbf{h}_{1}^{i} \cdot \mathbf{X}\right)\left[1-g_{1}\left(\mathbf{h}_{1}^{i} \cdot \mathbf{X}\right)\right] g_{2}^{\prime}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)\right\} \\
& +\hat{U}_{21}^{k} E\left\{g_{1}^{\prime}\left(\mathbf{h}_{1}^{i} \cdot \mathbf{X}\right) g_{2}^{\prime}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)\right\}, \tag{3.8}
\end{align*}
$$

[^137]where $\approx$ indicates equality within our modified second-order approximation in $\bar{W}$ and
\[

$$
\begin{align*}
\hat{W}_{21}^{k} & =\bar{W}_{21}^{k}+\sum_{p=3}^{n} \sum_{j>0} \bar{W}_{2 p}^{k-j} \bar{W}_{p 1}^{j} E\left\{g_{p}^{\prime}\left(\mathbf{h}_{p}^{i-j} \cdot \mathbf{X}\right)\right\} \\
\hat{W}_{12}^{-k} & =\bar{W}_{12}^{-k}+\sum_{p=3}^{n} \sum_{j>0} \bar{W}_{1 p}^{j} \bar{W}_{p 2}^{-k-j} E\left\{g_{p}^{\prime}\left(\mathbf{h}_{p}^{i+j} \cdot \mathbf{X}\right)\right\}, \\
\hat{U}_{21}^{k} & =\sum_{p=3}^{n} \sum_{j>\max (0, k)} \bar{W}_{p 1}^{j} \bar{W}_{p 2}^{j-k} E\left\{g_{p}\left(\mathbf{h}_{p}^{i-j} \cdot \mathbf{X}\right)\left[1-g_{p}\left(\mathbf{h}_{p}^{i-j} \cdot \mathbf{X}\right)\right]\right\} \tag{3.9}
\end{align*}
$$
\]

The new parameters $\hat{W}_{21}^{k}$ and $\hat{W}_{12}^{-k}$ are the effective direct connections between neurons one and two. (By definition, $\hat{W}_{21}^{k}=0$ for $k \leq 0$ and $\hat{W}_{12}^{-k}=0$ for $k \geq 0$.) Note that this effective direct connection factor $\hat{W}$ is a combination of both the direct connections and the indirect connections through any unmeasured neuron $p$. This fact indicates that we cannot distinguish between direct connections and indirect connections through unmeasured neurons. Our goal is to distinguish these effective direct connections $\hat{W}$ from the effective common input $\hat{U}$, which is the sum total effect from all unmeasured neurons $p$ that project to both neuron one and neuron two.

We multiply the JPSTH (3.7) by $\mathbf{X}$, take the expected value, and use the inte-gration-by-parts formula (A.3) to obtain an expression for $D_{21}^{k i}$ (given by (3.2))

$$
\begin{equation*}
D_{21}^{k i} \approx A_{1}^{k} \mathbf{h}_{1}^{i}+A_{2}^{k} \mathbf{h}_{2}^{i-k}+\mathbf{O}^{k i} \tag{3.10}
\end{equation*}
$$

where $\mathbf{O}^{k i}$ is an expression that is $O\left(\bar{W}^{2}\right)$ and involves the kernels of the unmeasured neurons. Since we are assuming that the unmeasured neurons are from different subpopulations than the measured neurons, $\mathbf{O}^{k i}$ can be viewed as orthogonal to ${ }^{13} \mathbf{h}_{1}^{i}$ and $\mathbf{h}_{2}^{i-k}$. The components of $D_{21}^{k i}$ parallel to $\mathbf{h}_{1}^{i}$ and $\mathbf{h}_{2}^{i-k}$ are

$$
\begin{align*}
A_{1}^{k}= & \hat{W}_{21}^{k} E\left\{g_{1}^{\prime \prime}\left(\mathbf{h}_{1}^{i} \cdot \mathbf{X}\right) g_{2}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)\left[1-g_{2}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)\right]\right\} \\
& +\hat{W}_{12}^{-k} E\left\{g_{1}^{\prime}\left(\mathbf{h}_{1}^{i} \cdot \mathbf{X}\right)\left[1-2 g_{1}\left(\mathbf{h}_{1}^{i} \cdot \mathbf{X}\right)\right] g_{2}^{\prime}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)\right\} \\
& +\hat{U}_{21}^{k} E\left\{g_{1}^{\prime \prime}\left(\mathbf{h}_{1}^{i} \cdot \mathbf{X}\right) g_{2}^{\prime}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)\right\}, \\
A_{2}^{k}= & \hat{W}_{21}^{k} E\left\{g_{1}^{\prime}\left(\mathbf{h}_{1}^{i} \cdot \mathbf{X}\right) g_{2}^{\prime}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)\left[1-2 g_{2}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)\right]\right\} \\
& +\hat{W}_{12}^{-k} E\left\{g_{1}\left(\mathbf{h}_{1}^{i} \cdot \mathbf{X}\right)\left[1-g_{1}\left(\mathbf{h}_{1}^{i} \cdot \mathbf{X}\right)\right] g_{2}^{\prime \prime}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)\right\} \\
& +\hat{U}_{21}^{k} E\left\{g_{1}^{\prime}\left(\mathbf{h}_{1}^{i} \cdot \mathbf{X}\right) g_{2}^{\prime \prime}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)\right\} \tag{3.11}
\end{align*}
$$

From measuring the spikes of neuron one and two ( $R_{1}^{i}$ and $R_{2}^{i}$ ) in response to the stimulus $\mathbf{X}$, we can calculate the effective uncoupled model parameters $\left(g_{1}(\cdot)\right.$, $g_{2}(\cdot), \mathbf{h}_{1}^{i}$, and $\mathbf{h}_{2}^{i-k}$ ), the covariogram $C_{21}^{k}$ (via (3.1)), the statistic $D_{21}^{k i}$ (via (3.2)), and consequently its components $A_{1}^{k}$ and $A_{2}^{k}$. The nine expected values in (3.8) and (3.11) are simply Gaussian integrals of known functions that can be calculated. The only unknown quantities are the $\hat{W}_{12}^{-k}, \hat{W}_{21}^{k}$, and $\hat{U}_{21}^{k}$.

To emphasize that the direct connection is simply one variable per delay, we define

[^138]

Fig. 2. Schematic of common input from unmeasured neuron $p$ onto measured neurons one and two. The gray shading indicates which neurons are from the same subpopulation. The connection from neuron $p$ to neuron one is delayed, so the common input introduces a correlation between the spikes of neuron one and two that is similar to the correlation induced by a connection from neuron two to neuron one. (A) Neuron $p$ is within neuron two's subpopulation. In this case, the common input may appear as a direct connection from neuron two onto neuron one. (B) Neuron $p$ is within neuron one's subpopulation. In this case, the common input will not be confused with a direct connection.
a new direct connection variable

$$
\hat{W}^{k}= \begin{cases}\hat{W}_{12}^{-k} & \text { for } k<0  \tag{3.12}\\ 0 & \text { for } k=0 \\ \hat{W}_{21}^{k} & \text { for } k>0\end{cases}
$$

Note that the equations for different delays $k$ are uncoupled. For each $k \neq 0$, equations (3.8) and (3.11) are three linear equations for the two unknowns $\hat{U}_{21}^{k}$ and $\hat{W}^{k}$. This system is easily solved for the two unknowns using linear least squares. For $k=0$, the only unknown is $\hat{U}_{21}^{0}$, for which we solve using (3.8).
3.4. Common input from the measured neurons' subpopulations. To complete the above analysis, we assumed that the unmeasured neurons were from different subpopulations than the measured neurons. In particular, we assumed that the correlation coefficients between the measured neurons and the unmeasured neurons ( $c c_{p 1}^{k}$ and $c c_{p 2}^{k}$ for $p>2$ and all $k$ ) were small.

In the brain, one typically finds groups of neurons that respond to a stimulus in a similar way and hence would be from the same subpopulation, as we defined them in section 2.4. Consequently, one would anticipate the presence of unmeasured neurons from the subpopulations of both neuron one and neuron two. Since such measured neurons could be the source of common input, we must address the case of common input from the neurons within the measured neurons' subpopulations. (With the exception of common input and indirect connection effects, all effects of unmeasured neurons had already been canceled in the analysis leading to the JPSTH (3.7), before we made any assumptions about subpopulations.)

We examine networks with a common input configuration where an unmeasured neuron $p$ has a connection onto neuron two, and, with a longer delay, a connection onto neuron one, as schematized in Figure 2. To implement this, we let the connection onto neuron one have a delay of $j$ time steps $\left(\bar{W}_{p 1}^{j} \neq 0\right)$ and the connection onto neuron two have a delay of $j-k$ time steps $\left(\bar{W}_{p 2}^{j-k} \neq 0\right)$, with $j>k>0$. With this set of delays, the common input will introduce correlations between the measured neurons that mimic a direct connection from neuron two onto neuron one with a delay of $k$ time steps.

We first show how common input from neuron two's subpopulation (Figure 2(A)) can be misidentified as a direct connection from neuron two onto neuron one. (Note
that this results in a correct identification of a connection from neuron two's subpopulation onto neuron one's subpopulation.) Since the connection from neuron $p$ onto neuron two is due to the term $\bar{W}_{p 2}^{j-k} \neq 0$, the correlation coefficient $c c_{p 2}^{j-k}$ will determine whether the neuron $p$ acts as a member of neuron two's subpopulation (this inference comes from inspection of the last term in the JPSTH (3.7)). If $c c_{p 2}^{j-k}$ is large, neuron $p$ will act as a member of neuron two's subpopulation.

We examine the extreme case where neuron $p$ responds to nearly the same stimulus features as neuron two does $j-k$ time steps later; i.e., $\mathbf{h}_{p}^{i-j}=\mathbf{h}_{2}^{i-k}+O(\bar{W})$. Consequently, $c c_{p 2}^{j-k}=1+O(\bar{W})$. Then, the contribution of this neuron to the JPSTH (3.7) is

$$
\bar{W}_{p 1}^{j} \bar{W}_{p 2}^{j-k} g_{1}^{\prime}\left(\mathbf{h}_{1}^{i} \cdot \mathbf{x}\right) g_{2}^{\prime}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{x}\right) g_{p}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{x}\right)\left[1-g_{p}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{x}\right)\right] .
$$

The contribution of neuron $p$ to the covariogram is

$$
\begin{equation*}
C_{21}^{k}=\bar{W}_{p 1}^{j} \bar{W}_{p 2}^{j-k} E\left\{g_{1}^{\prime}\left(\mathbf{h}_{1}^{i} \cdot \mathbf{X}\right) g_{2}^{\prime}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right) g_{p}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)\left[1-g_{p}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)\right]\right\} \tag{3.13}
\end{equation*}
$$

Since the kernel $\mathbf{h}_{p}^{i-j}$ is identical to $\mathbf{h}_{2}^{i-k}$, an additional term will appear in $A_{2}^{k}$ after the integration by parts, so that the contribution of neuron $p$ to $A_{1}^{k}$ and $A_{2}^{k}$ is

$$
\begin{align*}
A_{1}^{k}= & \bar{W}_{p 1}^{j} \bar{W}_{p 2}^{j-k} E\left\{g_{1}^{\prime \prime}\left(\mathbf{h}_{1}^{i} \cdot \mathbf{X}\right) g_{2}^{\prime}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right) g_{p}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)\left[1-g_{p}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)\right]\right\} \\
A_{2}^{k}= & \bar{W}_{p 1}^{j} \bar{W}_{p 2}^{j-k} E\left\{g_{1}^{\prime}\left(\mathbf{h}_{1}^{i} \cdot \mathbf{X}\right) g_{2}^{\prime \prime}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right) g_{p}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)\left[1-g_{p}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)\right]\right\} \\
& +\bar{W}_{p 1}^{j} \bar{W}_{p 2}^{j-k} E\left\{g_{1}^{\prime}\left(\mathbf{h}_{1}^{i} \cdot \mathbf{X}\right) g_{2}^{\prime}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right) g_{p}^{\prime}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)\left[1-2 g_{p}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)\right]\right\} \tag{3.14}
\end{align*}
$$

Compare this contribution to the effect of a direct connection from neuron two to neuron one at a delay of $k$ units of time (the $\bar{W}_{21}^{k}$ terms from (3.8) and (3.11)):

$$
\begin{align*}
C_{21}^{k} & =\hat{W}_{21}^{k} E\left\{g_{1}^{\prime}\left(\mathbf{h}_{1}^{i} \cdot \mathbf{X}\right) g_{2}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)\left[1-g_{2}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)\right]\right\} \\
A_{1}^{k} & =\hat{W}_{21}^{k} E\left\{g_{1}^{\prime \prime}\left(\mathbf{h}_{1}^{i} \cdot \mathbf{X}\right) g_{2}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)\left[1-g_{2}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)\right]\right\} \\
A_{2}^{k} & =\hat{W}_{21}^{k} E\left\{g_{1}^{\prime}\left(\mathbf{h}_{1}^{i} \cdot \mathbf{X}\right) g_{2}^{\prime}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)\left[1-2 g_{2}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)\right]\right\} \tag{3.15}
\end{align*}
$$

Ignoring the first term of $A_{2}^{k}$ in (3.14), we observe that the relationship among $C_{21}^{k}$, $A_{1}^{k}$, and $A_{2}^{k}$ in (3.13) and (3.14) is nearly identical to their relationship in (3.15). For the case $g_{p}=g_{2}$, the only difference is the additional common factor of $g_{2}^{\prime}\left(\mathbf{h}_{2}^{i-k} \cdot \mathbf{X}\right)$ in the expected value.

If the second term of $A_{2}^{k}$ in (3.14) does dominate the first term, then the common input from neuron two's subpopulation leads to a relationship among the statistics $C_{21}^{k}, A_{1}^{k}$, and $A_{2}^{k}$ that mimics a direct connection from neuron two to neuron one. Consequently, we would expect that applying the results of section 3.3 would indicate the presence of a direct connection. Simulations confirm that the second term of $A_{2}^{k}$ in (3.14) does indeed dominate, as network configurations such as Figure 2(A) are categorized as direct connection configurations.

We next consider the case where neuron $p$ is from neuron one's subpopulation (Figure $2(\mathrm{~B})$ ). If neuron $p$ responds to the stimulus almost exactly as neuron one does, $j$ time steps later, the analysis does not give a clear answer. If we assume $\mathbf{h}_{p}^{i-j}=$ $\mathbf{h}_{1}^{i}+O(\bar{W})$ so that $c c_{p 1}^{j}=1+O(\bar{W})$, we do not obtain a relationship among $C_{21}^{k}$, $A_{1}^{k}$, and $A_{2}^{k}$ that mimics their relationship in (3.15). In this case, simulations indicate that this configuration appears as common input. (Of course, if the connection from
neuron $p$ to neuron two had the longer delay, the network would be equivalent to Figure 2(A) with the roles of neuron one and two reversed. In this case, the network would mimic a direct connection from neuron one to neuron two.)

We conclude that we cannot distinguish between a direct connection from neuron two onto neuron one and common input from neuron two's subpopulation. (An equivalent statement holds with the roles of neuron one and neuron two reversed.) Since common input from neuron two's subpopulation does contain a connection from neuron two's subpopulation onto neuron one, we conclude that the connectivity is correctly identified at the level of subpopulations. In applications where the distinction among particular neurons within a subpopulation is unimportant, the ambiguity in the precise identification of the connection is not problematic. See the Discussion for more details.

## 4. Tests via simulation.

4.1. Simulations of small linear-nonlinear networks. We tested our analytic results with simulations of networks of linear-nonlinear neurons given by (2.1). We used kernels $\overline{\mathbf{h}}_{q}^{i}$ that capture some features of the responses of neurons in visual cortex [6]. For spatial grid point $\mathbf{j}=\left(j_{1}, j_{2}\right)$ and time $t$, the kernels were of the form

$$
\begin{equation*}
\bar{h}_{q}(\mathbf{j}, t)=\left(t-b_{q}\right) \exp \left(-\frac{t-b_{q}}{\tau_{h}}-\frac{|\mathbf{j}|^{2}}{10}\right) \sin \left(\left(j_{1} \cos \psi_{q}+j_{2} \sin \psi_{q}\right) f_{q}+\phi_{q}\right) \tag{4.1}
\end{equation*}
$$

for $t>b_{q}$ and $\bar{h}_{q}(\mathbf{j}, t)=0$ otherwise. We sampled $\bar{h}_{q}(\mathbf{j}, t)$ on a $10 \times 10 \times 10$ grid and normalized it to the unit vector $\overline{\mathbf{h}}_{q}^{i}$. For the analysis, the only important geometry is the inner product between the kernels, $\overline{\mathbf{h}}_{q}^{i} \cdot \overline{\mathbf{h}}_{p}^{i-j}$, which is the correlation between normal random variables $\overline{\mathbf{h}}_{p}^{i-j} \cdot \mathbf{X}$ and $\overline{\mathbf{h}}_{q}^{i} \cdot \mathbf{X}$.

For each example, we simulated the network response to 500,000 units of time, adjusting the nonlinearities $\bar{g}_{q}(\cdot)$ to obtain between 10,000 and 15,000 spikes from each neuron. Each simulation was composed of 100 trials, each lasting 5,000 units of time. For ten trials, the stimulus was independent realizations of the Gaussian white noise. We repeated each realization ten times to form the 100 trials. The repetitions allowed estimation of the spiking probabilities $\operatorname{Pr}\left(R_{1}^{i} \mid \mathbf{X}=\mathbf{x}\right)$ and $\operatorname{Pr}\left(R_{2}^{i-k} \mid \mathbf{X}=\mathbf{x}\right)$ needed for the JPSTH (3.7) by averaging over the ten repetitions (equivalent to a shuffle correction).

The analysis was based on expected values of stimulus-spike statistics. Naive estimates of products of these statistics, including the shuffle correction, from finite datasets can be highly biased. We reduced these biases using techniques described elsewhere $[12,11,8]$. From the independent trials, we estimated confidence intervals as described in Appendix C.

To compute the Gaussian integrals in (3.8) and (3.11), we needed to choose a form for the nonlinear functions $g_{q}(y)$. To allow us to compute the integrals analytically, we assume that the nonlinear functions are error functions of the form

$$
\begin{equation*}
\bar{g}_{q}(y)=\frac{1}{2}\left[1+\operatorname{erf}\left(\frac{y-\bar{y}_{q}}{\bar{\epsilon}_{q} \sqrt{2}}\right)\right] \tag{4.2}
\end{equation*}
$$

where $\bar{y}_{q}$ is the threshold, $\bar{\epsilon}_{q}$ defines the steepness of the nonlinearity, and the error function is $\operatorname{erf}(y)=\frac{2}{\sqrt{\pi}} \int_{0}^{y} e^{-t^{2}} d t$. Note that $\lim _{y \rightarrow \infty} g_{q}(y)=1$ and $\lim _{y \rightarrow-\infty} g_{q}(y)=$ 0 . The expressions for $C_{21}^{k}, A_{1}^{i}$, and $A_{2}^{i-k}$ for the case of an error function nonlinearity are given in Appendix B. We demonstrate below that the results are not sensitive to

A




B



Fig. 3. Results from sample simulations showing successful distinction between (A) the direct connection configuration and (B) the common input configuration, using only the spike times from neurons one and two. The top panels are schematics of the network architecture, with grayscale plots of the time slice in which each kernel $\left(\mathbf{h}_{1}, \mathbf{h}_{2}\right.$, or $\mathbf{h}_{3}$, labeled by neuron number) reached its maximal value. (The spikes of neuron three were used to calculate $\mathbf{h}_{3}$ for this illustration. The remaining analysis used only the spikes of neuron one and two.) The bottom three panels plot with black lines the covariogram $\mathcal{C}$, direct connection measure $\mathcal{W}$, and common input measure $\mathcal{U}$. The gray lines estimate confidence intervals of one standard error. Delay is the spike time of neuron one minus the spike time of neuron two. (A) The direct connection from neuron two onto neuron one creates a positive covariogram $\mathcal{C}$ around a delay of four units of time. The significantly positive direct connection measure $\mathcal{W}$ at that delay indicates that the correlation was due to a direct connection. The negative common input measure $\mathcal{U}$, though indicating departure from the weak coupling assumption, does not confuse the direct connection interpretation. The direct connection was given by $\bar{W}_{21}^{4}=0.8, \bar{W}_{21}^{3}=\bar{W}_{21}^{5}=0.4$. (All other $\bar{W}$ were zero.) Parameters used: $\tau_{h}=2$, $\psi_{1}=\pi / 8, \psi_{2}=-\pi / 4, \phi_{1}=0, \phi_{2}=\pi, f_{1}=1.0, f_{2}=0.3, b_{1}=b_{2}=0, \bar{T}_{1}=2.3, \bar{T}_{2}=2.8, \bar{\epsilon}_{1}=0.5$, $\bar{\epsilon}_{2}=1.0$. (B) For the network with common input from unmeasured neuron three, the covariogram $\mathcal{C}$ is nearly identical to the direct connection case from panel A. The fact that the correlation was due to common input is revealed by the positive $\mathcal{U}$ (and negative $\mathcal{W}$ ). The common input to neuron one was delayed four more units of time compared with that to neuron two: $\bar{W}_{31}^{6}=\bar{W}_{32}^{2}=1.8$, $\bar{W}_{31}^{5}=\bar{W}_{31}^{7}=\bar{W}_{32}^{1}=\bar{W}_{32}^{3}=0.8$. Parameters as in (A) except $\psi_{3}=0, \phi_{3}=-\pi / 3, f_{3}=0.6$, $b_{3}=0, \bar{T}_{1}=2.6, \bar{T}_{2}=3.0, \bar{T}_{3}=2.4, \bar{\epsilon}_{3}=0.7$.
this particular choice of nonlinear function. One could perform a similar analysis for other nonlinear functions, although then one would presumably need to compute the integrals numerically.

We denote by $\mathcal{C}^{k}$ the covariogram $C_{21}^{k}$ (3.1) estimated from a dataset. Similarly, we denote by $\mathcal{W}^{k}$ and $\mathcal{U}^{k}$ estimates of the direct connection $\hat{W}^{k}$ (3.12) and common input $\hat{U}_{21}^{k}$ (3.9), respectively.

To illustrate the method, we looked at minimal networks containing two or three neurons. First, we simulated a pair of neurons, where neuron two has a direct connection onto neuron one. The results are shown in Figure 3(A). The covariogram $\mathcal{C}$ shows
a peak at the delay corresponding to the connection. However, the covariogram does not indicate whether this spike correlation is due to a direct connection or common input from an unmeasured neuron.

This ambiguity is resolved by the measures $\mathcal{W}$ and $\mathcal{U}$. The direct connection measure $\mathcal{W}$ is significantly positive at the delay corresponding to the connection. On the other hand, the common input measure $\mathcal{U}$ is negative at that delay. Hence, $\mathcal{W}$ and $\mathcal{U}$ indicate that the spike correlation was caused by a direct connection rather than by a common input.

Note that the noise in $\mathcal{W}$ and $\mathcal{U}$ is dramatically greater than in the covariogram $\mathcal{C}$. This increase is presumably due to the subtlety of the distinction we are attempting to make. For this reason, we required long simulations with up to 15,000 spikes to obtain good results.

The reciprocal behavior observed between $\mathcal{W}$ and $\mathcal{U}$ is not predicted by the analysis. According to the analysis, $\mathcal{U}$ should be flat in the presence of a direct connection. The fact that $\mathcal{U}$ is negative is surprising. Simulations indicate that this behavior is a result of a breakdown in the weak coupling assumption. For a weaker direct connection (and much longer simulation to compensate for noise), the reflection in $\mathcal{U}$ disappears (not shown). The combination of a positive $\mathcal{W}$ and a negative $\mathcal{U}$ could theoretically be caused by either a positive direct connection or a negative common input. The ambiguity is removed by the positive $\mathcal{C}$, indicating that we indeed have a positive direct connection.

We next simulated three neurons, where the unmeasured neuron three was a source of common input to neurons one and two. In this example, neuron three was from a different subpopulation than neuron one or two, as defined in section 2.4. Figure 3(B) shows the results obtained from analyzing the spikes of neurons one and two. The covariogram $\mathcal{C}$ is essentially identical to the direct connection case in Figure 3(A). The covariogram cannot be used to distinguish this common input configuration from the direct connection configuration. This distinction can be made from the measures $\mathcal{W}$ and $\mathcal{U}$. In this case, the common input measure $\mathcal{U}$ is significantly positive, while the direct connection measure $\mathcal{W}$ is negative. Since $\mathcal{C}$ is positive, this combination correctly indicates the common input configuration.

We demonstrate in Figure 4 two simulations to confirm our analysis, with common input from neurons within the subpopulation of neuron one or neuron two (section 3.4). We retain the same common input configuration of Figure 3(B), but change the kernel of the unmeasured neuron three to match the kernel of either neuron two or neuron one.

For the case when the unmeasured neuron three was in neuron two's subpopulation (Figure $4(\mathrm{~A})$ ), the common input appears as a direct connection from neuron two onto neuron one, because $\mathcal{W}$ is significantly positive. The results fail to correctly identify that neuron two does not have a direct connection onto neuron one. If one cares about the distinction between neuron two and neuron three, then this result is unacceptable. If, on the other hand, the precise of identity of neurons within a subpopulation is unimportant, the results are adequate, as they correctly indicate that a neuron from neuron two's subpopulation has a direct connection onto neuron one.

For the case when the unmeasured neuron three was in neuron one's subpopulation (Figure $4(\mathrm{~B})$ ), the results correctly indicate the common input configuration. In this network, there was no direct connection from neuron two's subpopulation onto neuron one's subpopulation. Fortunately, the similarity between neuron three and neuron one does not affect the results.
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Fig. 4. Tests of the effect of common input from an unmeasured neuron within the subpopulation of neuron one or neuron two. Panels as in Figure 3. (A) The network configuration is identical to the common input of Figure 3(B) except that the kernel of neuron three is similar to that of neuron two $\left(c c_{32}^{\max }>0.9\right.$; see (2.8)), so that neuron three is in neuron two's subpopulation. In this case, the common input is misidentified as a direct connection ( $\mathcal{W}$ is positive). $\mathcal{W}$ can be interpreted as indicating a direct connection from a neuron within neuron two's subpopulation onto neuron one. The connectivity $\bar{W}$ and the parameters are identical to those of Figure 3(B) except $b_{2}=2, \psi_{3}=-3 \pi / 8, \phi_{3}=7 \pi / 8, f_{3}=0.4, \bar{T}_{2}=3.4$. (B) When the kernel of neuron three is similar to that of neuron one $\left(c c_{31}^{\max }>0.9\right)$ so that neuron three is in neuron one's subpopulation, the common input is correctly identified ( $\mathcal{U}$ is positive). In this case, there is no connection from neuron two's subpopulation to neuron one. The connectivity $\bar{W}$ and the parameters are identical to those of Figure 3(B) except $b_{1}=6, \psi_{3}=\pi / 8, \phi_{3}=0.0, f_{3}=0.8, \bar{T}_{1}=3.0$.

As indicated by the analysis, our approach cannot distinguish a direct connection from an indirect connection via a third intermediate neuron. An example of an indirect connection is shown in Figure 5(A). Since the direct connection measure $\mathcal{W}$ is positive, the indirect connection is classified as a direct connection.

Although the analysis was based on an error function nonlinearity (4.2), the results are not sensitive to small changes in nonlinearity shape. In Figure 5, we demonstrate a simulation with a (truncated) power law nonlinearity: $\bar{g}_{q}(y)=\min \left\{A_{q} y^{\beta_{q}}, 1\right\}$ for $y>0$, and $\bar{g}_{q}(y)=0$ otherwise. This example includes both a direct connection from neuron one onto neuron two (we use the sign convention where this is a negative delay) and common input from an unmeasured neuron three (with a positive net delay, so that it mimics a connection from neuron two onto neuron one). We analyzed the spike responses from neurons one and two $\left(R_{1}^{i}\right.$ and $\left.R_{2}^{i}\right)$ and the stimulus $\mathbf{X}$ just as we did in the previous examples; i.e., we used the results of Appendix B, in which the nonlinearities $\bar{g}_{q}(\cdot)$ are assumed to be error functions.

The covariogram contains two similar peaks at a positive and negative delay and therefore cannot distinguish the two type of connections. The measures $\mathcal{W}$ and $\mathcal{U}$


Fig. 5. Further demonstrations of the approach. Panels as in Figure 3. (A) An indirect connection from neuron two onto neuron one through an unmeasured neuron three. This connection appears as a direct connection ( $\mathcal{W}$ is positive). As shown by the analysis, we cannot distinguish such an indirect connection from a direct connection. The indirect connection is given by $\bar{W}_{23}^{2}=\bar{W}_{31}^{2}=$ 1.6, $\bar{W}_{23}^{1}=\bar{W}_{23}^{3}=\bar{W}_{31}^{1}=\bar{W}_{31}^{3}=0.8$. Parameters are identical to Figure $3(\mathrm{~B})$ except $\bar{T}_{1}=2.5$, $\bar{T}_{2}=2.8, \bar{T}_{3}=2.6$. (B) A simulation with nonlinear functions $\bar{g}_{q}(\cdot)$ given by power laws. In this case, the network contains a direct connection from neuron one onto neuron two (corresponding to a negative delay) and common input from unmeasured neuron three onto neurons one and two (with a longer delay to neuron one to give a positive delay). The spikes of neuron one and two were analyzed as though the nonlinearities were error functions. Although the covariogram contains two virtually identical peaks, the measures $\mathcal{W}$ and $\mathcal{U}$ successfully identify the direct connection at negative delay and the common input at positive delay. The connections were given by $\bar{W}_{12}^{4}=0.6$, $\bar{W}_{12}^{3}=\bar{W}_{12}^{5}=0.4, \bar{W}_{31}^{6}=\bar{W}_{32}^{2}=1.8, \bar{W}_{31}^{5}=\bar{W}_{31}^{7}=\bar{W}_{32}^{1}=\bar{W}_{32}^{3}=0.8$. Kernel parameters are as in Figure $3(\mathrm{~B})$. Power law parameters: $A_{1}=0.02, A_{2}=0.035, A_{3}=0.05, \beta_{1}=2.6, \beta_{2}=2.0$, $\beta_{3}=2.3$.
differentiate between the origins of these peaks. Since $\mathcal{W}$ is positive at a negative delay, it indicates a direct connection from neuron one onto neuron two. On the other hand, since $\mathcal{U}$ is positive at a positive delay, it indicates a common input from a third neuron rather than any direct connection from neuron two onto neuron one. The method correctly identifies the circuitry of the model network even with a power law nonlinearity.
4.2. Simulation of integrate-and-fire networks. To test the robustness of the method to deviations from the linear-nonlinear model, we simulated a system of integrate-and-fire neurons. In this case, we viewed each time step as corresponding to a millisecond. The evolution of the voltage of neuron $q$ in response to input $G_{q}(t)$ is given by $\tau_{m} \frac{\mathrm{~d} V_{q}}{\mathrm{~d} t}+V_{q}+G_{q}(t)\left(V_{q}-\mathcal{E}_{s}\right)=0$. The spike times $T_{q}^{j}$ of neuron $q$ are those times when $V_{q}\left(T_{q}^{j}\right)$ reaches 1. After each spike, the voltage was reset to 0 and held there for an absolute refractory period of length $\tau_{r e f}$. Each neuron was driven by the
input conductance $G_{q}(t)$, which we specified by

$$
G_{q}(t)=0.05 \sum_{j>0} f\left(t-T_{q}^{\mathrm{ext}, j}\right)+\sum_{p=1}^{n} \sum_{j>0} W_{p q} f\left(t-T_{p}^{j}-d_{p q}\right)
$$

where the first term is the response to external input events at times $T_{p}^{\text {ext, } j}$ and the second term is due to internal coupling. The function $f(t)=\frac{e^{2}}{4}\left(\frac{t}{\tau_{s}}\right)^{2} e^{-t / \tau_{s}}$ for $t>0$, and $f(t)=0$ otherwise. Here, $W_{p q}$ specifies the strength of coupling from neuron $p$ onto neuron $q$, and $d_{p q}$ is the delay of that connection.

We set the external input to be a linear-nonlinear function of the stimulus. Accordingly, the $T_{q}^{\mathrm{ext}, j}$ were drawn from a modulated Poisson process with rate given by $\alpha_{q}\left[\mathbf{h}_{q}^{i} \cdot \mathbf{X}\right]_{+}$, where $[x]_{+}=x$ if $x>0$ and is zero otherwise.

We first simulated a network of three neurons that contained both a direct connection from neuron one onto neuron two and common input from neuron three onto neurons one and two (just as in Figure 5(B)). We used the same linear kernels (4.1) as before, sampling them on an $80 \times 10 \times 10$ grid in time and space. For realism, we sampled the white noise stimulus every ten units of time (i.e., every 10 ms ). We simulated the network to 5,000 simulated seconds (nearly 1.4 simulated hours), recording 30,000 to 40,000 spikes per neuron. We needed such long simulations to obtain good results.

Figure 6(A) demonstrates that our analysis can distinguish common input from a direct connection even with integrate-and-fire neurons. The results are equivalent to Figure 5(B). The covariogram $\mathcal{C}$ show peaks corresponding to the direct connection and the common input. The source of these correlations is distinguished by the measures $\mathcal{W}$ and $\mathcal{U}$. The correlation at a negative delay is identified as a direct connection from neuron one onto neuron two; the correlation at a positive delay is identified as common input from a third neuron.

Since the integrate-and-fire neurons are driven by the stimulus in a fairly linear fashion, the basic relationship of neural response to the stimulus is similar to that assumed in the linear-nonlinear model (2.1). However, unlike model (2.1), the probability of a spike does depend strongly on previous spike times. The presence of a refractory period prevents the neuron from firing a spike immediately after spiking. Even after the refractory period, the voltage must integrate up to threshold, further increasing dependence among spike times. Figure 6(A) demonstrates that our approach can still work in the presence of these deviations from model assumptions.

As a final test of our approach, we simulated a slightly larger network of 20 integrate-and-fire neurons. The network included a direct connection from neuron one onto neuron two. In addition, four of the unmeasured neurons (neurons 3-20) were randomly selected to give common input onto both neurons one and two, where the connection onto neuron one had a delay that was 30 ms longer than the delay to neuron two. In this case, the measured spike trains had a correlation at a negative delay due to the direct connection and a correlation at a positive delay due to the common input, just as in the previous example. We randomly added additional connections to the network so that any given neuron had a $10 \%$ chance of connecting onto any given unmeasured neuron.

We simulated this network to 5,000 simulated seconds (nearly 1.4 simulated hours), measuring approximately $10,000-40,000$ spikes per neuron. We discarded the spikes of all neurons except neurons one and two. The results from analyzing just these spikes are shown in Figure 6(B). In this case, the direct connection and


Fig. 6. Demonstration of the results applied to networks of integrate-and fire neurons. Panels as in the bottom panels of Figure 3. (A) Results from a simulation of three neurons with network architecture identical to that pictured at the top of Figure 5(B). (The network contained both a direct connection at negative delay and common input at positive delay.) The direct connection measure $\mathcal{W}$ correctly identifies the direct connection from neuron one onto neuron two (appearing with negative delay). The common input measure $\mathcal{U}$ correctly identifies the common input at positive delay. Parameters: $W_{12}=0.1, W_{31}=W_{32}=0.15$ (all other $W_{p q}=0$ ), $d_{12}=20 \mathrm{~ms}, d_{31}=40 \mathrm{~ms}$, $d_{32}=10 \mathrm{~ms}, \alpha_{1}=\alpha_{2}=0.25 \mathrm{~ms}^{-1}, \alpha_{3}=0.3 \mathrm{~ms}^{-1}, \tau_{m}=5 \mathrm{~ms}, \mathcal{E}_{s}=6.5, \tau_{s}=2 \mathrm{~ms}, \tau_{r e f}=2 \mathrm{~ms}$. Parameters for $\overline{\mathbf{h}}$ are the same as those in Figure 3(B) except that $\tau_{h}=20 \mathrm{~ms}$. (B) Results from a simulation of a random network of twenty neurons. The measure $\mathcal{W}$ correctly identified the direct connection from neuron one onto neuron two at negative delay (established by setting $W_{12}=0.12, d_{12}=20 \mathrm{~ms}$ ). The measure $\mathcal{U}$ correctly identified the common input at positive delay. Four neurons with index $p>2$ were randomly selected to give this common input. For these $p$, the connection strength was randomly selected from $W_{p 1} \in(0.05,0.15)$, and $W_{p 2}=W_{p 1}$. For these four neurons, the delays were coordinated so that the delay to neuron one was 30 ms longer: $d_{p 2}=2 \mathrm{~ms}, d_{p 1}=32 \mathrm{~ms}$. The remaining connections were randomly generated as follows. For any $p>0$ and $q>2, W_{p q}=0$ with $90 \%$ probability; otherwise the parameters $W_{p q}$ and $d_{p q}$ were randomly generated with $W_{p q} \in(0.05,0.15)$ and $d_{p q} \in(1,40) m s$. Parameters for $\overline{\mathbf{h}}_{1}$ and $\overline{\mathbf{h}}_{2}$ are as in Figure $3(\mathrm{~A})$, except that $\tau_{h}=20 \mathrm{~ms}$ and $b_{2}=2 \mathrm{~ms}$. The remaining kernels with $p>2$ were randomly generated with $\psi_{p} \in(0,2 \pi), \phi_{p} \in(0,2 \pi)$, and $f_{p} \in(0.2,1.0)$. We set $\alpha_{1}=\alpha_{2}=0.25 \mathrm{~ms}^{-1}$ and, for $p>2$, randomly generated $\alpha_{p} \in(0.15,0.3) \mathrm{ms}^{-1}$. We set $\tau_{m}=5 \mathrm{~ms}$, $\mathcal{E}_{s}=6.5, \tau_{s}=2 \mathrm{~ms}$, and $\tau_{r e f}=2 \mathrm{~ms}$.
common input are correctly identified by the measures $\mathcal{W}$ and $\mathcal{U}$, respectively. We did not constrain the unmeasured neurons to be from different subpopulations than the measured neurons. For the four common input neurons $p$, the maximal correlation coefficient $c c_{p 2}^{\max }$ (see (2.8)) between neuron $p$ and neuron two ranged from 0.0 to 0.7 . Since the common input correlations mimicked a connection from neuron two to neuron one, these $c c_{p 2}^{\max }$ were the critical measures for determining whether the common input would be identified as a direct connection. The simulation indicates that the common input neurons (at least on average) were considered to be from subpopulations different from that of neuron two.
5. Discussion. The results demonstrate that we can correctly identify subpopulation connectivity when neural response can be captured by the linear-nonlinear model (2.1), the coupling is not too strong, and we have a lot of data. Before we focus


FIG. 7. Schematic summary of the determination of subpopulation connectivity that we are able to achieve. Each pictured network configuration leads to a correlation between the spikes of neuron one and a delayed version of the spikes of neuron two. If one analyzed the joint statistics of the spikes of neurons one and two (e.g., with a covariogram), each example would appear to involve a direct connection from neuron two onto neuron one. (The unlabeled neuron is not measured.) Our result is that we can distinguish (A) network configurations in the top row from (B) network configurations in the bottom row using our analysis of the joint statistics of the stimulus and the spikes of neurons one and two. The subpopulation of each neuron is indicated by the shading (white, gray, or black). (A) We consider the network configurations in the top row to belong to the "direct connection class," as each configuration will be identified as a direct connection by our analysis. We cannot distinguish among the configurations in the direct connection class. Nonetheless, since each configuration contains a causal connection from neuron two's subpopulation (white) onto neuron one's subpopulation (gray), our analysis can still accurately determine connectivity at the level of subpopulations. From left to right, the configurations are a direct connection from neuron two onto neuron one, an indirect connection through an unmeasured neuron, and common input from neuron two's subpopulation. (B) We consider network configurations in the bottom row to belong to the "common input class," as each configuration will be identified as common input by our analysis. Since these configurations have no causal connection from neuron two's subpopulation (white) onto neuron one's subpopulation (gray), it is important that our analysis can distinguish them from the direct connection configurations (A). From left to right, the configurations are common input from a different subpopulation (black) and common input from neuron one's subpopulation (gray).
on the limitations caused by these conditions, we discuss the significance of subpopulation connectivity and the relationship between this approach and other works.
5.1. Identification of subpopulation connectivity. Recall that two neurons are in the same subpopulations if their effective kernels $\mathbf{h}_{q}$ (defined by fitting the uncoupled model (2.2)) are similar. In some contexts, neuroscientists would refer to these kernels as the neurons' receptive fields; in this case, a subpopulation would be a group of neurons with similar receptive fields.

We have shown that common input originating from within one neuron's subpopulation could appear like a direct connection from that neuron onto the other measured neuron. Hence, when we identify a direct connection between neurons, we can only conclude that there is a connection between those neurons' subpopulations.

We summarize our conclusions in Figure 7. The direct connection measure $\mathcal{W}$ and the common input measure $\mathcal{U}$ effectively divide network configurations into two classes; we will call these a direct connection class and a common input class. The top row (A) shows network configurations that would be classified as having a direct connection from neuron two onto neuron one. Besides the actual direct connection, this direct connection class contains an indirect connection through an unmeasured neuron and common input from neuron two's subpopulation. All three network configurations contain a causal connection from neuron two's subpopulation (white) onto neuron one's subpopulation (gray).

The bottom row (B) shows network configurations that would be classified as having common input. When the delay onto neuron one is longer (so that the correlations
mimic a direct connection from neuron two onto neuron one), the common input class contains networks with common input from different subpopulations and networks with common input from neuron one's subpopulation. In neither of these cases is there a connection from neuron two's subpopulation onto neuron one. Consequently, in order to accurately identify subpopulation connectivity, these configurations must be distinguished from the direct connection class of the first row. We have shown that, subject to the limitations mentioned above, we can make this distinction.

We argue that, in some experimental contexts, determining subpopulation connectivity is as informative as determining the actual connectivity between two measured neurons. In many experiments, electrodes are "blindly" inserted into the brain, and the precise identity of measured neurons remains unknown. In this situation, neurons are simply characterized by their response properties (e.g., their receptive fields), such as those captured by the effective kernels $\mathbf{h}_{q}^{i}$.

Since the precise identify of measured neurons is unknown, the best conclusion one can make about connectivity is that a neuron with response properties "A" is connected to a neuron with response properties "B." In other words, the best one can say is that a neuron from the subpopulation characterized by response properties "A" is connected to a neuron from the subpopulation characterized by response properties "B." This is the best possible conclusion even if we didn't have to worry about ambiguity introduced by connections from unmeasured neurons. Our central result is that we have developed an approach to achieve this best possible conclusion even in the presence of common input from unmeasured neurons.
5.2. Precise identity of subpopulations. The above discussion assumes the presence of discrete subpopulations. If this were the case, the statement that two neurons are from the same subpopulation would be unambiguous. Of course, in general, this is not the case. The response properties of neurons across a large population may be better modeled as a continuum, where the correlation coefficients $c c_{p q}^{\max }$ of (2.8) could be any value between 0 and 1 . (Since $c c_{p q}^{k}$ tends to zero for large $|k|$, the maximum is always nonnegative.) In order to make our subpopulation definition precise, we would like to have some cutoff value of $c c_{p q}^{\max }$, above which we could say that neurons $p$ and $q$ are from the same population and below which we could say they are from different subpopulations.

To explore this issue, we simulated the common input network of Figures 3(B) and 4 and the integrate-and-fire network of Figure 6(A), varying the model parameters to change ${ }^{14} c c_{32}^{\max }$. Although there was no clean cutoff, the cutoff value was around $c c_{32}^{\max }=0.6$. If $c c_{32}^{\max }$ was near 0.6 , the results were mixed, and the subpopulation of neuron three seemed to depend on model parameters. But for larger $c c_{32}^{\max }$, neuron three acted like a member of neuron two's subpopulation because the common input appeared as a direct connection in measure $\mathcal{W}$ (as in Figure $4(\mathrm{~A})$ ). Similarly, for $c c_{32}^{\max }$ much smaller than 0.6 , neuron three acted like a member of a different subpopulation because the common input was correctly identified as common input (as in Figures $3(\mathrm{~B})$ and $4(\mathrm{~B})$ ). Hence, at least for these coupling strengths and roughly equivalent firing rates, neurons $p$ and $q$ were effectively in the same subpopulation when $c c_{p q}^{\max }$ was well above 0.6 . (See section 5.5 for examples of how strong coupling and disparity in firing rates can further complicate the picture.)

[^139]5.3. Heuristic explanation for results. To provide some intuition into how our approach successfully determines subpopulation connectivity, we give a heuristic explanation of why one should be able to distinguish subpopulation connectivity by analyzing the joint statistics of the measured spikes and the stimulus. We claim that one should expect that the relationship between the measured neurons' spikes and the stimulus will differ between the direct connection class of Figure 7(A) and the common input class of Figure 7(B).

For example, when the stimulus sequence happens to be optimal for neuron two and subsequently optimal for neuron one, the effectiveness of a connection from neuron two's subpopulation onto neuron one's subpopulation will be enhanced. (In this case, a spike from neuron two's subpopulation is likely to reach the neuron from neuron one's subpopulation when it is ready to fire.) Since in each network configuration in the direct connection class (Figure $7(\mathrm{~A})$ ) the correlation between neuron one and neuron two depends on a connection from neuron two's subpopulation onto neuron one, we expect the correlation to be especially strong for this particular stimulus sequence.

On the other hand, we would not expect the correlations in the common input class (Figure $7(\mathrm{~B})$ ) to be especially strong when the stimulus happens to be optimal for neuron two and subsequently optimal for neuron one. None of the connections leading to the correlation will be enhanced for this stimulus sequence, since no connection exists from neuron two's subpopulation onto neuron one's subpopulation. This example of an extreme stimulus sequence illustrates one case where the joint stimulus spike statistics will differ depending on subpopulation connectively. One might expect the differences to be evident even with other stimuli. Our results show that, at least for a simple model, one can exploit this difference to determine subpopulation connectivity.
5.4. Comparison to other approaches. Our approach succeeds in reconstructing subpopulation connectivity by combining spike correlation analysis $[14,1,13]$ with white noise analysis $[7,5,4]$. It builds on previous work $[10,11]$ that did not address the presence of unmeasured neurons. We have previously reported [9] on our early attempts to address the unmeasured neurons where, since we did not require stimulus repeats, we had to assume that all unmeasured neurons had dissimilar kernels (effectively, that every unmeasured neuron was in its own subpopulation).

Our approach differs from the partial coherence of Rosenberg et al. [15] because it does not require measurement of the neuron producing the common input. In cases where one monitors multiple neurons simultaneously, partial coherence can rule out common input from the other measured neurons without appealing to the model assumptions underlying our analysis. Although there is a large literature in which researchers have developed methods to reconstruct the connectivity among measured neurons, we are unaware of others that explicitly account for unmeasured neurons. Without accounting for unmeasured neurons, common input from unmeasured neurons would be erroneously identified as a direct connection.
5.5. The weak coupling assumption. The analysis underlying the measures $\mathcal{W}$ and $\mathcal{U}$ relied on the assumption that the coupling $\bar{W}$ was small. The simulations demonstrate that one can obtain correct results even when the coupling is not weak. We used values of $\bar{W}_{p q}^{j}$ as large as 1.8 and values of $\sum_{j} \bar{W}_{p q}^{j}$ as large as 3.4. For this parameter range, the weak coupling assumption is not justified, yet the results successfully determined subpopulation connectivity.

At this point, we lack an analysis of the effects of strong coupling. We have discovered through simulations that violations of the weak coupling assumption can cause invalid results when the firing rates of the two measured neurons are greatly different. For example, if $E\left\{R_{1}^{i}\right\} \gg E\left\{R_{2}^{i}\right\}$, strong coupling can cause a direct connection from neuron one to neuron two to appear as common input. The same situation can also cause common input to appear as a direct connection from neuron two to neuron one. In other words, there is a bias for a faster neuron appearing to have a connection from a slower neuron and a bias against a slower neuron appearing to have a connection from a faster neuron. The strength of coupling at which the misidentification occurs depends on the degree of inequality between the firing rates.

For example, we analyzed a sequence of simulations of the direct connection of Figure 3(A) where we increased the disparity between the firing rate of neurons one and two. By the time neuron two fired ten times faster than neuron one, the direct connection was misidentified as common input, and we failed to reconstruct the subpopulation connectivity. On the other hand, when we halved the strength of the direct connection (and ran very long simulations), a direct connection was still accurately identified even when neuron two fired more than fifty times faster than neuron one.

We also analyzed a similar sequence of simulations of the common input configuration of Figure 3(B). The common input appeared as a direct connection from neuron two onto neuron one when neuron one fired over 20 times faster than neuron two. Because neuron three was not in neuron two's subpopulation $\left(c_{32}^{\max }<0.2\right)$, this misidentification is a failure in reconstructing subpopulation connectivity. When we increased the connection strengths by $50 \%$ (adjusting kernel parameters to keep $c_{32}^{\max }<0.2$ ), the misidentification began when neuron one fired only eight times faster than neuron two. (As one might infer from the observations of section 5.2, when we changed the kernels to increase $c c_{32}^{\max }$, the common input was identified as a direct connection with lower disparities in firing rate.)
5.6. Improving statistical efficiency. Our reconstruction is based on an analysis of just a few stimulus-spike moments. We employed this moment-based approach because our intuition on such moments' behavior could guide development of this initial implementation of our subpopulation connectivity approach. One important demerit of this choice was made clear in our simulations, where we needed long simulations to obtain good results. To apply this approach to realistic neuroscience data, we will presumably need more statistically efficient techniques, such as maximum likelihood estimators, which will yield reliable estimates of subpopulation connectivity with less data.
5.7. Validations. Clearly, the assumptions of the analysis are idealizations that will never be satisfied by biological neuronal networks. The approach is viable only because accurate results can be obtained outside the strict assumptions (as demonstrated throughout section 4). However, section 5.5 demonstrated some violations of the assumptions that do lead to inaccurate results. Another possible source of inaccuracies is covariation in latency or excitability, as discussed by Brody [2]. Since such covariation is not addressed by the network model (2.1), this covariation could invalidate our results. To address possible sources of error, we must develop validation methods that can identify critical violations of assumptions that may skew the results. Such validations will allow one to trust that the results are accurate.

Ideally, one would like to test the accuracy of these results with in vitro experiments, where the actual connectivity can be determined by other means (such as with electrodes that enter neurons). Unfortunately, our approach depends on having
an experimentally controlled stimulus $\mathbf{X}$, where the relationship between the firing probabilities is given by (2.1). Given that in vitro preparations are typically severed from sensory receptors, this requirement may be difficult to achieve. A more promising testbed may be a lower organism, where the connectivity is known and neurons can be driven by a stimulus.
5.8. Extensions to other models. The model (2.1) was made as simple as possible to facilitate the analysis. It assumes, for example, that the response is an approximately linear function of the stimulus, that the network is in an asynchronous state, and that the internal dynamics of the neuron can be neglected. The results are valid only when the network is stimulated by white noise. An extension to more general elliptically symmetric stimuli should be possible. Since in this case, a linearnonlinear model can be reconstructed (see, for example, [3]), the results should be attainable if one replaces the integration-by-parts formula (A.3) with a more general version.

We view the implementation presented in this paper simply as an example of a new framework of network analysis. The principle of analyzing joint input-output statistics may be generalized to reveal pairwise coupling in other network models. The current version should have only limited applicability to neuroscience experiments because the relationship of neural response to a stimulus will in most cases be more fundamentally nonlinear than the linear-nonlinear model (2.1). Extension of the results to more complicated models and stimuli will increase the range of applicability, allowing the approach to evolve into a useful tool for analyzing neuronal networks and other stimulus-driven networks.

Appendix A. Integration-by-parts formula. In our notation, we do not explicitly distinguish spatial versus temporal components of the stimulus, but rather let time be represented only by the temporal index of the kernels $\overline{\mathbf{h}}_{q}^{i}$ and the spikes $R_{q}^{i}$. We let each of the $m$ components of $\mathbf{X}$ be independent standard normal variables, so that the probability density function of $\mathbf{X}$ is

$$
\begin{equation*}
\rho_{\mathbf{X}}(\mathbf{x})=\frac{1}{(2 \pi)^{m / 2}} e^{-\frac{\|\mathbf{x}\|^{2}}{2}} \tag{A.1}
\end{equation*}
$$

To assist the reader, we derive an integration-by-parts formula (A.3), although such a formula is not new. Let $\mathbf{h}_{k}$ for $k=1,2, \ldots, K$ be linearly independent unit vectors corresponding to $K$ kernels. We wish to compute

$$
E\left\{\mathbf{X} F\left(\mathbf{h}_{1} \cdot \mathbf{X}, \ldots, \mathbf{h}_{K} \cdot \mathbf{X}\right)\right\}
$$

where $F$ is some smooth function with $K$ arguments. Given the probability density function (A.1) for $\mathbf{X}$, this expected value is

$$
\frac{1}{(2 \pi)^{m / 2}} \int \mathbf{x} F\left(\mathbf{h}_{1} \cdot \mathbf{x}, \ldots, \mathbf{h}_{K} \cdot \mathbf{x}\right) e^{-\frac{\|\mathbf{x}\|^{2}}{2}} d \mathbf{x}
$$

Denote the standard unit vectors by $\mathbf{e}_{j}$, so that we can write the kernel $\mathbf{h}_{k}$ and the dot product $\mathbf{h}_{k} \cdot \mathbf{x}$ in component form as

$$
\mathbf{h}_{k}=\sum_{j} h_{k j} \mathbf{e}_{j} \quad \text { and } \quad \mathbf{h}_{k} \cdot \mathbf{x}=\sum_{j} h_{k j} x_{j}
$$

where $h_{k j}$ is the $j$ th component of $\mathbf{h}_{k}$.

We calculate the components of $E\left\{\mathbf{X} F\left(\mathbf{h}_{1} \cdot \mathbf{X}, \ldots, \mathbf{h}_{K} \cdot \mathbf{X}\right)\right\}$. Through integration by parts with respect to $x_{j}$, the $j$ th component is

$$
\begin{aligned}
E & \left\{X_{j} F\left(\mathbf{h}_{1} \cdot \mathbf{X}, \ldots, \mathbf{h}_{K} \cdot \mathbf{X}\right)\right\} \\
& =\frac{1}{(2 \pi)^{m / 2}} \int x_{j} F\left(\sum_{k} h_{1 k} x_{k}, \ldots, \sum_{k} h_{K k} x_{k}\right) e^{-\frac{\|\mathbf{x}\|^{2}}{2}} d \mathbf{x} \\
& =\frac{1}{(2 \pi)^{m / 2}} \sum_{i} h_{i j} \int F_{i}\left(\sum_{k} h_{1 k} x_{k}, \ldots, \sum_{k} h_{K k} x_{k}\right) e^{-\frac{\|\mathbf{x}\|^{2}}{2}} d \mathbf{x} \\
& =\sum_{i} h_{i j} E\left\{F_{i}\left(\mathbf{h}_{1} \cdot \mathbf{X}, \ldots, \mathbf{h}_{K} \cdot \mathbf{X}\right)\right\}
\end{aligned}
$$

where $F_{i}$ indicates the partial derivative of $F$ with respect to the $i$ th variable.
Putting the components together, we conclude that

$$
\begin{align*}
E\left\{\mathbf{X} F\left(\mathbf{h}_{1} \cdot \mathbf{X}, \ldots, \mathbf{h}_{K} \cdot \mathbf{X}\right)\right\} & =\sum_{j} E\left\{x_{j} F\left(\mathbf{h}_{1} \cdot \mathbf{X}, \ldots, \mathbf{h}_{K} \cdot \mathbf{X}\right)\right\} \mathbf{e}_{j} \\
& =\sum_{i} E\left\{F_{i}\left(\mathbf{h}_{1} \cdot \mathbf{X}, \ldots, \mathbf{h}_{K} \cdot \mathbf{X}\right)\right\}\left(\sum_{j} h_{i j} \mathbf{e}_{j}\right) \\
& =\sum_{i} E\left\{F_{i}\left(\mathbf{h}_{1} \cdot \mathbf{X}, \ldots, \mathbf{h}_{K} \cdot \mathbf{X}\right)\right\} \mathbf{h}_{i} \tag{A.2}
\end{align*}
$$

The special case we need for our derivation is

$$
\begin{align*}
& E\left\{\mathbf{X} g_{p}\left(\mathbf{h}_{p}^{i} \cdot \mathbf{X}\right) g_{q}\left(\mathbf{h}_{q}^{i-j} \cdot \mathbf{X}\right) g_{r}\left(\mathbf{h}_{r}^{i-k} \cdot \mathbf{X}\right)\right\} \\
&= E\left\{g_{p}^{\prime}\left(\mathbf{h}_{p}^{i} \cdot \mathbf{X}\right) g_{q}\left(\mathbf{h}_{q}^{i-j} \cdot \mathbf{X}\right) g_{r}\left(\mathbf{h}_{r}^{i-k} \cdot \mathbf{X}\right)\right\} \mathbf{h}_{p}^{i} \\
&+E\left\{g_{p}\left(\mathbf{h}_{p}^{i} \cdot \mathbf{X}\right) g_{q}^{\prime}\left(\mathbf{h}_{q}^{i-j} \cdot \mathbf{X}\right) g_{r}\left(\mathbf{h}_{r}^{i-k} \cdot \mathbf{X}\right)\right\} \mathbf{h}_{q}^{i-j} \\
&+E\left\{g_{p}\left(\mathbf{h}_{p}^{i} \cdot \mathbf{X}\right) g_{q}\left(\mathbf{h}_{q}^{i-j} \cdot \mathbf{X}\right) g_{r}^{\prime}\left(\mathbf{h}_{r}^{i-k} \cdot \mathbf{X}\right)\right\} \mathbf{h}_{r}^{i-k} \tag{A.3}
\end{align*}
$$

and the equivalent for fewer factors.

Appendix B. Equations for error function nonlinearity. The analysis for error function $\bar{g}_{q}(\cdot)$ (see (4.2)) mirrors the derivations outlined in [11]. In this appendix, we summarize the intermediate steps and then give the error function result for (3.8) and (3.11).

We define the effective error function parameters $\left(\epsilon_{q}, y_{q}\right)$ from the spikes of each neuron $q$ by fitting to these spikes the uncoupled model (2.2) with nonlinearity,

$$
g_{q}(y)=\frac{1}{2}\left[1+\operatorname{erf}\left(\frac{y-y_{q}}{\epsilon_{q} \sqrt{2}}\right)\right]
$$

Denote the inner product between kernels by $\cos \theta_{p q}^{j}=\mathbf{h}_{p}^{i} \cdot \mathbf{h}_{q}^{i-j}$. (Note that for Gaussian white noise $\cos \theta_{p q}^{j}=c c_{p q}^{j}$; see (2.7).) Define the following expressions as
functions of the parameters $\epsilon_{q}, y_{q}$, and $\cos \theta_{p q}^{j}$ :

$$
\begin{aligned}
\delta_{q} & =\frac{1}{\sqrt{1+\epsilon_{q}^{2}}} \\
\lambda_{q p}^{j} & =\frac{\delta_{q} y_{q}-\delta_{p}^{2} \delta_{q} y_{p} \cos \theta_{q p}^{j}}{\sqrt{2\left(1-\delta_{p}^{2} \delta_{q}^{2} \cos ^{2} \theta_{q p}^{j}\right)}} \\
\mu_{q p}^{j} & =\frac{\delta_{p} \delta_{q}}{2 \pi \sqrt{1-\delta_{p}^{2} \delta_{q}^{2} \cos ^{2} \theta_{q p}^{j}}} \exp \left(-\frac{\delta_{p}^{2} y_{p}^{2}-2 \delta_{p}^{2} \delta_{q}^{2} y_{p} y_{q} \cos \theta_{q p}^{j}+\delta_{q}^{2} y_{q}^{2}}{2\left(1-\delta_{p}^{2} \delta_{q}^{2} \cos ^{2} \theta_{q p}^{j}\right)}\right) \\
\xi_{q p}^{j} & =\frac{\delta_{q}^{2}\left(1-\delta_{p}^{2} \cos ^{2} \theta_{q p}^{j}\right)}{1-\delta_{p}^{2} \delta_{q}^{2} \cos ^{2} \theta_{q p}^{j}}
\end{aligned}
$$

Define a double complementary error function

$$
\begin{equation*}
\operatorname{derfc}(a, b, c)=\frac{4}{\pi} \int_{a}^{\infty} d y e^{-y^{2}} \int_{\frac{b-c y}{\sqrt{1-c^{2}}}}^{\infty} d z e^{-z^{2}} \tag{B.1}
\end{equation*}
$$

The function derfc is a two-dimensional analogue of the complementary error function (see [10]).

Using the fact that $\mathbf{h}_{p}^{i} \cdot \mathbf{X}$ and $\mathbf{h}_{q}^{i-j} \cdot \mathbf{X}$ are joint unit normal random variables with correlation $\cos \theta_{q p}^{j}$, we compute the following expected values:

$$
\begin{aligned}
& E\left\{g_{p}^{\prime}\left(\mathbf{h}_{p}^{i} \cdot \mathbf{X}\right) g_{q}\left(\mathbf{h}_{q}^{i-j} \cdot \mathbf{X}\right)\right\}=\frac{\delta_{p}}{2 \sqrt{2 \pi}} \exp \left(-\frac{\delta_{p}^{2} y_{p}^{2}}{2}\right) \operatorname{erfc}\left(\lambda_{q p}^{j}\right), \\
& E\left\{g_{p}^{\prime}\left(\mathbf{h}_{p}^{i} \cdot \mathbf{X}\right)\left(g_{q}\left(\mathbf{h}_{q}^{i-j} \cdot \mathbf{X}\right)\right)^{2}\right\}=\frac{\delta_{p}}{4 \sqrt{2 \pi}} \exp \left(-\frac{\delta_{p}^{2} y_{p}^{2}}{2}\right) \operatorname{derfc}\left(\lambda_{q p}^{j}, \lambda_{q p}^{j}, \xi_{q p}^{j}\right), \\
& E\left\{g_{p}^{\prime}\left(\mathbf{h}_{p}^{i} \cdot \mathbf{X}\right) g_{q}^{\prime}\left(\mathbf{h}_{q}^{i-j} \cdot \mathbf{X}\right)\right\}=\mu_{q p}^{j}, \\
& E\left\{g_{p}^{\prime}\left(\mathbf{h}_{p}^{i} \cdot \mathbf{X}\right) g_{q}^{\prime}\left(\mathbf{h}_{q}^{i-j} \cdot \mathbf{X}\right) g_{q}\left(\mathbf{h}_{q}^{i-j} \cdot \mathbf{X}\right)\right\}=\frac{\mu_{q p}^{j}}{2} \operatorname{erfc}\left(\frac{\lambda_{q p}^{j}\left(1-\xi_{q p}^{j}\right)}{\left.\sqrt{1-\left(\xi_{q p}^{j}\right)^{2}}\right)}\right. \\
& E\left\{g_{p}^{\prime \prime}\left(\mathbf{h}_{p}^{i} \cdot \mathbf{X}\right) g_{q}\left(\mathbf{h}_{q}^{i-j} \cdot \mathbf{X}\right)\right\}=\frac{\delta_{p}^{3} y_{p}}{2 \sqrt{2 \pi}} \exp \left(-\frac{\delta_{p}^{2} y_{p}^{2}}{2}\right) \operatorname{erfc}\left(\lambda_{q p}^{j}\right)-\delta_{p}^{2} \cos \theta_{q p}^{j} \mu_{q p}^{j}, \\
& E\left\{g_{p}^{\prime \prime}\left(\mathbf{h}_{p}^{i} \cdot \mathbf{X}\right)\left(g_{q}\left(\mathbf{h}_{q}^{i-j} \cdot \mathbf{X}\right)\right)^{2}\right\}=\frac{\delta_{p}^{3} y_{p}}{4 \sqrt{2 \pi}} \exp \left(-\frac{\delta_{p}^{2} y_{p}^{2}}{2}\right) \operatorname{derfc}\left(\lambda_{q p}^{j}, \lambda_{q p}^{j}, \xi_{q p}^{j}\right) \\
& \\
& E\left\{\delta_{p}^{2} \cos \theta_{q p}^{j} \mu_{q p}^{j} \operatorname{erfc}\left(\frac{\lambda_{q p}^{j}\left(1-\xi_{q p}^{j}\right)}{\left.\sqrt{1-\left(\xi_{q p}^{j}\right)^{2}}\right)}\right)\right. \\
& \left.E\left\{\mathbf{h}_{p}^{i} \cdot \mathbf{X}\right) g_{q}^{\prime}\left(\mathbf{h}_{q}^{i-j} \cdot \mathbf{X}\right)\right\}=\frac{\delta_{p}^{2}\left[y_{p}-\delta_{q}^{2} y_{q} \cos \theta_{q p}^{j}\right] \mu_{q p}^{j}}{\left(1-\delta_{p}^{2} \delta_{q}^{2} \cos ^{2} \theta_{q p}^{j}\right)}
\end{aligned}
$$

We rewrite (3.8) and (3.11) in terms of the above quantities:

$$
\begin{align*}
C_{21}^{k}= & \hat{W}_{21}^{k} \frac{\delta_{1}}{2 \sqrt{2 \pi}} \exp \left(-\frac{\delta_{1}^{2} y_{1}^{2}}{2}\right)\left[\operatorname{erfc}\left(\lambda_{21}^{k}\right)-\frac{1}{2} \operatorname{derfc}\left(\lambda_{21}^{k}, \lambda_{21}^{k}, \xi_{21}^{k}\right)\right] \\
& +\hat{W}_{12}^{-k} \frac{\delta_{2}}{2 \sqrt{2 \pi}} \exp \left(-\frac{\delta_{2}^{2} y_{2}^{2}}{2}\right)\left[\operatorname{erfc}\left(\lambda_{12}^{-k}\right)-\frac{1}{2} \operatorname{derfc}\left(\lambda_{12}^{-k}, \lambda_{12}^{-k}, \xi_{12}^{-k}\right)\right] \\
& +\hat{U}_{21}^{k} \mu_{21}^{k} \tag{B.2}
\end{align*}
$$

$$
\begin{align*}
& A_{1}^{k}= \hat{W}_{21}^{k}\left\{\frac{\delta_{1}^{3} y_{1}}{2 \sqrt{2 \pi}} \exp \left(-\frac{\delta_{1}^{2} y_{1}^{2}}{2}\right)\left[\operatorname{erfc}\left(\lambda_{21}^{k}\right)-\frac{1}{2} \operatorname{derfc}\left(\lambda_{21}^{k}, \lambda_{21}^{k}, \xi_{21}^{k}\right)\right]\right. \\
&\left.-\delta_{1}^{2} \cos \theta_{21}^{k} \mu_{21}^{k}\left[1-\operatorname{erfc}\left(\frac{\lambda_{21}^{k}\left(1-\xi_{21}^{k}\right)}{\sqrt{1-\left(\xi_{21}^{k}\right)^{2}}}\right)\right]\right\} \\
&+ \hat{W}_{12}^{-k} \mu_{12}^{-k}\left[1-\operatorname{erfc}\left(\frac{\lambda_{12}^{-k}\left(1-\xi_{12}^{-k}\right)}{\sqrt{1-\left(\xi_{12}^{-k}\right)^{2}}}\right)\right] \\
&+ \hat{U}_{21}^{k} \frac{\delta_{1}^{2}\left[y_{1}-\delta_{2}^{2} y_{2} \cos \theta_{11}^{k}\right] \mu_{21}^{k}}{\left(1-\delta_{1}^{2} \delta_{2}^{2} \cos ^{2} \theta_{21}^{k}\right)},  \tag{B.3}\\
& A_{2}^{k}=\hat{W}_{21}^{k} \mu_{21}^{k}\left[1-\operatorname{erfc}\left(\frac{\lambda_{21}^{k}\left(1-\xi_{21}^{k}\right)}{\sqrt{1-\left(\xi_{21}^{k}\right)^{2}}}\right)\right] \\
&+ \hat{W}_{12}^{-k}\left\{\frac{\delta_{2}^{3} y_{2}}{2 \sqrt{2 \pi}} \exp \left(-\frac{\delta_{2}^{2} y_{2}^{2}}{2}\right)\left[\operatorname{erfc}\left(\lambda_{12}^{-k}\right)-\frac{1}{2} \operatorname{derfc}\left(\lambda_{12}^{-k}, \lambda_{12}^{-k}, \xi_{12}^{-k}\right)\right]\right. \\
&\left.-\delta_{2}^{2} \cos \theta_{12}^{-k} \mu_{12}^{-k}\left[1-\operatorname{erfc}\left(\frac{\lambda_{12}^{-k}\left(1-\xi_{12}^{-k}\right)}{\sqrt{1-\left(\xi_{12}^{-k}\right)^{2}}}\right)\right]\right\} \\
&+ \hat{U}_{21}^{k} \frac{\delta_{2}^{2}\left[y_{2}-\delta_{1}^{2} y_{1} \cos \theta_{12}^{-k}\right] \mu_{12}^{-k}}{\left(1-\delta_{2}^{2} \delta_{1}^{2} \cos ^{2} \theta_{12}^{-k}\right)} . \tag{B.4}
\end{align*}
$$

The key point of these long formulas is that, with the exception of $\hat{W}_{21}^{k}, \hat{W}_{12}^{-k}$, and $\hat{U}_{21}^{k}$, all expressions are functions of the error function parameters of the measured neurons ( $\epsilon_{1}, \epsilon_{2}, y_{1}$, and $y_{2}$ ) and $\cos \theta_{21}^{k}=\cos \theta_{12}^{-k}$. The kernels (and hence $\cos \theta_{21}^{k}$ ) are computed from (3.6). The parameters $\epsilon_{q}$ and $y_{q}$, for $q=1,2$, can be calculated from (3.4) and (3.5) with the use of the formulas

$$
\begin{aligned}
& E\left\{g_{q}\left(\mathbf{h}_{q}^{i} \cdot \mathbf{X}\right)\right\}=\frac{1}{2} \operatorname{erfc}\left(\frac{\delta_{q} y_{q}}{\sqrt{2}}\right), \\
& E\left\{g_{q}^{\prime}\left(\mathbf{h}_{q}^{i} \cdot \mathbf{X}\right)\right\}=\frac{\delta_{q}}{\sqrt{2 \pi}} \exp \left(-\frac{\delta_{q}^{2} y_{q}^{2}}{2}\right)
\end{aligned}
$$

Appendix C. Estimating confidence intervals. We estimate the confidence interval of our measures using essentially the procedure outlined in Appendix B of [10]. Besides changing the base variables to those needed for the current analysis, we make the following two minor changes. First, we calculate the covariances of inner products accurately using the covariances among all the factors in the product. Second, since the statistics from different delays are uncoupled in our equations, we ignore covariances among statistics from different delays.
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#### Abstract

The eigenvalue problem for generalized natural modes of an inhomogeneous optical fiber without a sharp boundary is formulated as a problem for the set of time-harmonic Maxwell equations with the Reichardt condition at infinity in the cross-sectional plane. The generalized eigenvalues (including, as subsets, the well-known guided and leaky modes) of this problem are the complex propagation constants on a logarithmic Riemann surface. A theorem on spectrum localization is proved, and then the original problem is reduced to a nonlinear spectral problem with a compact integral operator. It is proved that the set of all eigenvalues of the original problem can only be a set of isolated points on the Riemann surface, and it is also proved that each eigenvalue depends continuously on the frequency and refraction index and can appear and disappear only at the boundary of the Riemann surface.
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1. Introduction. Optical fibers are dielectric waveguides (DWs), i.e., regular dielectric rods, having various cross sectional shapes, and where generally the refractive index of the dielectric may vary in the waveguide's cross section. Although existing technologies often result in a refractive index that is anisotropic, frequently it is possible to assume that the fiber is isotropic, which is the case investigated in this work. The study of the source-free electromagnetic fields, called natural modes, that can propagate on DWs necessitates that longitudinally the rod extend to infinity. Since often DWs are not shielded, the medium surrounding the waveguide transversely forms an unbounded domain, typically taken to be free space. This fact plays an extremely important role in the mathematical analysis of natural waveguide modes, and brings into consideration a variety of possible formulations. Each different formulation can be cast as an eigenvalue problem for the set of time-harmonic Maxwell equations, but they differ in the form of the condition imposed at infinity in the cross-sectional plane, and hence in the functional class of the natural-mode field. As we discuss below, this also restricts the localization of the eigenvalues in the complex plane of the eigenparameter.

Historically, the first DWs to be studied were step-index waveguides having circular cross section; interior to the waveguide, the refractive index was either homo-

[^140]geneous or coaxial-layered. In these cases, by using separation of variables, modal eigenvalue problems are easily reduced to families of transcendental dispersion equations associated with the azimuthal indices (see, e.g., [1], [2]). All questions concerning discreteness and existence of the natural-mode spectrum are settled "automatically" due to general results from the theory of complex variables and the analytic properties of cylindrical functions with integer indices and complex arguments.

For these circular cross section DWs the first class of natural modes to be studied were purely guided modes, which have real-valued wavenumbers. The fields of the guided modes are confined near to the waveguide, decaying exponentially transversely away from the waveguide, so that they belong to the space $L_{2}$ in the whole cross-sectional plane. Corresponding eigenvalue problems are self-adjoint. Later it was discovered that the guided modes of a circular DW can turn into (i.e., be analytically continued as) so-called leaky-wave modes, existing on the "improper" sheet of a square-root Riemann surface, with the wavenumbers migrating off the real axis of the "proper" sheet onto the "improper" sheet as some parameters of the structure vary [3]. It was noticed that leaky modes can be studied as solutions of a more general eigenvalue problem, without cross-sectional field confinement, due to some relaxed, although never explicitly formulated, condition at infinity.

Although leaky waves exist on an "improper" Riemann sheet, they have considerable physical importance in wave excitation and fiber discontinuity problems. In particular, it is known that the electromagnetic fields existing on a dielectric waveguide can be represented as a discrete sum of bound modes (which are the mentioned guided modes generated by the eigenvalues of the propagation constant on the real axis of the "proper" sheet) and a continuous sum (i.e., integral) of so-called radiation modes (whose physical sense still causes discussions) [1], [2], [4]. It has been shown that, although leaky waves are not themselves a part of a "proper" spectral field representation, in many cases the continuum of the radiation modes may be approximated by a discrete sum of leaky modes [5], representing the near field of a source-excited fiber. Often the leaky-wave sum can be reduced to a single term, providing a concise analytical form for the near-zone radiation field. Furthermore, various features in the far-field radiation pattern of a real, finite-length, source-driven fiber can be interpreted in terms of leaky-wave excitation. In addition to source-driven waveguides, leaky modes on longitudinally invariant fibers are important in the analysis of radiation and mode-conversion effects associated with waveguide discontinuities such as fiber splices [6], radiation from waveguide bends [7], and radiation from anisotropic fibers [8], [9]. Some properties of leaky modes on dielectric waveguides, and, in particular, dielectric fibers, are presented in [2], [3], [5], [6], [7], [8], [9], [10], [11], [12].

In addition to leaky modes, it was discovered that on the "proper" sheet, but off its real axis, one can also find other generalized eigenvalues (modal wavenumbers) [13] known as complex modes. Analogous results were obtained numerically for gradient-index DWs of arbitrary cross section [14]. These complex modes are often important in near-field fiber discontinuity problems and mode-matching analysis. It is important to note that all of these known types of natural modes can transform (be continued) one into another, following variation of some geometrical or material parameter or frequency. Due to the presence of the two-dimensional unbounded domain and the resulting Green's functions represented as Hankel functions, it is easy to see that the dispersion equations contain logarithmic as well as square-root-type branch points.

If the cross section is not circular, the study of the natural modes encounters both methodological and numerical problems. In [15] an elliptic DW was studied by using expansions in terms of Mathieu functions. However, in that work as well as in other studies of waveguides having complicated cross sections, or of multirod waveguides, the modal problems are reduced not to transcendental equations but to infinite matrix equations or integral equations (IEs). Hence, it is necessary to base the analysis on the theory of operator-functions depending on parameters. Once again, by restricting the desired field behavior in the cross-sectional plane, one arrives at different formulations of the eigenvalue problem in terms of the transverse condition at infinity; eigenvalue localization and the function class of the natural mode field are tied up with this condition.

In recent years, research on the natural modes of arbitrarily shaped DWs has been focused on the development of efficient and reliable computational methods. For instance, in $[16]$ the eigenvalue problem for the natural modes of arbitrary DWs was studied by splitting the differential operator into self-adjoint and perturbation parts and using a discretization in terms of the eigenfunctions of the self-adjoint operator. This enabled the authors to develop a very efficient numerical technique, although its convergence was not proven.

In the papers on numerical methods for DWs, the mathematical grounding of the methods was frequently neglected; however, useful insight into the encountered difficulties and modal behavior has been discussed (e.g., see [17], [18]). The most rigorous efforts were connected with IE formulations. Within this class the domain IE method has the attractive advantage of being applicable to cross-sectionally inhomogeneous (and, in fact, anisotropic) DWs [19], [20]. A problem with domain IEs is that they are strongly singular, which previously prevented their use in a mathematical study of the spectrum of the eigenvalues, with the exception of [21] for the purely guided modes of an inhomogeneous DW. For real-valued propagation constants it was proven in [21] that the operator of the domain IE is semi-Fredholm.

A rigorous mathematical study of an arbitrary-shaped DW was performed in [22] within the guided (proper) mode formulation. This enabled the authors to make extensive use of the theory of unbounded self-adjoint operators. For example, by using the min-max principle, they proved the existence of guided modes, the number of which is finite and depends on frequency. However, generalized natural modes having complex valued propagation constants cannot be studied by this approach.

The above considerations give a new thrust to the idea of elaborating a generalized formulation of the modal eigenproblem in order to bring together all the possible natural-mode solutions. All of the known natural-mode solutions (i.e., guided modes, leaky modes, complex modes) satisfy the Reichardt condition [23] at infinity. The wavenumbers may be generally considered on the appropriate logarithmic Riemann surface. The Reichardt condition in this problem is connected with the fact that the wavenumber may be complex. For real wavenumbers on the principal ("proper") sheet of this Riemann surface, one can reduce the Reichardt condition to either the Sommerfeld radiation condition or to the condition of exponential decay. The Reichardt condition may be considered as a generalization of the Sommerfeld radiation condition and can be applied for complex wavenumbers. This condition may also be considered as the continuation of the Sommerfeld radiation condition from a part of the real axis of the complex parameter (wavenumber) to the appropriate logarithmic Riemann surface.

During recent years the Reichardt condition has been widely used for statements of various wave propagation problems [24], [25], [26]. By using the Reichardt condition, the problems on generalized modes of microstrip and slot lines on a cylindrical substrate were investigated in [27], [28], [29]. Tensor Green's functions of generic open waveguides with compact cross sections were analyzed in [30] by using Fourier transforms and IE techniques in the transform domain. It was shown that the complexvalued poles of analytic continuations of the Green's functions satisfy a certain eigenvalue problem. Their residues can be interpreted as the generalized natural modes. In this case, the eigenvalue problem should be formulated with the Reichardt condition at infinity. Reducing Maxwell's equations to an IE and converting the latter to a Fredholm second kind equation enabled the proof of some important properties of the spectrum of the generalized modes. Furthermore, in [31], [32] a similar formulation was applied to study generalized guided modes in DWs, and a numerical algorithm was developed based on a Galerkin discretization in terms of a trigonometric basis.

In this paper we extend the approach of [30], [31], [32] to the analysis of generalized natural modes of arbitrary-cross-section DWs having inhomogeneous (although continuous) refractive index. Here, we use the model of DW without a sharp boundary, as was proposed in [33]. Such an approach enables one to reduce the original problem to a nonlinear spectral problem with a compact integral operator, and was originally introduced in [34] and used in [35]. We present a unified and rigorous theory of generalized natural modes in terms of the Reichardt condition at infinity.

The rest of this paper is organized as follows. Physical assumptions, basic equations, and notation are presented in section 2 . In section 3 we formulate the modal eigenvalue problem as a problem for the set of time-harmonic Maxwell equations with the Reichardt condition at infinity in the cross-sectional plane. The eigenvalues of this problem are the complex propagation constants of the natural modes, and we introduce a classification of modal eigenvalues in terms of their location on the logarithmic Riemann surface. In section 4 we prove a theorem on localization of eigenvalues, where it is established that there exists a domain free of eigenvalues on this surface. In section 5 we investigate the eigenvalues as functions of frequency and refractive index, and we reduce the original problem to a nonlinear spectral problem with a compact integral operator. Using general results from the spectral theory of operator-valued functions [36], we prove that the set of all eigenvalues of the original problem can only be a set of isolated points on the logarithmic Riemann surface, and also we prove that each eigenvalue depends continuously on frequency and refractive index, and can appear and disappear only at the boundary of the logarithmic Riemann surface.
2. Basic relations. We consider the generalized natural modes of the regular DW shown in Figure 1. Let the three-dimensional space $\left\{\left(x_{1}, x_{2}, x_{3}\right):-\infty<\right.$ $\left.x_{1}, x_{2}, x_{3}<\infty\right\}$ be occupied by an isotropic source-free medium, and let the refractive index be prescribed as a positive real-valued function $n=n\left(x_{1}, x_{2}\right)$ independent of the longitudinal coordinate $x_{3}$ and equal to a constant $n_{\infty}$ outside a cylinder. The axis of the cylinder is parallel to the $x_{3}$-axis, and its cross section is a bounded domain $\Omega$ with a Lipschitz boundary on the plane $\mathbb{R}^{2}=\left\{\left(x_{1}, x_{2}\right):-\infty<x_{1}, x_{2}<\infty\right\}$. Denote by $\Omega_{\infty}$ the unbounded domain $\Omega_{\infty}=\mathbb{R}^{2} \backslash \bar{\Omega}$, and denote by $n_{+}$the maximum of the function $n$ in the domain $\Omega$, where $n_{+}>n_{\infty}$. Let the function $n$ belong to the space of real-valued twice continuously differentiable functions in $\mathbb{R}^{2}$.

The modal problem can be formulated as a vector eigenvalue problem for the set of harmonic Maxwell equations, assuming that electric and magnetic field vectors


Fig. 1. Geometry of a dielectric waveguide.
have the form

$$
\begin{align*}
\mathcal{E}\left(x, x_{3}, t\right) & =\operatorname{Re}\left(\mathrm{E}(x) \exp \left(i \beta x_{3}-i \omega t\right)\right)  \tag{1}\\
\mathcal{H}\left(x, x_{3}, t\right) & =\operatorname{Re}\left(\mathrm{H}(x) \exp \left(i \beta x_{3}-i \omega t\right)\right) \tag{2}
\end{align*}
$$

Here $x=\left(x_{1}, x_{2}\right), \omega>0$ is the radian frequency, $\beta$ is the complex-valued modal wavenumber (or propagation constant), and E and H are complex amplitudes of $\mathcal{E}$ and $\mathcal{H}$. For the sake of clarity, we note that, unlike in [22], we consider the propagation constant $\beta$ as an unknown complex parameter and $\omega>0$ as a given parameter. Such a choice seems to be commonly adopted in the fiber optics and microwave research communities due to the easy control of frequency.

For the fields of the form (1), (2), the set of Maxwell equations becomes

$$
\begin{align*}
& \operatorname{Rot}_{\beta} \mathrm{E}=i \omega \mu_{0} \mathrm{H}, \quad x \in \mathbb{R}^{2},  \tag{3}\\
& \operatorname{Rot}_{\beta} \mathrm{H}=-i \omega \varepsilon_{0} n^{2} \mathrm{E}, \quad x \in \mathbb{R}^{2} . \tag{4}
\end{align*}
$$

Here $\varepsilon_{0}, \mu_{0}$ are the free-space dielectric and magnetic constants, respectively, and

$$
\operatorname{Rot}_{\beta} \mathrm{E}=\left[\begin{array}{c}
\partial E_{3} / \partial x_{2}-i \beta E_{2}  \tag{5}\\
i \beta E_{1}-\partial E_{3} / \partial x_{1} \\
\partial E_{2} / \partial x_{1}-\partial E_{1} / \partial x_{2}
\end{array}\right]
$$

By $C^{2}\left(\mathbb{R}^{2}\right)$ denote the space of twice continuously differentiable in $\mathbb{R}^{2}$ complex-valued functions. We shall be seeking nonzero solutions $[\mathrm{E}, \mathrm{H}]$ of set (3), (4) in the space $\left(C^{2}\left(\mathbb{R}^{2}\right)\right)^{6}$.

Let F be a three-dimensional vector-function,

$$
\mathrm{F}=\left[\begin{array}{l}
F_{1} \\
F_{2} \\
F_{3}
\end{array}\right] \in\left(C^{2}\left(\mathbb{R}^{2}\right)\right)^{3},
$$

and let $u \in C^{2}\left(\mathbb{R}^{2}\right)$ be a scalar function. By definition, set

$$
\begin{gather*}
\operatorname{Div}_{\beta} \mathrm{F}=\frac{\partial F_{1}}{\partial x_{1}}+\frac{\partial F_{2}}{\partial x_{2}}+i \beta F_{3}  \tag{6}\\
\Delta u=\frac{\partial^{2} u}{\partial x_{1}^{2}}+\frac{\partial^{2} u}{\partial x_{2}^{2}}  \tag{7}\\
\operatorname{Grad}_{\beta} u=\left[\begin{array}{c}
\partial u / \partial x_{1} \\
\partial u / \partial x_{2} \\
i \beta u
\end{array}\right], \quad \operatorname{grad} u=\left[\begin{array}{c}
\partial u / \partial x_{1} \\
\partial u / \partial x_{2} \\
0
\end{array}\right],  \tag{8}\\
\operatorname{grad}_{2} u=\left[\begin{array}{c}
\partial u / \partial x_{1} \\
\partial u / \partial x_{2}
\end{array}\right], \quad \mathbf{F}=\left[\begin{array}{c}
F_{1} \\
F_{2}
\end{array}\right] \tag{9}
\end{gather*}
$$

By direct calculation it is easy to obtain the following equations:

$$
\begin{gather*}
\operatorname{Div}_{\beta}\left(\operatorname{Grad}_{\beta} u\right)=\Delta u-\beta^{2} u  \tag{10}\\
\operatorname{Div}_{\beta}\left(\operatorname{Rot}_{\beta} \mathrm{F}\right)=0  \tag{11}\\
\operatorname{Div}_{\beta}(u \mathrm{~F})=u \operatorname{Div}_{\beta} \mathrm{F}+(\mathrm{F}, \operatorname{grad} u)  \tag{12}\\
\operatorname{Rot}_{\beta}\left(\operatorname{Grad}_{\beta} u\right)=0  \tag{13}\\
\operatorname{Rot}_{\beta}\left(\operatorname{Rot}_{\beta} \mathrm{F}\right)=-\Delta \mathrm{F}+\beta^{2} \mathrm{~F}+\operatorname{Grad}_{\beta}\left(\operatorname{Div}_{\beta} \mathrm{F}\right) \tag{14}
\end{gather*}
$$

where

$$
\begin{equation*}
(\mathrm{F}, \mathrm{~L})=\sum_{i=1}^{3} F_{i} L_{i} . \tag{15}
\end{equation*}
$$

Lemma 2.1. If $[\mathrm{E}, \mathrm{H}]$ is a solution of the set (2.3), (2.4), then for $x \in \mathbb{R}^{2}$

$$
\begin{gather*}
\operatorname{Rot}_{\beta}\left(\operatorname{Rot}_{\beta} \mathrm{E}\right)=k^{2} n^{2} \mathrm{E}  \tag{16}\\
\operatorname{Rot}_{\beta}\left(n^{-2} \operatorname{Rot}_{\beta} \mathrm{H}\right)=k^{2} \mathrm{H}  \tag{17}\\
\operatorname{Div}_{\beta}\left(n^{2} \mathrm{E}\right)=0  \tag{18}\\
\operatorname{Div}_{\beta}(\mathrm{H})=0 \tag{19}
\end{gather*}
$$

where $k^{2}=\varepsilon_{0} \mu_{0} \omega^{2}$.
Proof. Applying the $\operatorname{Rot}_{\beta}$ operator to both sides of (3) and (4), we obtain (16), (17). Applying the $\operatorname{Div}_{\beta}$ operator to both sides of (3) and (4) and using (11), we obtain (18), (19).

Lemma 2.2. If $[\mathrm{E}, \mathrm{H}]$ is a solution of the set (2.3), (2.4), then

$$
\begin{equation*}
\operatorname{Div}_{\beta}\left(\left(n^{2}-n_{\infty}^{2}\right) \mathrm{E}\right)=n_{\infty}^{2}\left(\mathrm{E}, n^{-2} \operatorname{grad} n^{2}\right), \quad x \in \mathbb{R}^{2} \tag{20}
\end{equation*}
$$

Proof. Using (12) leads to

$$
\begin{equation*}
\operatorname{Div}_{\beta}\left(\left(n^{2}-n_{\infty}^{2}\right) \mathrm{E}\right)=\left(n^{2}-n_{\infty}^{2}\right) \operatorname{Div}_{\beta} \mathrm{E}+\left(\mathrm{E}, \operatorname{grad}\left(n^{2}-n_{\infty}^{2}\right)\right), \quad x \in \mathbb{R}^{2} \tag{21}
\end{equation*}
$$

Taking into account (18) and (12), we arrive at

$$
\begin{equation*}
-\operatorname{Div}_{\beta} \mathrm{E}=\left(\mathrm{E}, n^{-2} \operatorname{grad} n^{2}\right), \quad x \in \mathbb{R}^{2} \tag{22}
\end{equation*}
$$

Combining (21) and (22), we obtain (20).

Lemma 2.3. If $[\mathrm{E}, \mathrm{H}]$ is a solution of the set (2.3), (2.4), then

$$
\left[\Delta+\left(k^{2} n_{\infty}^{2}-\beta^{2}\right)\right]\left[\begin{array}{l}
\mathrm{E}  \tag{23}\\
\mathrm{H}
\end{array}\right]=0, \quad x \in \Omega_{\infty}
$$

Proof. The function $n$ is equal to a constant $n_{\infty}$ in the domain $\Omega_{\infty}$. Therefore we obtain (23) from (16)-(19) and (14).
3. Reichardt condition. Because the domain $\Omega_{\infty}$ is unbounded, to have the problem formulation complete we have to specify the behavior of E and H at infinity. This can be done in various ways; for the problem under consideration the most general condition is the Reichardt condition [23], as discussed below. Denote by $\Omega_{R}$ a circle $\Omega_{R}=\left\{x \in \mathbb{R}^{2}:|x| \leq R\right\}$, and by $\Gamma_{R}$ the boundary of $\Omega_{R}$.

Definition 3.1. Let $R_{0}$ be a large positive constant such that $\Omega \subset \Omega_{R_{0}}$. We say that functions E and H satisfy the Reichardt condition if the functions E and H can be represented for all $x \in \mathbb{R}^{2} \backslash \Omega_{R_{0}}$ as

$$
\left[\begin{array}{l}
\mathrm{E}  \tag{24}\\
\mathrm{H}
\end{array}\right]=\sum_{l=-\infty}^{\infty}\left[\begin{array}{l}
\mathrm{A}_{l} \\
\mathrm{~B}_{l}
\end{array}\right] H_{l}^{(1)}(\chi r) \exp (i l \varphi)
$$

where $H_{l}^{(1)}$ is the Hankel function of the first kind and index l (see, e.g., [37]), (r, $\varphi$ ) are the polar coordinates of the point $x$, and $\chi=\sqrt{k^{2} n_{\infty}^{2}-\beta^{2}}$. The series in (3.1) should converge uniformly and absolutely.

Definition 3.2. By $\Lambda$ denote the Riemann surface of the function $\ln \chi(\beta)$. A nonzero vector $[\mathrm{E}, \mathrm{H}] \in\left(C^{2}\left(\mathbb{R}^{2}\right)\right)^{6}$ is referred to as a generalized eigenvector (or eigenmode) of the problem (2.3), (2.4), and (3.1) corresponding to an eigenvalue $\beta \in \Lambda$ if the relations of problem (2.3), (2.4), and (3.1) are valid.

In order to discuss the Reichardt condition in more detail, we need to analyze the Riemann surface $\Lambda$ and consider the different types of modes that are possible.
3.1. Riemann surface $\boldsymbol{\Lambda}$. The Hankel functions $H_{l}^{(1)}(\chi(\beta) r)$ are many-valued functions of the variable $\beta$. If we want to consider these functions as holomorphic functions, it is seen that $\beta$ should be considered on the set $\Lambda$, which is the Riemann surface of the function $\ln \chi(\beta)$. This is due to the fact that Hankel functions can be represented as

$$
\begin{equation*}
H_{l}^{(1)}(\chi r)=c_{l}^{(1)}(\chi r) \ln (\chi r)+R_{l}^{(1)}(\chi r) \tag{25}
\end{equation*}
$$

where $c_{l}^{(1)}(\chi r)$ and $R_{l}^{(1)}(\chi r)$ are holomorphic single-valued functions (see, e.g., [37]). The Riemann surface $\Lambda$ is infinitely sheeted, with each sheet having two branch points, $\beta= \pm k n_{\infty}$. More precisely, due to the branching of $\chi(\beta)$ itself, we consider an infinite number of logarithmic branches $\Lambda_{m}, m=0, \pm 1, \ldots$, each consisting of two squareroot sheets of the complex variable $\beta: \Lambda_{m}^{(1)}$ and $\Lambda_{m}^{(2)}$. By $\Lambda_{0}^{(1)}$ denote the principal ("proper") sheet of $\Lambda$, which is specified by the conditions

$$
\begin{equation*}
-\pi / 2<\arg \chi(\beta)<\frac{3 \pi}{2}, \quad \operatorname{Im}(\chi(\beta)) \geq 0, \quad \beta \in \Lambda_{0}^{(1)} \tag{26}
\end{equation*}
$$

The "improper" sheet $\Lambda_{0}^{(2)}$ is specified by the conditions

$$
\begin{equation*}
-\pi 2<\arg \chi(\beta)<\frac{3 \pi}{2}, \quad \operatorname{Im}(\chi(\beta))<0, \quad \beta \in \Lambda_{0}^{(2)} \tag{27}
\end{equation*}
$$

Denote also the whole real axis of $\Lambda_{0}^{(1)}$ as $R_{0}^{(1)}$, and that of $\Lambda_{0}^{(2)}$ as $R_{0}^{(2)}$. All the other pairs of sheets $\Lambda_{m \neq 0}^{(1),(2)}$ differ from $\Lambda_{0}^{(1),(2)}$ by a shift in $\arg \chi(\beta)$ equal to $2 \pi m$, and satisfy the conditions

$$
\begin{array}{ll}
-\pi / 2+2 \pi m<\arg \chi(\beta)<\frac{3 \pi}{2}+2 \pi m, & \operatorname{Im}(\chi(\beta)) \geq 0,  \tag{28}\\
-\pi \in \Lambda_{m}^{(1)} \\
-\pi / 2+2 \pi m<\arg \chi(\beta)<\frac{3 \pi}{2}+2 \pi m, & \operatorname{Im}(\chi(\beta))<0, \quad \beta \in \Lambda_{m}^{(2)}
\end{array}
$$

Hence, on $\Lambda_{0}^{(1)}$ there is only a pair of branch-cuts dividing it from $\Lambda_{0}^{(2)}$; they run along the real axis at $|\beta|<k n_{\infty}$ and along the imaginary axis. On $\Lambda_{0}^{(2)}$, additionally, there is a pair of branch-cuts dividing it from $\Lambda_{ \pm 1}^{(2)}$; they run along the real axis at $|\beta|>k n_{\infty}$.
3.2. Purely guided, complex, and leaky-wave modes. Denote a set of points on the real axis $R_{0}^{(1)}$ of the sheet $\Lambda_{0}^{(1)}$ by $G$, that is, the union of two intervals:

$$
\begin{equation*}
G=\left\{\beta \in R_{0}^{(1)}: k n_{\infty}<|\beta|<k n_{+}\right\} \tag{29}
\end{equation*}
$$

By $C_{0}^{(1)}$ denote the set

$$
\begin{equation*}
C_{0}^{(1)}=\left\{\beta \in \Lambda_{0}^{(1)}: \operatorname{Re} \beta \neq 0\right\} \backslash R_{0}^{(1)} \tag{30}
\end{equation*}
$$

Propagation constants $\beta$ of purely guided modes, complex modes, and leaky-wave modes belong to sets $G \subset \Lambda_{0}^{(1)}, C_{0}^{(1)} \subset \Lambda_{0}^{(1)}$, and $\Lambda_{0}^{(2)} \backslash R_{0}^{(2)}$, respectively.

If $-\pi / 2<\arg \chi<3 \pi / 2$, then the large-argument asymptotic forms of the Hankel functions of the first kind are known (see, e.g., [37]) to be

$$
\begin{equation*}
H_{l}^{(1)}(\chi r)=\sqrt{\frac{2}{\pi \chi r}} \exp \left[i\left(\chi r-\frac{l \pi}{2}-\frac{\pi}{4}\right)\right]\left[1+O\left(\frac{1}{\chi r}\right)\right], \quad r \rightarrow \infty \tag{31}
\end{equation*}
$$

Hence, if $-\pi / 2<\arg \chi<3 \pi / 2, \operatorname{Im}(\chi) \neq 0$, and a function $[\mathrm{E}, \mathrm{H}]$ satisfies the Reichardt condition, then this function satisfies the following condition at infinity:

$$
\left[\begin{array}{l}
\mathrm{E}  \tag{32}\\
\mathrm{H}
\end{array}\right]=\exp (i \chi r) O\left(\frac{1}{\sqrt{r}}\right), \quad r \rightarrow \infty
$$

It is easy to see that for purely guided and complex modes, $\operatorname{Im}(\chi)>0$. Therefore corresponding eigenmodes $[\mathrm{E}, \mathrm{H}]$ decay at infinity as $\exp (-\operatorname{Im}(\chi) r) r^{-1 / 2}$. Eigenvectors $[\mathrm{E}, \mathrm{H}]$ of leaky-wave modes grow at infinity as $\exp (-\operatorname{Im}(\chi) r) r^{-1 / 2}$ because $\operatorname{Im}(\chi)<0$ for them.
3.3. Radiation modes. By $D$ denote the set

$$
\begin{equation*}
D=\left\{\beta \in \Lambda_{0}^{(1)}: \operatorname{Re} \beta=0\right\} \bigcup\left\{\beta \in R_{0}^{(1)}:|\beta|<k n_{\infty}\right\} \tag{33}
\end{equation*}
$$

The continuous spectrum of radiation modes belongs to domain $D$, and each radiation mode can be expressed as (see [1])

$$
\left[\begin{array}{l}
\mathrm{E}  \tag{34}\\
\mathrm{H}
\end{array}\right]=\sum_{l=-\infty}^{\infty}\left[\begin{array}{l}
\mathrm{A}_{l} \\
\mathrm{~B}_{l}
\end{array}\right] H_{l}^{(1)}(\chi r) \exp (i l \varphi)+\sum_{l=-\infty}^{\infty}\left[\begin{array}{l}
\mathrm{C}_{l} \\
\mathrm{D}_{l}
\end{array}\right] H_{l}^{(2)}(\chi r) \exp (i l \varphi),
$$

where $x \in \mathbb{R}^{2} \backslash \Omega_{R_{0}}$ and $H_{l}^{(2)}$ is the Hankel function of the second kind and index $l$ (see, e.g., [37]).

If $-\pi / 2<\arg \chi<3 \pi / 2$, then the large-argument asymptotic forms of the Hankel functions of the second kind are known (see, e.g., [37]) to be

$$
\begin{equation*}
H_{l}^{(2)}(\chi r)=\sqrt{\frac{2}{\pi \chi r}} \exp \left[-i\left(\chi r-\frac{l \pi}{2}-\frac{\pi}{4}\right)\right]\left[1+O\left(\frac{1}{\chi r}\right)\right], \quad r \rightarrow \infty \tag{35}
\end{equation*}
$$

It is easy to see that for radiation modes $\operatorname{Im}(\chi)=0$, and that the radiation modes satisfy the following condition at infinity:

$$
\left[\begin{array}{c}
\mathrm{E}  \tag{36}\\
\mathrm{H}
\end{array}\right]=O\left(\frac{1}{\sqrt{r}}\right), \quad r \rightarrow \infty
$$

The Reichardt condition (24) for all functions which satisfy (23) and all $\beta \in D$ is equivalent to the Sommerfeld condition

$$
\left(\frac{\partial}{\partial r}-i \chi\right)\left[\begin{array}{l}
\mathrm{E}  \tag{37}\\
\mathrm{H}
\end{array}\right]=o\left(\frac{1}{\sqrt{r}}\right), \quad r \rightarrow \infty
$$

a fact which was proven in [38]. Therefore, radiation modes do not satisfy the Reichardt condition (24). In section 4 we will prove that the set $D$ is free of the eigenvalues of problem (3), (4), and (24). In section 5, using the Reichardt condition (24), we will reduce problem (3), (4), and (24) to a problem with a purely point spectrum. Therefore, in this work we will not investigate the continuous spectrum of radiation modes.
3.4. Mode notation. The eigenvectors corresponding to the eigenvalues $\beta \in$ $R_{0}^{(1)}$ such that $|\beta|<k n_{\infty}$ and satisfying the Sommerfeld condition (37) do not exist in a "passive" DW (i.e., when $\operatorname{Im} n^{2}=0$ ), which we investigate in this paper. However, if the waveguide is "active," i.e., if $\operatorname{Im} n^{2}<0$, then such modes, radiating to $r \rightarrow \infty$ (i.e., satisfying the Sommerfeld condition (37)) and propagating along $x_{3}$ without attenuation, may exist. In contrast, the eigenvectors corresponding to the eigenvalues $\beta \in G \subset R_{0}^{(1)}$ satisfy the condition of exponential decay at infinity. We suggest calling all natural modes generated by the real-axis eigenvalues eigenmodes, and, to distinguish between them, calling the first ones radiating eigenmodes and the second guided-wave eigenmodes. Note, however, that our radiating eigenmodes should not be confused with the "radiation modes" discussed in the previous section. Note that the condition (24) leads to a non-self-adjoint problem in general, which becomes self-adjoint if $\beta \in G$, i.e., for the guided-wave eigenmodes.

If $\beta \in \Lambda_{0}^{(1),(2)}$ but off $R_{0}^{(1)}$, then the corresponding modes will be called quasi eigenmodes: they consist of the exponentially decaying "proper" complex quasi eigenmodes if $\beta \in C_{0}^{(1)}$, the exponentially growing leaky-wave quasi eigenmodes if $\beta \in$ $\Lambda_{0}^{(2)} \backslash R_{0}^{(2)}$, and the exponentially growing "anti-guided" quasi eigenmodes if $\beta \in R_{0}^{(2)}$ such that $|\beta|>k n_{\infty}$.

For all $m \neq 0, l=0, \pm 1, \pm 2, \ldots$, and $\beta \in \bigcup_{m \neq 0}\left(\Lambda_{m}^{(1)} \bigcup \Lambda_{m}^{(2)}\right)$ we have

$$
\begin{equation*}
H_{l}^{(1)}(\chi \exp (i 2 \pi m) r)=\alpha_{l}^{(m)} H_{l}^{(1)}(\chi r)+\gamma_{l}^{(m)} H_{l}^{(2)}(\chi r), \quad \alpha_{l}^{(m)}, \gamma_{l}^{(m)} \neq 0 \tag{38}
\end{equation*}
$$

All of the modes whose wavenumbers are located on the higher-order pairs of sheets $\Lambda_{m \neq 0}^{(1),(2)}$ will be collectively called pseudoeigenmodes because, according to (31), (35),
and (38), they are composed of a sum of incoming and outgoing cylindrical waves. Another justification of this terminology is that all of the possible eigenmodes in a "passive" DW are solutions of a self-adjoint problem, whereas quasi eigenmodes and pseudoeigenmodes satisfy non-self-adjoint problems.

The eigenvalues $\beta$ on $\Lambda$ possess a symmetry which is a consequence of equivalency between positive and negative directions along the longitudinal axis $x_{3}$ and time $t$ (see [33]). Namely, if $\beta$ is an eigenvalue and $[\mathrm{E}, \mathrm{H}]$ is a corresponding generalized eigenvector, then $-\beta$ is also an eigenvalue, with the generalized eigenvector given by $[-\mathrm{E}, \mathrm{H}]$. Further, because $\operatorname{Im} \omega=0$ and $\operatorname{Im} n=0$, the complex-conjugate numbers $\pm \bar{\beta}$ are eigenvalues as well, with the eigenvectors given by $[\mp \overline{\mathrm{E}},-\overline{\mathrm{H}}]$. All these facts can be easily verified by direct substitution into (3), (4), and (24). We shall call the above-mentioned modes forward, backward, conjugate, and backward-conjugate modes, respectively.

## 4. Localization of the eigenvalues.

Theorem 4.1. The sets $B=\left\{\beta \in R_{0}^{(1)}:|\beta| \geq k n_{+}\right\}$and $D$ are free of the eigenvalues of problem (2.3), (2.4), and (3.1).

Proof. Suppose that conditions (3), (4), and (24) are satisfied for some $[\mathrm{E}, \mathrm{H}] \in$ $\left(C^{2}\left(\mathbb{R}^{2}\right)\right)^{6}$ and $\beta \in B$. Multiplying both sides of (17) by $\overline{\mathrm{H}}$, integrating over $\mathbb{R}^{2}$, and using (31), we obtain

$$
\begin{align*}
k^{2} \int_{\mathbb{R}^{2}}|\mathrm{H}|^{2} d x & =\int_{\mathbb{R}^{2}}\left(\operatorname{Rot}_{\beta}\left(\frac{1}{n^{2}} \operatorname{Rot}_{\beta} \mathrm{H}\right), \overline{\mathrm{H}}\right) d x  \tag{39}\\
& =\int_{\mathbb{R}^{2}}\left(\frac{1}{n^{2}} \operatorname{Rot}_{\beta} \mathrm{H}, \overline{\operatorname{Rot}_{\beta} \mathrm{H}}\right) d x \\
& \geq \frac{1}{n_{+}^{2}} \int_{\mathbb{R}^{2}}\left(\operatorname{Rot}_{\beta} \mathrm{H}, \overline{\operatorname{Rot}_{\beta} \mathrm{H}}\right) d x \\
& =\frac{1}{n_{+}^{2}} \int_{\mathbb{R}^{2}}\left(\operatorname{Rot}_{\beta}\left(\operatorname{Rot}_{\beta} \mathrm{H}\right), \overline{\mathrm{H}}\right) d x .
\end{align*}
$$

Combining this with (19) and (14), we obtain

$$
\begin{align*}
k^{2} \int_{\mathbb{R}^{2}}|\mathrm{H}|^{2} d x & \geq \frac{1}{n_{+}^{2}} \int_{\mathbb{R}^{2}}\left(-\Delta \mathrm{H}+\beta^{2} \mathrm{H}, \overline{\mathrm{H}}\right) d x  \tag{40}\\
& =\frac{1}{n_{+}^{2}} \int_{\mathbb{R}^{2}}|\operatorname{grad} \mathrm{H}|^{2} d x+\frac{\beta^{2}}{n_{+}^{2}} \int_{\mathbb{R}^{2}}|\mathrm{H}|^{2} d x .
\end{align*}
$$

Therefore, we have

$$
\begin{equation*}
\left(\beta^{2}-k^{2} n_{+}^{2}\right) \int_{\mathbb{R}^{2}}|\mathrm{H}|^{2} d x+\int_{\mathbb{R}^{2}}|\operatorname{grad} H|^{2} d x \leq 0 . \tag{41}
\end{equation*}
$$

Hence, if $\beta \in B$ and $|\beta|>k n_{+}$, then $\mathrm{H}=0$ for $x \in \mathbb{R}^{2}$, and

$$
\begin{equation*}
\mathrm{E}=\frac{-1}{\left(i \omega \varepsilon_{0} n^{2}\right)} \operatorname{Rot}_{\beta} \mathrm{H}=0 \tag{42}
\end{equation*}
$$

for $x \in \mathbb{R}^{2}$. If $\beta \in B$ and $|\beta|=k n_{+}$, then the function H is equivalent to a constant in $\mathbb{R}^{2}$, but if H satisfies (24), then it must vanish at infinity for all $\beta \in B$. Therefore,
if $\beta \in B$ and $|\beta|=k n_{+}$, then $\mathrm{H}=0$ for $x \in \mathbb{R}^{2}$, and $\mathrm{E}=0$ for $x \in \mathbb{R}^{2}$. Therefore the vector $[\mathrm{E}, \mathrm{H}]$ is not an eigenvector of problem (3), (4), and (24) if $\beta \in B$.

Now suppose that conditions (3), (4), and (24) are satisfied for some $[\mathrm{E}, \mathrm{H}] \in$ $\left(C^{2}\left(\mathbb{R}^{2}\right)\right)^{6}$ and $\beta \in D$. Multiplying both sides of (16) by $\overline{\mathrm{E}}$, integrating over $\Omega_{R}$ where $R \geq R_{0}$, and using (14) and (18), we obtain

$$
\begin{align*}
k^{2} \int_{\Omega_{R}} n^{2}|\mathrm{E}|^{2} d x= & \int_{\Omega_{R}}\left(\operatorname{Rot}_{\beta}\left(\operatorname{Rot}_{\beta} \mathrm{E}\right), \overline{\mathrm{E}}\right) d x  \tag{43}\\
= & \int_{\Omega_{R}}\left(-\Delta \mathrm{E}+\beta^{2} \mathrm{E}+\operatorname{Grad}_{\beta}\left(\operatorname{Div}_{\beta} \mathrm{E}\right), \overline{\mathrm{E}}\right) d x \\
= & \int_{\Omega_{\mathrm{R}}}|\operatorname{gradE}|^{2} d x-\int_{\Gamma_{R}}\left(\frac{\partial \mathrm{E}}{\partial|x|}, \overline{\mathrm{E}}\right) d x+\beta^{2} \int_{\Omega_{\mathrm{R}}}|\mathrm{E}|^{2} d x \\
& -\int_{\Omega_{R}}\left|\operatorname{Div}_{\beta} \mathrm{E}\right|^{2} d x .
\end{align*}
$$

For all $\beta \in D$ the number $\beta^{2}$ is real, and therefore we have

$$
\begin{equation*}
\operatorname{Im} \int_{\Gamma_{R}}\left(\frac{\partial \mathrm{E}}{\partial|x|}, \overline{\mathrm{E}}\right) d x=0, \quad R \geq R_{0} \tag{44}
\end{equation*}
$$

If we combine this with (24), we obtain

$$
\begin{equation*}
2 \pi \chi R \sum_{l=-\infty}^{\infty} \operatorname{Im}\left[H_{l}^{(2)}(\chi R) H_{l}^{(1)^{\prime}}(\chi R)\right]\left|\mathrm{A}_{l}\right|^{2}=0, \quad R \geq R_{0} \tag{45}
\end{equation*}
$$

We also have

$$
\begin{equation*}
\operatorname{Im}\left[H_{l}^{(2)}(\chi R) H_{l}^{(1)^{\prime}}(\chi R)\right]=\frac{2}{\pi \chi R}, \quad l=0, \pm 1, \pm 2, \ldots \tag{46}
\end{equation*}
$$

which leads to $A_{l}=0$ for all $l$ and any $R \geq R_{0}$. Hence $\mathrm{E}=0$ for $r \geq R_{0}$. Under the assumption of the smoothness of the function $n$, we have $\mathrm{E}=0$ for $x \in \Omega_{R_{0}}$ (see [39, p. 190]) and

$$
\begin{equation*}
\mathrm{H}=\frac{1}{\left(i \omega \mu_{0}\right)} \operatorname{Rot}_{\beta} \mathrm{E}=0 \tag{47}
\end{equation*}
$$

for $x \in \mathbb{R}^{2}$. Therefore the vector $[\mathrm{E}, \mathrm{H}]$ is not an eigenvector of problem (3), (4), and (24) if $\beta \in D$. The proof of the theorem is complete.
5. Discreteness and dependence of the eigenvalues on parameters. Now we shall prove that the set of all eigenvalues of problem (3), (4), and (24) can be only a set of isolated points on $\Lambda$. We shall also investigate the behavior of eigenvalues $\beta$ of the problem (3), (4), and (24) as functions of parameters $n_{\infty} \in \mathbb{R}_{+}$and $\omega \in \mathbb{R}_{+}$, where $\mathbb{R}_{+}$is the set of all positive numbers, $\mathbb{R}_{+}=\{x>0\}$. We will use general results of the theory of operator-valued functions [36]. The results in [36] were obtained for operators of the form $I+\mathcal{B}(\beta)$, where $I$ is the identity operator and the operator $\mathcal{B}(\beta)$ is compact for all $\beta$. Therefore we shall reduce the problem (3), (4), and (24) to a nonlinear spectral problem with a compact integral operator.

Lemma 5.1. Suppose that $[\mathrm{E}, \mathrm{H}]$ is an eigenvector of the problem (2.3), (2.4), and (3.1) corresponding to an eigenvalue $\beta \in \Lambda$. Then

$$
\begin{equation*}
\mathrm{E}(x)=(\mathcal{B}(\beta) \mathrm{E})(x), \quad x \in \mathbb{R}^{2} \tag{48}
\end{equation*}
$$

where

$$
\begin{align*}
&(\mathcal{B}(\beta) \mathrm{E})(x)= k^{2} \int_{\Omega}\left(n^{2}(y)-n_{\infty}^{2}\right) \Phi(\beta ; x, y) \mathrm{E}(y) d y  \tag{49}\\
&+\operatorname{Grad}_{\beta} \int_{\Omega}\left(\mathrm{E}, n^{-2} \operatorname{grad} n^{2}\right)(y) \Phi(\beta ; x, y) d y \\
& \Phi(\beta ; x, y)=\frac{i}{4} H_{0}^{(1)}(\chi(\beta)|x-y|) \tag{50}
\end{align*}
$$

Proof. For all $\beta \in \Lambda$ and $x \in \mathbb{R}^{2}$ we have

$$
\begin{equation*}
\mathrm{E}(x)=\left(k^{2} n_{\infty}^{2}+\operatorname{Grad}_{\beta} \operatorname{Div}_{\beta}\right) \frac{1}{n_{\infty}^{2}} \int_{\Omega}\left(n^{2}(y)-n_{\infty}^{2}\right) \Phi(\beta ; x, y) \mathrm{E}(y) d y \tag{51}
\end{equation*}
$$

This result is well known for $\beta \in G$ (see, e.g., [40]). The desired assertion for all $\beta \in \Lambda$ is obtained by applying the method of Green functions to the vector Helmholtz equation for the electric field with the use of the relation

$$
\begin{equation*}
\int_{\Gamma_{R}}\left(\frac{\partial \mathrm{E}(y)}{\partial|y|} \Phi(\beta ; x, y)-\frac{\partial \Phi(\beta ; x, y)}{\partial|y|} \mathrm{E}(y) d y\right)=0, \quad R \geq R_{0} \tag{52}
\end{equation*}
$$

which is valid for any $\beta \in \Lambda$ and an arbitrary function E satisfying the Reichardt condition (24). The validity of relation (52) was proved in [38], [23].

By the supposition of the lemma, $\mathrm{E} \in\left(C^{2}\left(\mathbb{R}^{2}\right)\right)^{3}$. The function $n$ is twice continuously differentiable in $\mathbb{R}^{2}$ too. Therefore, the following divergence relation is valid:

$$
\begin{align*}
& \operatorname{Div}_{\beta} \int_{\Omega}\left(n^{2}(y)-n_{\infty}^{2}\right) \Phi(\beta ; x, y) \mathrm{E}(y) d y  \tag{53}\\
& \quad=\int_{\Omega} \operatorname{Div}_{\beta}\left[\left(n^{2}(y)-n_{\infty}^{2}\right) \mathrm{E}(y)\right] \Phi(\beta ; x, y) d y, \quad x \in \mathbb{R}^{2}
\end{align*}
$$

Taking into account (53) and (20), we obtain the assertion of the lemma.
For all $\beta \in \Lambda$ the operator $\mathcal{B}(\beta)$ determined by (49) will be considered as an operator in the space of complex-valued functions $\left[L_{2}(\Omega)\right]^{3}$. By definition, set

$$
\mathcal{A}(\beta)=I-\mathcal{B}(\beta)
$$

where $I$ is the identity operator in $\left[L_{2}(\Omega)\right]^{3}$. The kernel of the integral operator $\mathcal{B}(\beta)$ is weakly singular for all $\beta \in \Lambda$, and the domain $\Omega$ has a Lipschitz boundary. Therefore, the operator $\mathcal{B}(\beta)$ is compact for all $\beta \in \Lambda$ (see, e.g., [41]).

Definition 5.2. A nonzero vector $\mathrm{F} \in\left[L_{2}(\Omega)\right]^{3}$ is called an eigenvector of an operator-valued function $\mathcal{A}(\beta)$ corresponding to an eigenvalue $\beta \in \Lambda$ if the relation

$$
\begin{equation*}
\mathcal{A}(\beta) \mathrm{F}=0 \tag{54}
\end{equation*}
$$

is valid. The set of all $\beta \in \Lambda$ for which the operator $\mathcal{A}(\beta)$ does not have the bounded inverse operator in $\left[L_{2}(\Omega)\right]^{3}$ is called the spectrum of problem (5.7)

Next we shall prove a theorem on the spectral equivalence of the problem (3), (4), and (24) and the problem (54), but before doing this we consider the following.

DEFINITION 5.3. A nonzero vector $u \in C^{2}\left(\mathbb{R}^{2}\right)$ is called a generalized eigenvector of the problem

$$
\begin{gather*}
{\left[\Delta+\left(k^{2} n^{2}-\beta^{2}\right)\right] u=0, \quad x \in \mathbb{R}^{2},}  \tag{55}\\
u=\sum_{l=-\infty}^{\infty} a_{l} H_{l}^{(1)}(\chi r) \exp (i l \varphi) \quad \text { for all } r \geq R_{0} \tag{56}
\end{gather*}
$$

(where the series is supposed to converge uniformly and absolutely), corresponding to an eigenvalue $\beta \in \Lambda$ if the relations (5.8) and (5.9) are valid.

LEMMA 5.4. The set of all eigenvalues of problem (5.8) and (5.9) can only be a set of isolated points on $\Lambda$. The sheet $\Lambda_{0}^{(1)}$, except for the set $G$, is free of the eigenvalues of the problem (5.8) and (5.9).

The proof is found in [42]. Note that the solutions of problem (55) and (56) represent the solutions of the weak-guidance approximation of the original problem (3), (4), and (24).

THEOREM 5.5. Suppose that $[\mathrm{E}, \mathrm{H}] \in\left(C^{2}\left(\mathbb{R}^{2}\right)\right)^{6}$ is an eigenvector of the problem (2.3), (2.4), and (3.1) corresponding to an eigenvalue $\beta_{0} \in \Lambda$. Then $\mathrm{F}=\mathrm{E} \in\left[L_{2}(\Omega)\right]^{3}$ is an eigenvector of the operator-valued function $\mathcal{A}(\beta)$ corresponding to the same eigenvalue $\beta_{0}$. Suppose that $\mathrm{F} \in\left[L_{2}(\Omega)\right]^{3}$ is an eigenvector of the operator-valued function $\mathcal{A}(\beta)$ corresponding to an eigenvalue $\beta_{0} \in \Lambda$, and also suppose that the same number $\beta_{0}$ is not an eigenvalue of the problem (5.8) and (5.9). Let $\mathrm{E}=$ $\mathcal{B}\left(\beta_{0}\right) \mathrm{F}$ and $\mathrm{H}=\left(i \omega \mu_{0}\right)^{-1} \operatorname{Rot}_{\beta_{0}} \mathrm{E}$ for $x \in \mathbb{R}^{2}$. Then $[\mathrm{E}, \mathrm{H}] \in\left(C^{2}\left(\mathbb{R}^{2}\right)\right)^{6}$, and $[\mathrm{E}, \mathrm{H}]$ is an eigenvector of the problem (2.3), (2.4), and (3.1) corresponding to the same eigenvalue $\beta_{0}$.

Proof. From Lemma 5.1 we obtain the first assertion of the theorem. Now we shall prove the second assertion of the theorem. Suppose that $\mathrm{F} \in\left[L_{2}(\Omega)\right]^{3}$ is an eigenvector of the operator-valued function $\mathcal{A}(\beta)$ corresponding to an eigenvalue $\beta \in \Lambda$. Assume $\mathrm{E}=\mathcal{B}(\beta) \mathrm{F}$ for $x \in \mathbb{R}^{2}$. The kernel of the integral operator $\mathcal{B}(\beta)$ is weakly singular for any $\beta \in \Lambda$. By virtue of the well-known property of the integral operator with weakly singular kernel on the domain with a Lipschitz boundary (see, e.g., [41]), we have $\mathrm{E} \in[\mathrm{C}(\bar{\Omega})]^{3}$. The function $n$ belongs to the space of twice continuously differentiable functions in $\mathbb{R}^{2}$. By virtue of the well-known properties of the area potential (see, e.g., $[41])$, we have $\mathrm{E} \in\left[\mathrm{C}^{2}\left(\mathbb{R}^{2}\right)\right]^{3}$.

Applying the operator $\operatorname{Div}_{\beta}$ to both sides of (48), and using (10) and (53), we obtain

$$
\begin{align*}
\operatorname{Div}_{\beta} \mathrm{E}(x)= & k^{2} \int_{\Omega} \operatorname{Div}_{\beta}\left[\left(n^{2}(y)-n_{\infty}^{2}\right) \mathrm{E}(y)\right] \Phi(\beta ; x, y) d y  \tag{57}\\
& +\left(\Delta-\beta^{2}\right) \int_{\Omega}\left(\mathrm{E}, n^{-2} \operatorname{grad} n^{2}\right)(y) \Phi(\beta ; x, y) d y
\end{align*}
$$

for all $x \in \mathrm{R}^{2}$. If we combine this with Poisson's formula

$$
\begin{equation*}
\left(\Delta+k^{2} n_{\infty}^{2}-\beta^{2}\right) \int_{\Omega}\left(n^{2}(y)-n_{\infty}^{2}\right) \Phi(\beta ; x, y) \mathrm{E}(y) d y=-\left(n^{2}(x)-n_{\infty}^{2}\right) \mathrm{E}(x) \tag{58}
\end{equation*}
$$

we get

$$
\begin{align*}
\operatorname{Div}_{\beta} \mathrm{E}(x)= & k^{2} \int_{\Omega} \operatorname{Div}_{\beta}\left[\left(n^{2}(y)-n_{\infty}^{2}\right) \mathrm{E}(y)\right] \Phi(\beta ; x, y) d y  \tag{59}\\
& -k^{2} n_{\infty}^{2} \int_{\Omega}\left(\mathrm{E}, n^{-2} \operatorname{grad} n^{2}\right)(y) \Phi(\beta ; x, y) d y \\
& -\left(E, n^{-2} \operatorname{grad} n^{2}\right)(x)
\end{align*}
$$

for all $x \in \mathrm{R}^{2}$. Using (12), we have

$$
\begin{align*}
\operatorname{Div}_{\beta}\left[\left(n^{2}-n_{\infty}^{2}\right) \mathrm{E}\right] & =\operatorname{Div}_{\beta}\left(n^{2} \mathrm{E}\right)-n_{\infty}^{2} \operatorname{Div}_{\beta} \mathrm{E}  \tag{60}\\
\left(\mathrm{E}, n^{-2} \operatorname{grad} n^{2}\right) & =n^{-2} \operatorname{Div}_{\beta}\left(n^{2} \mathrm{E}\right)-\operatorname{Div}_{\beta} \mathrm{E} \tag{61}
\end{align*}
$$

If we combine this with (59), we see that the function $u=n^{-2} \operatorname{Div}_{\beta}\left(n^{2} \mathrm{E}\right)$ satisfies

$$
u=\int_{\Omega} k^{2}\left(n^{2}(y)-n_{\infty}^{2}\right) \Phi(\beta ; x, y) u(y) d y, \quad x \in \mathbb{R}^{2}
$$

If the number $\beta$ is not an eigenvalue of the problem (55) and (56), then this equation has only the trivial solution (see [42]). Therefore, we have

$$
\begin{equation*}
\operatorname{Div}_{\beta}\left(n^{2} \mathrm{E}\right)=0, \quad x \in \mathbb{R}^{2} \tag{62}
\end{equation*}
$$

Using this, (48), and (61), for $x \in \mathbb{R}^{2}$, we obtain

$$
\begin{align*}
\mathrm{E}(x) & =k^{2} \int_{\Omega}\left(n^{2}(y)-n_{\infty}^{2}\right) \Phi(\beta ; x, y) \mathrm{E}(y) d y  \tag{63}\\
& -\operatorname{Grad}_{\beta} \int_{\Omega} \Phi(\beta ; x, y) \operatorname{Div}_{\beta} \mathrm{E}(y) d y
\end{align*}
$$

Assume $\mathrm{H}=\left(i \omega \mu_{0}\right)^{-1} \operatorname{Rot}_{\beta} \mathrm{E}, x \in \mathbb{R}^{2}$; i.e., $[\mathrm{E}, \mathrm{H}]$ satisfies (3). Combining (63) and (13), we have

$$
\begin{equation*}
\mathrm{H}(x)=-i \omega \varepsilon_{0} \operatorname{Rot}_{\beta} \int_{\Omega}\left(n^{2}(y)-n_{\infty}^{2}\right) \Phi(\beta ; x, y) \mathrm{E}(y) d y, \quad x \in \mathbb{R}^{2} \tag{64}
\end{equation*}
$$

Therefore, if $\mathrm{E} \in\left[\mathrm{C}^{2}\left(\mathbb{R}^{2}\right)\right]^{3}$, then $\mathrm{H} \in\left[\mathrm{C}^{2}\left(\mathbb{R}^{2}\right)\right]^{3}$.
Now we shall prove that $[\mathrm{E}, \mathrm{H}]$ satisfies (4). Multiplying both sides of (63) by $i \omega \varepsilon_{0} n_{\infty}^{2}$, applying the operator $\operatorname{Rot}_{\beta}$ to both sides of (64), and combining the results, we obtain

$$
\begin{align*}
\operatorname{Rot}_{\beta} \mathrm{H}+i \omega \varepsilon_{0} n_{\infty}^{2} \mathrm{E}= & -i \omega \varepsilon_{0} \operatorname{Rot}_{\beta} \operatorname{Rot}_{\beta} \int_{\Omega}\left(n^{2}(y)-n_{\infty}^{2}\right) \Phi(\beta ; x, y) \mathrm{E}(y) d y  \tag{65}\\
& +i \omega \varepsilon_{0} n_{\infty}^{2} k^{2} \int_{\Omega}\left(n^{2}(y)-n_{\infty}^{2}\right) \Phi(\beta ; x, y) \mathrm{E}(y) d y \\
& -i \omega \varepsilon_{0} n_{\infty}^{2} \operatorname{Grad}_{\beta} \int_{\Omega} \Phi(\beta ; x, y) \operatorname{Div}_{\beta} \mathrm{E}(y) d y
\end{align*}
$$

for all $x \in \mathbb{R}^{2}$. If we combine this with (14) and (53), we obtain

$$
\begin{aligned}
\operatorname{Rot}_{\beta} \mathrm{H}+i \omega \varepsilon_{0} n_{\infty}^{2} \mathrm{E}= & i \omega \varepsilon_{0}\left[\Delta+\left(k^{2} n_{\infty}^{2}-\beta^{2}\right)\right] \int_{\Omega}\left(n^{2}(y)-n_{\infty}^{2}\right) \Phi(\beta ; x, y) \mathrm{E}(y) d y \\
& -i \omega \varepsilon_{0} \operatorname{Grad}_{\beta} \int_{\Omega} \operatorname{Div}_{\beta}\left[\left(n^{2}(y)-n_{\infty}^{2}\right) \mathrm{E}(y)\right] \Phi(\beta ; x, y) d y \\
& -i \omega \varepsilon_{0} n_{\infty}^{2} \operatorname{Grad}_{\beta} \int_{\Omega} \Phi(\beta ; x, y) \operatorname{Div}_{\beta} \mathrm{E}(y) d y
\end{aligned}
$$

for all $x \in \mathbb{R}^{2}$. Using this, (62), and (58), we have

$$
\begin{equation*}
\operatorname{Rot}_{\beta} \mathrm{H}+i \omega \varepsilon_{0} n_{\infty}^{2} \mathrm{E}=-i \omega \varepsilon_{0}\left(n^{2}-n_{\infty}^{2}\right) \mathrm{E}, \quad x \in \mathbb{R}^{2} \tag{66}
\end{equation*}
$$

Therefore $[\mathrm{E}, \mathrm{H}]$ satisfies (4).
Using the Bessel function addition theorem (see, e.g., [37]), we can readily prove that the number $\beta$ and the vector $[\mathrm{E}, \mathrm{H}]$ satisfy condition (24). The proof of the theorem is complete.

THEOREM 5.6. The set of all eigenvalues of the problem (2.3), (2.4), and (3.1) can be only a set of isolated points on $\Lambda$. Each eigenvalue $\beta$ of the problem (2.3), (2.4), and (3.1) depends continuously on $\left(\omega, n_{\infty}\right) \in \mathbb{R}_{+}^{2}$ and can appear and disappear only at the boundary of $\Lambda$, i.e., at $\beta= \pm k n_{\infty}$ and at infinity on $\Lambda$.

Proof. For any $(x, y) \in \Omega^{2}$ and any $\left(\omega, n_{\infty}\right) \in \mathbb{R}_{+}^{2}$ the kernel of the operator $\mathcal{A}(\beta)$ is analytic in $\beta \in \Lambda$. Hence, the operator-valued function $\mathcal{A}(\beta)$ is holomorphic in $\beta \in \Lambda$ for any $\left(\omega, n_{\infty}\right) \in \mathbb{R}_{+}^{2}$. The operator-valued function $\mathcal{A}\left(\beta ; \omega, n_{\infty}\right)$ is jointly continuous in $\left(\beta ; \omega, n_{\infty}\right) \in \Lambda \times \mathbb{R}_{+}^{2}$. For all $\left(\beta ; \omega, n_{\infty}\right) \in \Lambda \times \mathbb{R}_{+}^{2}$ the operator $\mathcal{B}\left(\beta ; \omega, n_{\infty}\right)$ is compact. Therefore, using Theorems 4.1 and 5.5 and Lemma 5.4, we see that the operator $\mathcal{A}\left(\beta ; \omega, n_{\infty}\right)$ has a bounded inverse operator in $\left[L_{2}(\Omega)\right]^{3}$ for all $\beta \in B \bigcup D$ and $\left(\omega, n_{\infty}\right) \in \mathbb{R}_{+}^{2}$. Hence, for each $\left(\omega, n_{\infty}\right) \in \mathbb{R}_{+}^{2}$ the spectrum of problem (54) can be only a set of isolated points on $\Lambda$, which are the eigenvalues of the operatorvalued function $\mathcal{A}(\beta)$; each eigenvalue $\beta$ of the operator-valued function $\mathcal{A}(\beta)$ depends continuously on $\left(\omega, n_{\infty}\right) \in \mathbb{R}_{+}^{2}$ and can appear and disappear only at the boundary of $\Lambda$, i.e., at $\beta= \pm k n_{\infty}$ and at infinity on $\Lambda$ (see [36]). Using Theorem 5.5, we obtain the assertion of the current theorem, which is now complete.
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#### Abstract

Consider a time-harmonic electromagnetic plane wave incident on a medium enclosed by a bounded domain in $\mathbb{R}^{3}$. In this paper, existence and uniqueness of the variational problem for forward scattering are established. An energy estimate for the scattered field with a uniform bound with respect to the wavenumber is obtained in the case of low frequency on which the Born approximation is based. A continuation method for the inverse medium scattering problem, which reconstructs the scatterer of an inhomogeneous medium from boundary measurements of the scattered wave, is developed. The algorithm requires multifrequency scattering data. Using an initial guess from the Born approximation, each update is obtained via recursive linearization on the wavenumber $k$ by solving one forward problem and one adjoint problem of Maxwell's equations.
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1. Introduction. Consider the systems of time-harmonic Maxwell's equations in three dimensions

$$
\begin{align*}
\nabla \times E^{t} & =\mathrm{i} \omega \mu^{*} H^{t}  \tag{1.1}\\
\nabla \times H^{t} & =-\mathrm{i} \omega \varepsilon^{*} E^{t} \tag{1.2}
\end{align*}
$$

where $E^{t}$ and $H^{t}$ are the total electric field and magnetic field, respectively; $\omega>0$ is the frequency; and $\varepsilon^{*}$ and $\mu^{*}$ are the electric permittivity and the magnetic permeability, respectively. Denote by $\varepsilon_{0}>0, \mu_{0}>0$ the permittivity and permeability of the vacuum. The fields are further assumed to be nonmagnetic; i.e., $\mu^{*}=\mu_{0}$. Rewriting $\varepsilon^{*}=\varepsilon_{0} \varepsilon, \varepsilon=1+q(x)$ is the relative permittivity, where $q(x)$ is the scatterer, which is assumed to have a compact support, and $\mathfrak{R}(q(x))>-1$.

Taking the curl of (1.1) and eliminating the magnetic field $H^{t}$, we obtain the uncoupled equation for the electric field $E^{t}$ :

$$
\begin{equation*}
\nabla \times\left(\nabla \times E^{t}\right)-k^{2} \varepsilon E^{t}=0 \tag{1.3}
\end{equation*}
$$

where $k=\omega \sqrt{\varepsilon_{0} \mu_{0}}$ is called the wavenumber, satisfying $0<k_{\min } \leq k \leq k_{\max }<\infty$. The total electric field $E^{t}$ consists of the incident field $E^{i}$ and the scattered field $E$ :

$$
E^{t}=E^{i}+E
$$

Assume that the incident field is a plane wave of the normalized form [5]

$$
\begin{equation*}
E^{i}=\mathrm{i} k \vec{p} e^{\mathrm{i} k x \cdot \vec{n}} \tag{1.4}
\end{equation*}
$$

[^141]where $\vec{n} \in \mathbb{S}^{2}$ is the propagation direction and $\vec{p} \in \mathbb{S}^{2}$ is the polarization satisfying $\vec{p} \cdot \vec{n}=0$. Evidently, such an incident wave satisfies the homogeneous equation
\[

$$
\begin{equation*}
\nabla \times\left(\nabla \times E^{i}\right)-k^{2} E^{i}=0 \tag{1.5}
\end{equation*}
$$

\]

It follows from (1.3) and (1.5) that the scattered field satisfies

$$
\begin{equation*}
\nabla \times(\nabla \times E)-k^{2} \varepsilon E=k^{2} q(x) E^{i} \tag{1.6}
\end{equation*}
$$

In addition, the scattered field is required to satisfy the following Silver-Müller radiation condition:

$$
\lim _{r \rightarrow \infty} r\left[\nabla \times E \times \frac{x}{r}-\mathrm{i} k E\right]=0
$$

where $r=|x|$. In practice, it is convenient to reduce the problem to a bounded domain by introducing an artificial surface. Let $\Omega$ be the compact support of the scatterer $q(x)$. Assume that $R>0$ is a constant such that the support of the scatterer, $\Omega$, is included in the ball $B=\left\{x \in \mathbb{R}^{3}:|x|<R\right\}$. Let $S$ be the sphere of the ball, i.e., $S=\left\{x \in \mathbb{R}^{3}:|x|=R\right\}$. Denote by $\nu$ the outward unit normal to $S$. A suitable boundary condition then has to be imposed on $S$. For simplicity, we employ the first order absorbing boundary condition (impedance boundary condition) [12] as

$$
\begin{equation*}
\nu \times(\nabla \times E)+\mathrm{i} k \nu \times(\nu \times E)=0 \quad \text { on } S \tag{1.7}
\end{equation*}
$$

Given the incident field $E^{i}$, the forward problem is to determine the scattered field $E$ for the known scatterer $q(x)$, which is assumed further to be in $L^{\infty}(B)$. Based on the Helmholtz decomposition and a compact imbedding result, the forward problem is shown to have a unique solution for all but possibly a discrete set of wavenumbers. Furthermore, an energy estimate for the scattered field, with a uniform bound with respect to the wavenumber, is given in the low frequency case. The estimate provides a theoretical basis for our linearization algorithm. For numerical solution of the forward scattering problem in an open domain, the reader is referred to $[14,15,16,21]$ and references therein. The inverse medium scattering problem is to determine the scatterer $q(x)$ from the measurements of near field current densities, the tangential trace of the scattered field $\nu \times\left. E\right|_{S}$, given the incident field. Although this is a classical problem in inverse scattering theory, little is known on reconstruction methods, especially in the three dimensional case, due to the nonlinearity, ill-posedness, and large scale computation associated with the inverse scattering problem. We refer the reader to $[1,6,10,11,23]$ for related results on the inverse medium problem. See [5] for an account of recent progress on the general inverse scattering problem.

The goal of this work is to present a recursive linearization method that solves the inverse medium scattering problem of Maxwell's equations in three dimensions. The reader is referred to [2, 4] for recursive linearization approaches for solving the inverse medium scattering problems in two dimensions. Our algorithm requires multifrequency scattering data, and the recursive linearization is obtained by a continuation method on the wavenumber. It first solves a linear equation (Born approximation) at the lowest wavenumber, which may be done by using the fast Fourier transform (FFT). Updates are subsequently obtained by using higher and higher wavenumbers. Following the idea of the Kaczmarz method [6, 18, 19], we use partial data to perform the nonlinear Landweber iteration at each wavenumber. For each iteration, one forward and one adjoint state of Maxwell's equations are solved, which may be implemented by using the symmetric second order edge (Nédélec) elements.

The plan of this paper is as follows. Analysis of the variational problem for forward scattering is presented in section 2. Based on the Helmholtz decomposition, a compact imbedding result, and the Lax-Milgram lemma, the well-posedness of the forward scattering is proved. An important energy estimate is given. Section 3 is devoted to the numerical study of inverse medium scattering. Using the initial guess of the reconstruction derived from the Born approximation, a regularized iterative linearization algorithm is proposed. Numerical examples are presented in section 4. The paper is concluded with some remarks and future directions in section 5 .
2. Analysis of the variational problem for forward scattering. In this section, the variational formulation for the forward scattering problem is discussed. The analysis provides a criterion for weak scattering, which plays an important role in the inversion algorithm.

To state our boundary value problem, following [17], we first introduce the standard Sobolev spaces:

$$
\begin{aligned}
& L_{t}^{2}(S)=\left\{u \in\left(L^{2}(S)\right)^{3}: \nu \cdot u=0 \text { on } S\right\} \\
& H_{0}^{1}(B)=\left\{u \in H^{1}(B): u=0 \text { on } S\right\} \\
& H(\operatorname{curl}, B)=\left\{u \in\left(L^{2}(B)\right)^{3}: \nabla \times u \in\left(L^{2}(B)\right)^{3}\right\} \\
& H_{\operatorname{imp}}(\operatorname{curl}, B)=\left\{u \in H(\operatorname{curl}, B): \nu \times u \in L_{t}^{2}(S)\right\}
\end{aligned}
$$

where $H_{\mathrm{imp}}(\operatorname{curl}, B)$ is an appropriate subspace of $H(\operatorname{curl}, B)$ for solving problems involving the impedance boundary condition. Correspondingly, these spaces are equipped with the norms

$$
\begin{aligned}
& \|u\|_{L_{t}^{2}(S)}=\|u\|_{\left(L^{2}(S)\right)^{3}}^{2} \\
& \|u\|_{H^{1}(B)}^{2}=\|u\|_{L^{2}(B)}^{2}+\|\nabla u\|_{\left(L^{2}(B)\right)^{3}}^{2}, \\
& \|u\|_{H(\operatorname{curl}, B)}^{2}=\|u\|_{\left(L^{2}(B)\right)^{3}}^{2}+\|\nabla \times u\|_{\left(L^{2}(B)\right)^{3}}^{2}, \\
& \|u\|_{H_{\text {imp }}(\operatorname{curl}, B)}^{2}=\|u\|_{H(\operatorname{curl}, B)}^{2}+\|\nu \times u\|_{L_{t}^{2}(S)}^{2} .
\end{aligned}
$$

For convenience, denote the $\left(L^{2}(B)\right)^{3}$ and $\left(L^{2}(S)\right)^{3}$ inner products by

$$
(u, v)=\int_{B} u \cdot \bar{v} d x \quad \text { and } \quad\langle u, v\rangle=\int_{S} u \cdot \bar{v} d s
$$

respectively, where the overline denotes the complex conjugate. Introduce the bilinear form $a: H_{\mathrm{imp}}(\operatorname{curl}, B) \times H_{\mathrm{imp}}(\operatorname{curl}, B) \rightarrow \mathbb{C}$,

$$
a(E, \phi)=(\nabla \times E, \nabla \times \phi)-k^{2}(\varepsilon E, \phi)+\mathrm{i} k\langle\nu \times E, \nu \times \phi\rangle,
$$

and the linear functional on $H_{\mathrm{imp}}(\operatorname{curl}, B)$,

$$
b(\phi)=k^{2}\left(q E^{i}, \phi\right)
$$

Then we have the weak form of the boundary value problem (1.6) and (1.7): find $E \in H_{\mathrm{imp}}(\operatorname{curl}, B)$ such that

$$
\begin{equation*}
a(E, \phi)=b(\phi) \quad \forall \phi \in H_{\mathrm{imp}}(\operatorname{curl}, B) \tag{2.1}
\end{equation*}
$$

Throughout the paper, $C$ stands for a positive generic constant, whose value may change step by step but should always be clear from the context.

Before presenting the main result for the variational problem, we state several useful lemmas. The reader is referred to [17] for detailed discussions and proofs.

Lemma 2.1 (Helmholtz decomposition). The spaces $X$ and $Y$ are closed subspaces of $H_{\mathrm{imp}}(\operatorname{curl}, B)$, which is the direct sum of the spaces $X$ and $Y$; i.e.,

$$
H_{\mathrm{imp}}(\operatorname{curl}, B)=X \oplus Y
$$

Here

$$
X=\left\{u \in H_{\mathrm{imp}}(\operatorname{curl}, B): \operatorname{div}(\varepsilon u)=0 \quad \text { in } B\right\}
$$

and

$$
Y=\left\{\nabla \xi: \xi \in H_{0}^{1}(B)\right\}
$$

Lemma 2.2 (compact imbedding). The space $X$ is compactly imbedded into the space $\left(L^{2}(B)\right)^{3}$.

Lemma 2.3 (Friedrichs inequality). There exists a positive constant $C$, independent of the wavenumber, such that for all $u \in X$

$$
\|u\|_{\left(L^{2}(B)\right)^{3}} \leq C\left(\|\nabla \times u\|_{\left(L^{2}(B)\right)^{3}}+\|\nu \times u\|_{\left(L^{2}(S)\right)^{3}}\right) .
$$

Next we prove the well-posedness of the variational problem (2.1) and obtain an energy estimate for the scattered field with a uniform bound with respect to the wavenumber in the case of low frequency.

THEOREM 2.1. If the wavenumber is sufficiently small, the variational problem (2.1) admits a unique weak solution in $H_{\operatorname{imp}(\operatorname{curl}, B)}$ given by $E=u+\nabla p$, while $u \in X, p \in H_{0}^{1}(B)$. Furthermore, we have the estimate

$$
\begin{equation*}
\|E\|_{H_{\mathrm{imp}(\mathrm{curl}, B)}} \leq C k|\Omega|^{1 / 2}\|q\|_{L^{\infty}(B)} \tag{2.2}
\end{equation*}
$$

where the constant $C$ is independent of $k$ and $\Omega$ is the compact support of the scatterer.
Proof. Using the Helmholtz decomposition, we take $E=u+\nabla p$ and $\phi=v+\nabla \xi$, for any $v \in X, \xi \in H_{0}^{1}(B)$. Observe that $a(u, \nabla \xi)=0$, for any $\xi \in H_{0}^{1}(B)$, by the definition of $X$. Therefore, we decompose the variational equation (2.1) into the form

$$
\begin{equation*}
a(u, v)+a(\nabla p, v)+a(\nabla p, \nabla \xi)=b(v)+b(\nabla \xi) \quad \forall v \in X, \xi \in H_{0}^{1}(B) \tag{2.3}
\end{equation*}
$$

First, we determine $p \in H_{0}^{1}(B)$ by the solution of

$$
a(\nabla p, \nabla \xi)=b(\nabla \xi) \quad \forall \xi \in H_{0}^{1}(B)
$$

which gives explicitly

$$
-(\varepsilon \nabla p, \nabla \xi)=\left(q E^{i}, \nabla \xi\right) \quad \forall \xi \in H_{0}^{1}(B)
$$

The existence and uniqueness of the solution $p$ in $H_{0}^{1}(B)$ may be proved by a direct application of the Lax-Milgram lemma with the estimate

$$
\begin{equation*}
\|\nabla p\|_{\left(L^{2}(B)\right)^{3}} \leq C k|\Omega|^{1 / 2}\|q\|_{L^{\infty}(B)} . \tag{2.4}
\end{equation*}
$$

Rewrite (2.3) as

$$
\begin{equation*}
a(u, v)=b(v)-a(\nabla p, v) \quad \forall v \in X \tag{2.5}
\end{equation*}
$$

and decompose the bilinear form $a$ into $a=a_{1}+k^{2} a_{2}$, where

$$
\begin{aligned}
& a_{1}(u, v)=(\nabla \times u, \nabla \times v)+\mathrm{i} k\langle\nu \times u, \nu \times v\rangle \\
& a_{2}(u, v)=-(\varepsilon u, v)
\end{aligned}
$$

Using the inequality of arithmetic and geometric means, we conclude from Lemma 2.3 that $a_{1}$ is coercive:

$$
\begin{aligned}
&\left|a_{1}(u, u)\right| \geq C k\left(\|\nabla \times u\|_{\left(L^{2}(B)\right)^{3}}^{2}+\|\nu \times u\|_{\left(L^{2}(S)\right)^{3}}^{2}\right) \geq C k\|u\|_{H_{\mathrm{imp}}(\operatorname{curl}, B)}^{2} \\
& \forall u \in X .
\end{aligned}
$$

The continuity of the bilinear form $a_{1}$ follows from the Cauchy-Schwarz inequality.
Next we prove the compactness of $a_{2}$. Define an operator $\mathcal{A}:\left(L^{2}(B)\right)^{3} \rightarrow X$ by

$$
a_{1}(\mathcal{A} u, v)=a_{2}(u, v) \quad \forall v \in X
$$

which gives

$$
(\nabla \times \mathcal{A} u, \nabla \times v)+\mathrm{i} k\langle\nu \times \mathcal{A} u, \nu \times v\rangle=-(\varepsilon u, v) \quad \forall v \in X
$$

Using the Lax-Milgram lemma again, it follows that

$$
\begin{equation*}
\|\mathcal{A} u\|_{H_{\mathrm{imp}}(\operatorname{curl}, B)} \leq \frac{C}{k}\|u\|_{\left(L^{2}(B)\right)^{3}} \tag{2.6}
\end{equation*}
$$

where the constant $C$ is independent of $k$. Thus $\mathcal{A}$ is bounded from $\left(L^{2}(B)\right)^{3}$ to $X$, and $X$ is compactly imbedded into $\left(L^{2}(B)\right)^{3}$. Hence $\mathcal{A}:\left(L^{2}(B)\right)^{3} \rightarrow\left(L^{2}(B)\right)^{3}$ is a compact operator.

Define a function $w \in\left(L^{2}(B)\right)^{3}$ by requiring $w \in X$ and satisfying

$$
a_{1}(w, v)=b(v)-a(\nabla p, v) \quad \forall v \in X
$$

More specifically, we have by using the Stokes formula that

$$
a_{1}(w, v)=k^{2}\left(q E^{i}, v\right)+k^{2}(\varepsilon \nabla p, v) \quad \forall v \in X
$$

It follows from the Lax-Milgram lemma that

$$
\|w\|_{H_{\mathrm{imp}}(\operatorname{curl}, B)} \leq C\left(k^{2}|\Omega|^{1 / 2}\|q\|_{L^{\infty}(B)}+k\|\nabla p\|_{\left(L^{2}(B)\right)^{3}}\right)
$$

An application of (2.4) yields

$$
\begin{equation*}
\|w\|_{H_{\mathrm{imp}}(\operatorname{curl}, B)} \leq C k^{2}|\Omega|^{1 / 2}\|q\|_{L^{\infty}(B)} \tag{2.7}
\end{equation*}
$$

Using the operator $\mathcal{A}$, we can see that the problem (2.5) is equivalent to finding $u \in\left(L^{2}(B)\right)^{3}$ such that

$$
\begin{equation*}
\left(\mathcal{I}+k^{2} \mathcal{A}\right) u=w \tag{2.8}
\end{equation*}
$$

When the wavenumber $k$ is small enough, the operator $\mathcal{I}+k^{2} \mathcal{A}$ has a uniformly bounded inverse. We then have the estimate

$$
\begin{equation*}
\|u\|_{\left(L^{2}(B)\right)^{3}} \leq C\|w\|_{\left(L^{2}(B)\right)^{3}} \tag{2.9}
\end{equation*}
$$

where the constant $C$ is independent of $k$. However, rearranging (2.8), we have $u=$ $w-k^{2} \mathcal{A} u$, so $u \in X$ and, by the estimate (2.6) for the operator $\mathcal{A}$, we have

$$
\|u\|_{H_{\mathrm{imp}}(\operatorname{curl}, B)} \leq\|w\|_{H_{\mathrm{imp}}(\operatorname{curl}, B)}+C k\|u\|_{\left(L^{2}(B)\right)^{3}}
$$

Combining the estimates (2.9) and (2.7) leads to

$$
\begin{equation*}
\|u\|_{H_{\mathrm{imp}}(\operatorname{curl}, B)} \leq C k^{2}|\Omega|^{1 / 2}\|q\|_{L^{\infty}(B)} . \tag{2.10}
\end{equation*}
$$

Finally, it follows from the definition of the norm in $H_{\mathrm{imp}}(\operatorname{curl}, B)$ that

$$
\|E\|_{H_{\mathrm{imp}}(\operatorname{curl}, B)} \leq\|u\|_{H_{\mathrm{imp}}(\operatorname{curl}, B)}+\|\nabla p\|_{\left(L^{2}(B)\right)^{3}}
$$

The proof is complete by noting the estimates (2.10) and (2.4) for sufficiently small wavenumbers.

Remark 2.1. The energy estimate of the scattered field (2.2) provides a criterion for weak scattering. From this estimate, it is easily seen that, fixing any two of the three quantities, i.e., the wavenumber, the compact support of the scatterer $\Omega$, and the $L^{\infty}(B)$ norm of the scatterer, the scattering is weak when the third one is small. Especially for the given scatterer $q(x)$, i.e., the norm and the compact support are fixed, the scattering is weak when the wavenumber is small.

Remark 2.2. For a general wavenumber, from (2.8) the uniqueness and existence follow from the Fredholm alternative. If the scatterer $q(x)$ is more regular, say of $C_{0}^{2}(B)$ [8], unique continuation may be used to prove the uniqueness and thus the existence of the forward scattering problem (1.6), (1.7) for all $k>0$. Otherwise, if $k^{2}$ is not the eigenvalue for Maxwell's equations in the domain $B$, then the operator $\mathcal{I}+k^{2} \mathcal{A}$ has a bounded inverse. However, the bound depends on the wavenumber. Therefore, the constant $C$ in the estimate (2.2) depends on the wavenumber.

From the above discussion, we have the following theorem on the well-posedness of the variational problem (2.1).

ThEOREM 2.2. Given the scatterer $q \in L^{\infty}(B)$, for all but possibly a discrete set of wavenumbers, the variational problem (2.1) admits a unique weak solution in $H_{\mathrm{imp}}(\operatorname{curl}, B)$, given by $E=u+\nabla p$, while $u \in X, p \in H_{0}^{1}(B)$.
3. Inverse medium scattering. In this section, a regularized recursive linearization method for solving the inverse medium scattering problem of Maxwell's equations in three dimensions is proposed. The algorithm, obtained by a continuation method on the wavenumber, requires multifrequency scattering data. At each wavenumber, the algorithm determines a forward model which produces the prescribed scattering data. At a low wavenumber, the scattered field is weak. Consequently, the nonlinear equation becomes essentially linear, known as the Born approximation. The algorithm first solves this nearly linear equation at the lowest wavenumber to obtain low-frequency modes of the true scatterer. The approximation is then used to linearize the nonlinear equation at the next higher wavenumber to produce a better approximation which contains more modes of the true scatterer. This process is continued until a sufficiently high wavenumber, where the dominant modes of the scatterer are essentially recovered.
3.1. Low-frequency modes of the scatterer. Rewrite (1.6) as

$$
\begin{equation*}
\nabla \times(\nabla \times E)-k^{2} E=k^{2} q(x)\left(E^{i}+E\right) \tag{3.1}
\end{equation*}
$$

where the incident wave is taken as $E^{i}=\mathrm{i} k \vec{p}_{1} e^{\mathrm{i} k x \cdot \vec{n}_{1}}$. Consider a test function $F=$ $\mathrm{i} k \vec{p}_{2} e^{\mathrm{i} k x \cdot \vec{n}_{2}}$, where $\vec{p}_{2}, \vec{n}_{2} \in \mathbb{S}^{2}$ satisfy $\vec{p}_{2} \cdot \vec{n}_{2}=0$. Hence $F$ satisfies (1.5).

Multiplying (3.1) by $F$ and integrating over $B$ on both sides, we have

$$
\int_{B} F \cdot[\nabla \times(\nabla \times E)] d x-k^{2} \int_{B} F \cdot E d x=k^{2} \int_{B} q(x) F \cdot E^{i} d x+k^{2} \int_{B} q(x) F \cdot E d x
$$

Integration by parts yields

$$
\begin{array}{r}
\int_{B} E \cdot[\nabla \times(\nabla \times F)] d x+\int_{S}[E \times(\nabla \times F)-F \times(\nabla \times E)] \cdot \nu d s-k^{2} \int_{B} F \cdot E d x \\
=k^{2} \int_{B} q(x) F \cdot E^{i} d x+k^{2} \int_{B} q(x) F \cdot E d x
\end{array}
$$

We have, by noting (1.5),

$$
\int_{S}[E \times(\nabla \times F)-F \times(\nabla \times E)] \cdot \nu d s=k^{2} \int_{B} q(x) F \cdot E^{i} d x+k^{2} \int_{B} q(x) F \cdot E d x
$$

Using the boundary condition (1.7) of the scattered field and the special form of the incident wave $E^{i}$ and $F$, we get

$$
\begin{array}{r}
-\int_{S}(\nu \times E) \cdot\left(\vec{n}_{2} \times \vec{p}_{2}\right) e^{\mathrm{i} k x \cdot \vec{n}_{2}} d s+\int_{S}[\nu \times(\nu \times E)] \cdot \vec{p}_{2} e^{\mathrm{i} k x \cdot \vec{n}_{2}} d s \\
=\int_{B} q(x) F \cdot E^{i} d x+\int_{B} q(x) F \cdot E d x
\end{array}
$$

A simple calculation yields

$$
\begin{align*}
\int_{B} q(x) e^{\mathrm{i} k x \cdot\left(\vec{n}_{1}+\vec{n}_{2}\right)} d x= & \frac{1}{\left(\vec{p}_{1} \cdot \vec{p}_{2}\right) k^{2}} \int_{S}(\nu \times E) \cdot\left(\vec{n}_{2} \times \vec{p}_{2}+\nu \times \vec{p}_{2}\right) e^{\mathrm{i} k x \cdot \vec{n}_{2}} d s \\
& +\frac{\mathrm{i}}{\left(\vec{p}_{1} \cdot \vec{p}_{2}\right) k} \int_{B} q(x) \vec{p}_{2} \cdot E e^{\mathrm{i} k x \cdot \vec{n}_{2}} d x . \tag{3.2}
\end{align*}
$$

From Theorem 2.1 and Remark 2.1, for a small wavenumber, the scattered field is weak and the inverse scattering problem becomes essentially linear. Dropping the nonlinear (second) term of (3.2), we obtain the linearized integral equation

$$
\begin{equation*}
\int_{B} q_{0}(x) e^{\mathrm{i} k x \cdot\left(\vec{n}_{1}+\vec{n}_{2}\right)} d x=\frac{1}{\left(\vec{p}_{1} \cdot \vec{p}_{2}\right) k^{2}} \int_{S}(\nu \times E) \cdot\left(\vec{n}_{2} \times \vec{p}_{2}+\nu \times \vec{p}_{2}\right) e^{\mathrm{i} k x \cdot \vec{n}_{2}} d s \tag{3.3}
\end{equation*}
$$

which is the Born approximation. The function $q_{0}(x)$ will be used as the starting point for our recursive linearization algorithm.

Since the scatterer $q_{0}(x)$ has a compact support, we use the notation

$$
\hat{q}_{0}(\xi)=\int_{B} q_{0}(x) e^{\mathrm{i} k x \cdot\left(\vec{n}_{1}+\vec{n}_{2}\right)} d x
$$

where $\hat{q}_{0}(\xi)$ is the Fourier transform of $q_{0}(x)$ with $\xi=k\left(\vec{n}_{1}+\vec{n}_{2}\right)$. Choose

$$
\vec{n}_{j}=\left(\sin \theta_{j} \cos \phi_{j}, \sin \theta_{j} \sin \phi_{j}, \cos \theta_{j}\right), \quad j=1,2
$$

where $\theta_{j}, \phi_{j}$ are the latitudinal and longitudinal angles, respectively. It is obvious that the domain $[0, \pi] \times[0,2 \pi]$ of $\left(\theta_{j}, \phi_{j}\right), j=1,2$, corresponds to the ball $\left\{\xi \in \mathbb{R}^{3}:|\xi| \leq\right.$ $2 k\}$. Thus, the Fourier modes of $\hat{q}_{0}(\xi)$ in the ball $\{\xi:|\xi| \leq 2 k\}$ can be determined. The scattering data with the higher wavenumber must be used in order to recover more modes of the true scatterer.

Define the data

$$
G(\zeta)= \begin{cases}\frac{1}{\left(\vec{p}_{1} \cdot \vec{p}_{2}\right) k^{2}} \int_{S}(\nu \times E) \cdot\left(\vec{n}_{2} \times \vec{p}_{2}+\nu \times \vec{p}_{2}\right) e^{\mathrm{i} k x \cdot \vec{n}_{2}} d s & \text { for }|\zeta| \leq 2 k \\ 0, & \text { otherwise }\end{cases}
$$

where $\zeta=\zeta\left(k, \theta_{1}, \phi_{1}, \theta_{2}, \phi_{2}\right) \in \mathbb{R}^{3}$. The linear integral equation (3.3) can then be formally reformulated as

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} q_{0}(x) e^{\mathrm{i} x \cdot \zeta} d x=G(\zeta) \tag{3.4}
\end{equation*}
$$

Taking the inverse Fourier transform of (3.4) leads to

$$
\frac{1}{(2 \pi)^{3}} \int_{\mathbb{R}^{3}} e^{-\mathrm{i} x \cdot \zeta}\left[\int_{\mathbb{R}^{3}} q_{0}(y) e^{\mathrm{i} y \cdot \zeta} d y\right] d \zeta=\frac{1}{(2 \pi)^{3}} \int_{\mathbb{R}^{3}} e^{-\mathrm{i} x \cdot \zeta} G(\zeta) d \zeta
$$

By the Fubini theorem, we have

$$
\frac{1}{(2 \pi)^{3}} \int_{\mathbb{R}^{3}} q_{0}(y)\left[\int_{\mathbb{R}^{3}} e^{\mathrm{i}(y-x) \cdot \zeta} d \zeta\right] d y=\frac{1}{(2 \pi)^{3}} \int_{\mathbb{R}^{3}} e^{-\mathrm{i} x \cdot \zeta} G(\zeta) d \zeta
$$

Using the inverse Fourier transform of the Dirac delta function

$$
\frac{1}{(2 \pi)^{3}} \int_{\mathbb{R}^{3}} e^{\mathrm{i}(y-x) \cdot \zeta} d \zeta=\delta(y-x)
$$

we deduce

$$
\int_{\mathbb{R}^{3}} q_{0}(y) \delta(y-x) d y=\frac{1}{(2 \pi)^{3}} \int_{\mathbb{R}^{3}} e^{-\mathrm{i} x \cdot \xi} G(\xi) d \xi
$$

which gives

$$
\begin{equation*}
q_{0}(x)=\frac{1}{(2 \pi)^{3}} \int_{\mathbb{R}^{3}} e^{-\mathrm{i} x \cdot \zeta} G(\zeta) d \zeta . \tag{3.5}
\end{equation*}
$$

In practice, the integral equation (3.5) is implemented by using the FFT.
3.2. Recursive linearization. As discussed in the previous section, when the wavenumber is small, the Born approximation allows a reconstruction of those Fourier modes less than or equal to $2 k$ for the function $q(x)$. We now describe a procedure that recursively determines $q_{k}$ at $k=k_{j}$ for $j=1,2, \ldots$ with increasing wavenumbers. Suppose now that the scatterer $q_{\tilde{k}}$ has been recovered at some wavenumber $\tilde{k}$, and that the wavenumber $k$ is slightly larger than $\tilde{k}$. We wish to determine $q_{k}$, or equivalently, to determine the perturbation

$$
\delta q=q_{k}-q_{\tilde{k}}
$$

For the reconstructed scatterer $q_{\tilde{k}}$, we solve at the wavenumber $k$ the forward scattering problem

$$
\begin{align*}
& \nabla \times(\nabla \times \tilde{E})-k^{2}\left(1+q_{\tilde{k}}\right) \tilde{E}=k^{2} q_{\tilde{k}} E^{i}, \quad x \in B,  \tag{3.6}\\
& \nu \times(\nabla \times \tilde{E})+\mathrm{i} k \nu \times(\nu \times \tilde{E})=0 \quad \text { on } S . \tag{3.7}
\end{align*}
$$

For the scatterer $q_{k}$, we have

$$
\begin{align*}
& \nabla \times(\nabla \times E)-k^{2}\left(1+q_{k}\right) E=k^{2} q_{k} E^{i}, \quad x \in B,  \tag{3.8}\\
& \nu \times(\nabla \times E)+\mathrm{i} k \nu \times(\nu \times E)=0 \quad \text { on } S . \tag{3.9}
\end{align*}
$$

Subtracting (3.6), (3.7) from (3.8), (3.9) and omitting the second order smallness in $\delta q$ and in $\delta E=E-\tilde{E}$, we obtain

$$
\begin{align*}
& \nabla \times(\nabla \times \delta E)-k^{2}\left(1+q_{\tilde{k}}\right) \delta E=k^{2} \delta q\left(E^{i}+\tilde{E}\right), \quad x \in B  \tag{3.10}\\
& \nu \times(\nabla \times \delta E)+\mathrm{i} k \nu \times(\nu \times \delta E)=0 \quad \text { on } S . \tag{3.11}
\end{align*}
$$

For the scatterer $q_{k}$ and the incident wave $E^{i}$, we define the map $S\left(q_{k}, E^{i}\right)$ by

$$
S\left(q_{k}, E^{i}\right)=E
$$

where $E$ is the scattered field at the wavenumber $k$. Let $\gamma$ be the trace operator to the boundary $S$ of the ball $B$. Define the scattering map

$$
M\left(q_{k}, E^{i}\right)=\gamma S\left(q_{k}, E^{i}\right)
$$

It is easily seen that the scattering map $M\left(q_{k}, E^{i}\right)$ is linear with respect to $E^{i}$ but is nonlinear with respect to $q_{k}$. For simplicity, denote $M\left(q_{k}, E^{i}\right)$ by $M\left(q_{k}\right)$. By the definition of the trace operator, we have

$$
M\left(q_{k}\right)=\nu \times\left. E\right|_{S}
$$

We refer to [1] for the Fréchet differentiability of the scattering map. Let $D M\left(q_{\tilde{k}}\right)$ be the Fréchet derivative of $M\left(q_{k}\right)$, and denote the residual operator

$$
R\left(q_{\tilde{k}}\right)=\nu \times\left.\delta E\right|_{S}
$$

It follows from [1] that

$$
\begin{equation*}
D M\left(q_{\tilde{k}}\right) \delta q=R\left(q_{\tilde{k}}\right) \tag{3.12}
\end{equation*}
$$

The regularized least-squares solution of (3.12) is

$$
\delta q=\left[\alpha I+D M^{*}\left(q_{\tilde{k}}\right) D M\left(q_{\tilde{k}}\right)\right]^{-1} D M^{*}\left(q_{\tilde{k}}\right) R\left(q_{\tilde{k}}\right)
$$

where $D M^{*}\left(q_{\tilde{k}}\right)$ is the adjoint operator of $D M\left(q_{\tilde{k}}\right), I$ is the identity operator, and $\alpha$ is some suitable positive number. In practice, the main difficulty is the enormous computational cost of solving linear systems with huge full matrix. Here, we consider an alternative way of solving (3.12) which is much less computationally demanding.

To state the approach, we first examine the boundary data $\nu \times E(x ; \theta, \phi ; k)$. Here, the variable $x$ is the observation point, which has two degrees of freedom since it is on the sphere $S$. The terms $\theta, \phi$ are latitudinal and longitudinal angles, respectively, of the incident wave $E^{i}$. At each frequency, we have four degrees of freedom, and thus
data redundancy, which may be addressed by fixing one of the incident angles, say $\theta$. Define $\phi_{j}=(j-1) * \frac{2 \pi}{m}, j=1, \ldots, m$, and the residual operator

$$
R_{j}\left(q_{\tilde{k}}\right)=\nu \times\left. E\left(x ; \theta, \phi_{j} ; k\right)\right|_{S}-\nu \times\left.\tilde{E}\left(x ; \theta, \phi_{j} ; k\right)\right|_{S}
$$

where $m$ is the total number of the incident waves or sweeps, and $\tilde{E}\left(x ; \theta, \phi_{j} ; k\right)$ is the solution of (3.6), (3.7) with the incident wave of longitudinal angle $\phi_{j}$ and the scatterer $q_{\tilde{k}}$. Instead of solving (3.12) for all incident waves simultaneously, we may solve it for one incident wave at a time while updating the residual operator after each determination of the incremental correction $\delta q$. Thus, for each incident wave with incident angle $\phi_{j}$, we consider the equation

$$
\begin{equation*}
M_{j}\left(q_{k}\right)=\nu \times\left. E\left(x ; \theta, \phi_{j} ; k\right)\right|_{S} \tag{3.13}
\end{equation*}
$$

where $M_{j}\left(q_{k}\right)$ is the scattering map corresponding to the incident wave with longitudinal angle $\phi_{j}$. It follows from [1] that

$$
\begin{equation*}
D M_{j}\left(q_{\tilde{k}}\right) \delta q_{j}=R_{j}\left(q_{\tilde{k}}\right) \tag{3.14}
\end{equation*}
$$

where $D M_{j}\left(q_{\tilde{k}}\right)$ is the Fréchet derivative of the scattering map $M_{j}\left(q_{k}\right)$. The nonlinear Landweber iteration for (3.13) yields

$$
\begin{equation*}
\delta q_{j}=\beta_{k} D M_{j}^{*}\left(q_{\tilde{k}}\right) R_{j}\left(q_{\tilde{k}}\right) \tag{3.15}
\end{equation*}
$$

where $D M_{j}^{*}\left(q_{\tilde{k}}\right)$ is the adjoint operator of $D M_{j}\left(q_{\tilde{k}}\right)$, and $\beta_{k}$ is some relaxation parameter [7].

Remark 3.1. For a fixed wavenumber, the stopping index of nonlinear Landweber iteration (3.15) could be determined from the discrepancy principle. However, in practice, it is not necessary to do many iterations. Our numerical results indicate that the iterative process for different incident angles $\phi_{j}, j=1, \ldots, m$, is sufficient to obtain reasonable accuracy.

Next, we discuss the role of the relaxation parameter $\beta_{k}$ in the iteration (3.15), which may be understood more clearly by considering the iteration from a different point of view.

Consider the optimization problem of (3.13),

$$
\begin{equation*}
\min _{q_{k}}\left\|M_{j}\left(q_{k}\right)-\nu \times E\left(x ; \theta, \phi_{j} ; k\right)\right\|_{\left(L^{2}(S)\right)^{3}}^{2} \tag{3.16}
\end{equation*}
$$

The first order optimality condition for the problem (3.16) is given by

$$
\begin{equation*}
\left.D M_{j}^{*}\left(q_{\tilde{k}}\right)\left(M_{j}\left(q_{k}\right)-\nu \times E\left(x ; \theta, \phi_{j} ; k\right)\right)\right|_{S}=0 \tag{3.17}
\end{equation*}
$$

To solve the optimality equation (3.17), the time marching scheme proposed in [22] consists of finding the steady state of the following parabolic equation:

$$
\frac{d q_{k}}{d t}=\left.D M_{j}^{*}\left(q_{\tilde{k}}\right)\left(\nu \times E\left(x ; \theta, \phi_{j} ; k\right)-M_{j}\left(q_{k}\right)\right)\right|_{S}
$$

The numerical solution could be computed from the explicit method

$$
\delta q_{j}=\tau D M_{j}^{*}\left(q_{\tilde{k}}\right) R_{j}\left(q_{\tilde{k}}\right)
$$

where $\tau$ is the discretized time step. Thus, the relaxation parameter $\beta_{k}$ is essentially the step size of time marching, whose length is restricted by the stability of the explicit method.

In order to compute the correction $\delta q_{j}$, we need some efficient way to compute $D M_{j}^{*}\left(q_{\tilde{k}}\right) R_{j}\left(q_{\tilde{k}}\right)$, which is given by the following theorem.

THEOREM 3.1. Given the residual $R_{j}\left(q_{\tilde{k}}\right)$, there exits a function $F_{j}$ satisfying the adjoint equations

$$
\begin{array}{r}
\nabla \times\left(\nabla \times F_{j}\right)-k^{2}\left(1+\overline{q_{\tilde{k}}}\right) F_{j}=0, \quad x \in B, \\
\nabla \times F_{j}-\mathrm{i} k \nu \times F_{j}=R_{j}\left(q_{\tilde{k}}\right) \quad \text { on } S, \tag{3.19}
\end{array}
$$

such that the adjoint Fréchet derivative $D M_{j}^{*}\left(q_{\tilde{k}}\right)$ satisfies

$$
\begin{equation*}
\left[D M_{j}^{*}\left(q_{\tilde{k}}\right) R_{j}\left(q_{\tilde{k}}\right)\right](x)=k^{2}\left(\overline{E_{j}^{i}}(x)+\overline{\tilde{E}_{j}}(x)\right) \cdot F_{j}(x) \tag{3.20}
\end{equation*}
$$

where $E_{j}^{i}$ is the incident wave with the longitudinal angle $\phi_{j}$ and $\tilde{E}_{j}$ is the solution of (3.6), (3.7) with the incident wave $E_{j}^{i}$.

Proof. Let $\tilde{E}_{j}$ be the solution of (3.6), (3.7) with the incident wave $E_{j}^{i}$. Consider the equations as follows,

$$
\begin{align*}
& \nabla \times(\nabla \times \delta E)-k^{2}\left(1+q_{\tilde{k}}\right) \delta E=k^{2} \delta q\left(E_{j}^{i}+\tilde{E}_{j}\right), \quad x \in B  \tag{3.21}\\
& \nu \times(\nabla \times \delta E)+\mathrm{i} k \nu \times(\nu \times \delta E)=0 \quad \text { on } S \tag{3.22}
\end{align*}
$$

and the adjoint equations (3.18) and (3.19), which take the variational form

$$
\begin{aligned}
\left(\nabla \times F_{j}, \nabla \times \phi\right)-k^{2}\left(\left(1+\overline{q_{\tilde{k}}}\right) F_{j}, \phi\right) & -\mathrm{i} k\left\langle\nu \times F_{j}, \nu \times \phi\right\rangle \\
& =\left\langle R_{j}\left(q_{\tilde{k}}\right), \nu \times \phi\right) \quad \forall \phi \in H_{\mathrm{imp}}(\operatorname{curl}, B)
\end{aligned}
$$

The existence and uniqueness of the weak solution for the adjoint equations may be proved in the same way as for the scattered field. The proof is omitted.

Multiplying (3.21) with the complex conjugate of $F_{j}$ and integrating over $B$ on both sides, we obtain

$$
\int_{B} \bar{F}_{j} \cdot[\nabla \times(\nabla \times \delta E)] d x-k^{2} \int_{B}\left(1+q_{\tilde{k}}\right) \bar{F}_{j} \cdot \delta E d x=k^{2} \int_{B} \delta q\left(E_{j}^{i}+\tilde{E}_{j}\right) \cdot \bar{F}_{j} d x
$$

Integration by parts yields

$$
\int_{S}\left[\delta E \times\left(\overline{\nabla \times F_{j}}\right)-\bar{F}_{j} \times(\nabla \times \delta E)\right] \cdot \nu d s=k^{2} \int_{B} \delta q\left(E_{j}^{i}+\tilde{E}_{j}\right) \cdot \bar{F}_{j} d x
$$

Using the boundary condition (3.22), we deduce

$$
\int_{S}(\nu \times \delta E) \cdot\left(\overline{\nabla \times F_{j}+\mathrm{i} k \nu \times F_{j}}\right) d s=k^{2} \int_{B} \delta q\left(E_{j}^{i}+\tilde{E}\right) \cdot \bar{F}_{j} d x
$$

It follows from (3.14) and the boundary condition (3.19) that

$$
\int_{S}\left[D M_{j}\left(q_{\tilde{k}}\right) \delta q\right] \cdot \overline{R_{j}\left(q_{\tilde{k}}\right)} d s=k^{2} \int_{B} \delta q\left(E_{j}^{i}+\tilde{E}_{j}\right) \cdot \bar{F}_{j} d x
$$

We know from the adjoint operator $D M_{j}^{*}\left(q_{\tilde{k}}\right)$ that

$$
\int_{B} \delta q \overline{D M_{j}^{*}\left(q_{\tilde{k}}\right) R_{j}\left(q_{\tilde{k}}\right)} d x=k^{2} \int_{B} \delta q\left(E_{j}^{i}+\tilde{E}_{j}\right) \cdot \bar{F}_{j} d x
$$

Table 1
Recursive linearization reconstruction algorithm for inverse medium scattering.

```
Initialization:
    \(k=k_{\text {min }} \quad\) smallest \(k_{\text {min }}\)
    \(q_{0} \quad\) Born approximation
Reconstruction loop:
    FOR \(k=k_{\text {min }}: k_{\text {max }} \quad\) march along wavenumbers
        FOR \(j=1: m \quad\) perform \(m\) sweeps over incident angles
            solve (3.6)-(3.7) for \(\tilde{E}_{j}\) one forward problem
            solve (3.18)-(3.19) for \(F_{j}\) one adjoint problem
            \(\delta q_{k}^{j}=\beta_{k} k^{2}\left(\overline{E_{j}^{i}}+\overline{E_{j}}\right) \cdot F_{j}\)
            \(q_{k}^{j}:=q_{k}^{j}+\delta q_{k}^{j}\)
        END
        \(q_{k}:=q_{k}^{m}\)
    END
    \(q:=q_{k_{\max }} \quad\) final reconstruction
```

Since this holds for any $\delta q$, we have

$$
\overline{D M_{j}^{*}\left(q_{\tilde{k}}\right) R_{j}\left(q_{\tilde{k}}\right)}=k^{2}\left(E_{j}^{i}+\tilde{E}_{j}\right) \cdot \bar{F}_{j}
$$

Taking the complex conjugate of the above equation yields the result.
Using this theorem, we can rewrite (3.15) as

$$
\begin{equation*}
\delta q_{j}=\beta_{k} k^{2}\left(\overline{E_{j}^{i}}(x)+\overline{\tilde{E}_{j}}(x)\right) \cdot F_{j}(x) \tag{3.23}
\end{equation*}
$$

Thus, for each incident wave with a longitudinal angle $\phi_{j}$, we solve one forward problem (3.6), (3.7) and one adjoint problem (3.18), (3.19). Since the adjoint problem has a variational form similar to that of the forward problem, we need to compute essentially two forward problems at each sweep. Once $\delta q_{j}$ is determined, $q_{\tilde{k}}$ is updated by $q_{\tilde{k}}+\delta q_{j}$. After completing the $m$ th sweep, we get the reconstructed scatterer $q_{k}$ at the wavenumber $k$.

The recursive linearization for inverse medium scattering of Maxwell's equations can be summarized in Table 1.
4. Numerical experiments. In this section, we discuss the numerical solution of the forward scattering problem and the computational issues of the recursive linearization algorithm.

As for the forward solver, we adopt the edge elements which were developed originally for the finite element solution of Maxwell's equations [20, 12] in the early 1980s. From the mathematical point of view, these are natural approximation spaces for the Hilbert space $H(\operatorname{curl}, B)$, which is the adequate functional space for the variational formulation of Maxwell's equations. Vector fields in such finite element (FE) spaces have continuous tangential traces, which is consistent with the physics. Therefore, the natural degrees of freedom for these elements are related to tangential traces along edges or faces. Here, we take the symmetric second order edge elements for tetrahedral edge elements [13]. When the unknowns are ordered according to the reverse Cuthill-McKee (RCM) ordering [9], the profile of FE matrix is highly banded, which improves the condition number of the FE coefficient matrix. The sparse large scale linear system can be most efficiently solved if the zero elements of the coefficient matrix are not stored. We use the commonly used compressed row storage (CRS)


FIG. 1. Sparsity pattern of an FE matrix with 1820 unknowns: (a) original ordering, (b) RCM ordering.
format, which makes no assumptions about the sparsity structure of the matrix and does not store any unnecessary elements. In fact, from the variational formula of our direct problem (2.1), the coefficient matrix is complex symmetric. Hence, only the lower triangular portion of the matrix needs to be stored. Figure 1 shows a typical sparsity pattern of an FE matrix with 1820 unknowns from the symmetric second order edge element. Regarding the linear solver, either biconjugate gradient ( BiCG ) or quasi-minimal residual (QMR) algorithms with diagonal preconditioning may be employed to solve the sparse, symmetric, and complex system of the equations. It appears for our experiments that the QMR is more efficient.

In the following, we present two numerical examples where the number of the incident wave $m=20$, the incident latitudinal angle $\theta=0$, and the incident longitudinal angle $\phi_{j}=(j-1) * \frac{2 \pi}{m}, j=1, \ldots, m$. The relaxation parameter $\beta_{k}$ is taken to be $0.1 / k$ for the tested examples. For stability analysis, some relative random noise is added to the data; i.e., the tangential trace of the electric field takes the form

$$
\nu \times\left. E\right|_{S}:=(1+\sigma \text { rand }) \cdot\left(\nu \times\left. E\right|_{S}\right)
$$

Here, rand gives uniformly distributed random numbers in $[-1,1]$, and $\sigma$ is a noise level parameter taken to be 0.02 in our numerical experiments. Define the relative error by

$$
e_{2}=\frac{\left(\sum_{i, j, k}\left|q_{i j k}-\bar{q}_{i j k}\right|^{2}\right)^{\frac{1}{2}}}{\left(\sum_{i, j, k}\left|q_{i j k}\right|^{2}\right)^{\frac{1}{2}}}
$$

where $\bar{q}$ is the reconstructed scatter and $q$ is the true scatterer.
Example 4.1. Reconstruct a scatterer defined by

$$
q(x, y, z)= \begin{cases}1-\sqrt{\frac{x^{2}}{1^{2}}+\frac{y^{2}}{0.8^{2}}+\frac{z^{2}}{0.5^{2}}} & \text { for } \frac{x^{2}}{1^{2}}+\frac{y^{2}}{0.8^{2}}+\frac{z^{2}}{0.5^{2}} \leq 1 \\ 0, & \text { otherwise }\end{cases}
$$

The compact support of this scatterer is an ellipsoid contained in the unit ball. For simplicity, we take $\vec{n}_{1}=\vec{n}_{2}$ and $\vec{p}_{1}=\vec{p}_{2}$ to test the forward solver. The numerical


Fig. 2. (a) Integrals at different wavenumbers for the fixed incident angle $\theta=\frac{\pi}{3}$ and $\phi=\frac{\pi}{3}$. Solid curve: the exact integral value of the left-hand side of (3.2), + : the computed integral value of the first term of the right-hand side of (3.2), *: the computed integral value of the second term of right-hand side of (3.2), ○: the computed integral value of the right-hand side of (3.2). (b) Integrals with different $\theta$ for the fixed wavenumber $k=2.0$ and $\phi=\frac{\pi}{3}$. Solid curve: the exact integral value of the left-hand side of (3.2), ○: the computed integral value of the right hand-side of (3.2). (c) Integrals with different $\phi$ for the fixed wavenumber $k=2.0$ and $\theta=\frac{\pi}{3}$. Solid curve: the exact integral value of the left-hand side of (3.2), o: the computed integral value of the right-hand side of (3.2).

Table 2
Relative error at different wavenumbers.

| $k$ | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e_{2}$ | 0.5494 | 0.4876 | 0.3197 | 0.1856 | 0.1534 | 0.0895 |

results are shown in Figure 2. In Figure 2(a), for the fixed incident latitudinal angle $\theta=\frac{\pi}{3}$ and the longitudinal angle $\phi=\frac{\pi}{3}$, the forward problem is solved at different wavenumbers. In Figure 2(b) and 2(c), for the fixed wavenumber $k=2$, the numerical results are shown with different latitudinal angles $\theta \in[0, \pi]$ (fix $\phi=\frac{\pi}{3}$ ) and $\phi \in[0,2 \pi]$ (fix $\theta=\frac{\pi}{3}$ ), respectively. It is easily seen from Figure 2(a) that the first term of the right-hand side of the integral equation (3.2) is dominant compared with the second (nonlinear) term when the wavenumber is small, which validates the Born approximation. Figure 3 shows the slices of the true scatterer, and Figure 4 gives the reconstruction at the wavenumber $k=6$. The relative errors are shown in Table 2 at different wavenumbers.


FIG. 3. True scatterer of Example 4.1: (a) the slice $x=0$; (b) the slice $y=0$; (c) the slice $z=0$.


Fig. 4. Reconstruction of Example 4.1: (a) the slice $x=0$; (b) the slice $y=0$; (c) the slice $z=0$.

Example 4.2. Reconstruct a scatterer defined by
$q(x, y, z)= \begin{cases}\sin \left(\frac{4 \pi}{25}\right)-\sin \left(\left(x^{2}+(y+0.5)^{2}+z^{2}\right) \pi\right) & \text { for } x^{2}+(y+0.5)^{2}+z^{2} \leq 0.4^{2}, \\ \sin \left(\frac{4 \pi}{25}\right)-\sin \left(\left(x^{2}+(y-0.5)^{2}+z^{2}\right) \pi\right) & \text { for } x^{2}+(y-0.5)^{2}+z^{2} \leq 0.4^{2}, \\ 0, & \text { otherwise. }\end{cases}$
The compact support of this scatterer is two isolated balls with the same radius of 0.4 and the centers at $(0,-0.5,0)$ and $(0,0.5,0)$. For simplicity, we take $\vec{n}_{1}=\vec{n}_{2}$


Fig. 5. (a) Integrals with different wavenumbers for the fixed incident angle $\theta=\frac{\pi}{3}$ and $\phi=\frac{\pi}{3}$. Solid curve: the exact integral value of the left-hand side of (3.2), + : the computed integral value of the first term of the right-hand side of (3.2), *: the computed integral value of the second term of right-hand side of (3.2), ○: the computed integral value of the right-hand side of (3.2). (b) Integrals with different $\theta$ for the fixed wavenumber $k=3.0$ and $\phi=\frac{\pi}{3}$. Solid curve: the exact integral value of the left-hand side of (3.2), ○: the computed integral value of the right hand-side of (3.2). (c) Integrals with different $\phi$ for the fixed wavenumber $k=3.0$ and $\theta=\frac{\pi}{3}$. Solid curve: the exact integral value of the left-hand side of (3.2), ○: the computed integral value of the right-hand side of (3.2).

Table 3
Relative error at different wavenumbers.

| $k$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e_{2}$ | 0.6963 | 0.6479 | 0.5891 | 0.4951 | 0.3376 | 0.2568 | 0.2221 |

and $\vec{p}_{1}=\vec{p}_{2}$ in the test of the forward solver. The numerical results are given in Figure 5. In Figure 5(a), for the fixed incident latitudinal angle $\theta=\frac{\pi}{3}$ and the longitudinal angle $\phi=\frac{\pi}{3}$, the forward problem is solved at different wavenumbers. In Figure $5(\mathrm{~b})$ and $5(\mathrm{c})$, for the fixed wavenumber $k=3$, the numerical results are shown with different latitudinal angles $\theta \in[0, \pi]$ (fix $\phi=\frac{\pi}{3}$ ) and $\phi \in[0,2 \pi]$ (fix $\left.\theta=\frac{\pi}{3}\right)$, respectively. It is easily seen from Figure $5(\mathrm{a})$ that the first term of the right-hand side of the integral equation (3.2) is dominant compared with the second (nonlinear) term when the wavenumber $k$ is small, which once again validates the Born approximation. Figure 6 shows the slices of the true scatterer and Figure 7 gives the reconstruction at the wavenumber $k=7$. The relative errors are shown in Table 3 at different wavenumbers.
5. Concluding remarks. The proposed recursive linearization algorithm is stable and efficient for solving the inverse medium scattering problem with multiple


Fig. 6. True scatterer of Example 4.2: (a) the slice $x=0$; (b) the slice $y=-0.5$; (c) the slice $z=0$.


Fig. 7. Reconstruction of Example 4.2: (a) the slice $x=0$; (b) the slice $y=-0.5$; (c) the slice $z=0$.
frequency scattering data in three dimensions. Theoretically, scattering data with even higher wavenumbers could be used to recover more complicated scatterers which contain higher-frequency features, i.e., more Fourier modes. However, the difficulty lies in the fact that the forward model becomes difficult to solve due to the highly oscillatory nature of the solution. For a larger $k$, the mesh size has to be smaller, which makes numerical solution more expensive. Finally, we point out two important future directions of this research. The first concerns the convergence analysis of the
recursive linearization algorithm, which is currently in progress and will be reported elsewhere. Another challenging project is to develop an efficient algorithm for the inverse medium scattering with fixed frequency scattering data.
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# STIMULUS-LOCKED TRAVELING WAVES AND BREATHERS IN AN EXCITATORY NEURAL NETWORK* 

STEFANOS E. FOLIAS ${ }^{\dagger}$ AND PAUL C. BRESSLOFF*


#### Abstract

We analyze the existence and stability of stimulus-locked traveling waves in a onedimensional synaptically coupled excitatory neural network. The network is modeled in terms of a nonlocal integro-differential equation, in which the integral kernel represents the spatial distribution of synaptic weights, and the output firing rate of a neuron is taken to be a Heaviside function of activity. Given an inhomogeneous moving input of amplitude $I_{0}$ and velocity $v$, we derive conditions for the existence of stimulus-locked waves by working in the moving frame of the input. We use this to construct existence tongues in ( $v, I_{0}$ )-parameter space whose tips at $I_{0}=0$ correspond to the intrinsic waves of the homogeneous network. We then determine the linear stability of stimulus-locked waves within the tongues by constructing the associated Evans function and numerically calculating its zeros as a function of network parameters. We show that, as the input amplitude is reduced, a stimulus-locked wave within the tongue of an unstable intrinsic wave can undergo a Hopf bifurcation, leading to the emergence of either a traveling breather or a traveling pulse emitter.
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1. Introduction. Understanding the conditions under which traveling waves of activity can propagate in cortical neural tissue is becoming an increasingly active area of research. Experimentally, these waves can be induced by a brief electrical stimulation of a disinhibited in vitro cortical slice [7, 14, 39, 29, 30]. The underlying mechanism for the propagation of such waves appears to be synaptic in origin rather than diffusive, with action potentials traveling along the axons of individual neurons. Axonal waves are modeled in terms of reaction diffusion equations based on either the four-variable Hodgkin-Huxley equations [20] or the reduced two-variable FitzHughNagumo equations [12]. On the other hand, synaptic waves are typically modeled in terms of nonlocal integro-differential equations of the form [27]

$$
\begin{align*}
& \tau \frac{\partial u(x, t)}{\partial t}=-u(x, t)+\int_{-\infty}^{\infty} w\left(x \mid x^{\prime}\right) f\left(u\left(x^{\prime}, t\right)\right) d x^{\prime}-\beta q(x, t)+I(x, t) \\
& \frac{1}{\epsilon} \frac{\partial q(x, t)}{\partial t}=-q(x, t)+u(x, t) \tag{1.1}
\end{align*}
$$

where $\tau$ is a membrane or synaptic time constant, $u(x, t)$ is a neural field that represents the local activity of a population of excitatory neurons at position $x \in \mathbb{R}$, $I(x, t)$ is an external input current, $f(u)$ denotes the output firing rate function, and $w\left(x \mid x^{\prime}\right)$ is the strength of connections from neurons at $x^{\prime}$ to neurons at $x$. The neural field $q(x, t)$ represents some form of local negative feedback mechanism such as spike frequency adaptation or synaptic depression, with $\beta, \varepsilon$ determining the relative strength and rate of feedback. This form of inhibitory feedback is distinct from nonlocal synaptic inhibition, which tends to favor the formation of stationary bumps of

[^142]activity rather than traveling waves [38, 1, 28]. The nonlinear function $f$ is typically taken to be a sigmoid function $f(u)=1 /\left(1+\mathrm{e}^{-\gamma(u-\kappa)}\right)$ with gain $\gamma$ and threshold $\kappa$. Since there is strong vertical coupling between cortical layers, it is possible to treat a thin vertical cortical slice as an effective one-dimensional medium. Analysis of the model provides valuable information regarding how the speed of a traveling wave, which is relatively straightforward to measure experimentally, depends on various features of the underlying neural tissue [27]. Indeed, one prediction of the model, concerning how the speed of the wave depends on the firing threshold of the neurons, has recently been confirmed experimentally in disinhibited rat cortical slices [32]. External electric fields are used to modulate the threshold and thus control wave propagation.

One of the common assumptions in the analysis of traveling wave solutions of (1.1) is that the system is spatially homogeneous, that is, that the external input $I(x, t)$ is independent of both $x$ and $t$ and the synaptic weights depend only on the distance between presynaptic and postsynaptic cells, $w\left(x \mid x^{\prime}\right)=w\left(x-x^{\prime}\right)$. The existence of traveling waves can then be established for a class of positive, bounded weight distributions $w(x)$ that includes the exponential function $(2 d)^{-1} \mathrm{e}^{-x / d}$, where $d$ determines the range of synaptic coupling. For appropriate choices of network parameters, one finds that a single right- or left-moving traveling front exists in the absence of any feedback $[4,9,21]$, whereas a pair of right- or left-moving traveling pulses exists when there is significant feedback [27]; numerically it is found that the faster pulse is stable, whereas the slower pulse is unstable. Following the original work of Amari [1], exact traveling wave solutions can be constructed by taking the high gain limit $\gamma \rightarrow \infty$, for which $f(u)=H(u-\kappa)$, where $H$ is the Heaviside step function; that is, $H(u)=1$ if $u \geq 0$ and $H(u)=0$ if $u<0$. The stability of traveling wave solutions of (1.1) in the case of a Heaviside firing rate function has recently been analyzed by Zhang [42, 43] using an Evans function approach. This is a technique for analyzing wave stability in unbounded domains that was originally developed within the context of reaction diffusion equations describing the axonal propagation of action potentials $[10,11,22]$. The basic idea is to linearize the full nonlinear equations about the traveling wave solution and to construct a complex analytic function known as the Evans function, whose zeros correspond to the point spectrum of the associated linear operator. Having established that the essential spectrum lies in the left-half complex plane, the wave is linearly stable if no eigenvalues have a positive real part and the zero eigenvalue is simple; the existence of the latter reflects the translation invariance of the system. Evans functions have now been applied to a variety of dissipative and Hamiltonian PDE systems [35], as well as a number of nonlocal integrodifferential equations [42, 43, 23, 34]. In the case of traveling wave solutions of (1.1), Zhang [42] derived an analytical expression for the Evans function using a variation of the parameters method to solve the inhomogeneous ordinary differential equation arising from linearization about the traveling wave solution. In the scalar case (zero feedback), the eigenvalues can be calculated explicitly and the associated front shown to be stable. On the other hand, for the full vector equation (1.1), it has been possible to prove stability of the fast traveling pulse only in the singular limit of slow feedback (small $\varepsilon$ ). However, one can still numerically evaluate the zeros of the Evans function outside this regime. This has been implemented by Coombes and Owen [8], who have extended the Evans function approach of Zhang [42] to a more general class of network models that incorporates discrete axonal delays and dendritic processing.

We have recently been interested in the effects of stationary inhomogeneous inputs on wave propagation and its failure in excitatory networks described by (1.1). As one
might expect intuitively, a sufficiently large variation in input blocks wave propagation (in one dimension) by spatially pinning the activity of the network. In particular, a step input or ramp results in a stationary front, whereas a local Gaussian input induces a stationary pulse. We have analyzed the stability of these stationary solutions for a Heaviside firing rate function, and shown how reducing the amplitude of the input can induce a Hopf bifurcation leading to the formation of a stable, spatially localized oscillatory solution, or breather $[5,13]$. In the case of fronts, we have further shown that there is a critical level of negative feedback at which the homogeneous system undergoes a symmetry-breaking front bifurcation, whereby a stationary front loses stability and bifurcates into a pair of stable counterpropagating fronts. The front bifurcation acts as an organizing center for the formation of a breather in the presence of a weak input inhomogeneity [13]. Analogous results have been found for fronts $[36,18,19,2,31]$ and pulses [33] in reaction diffusion systems. One of the potential difficulties in experimentally testing our predictions regarding input-induced coherent oscillations in cortical slices is that persistent currents tend to destroy the neurons. Although it might be possible to circumvent this problem using other forms of stimulation such as external electric fields [32], an alternative strategy is to consider the effects of moving stimuli. This is also more realistic from the perspective of the intact cortex, which is constantly being bombarded by nonstationary sensory inputs.

In this paper we extend the Evans function approach of Zhang [42] and our own previous work on stationary inhomogeneous inputs, in order to analyze the existence and stability of traveling waves locked to a moving input of constant speed $v$. In order to construct exact traveling wave solutions, we follow previous treatments [1, 27, 42] by considering a Heaviside firing rate function and a homogeneous weight distribution, for which (1.1) becomes

$$
\begin{align*}
& \tau \frac{\partial u(x, t)}{\partial t}=-u(x, t)-\beta q(x, t)+\int_{-\infty}^{\infty} w\left(x-x^{\prime}\right) H\left(u\left(x^{\prime}, t\right)-\kappa\right) d x^{\prime}+I(x-v t), \\
& \frac{1}{\epsilon} \frac{\partial q(x, t)}{\partial t}=-q(x, t)+u(x, t) . \tag{1.2}
\end{align*}
$$

We assume throughout that $w(x)$ is a positive symmetric function that is monotonically decreasing on $[0, \infty)$ and satisfies the normalization condition $\int_{-\infty}^{\infty} w(x) d x<\infty$. The input is written as $I(x-v t)=I_{0} \chi(x-v t)$, with $\chi$ a fixed spatial profile that is either a bounded monotonically decreasing function in the case of fronts, or a unimodal Gaussian-like function in the case of pulses. The input amplitude $I_{0}$ and velocity $v$ are treated as bifurcation parameters. Working in the moving frame of the input, we derive threshold-crossing conditions for the existence of a stimulus-locked wave, and use this to construct existence tongues in $\left(v, I_{0}\right)$-parameter space whose tips at $I_{0}=0$ correspond to the intrinsic waves of the homogeneous network, assuming that the latter exist. In the particular case of an exponential weight distribution, we show that there are two tongues in the positive $v$ domain, corresponding to an unstable/stable pair of right-moving intrinsic waves. We determine the stability of the waves within these existence tongues by first constructing the Evans function for a general weight distribution $w$ satisfying the properties listed below (1.2) and then numerically calculating the zeros of the Evans function for the exponential weight distribution. We show that as the input is reduced, a stimulus-locked wave within the tongue of the unstable intrinsic wave can undergo a Hopf bifurcation leading to the emergence of a traveling oscillatory wave. The latter takes the form of a breather or a pulse emitter in the moving frame of the stimulus. In the limit $v \rightarrow 0$ our results reduce to those previously obtained for stationary inputs [6, 13].

Note that analogous wave instabilities have been found in a scalar network with asymmetric lateral inhibition [40]. Such a network consists of a Mexican hat weight function $w_{\circ}$ that models short-range excitation and long-range inhibition, which is shifted asymmetrically from the center such that $w\left(x \mid x^{\prime}\right)=w_{\circ}\left(x-x^{\prime}-s\right)$ for some fixed displacement $s$. This displacement introduces a form of directional selectivity, in which the network responds preferentially to stimuli moving in a particular direction, and has thus been suggested as a possible recurrent mechanism for the directional selectivity of neurons in visual cortex [37, 25]. Xie and Giese [40] have analyzed the existence and stability of stimulus-locked pulses in an asymmetric lateral inhibition network. They effectively construct the associated Evans function, although they do not identify it as such, and show how the pulse can destabilize when the stimulus velocity differs significantly from the natural velocity of unidirectional intrinsic waves; this instability generates a transition to a so-called lurching wave. Yet another neural system in which a traveling pulse can undergo a Hopf bifurcation leading to the formation of lurching waves is a synaptically coupled integrate-and-fire network with discrete axonal delays $[15,16]$. Here a pulse consists of a single propagating spike, and the instability is due to fluctuations in the sequence of neuronal firing times, which start to grow at a critical value of the delay [3]. This example applies to intrinsic waves in a homogeneous network.

The structure of the paper is as follows. In order to illustrate the general approach, we begin by considering the simpler case of zero negative feedback $(\beta=0)$, for which (1.1) reduces to a scalar equation in $u$ (section 2 ). The corresponding existence tongues for stimulus-locked fronts and their stability can be completely determined analytically. We next consider the existence of stimulus-locked pulses in the full vector system (1.1), numerically solving a set of nonlinear functional equations in order to construct the associated tongues (section 3). We then develop the linear stability analysis of stimulus-locked pulses in order to determine the stability of solutions within the tongues (section 4). Finally, we present numerical simulations illustrating the formation of traveling breathers and pulse emitters. Although we focus on traveling pulses rather than fronts in the case of the full system (1.1), it is straightforward to carry over our results to the case of stimulus-locked fronts, as briefly reported elsewhere [6]. Throughout the paper we work with dimensionless units. The fundamental time scale is taken to be the membrane time constant $\tau$, which is assumed to be of the order 10 msec . The fundamental length scale is taken to be in the range $d$ of synaptic coupling, which can vary from a few hundred micrometers to a few millimeters.
2. Stimulus-locked traveling fronts in a scalar equation. In this section we carry out a complete analysis of the existence and stability of stimulus-locked fronts in a scalar version of (1.2). As an illustrative example, we construct tongue diagrams for an exponential weight distribution, showing how the existence regions of fronts in the $\left(v, I_{0}\right)$-plane deform as the threshold $\kappa$ is varied. We also establish that the fronts within the existence tongues are always stable.
2.1. Existence of stimulus-locked fronts. Consider

$$
\begin{equation*}
\frac{\partial u(x, t)}{\partial t}=-u(x, t)+\int_{-\infty}^{\infty} w(x-y) H(u(y, t)-\kappa) d y+I(x-v t) \tag{2.1}
\end{equation*}
$$

where the input is taken to be a positive bounded monotonic function. We seek traveling front solutions of the form $u(x, t)=U(\xi)$, where $\xi=x-v t$ and

$$
U(\xi)>\kappa, \quad \xi<\xi_{0} ; \quad U\left(\xi_{0}\right)=\kappa ; \quad U(\xi)<\kappa, \quad \xi>\xi_{0}
$$

for some $\xi_{0} \in \mathbb{R}$. The wave of excitation is assumed to travel at the same velocity as the input, though the relative positions of the active region (above threshold) and the input may vary with respect to the velocity and the input strength. Thus, the active region is locked to the input but may precede or succeed the input in position. We take $U \in \mathcal{C}^{1}(\mathbb{R}, \mathbb{R})$, where $\mathcal{C}^{n}(\mathbb{R}, \mathbb{R})$ denotes the set of all $n$-times continuously differentiable functions $f: \mathbb{R} \longrightarrow \mathbb{R}$ that are bounded with respect to the sup norm. If $I_{0}=0$, then the system is translationally invariant and $\xi_{0}$ becomes a free parameter. In this case we refer to traveling waves as intrinsic or natural waves. The profile of the front is determined according to

$$
\begin{equation*}
-v \frac{d U(\xi)}{d \xi}=-U(\xi)+\int_{-\infty}^{\xi_{0}} w(\xi-\eta) d \eta+I(\xi) \tag{2.2}
\end{equation*}
$$

Setting

$$
W(\xi)=\int_{-\infty}^{\xi} w(\eta) d \eta
$$

we can integrate $(2.2)$ over $[\xi, \infty)$ for $v>0$ to obtain

$$
U(\xi)=\frac{1}{v} \int_{\xi}^{\infty} e^{(\xi-\eta) / v} N_{e}\left(\eta ; \xi_{0}\right) d \eta
$$

where

$$
N_{e}\left(\xi ; \xi_{0}\right)=1-W\left(\xi-\xi_{0}\right)+I(\xi)
$$

We are assuming that $w$ is normalized such that $\int_{-\infty}^{\infty} w(\eta) d \eta=1$. Similarly, for $v<0$ we integrate over $(-\infty, \xi]$ to find

$$
U(\xi)=-\frac{1}{v} \int_{-\infty}^{\xi} e^{(\xi-\eta) / v} N_{e}\left(\eta ; \xi_{0}\right) d \eta
$$

The threshold condition for the existence of a stimulus-locked front is $\kappa=U\left(\xi_{0}\right)$.
As a specific example, we consider a Heaviside input $I(\zeta)=I_{0} H(-\zeta)$ and an exponential weight function

$$
\begin{equation*}
w(x)=\frac{1}{2 d} e^{-|x| / d} \tag{2.3}
\end{equation*}
$$

with the length scale fixed by setting $d=1$. The resulting threshold condition is

$$
\kappa=\left\{\begin{array}{cc}
\frac{1}{2(1+v)}+\left\{\begin{array}{cc}
0, & \xi_{0} \geq 0 \\
I_{0}\left(1-e^{\xi_{0} / v}\right), & \xi_{0}<0,
\end{array}\right\} & v>0  \tag{2.4}\\
\frac{1+2|v|}{2(1+|v|)}+\left\{\begin{array}{cc}
I_{0} e^{\xi_{0} / v}, & \xi_{0}>0 \\
I_{0}, & \xi_{0} \leq 0,
\end{array}\right\} & v<0
\end{array}\right.
$$

In the absence of an input $\left(I_{0}=0\right)$, the threshold condition reduces to

$$
\kappa=\left\{\begin{array}{cl}
\frac{1}{2\left(1+v_{\circ}\right)}, & v \geq 0 \\
\frac{1+2\left|v_{\circ}\right|}{2\left(1+\left|v_{\circ}\right|\right)}, & v<0
\end{array}\right.
$$

where $v_{0}$ is the natural speed of the wave. Solving for $v_{0}$ in terms of $\kappa$, we find that $v_{\circ}$ is a sigmoidal function of $\kappa$ :

$$
v_{\circ}(\kappa)=\left\{\begin{array}{cl}
\frac{\frac{1}{2}-\kappa}{\kappa}, & 0<\kappa \leq \frac{1}{2} \\
\frac{\frac{1}{2}-\kappa}{(\kappa-1)}, & \frac{1}{2}<\kappa<1
\end{array}\right.
$$

The homogeneous network supports a stationary natural front ( $v_{0}=0$ ) when $\kappa=\frac{1}{2}$, a front moving to the right for $0<\kappa<\frac{1}{2}$, and front moving to the left for $\frac{1}{2}<\kappa<1$. Moreover, $v_{\circ} \rightarrow \infty$ as $\kappa \rightarrow 0$ and $v_{\circ} \rightarrow-\infty$ as $\kappa \rightarrow 1$. It does not support a natural front when $\kappa>1$, as any heteroclinic orbit joining the equilibrium $\{0,1\}$ at infinity does not satisfy the threshold behavior used to define a traveling front solution. This recovers a result from [9].

We now analyze (2.4) for $I_{0}>0$ in order to determine the regions of the $\left(v, I_{0}\right)$ parameter subspace for which stimulus-locked waves exist. We first consider the case $v>0$. For $\xi_{0} \geq 0$ we have the threshold condition

$$
\kappa=\frac{1}{2(1+v)},
$$

and hence there are infinitely many waves parameterized by $\xi_{0} \in[0, \infty)$, all of which travel with the natural speed $v=\frac{1-2 \kappa}{2 \kappa}$ for $0<\kappa<\frac{1}{2}$. This degeneracy is a consequence of using the Heaviside input and would not occur if a continuous strictly monotonic input were used; however, the analysis is considerably more involved. For $\xi_{0}<0$ we have instead

$$
\kappa=\frac{1}{2(1+v)}+I_{0}\left(1-e^{\xi_{0} / v}\right) .
$$

As the right-hand side is monotonic in $\xi_{0}$, we can solve for $\xi_{0}$ as a function of $v$ to obtain

$$
\xi_{0}(v)=v \ln \left[1-\frac{1}{I_{0}}\left(\kappa-\frac{1}{2(1+v)}\right)\right] .
$$

Since $\xi_{0}<0$ and $v>0$, we see that solutions exist only if

$$
0<1-\frac{1}{I_{0}}\left(\kappa-\frac{1}{2(1+v)}\right) \leq 1
$$

or, equivalently,

$$
\begin{equation*}
2\left(\kappa-I_{0}\right)<\frac{1}{1+v} \leq 2 \kappa . \tag{2.5}
\end{equation*}
$$

The right inequality of (2.5) implies that, if $\kappa<\frac{1}{2}$, then $v>v_{0}(\kappa)$, where $v_{\circ}$ is the corresponding natural velocity. Similarly, the left inequality implies that, if $I_{0}<\kappa$, then $0<v<v_{1}\left(\kappa-I_{0}\right)$, with $v_{1}(s)=\frac{1}{2 s}-1$. Hence, for $0<\kappa \leq \frac{1}{2}$ we obtain the existence regions in the ( $v, I_{0}$ )-plane shown in Figure 2.1(a)-(b). The left boundary is given by $v=v_{\circ}(\kappa)$ and the right boundary by $v=v_{1}\left(\kappa-I_{0}\right)$. The two boundaries form a tongue that emerges from the natural speed $v_{\circ}(\kappa)$ at $I_{0}=0$.


Fig. 2.1. Deformation of existence regions (gray) for stimulus-locked traveling fronts as $\kappa$ varies in the scalar equation. Particular values of $\kappa$ are as follows: (a) $\kappa=0.125$, (c) $\kappa=0.95$, (e) $\kappa=1.25$.

Now consider $v<0$. For $\xi_{0}<0$ we have the threshold condition

$$
\kappa=\frac{1+2|v|}{2(1+|v|)}+I_{0},
$$

which implies

$$
|v|=\frac{1-2\left(\kappa-I_{0}\right)}{2\left(\kappa-I_{0}-1\right)} \equiv v_{2}\left(\kappa-I_{0}\right)
$$

Again we have an infinite family of waves corresponding to a single speed. Since $|v| \geq 0$, such solutions exist only for

$$
\kappa-1<I_{0}<\kappa-\frac{1}{2}
$$

On the other hand, for $\xi_{0} \geq 0$ we have the threshold condition

$$
\kappa=\frac{1+2|v|}{2(1+|v|)}+I_{0} e^{\xi_{0} / v}
$$

Monotonicity of the right-hand side again allows us to solve for $\xi_{0}(v)$ to find

$$
\xi_{0}(v)=v \ln \left[\frac{1}{I_{0}}\left(\kappa-\frac{1+2|v|}{2(1+|v|)}\right)\right]
$$

and, since $v<0$ and $\xi_{0} \geq 0$, it follows that waves exist only for $v$ satisfying

$$
\begin{equation*}
\kappa-I_{0} \leq \frac{1+2|v|}{2(1+|v|)}<\kappa \tag{2.6}
\end{equation*}
$$

The right inequality of (2.6) implies that if $\frac{1}{2}<\kappa<1$, then $v_{\circ}(\kappa)<v<0$. Thus, for $\frac{1}{2}<\kappa<1$ we obtain the existence region shown in Figure 2.1(c); the left boundary is given by $v=v_{0}(\kappa)$ and the right boundary by $v=v_{2}\left(\kappa-I_{0}\right)$ for $v<0$ and $v=v_{1}\left(\kappa-I_{0}\right)$ for $v>0$. Again there is a tongue with tip at the natural speed. For $\kappa>1$ the left boundary disappears, and one finds stimulus-locked waves only when $I_{0}>\kappa-1$, i.e., when there no longer exist natural waves. The left inequality of (2.6) implies that if $\frac{1}{2}<\kappa-I_{0}<1$, then $v<v_{2}\left(\kappa-I_{0}\right)<0$, whereas if $\kappa-I_{0}>1$, then no solution exists. For all $\kappa>1$ the region of existence is identical to that for $\kappa=1$, though it is shifted vertically by $\kappa-1$, as shown in Figure 2.1(d)-(e).
2.2. Stability of stimulus-locked fronts. Consider the evolution of small smooth perturbations $\bar{\varphi}$ of the stimulus-locked front solution $U$. Linearizing (2.1) about the wave, the perturbations evolve according to

$$
\begin{equation*}
\frac{\partial \bar{\varphi}}{\partial t}-v \frac{\partial \bar{\varphi}}{\partial \xi}+\bar{\varphi}=\int_{\mathbb{R}} w(\xi-\eta) H^{\prime}(U(\eta)-\kappa) \bar{\varphi}(\eta) d \eta \tag{2.7}
\end{equation*}
$$

Separating variables, $\bar{\varphi}(\xi, t)=\varphi(\xi) e^{\lambda t}$, we find that $\varphi \in \mathcal{C}^{1}(\mathbb{R}, \mathbb{C})$ satisfies the eigenvalue problem

$$
\begin{equation*}
\left(\mathcal{L}+\mathcal{N}_{s}\right) \varphi=\lambda \varphi \tag{2.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{L} \varphi=v \frac{\partial \varphi}{\partial \xi}-\varphi, \quad \mathcal{N}_{s} \varphi(\xi)=\frac{w\left(\xi-\xi_{0}\right)}{\left|U^{\prime}\left(\xi_{0}\right)\right|} \varphi\left(\xi_{0}\right) \tag{2.9}
\end{equation*}
$$

We need to characterize the spectrum of the linear operator $\mathcal{L}+\mathcal{N}_{s}: \mathcal{C}^{1}(\mathbb{R}, \mathbb{C}) \longrightarrow$ $\mathcal{C}^{0}(\mathbb{R}, \mathbb{C})$ in order to determine the linear stability of the traveling pulse. The following definitions concern linear operators $\mathcal{T}: \mathcal{D}(\mathcal{T}) \longrightarrow \mathcal{B}$, where $\mathcal{B}$ is a Banach space and the domain $\mathcal{D}(\mathcal{T})$ of $\mathcal{T}$ is dense in $\mathcal{B}$ [41]. In our case $\mathcal{D}\left(\mathcal{L}+\mathcal{N}_{s}\right)=\mathcal{C}^{1}(\mathbb{R}, \mathbb{C})$, which is dense in $\mathcal{C}^{0}(\mathbb{R}, \mathbb{C})$. $\lambda$ is in the resolvent set $\rho$ if $\lambda \in \mathbb{C}$ is such that $\mathcal{T}-\lambda$ has a range dense in $\mathcal{B}$ and a continuous inverse $(\mathcal{T}-\lambda)^{-1}$; otherwise $\lambda$ is in the spectrum $\sigma$. We decompose the spectrum into the following disjoint sets: $\lambda$ is an element of the point spectrum $\sigma_{p}$ if $\mathcal{T}-\lambda$ is not invertible; $\lambda$ is an element of the continuous spectrum $\sigma_{c}$ if $\mathcal{T}-\lambda$ has an unbounded inverse with domain dense in $\mathcal{B} ; \lambda$ is an element of the residual spectrum $\sigma_{r}$ if $\mathcal{T}-\lambda$ has an inverse (bounded or not) whose domain is not dense in $\mathcal{B}$. We refer to elements of the point spectrum as eigenvalues and the union of the continuous and residual spectra as the essential spectrum.

Regarding the essential spectrum, we mention that $\mathcal{N}_{s}$ is a compact linear operator. The consequence is that, since $\mathcal{N}_{s}$ is compact, the operators $\mathcal{L}+\mathcal{N}_{s}$ and $\mathcal{L}$ have the same essential spectra $[24,23]$. To see that the operator is compact, we define $\mathcal{N}_{s}$ by the composition $\mathcal{T} \mathcal{S}$, where

$$
\mathcal{S} \varphi=\varphi\left(\xi_{0}\right), \quad(\mathcal{T} z)(\xi)=\frac{w\left(\xi-\xi_{0}\right)}{\left|U^{\prime}\left(\xi_{0}\right)\right|} z
$$

Since $\mathcal{S}: \mathcal{C}^{1}(\mathbb{R}, \mathbb{C}) \longrightarrow \mathbb{C}$ has a finite-dimensional range, it is a compact linear operator. Moreover, since $\mathcal{T}: \mathbb{C} \longrightarrow \mathcal{C}^{0}(\mathbb{R}, \mathbb{C})$ is a bounded linear operator, it follows that the composition $\mathcal{T S}$ is a compact linear operator.

Resolvent and the point spectrum. We seek to construct a bounded inverse by solving the inhomogeneous equation

$$
\begin{equation*}
\left(\mathcal{L}+\mathcal{N}_{s}-\lambda\right) \varphi=-f \tag{2.10}
\end{equation*}
$$

where $f \in \mathcal{C}^{0}(\mathbb{R}, \mathbb{C})$, using a variation of parameters approach along the lines of Zhang [42]. We write (2.10) as

$$
\begin{equation*}
\frac{\partial}{\partial \xi}\left(e^{-\left(\frac{1+\lambda}{v}\right) \xi} \varphi(\xi)\right)=-\frac{1}{v} e^{-\left(\frac{1+\lambda}{v}\right) \xi}\left(\mathcal{N}_{s} \varphi(\xi)+f(\xi)\right) \tag{2.11}
\end{equation*}
$$

For $\frac{\operatorname{Re}(\lambda)+1}{v}>0$, integrating (2.11) over $[\xi, \infty)$ yields

$$
\begin{equation*}
\varphi(\xi)-\Lambda_{+}(\lambda ; \xi) \varphi\left(\xi_{0}\right)=\mathcal{H}_{f}(\xi) \tag{2.12}
\end{equation*}
$$

where

$$
\begin{gathered}
\Lambda_{+}(\lambda ; \xi)=\frac{1}{v\left|U^{\prime}\left(\xi_{0}\right)\right|} \int_{\xi}^{\infty} w\left(\eta-\xi_{0}\right) e^{\left(\frac{1+\lambda}{v}\right)(\xi-\eta)} d \eta \\
\mathcal{H}_{f}(\xi)=\frac{1}{v} \int_{\xi}^{\infty} e^{\left(\frac{1+\lambda}{v}\right)(\xi-\eta)} f(\eta) d \eta
\end{gathered}
$$

Using the Hölder inequality, it can be shown that both $\Lambda_{+}(\lambda ; \xi)$ and $\mathcal{H}_{f}(\xi)$ are bounded for all $\xi \in \mathbb{R}$ and $f \in \mathcal{C}^{0}(\mathbb{R}, \mathbb{C})$. It is then seen from (2.12) that $\varphi(\xi)$ is determined by its restriction $\varphi\left(\xi_{0}\right)$, in which case we obtain

$$
\left(1-\Lambda_{+}\left(\lambda ; \xi_{0}\right)\right) \varphi\left(\xi_{0}\right)=\frac{1}{v} \int_{\xi_{0}}^{\infty} e^{\left(\frac{1+\lambda}{v}\right)(\xi-\eta)} f(\eta) d \eta
$$

This can be solved for $\varphi\left(\xi_{0}\right)$ and hence for $\varphi(\xi)$ if and only if

$$
1-\Lambda_{+}\left(\lambda ; \xi_{0}\right) \neq 0
$$

This results in a bounded inverse which is defined on all of $\mathcal{C}^{0}(\mathbb{R}, \mathbb{C})$, and therefore all corresponding $\lambda$ are in the resolvent set. On the other hand, we cannot invert the operator for $\lambda$ such that

$$
1-\Lambda_{+}\left(\lambda ; \xi_{0}\right)=0
$$

In this case

$$
\begin{equation*}
\left(\mathcal{L}+\mathcal{N}_{s}-\lambda\right) \varphi=0 \tag{2.13}
\end{equation*}
$$

has nontrivial solutions, indicating that $\lambda$ is in the point spectrum. Moreover, if we define the function

$$
\mathcal{E}_{+}\left(\lambda ; \xi_{0}\right)=1-\Lambda_{+}\left(\lambda ; \xi_{0}\right), \quad \frac{\operatorname{Re}(\lambda)+1}{v}>0
$$

we see that eigenvalues form the zero set. Similarly for $\frac{\mathcal{R e}(\lambda)+1}{v}<0$, integrating (2.11) over $\left(-\infty, \xi_{0}\right.$ ] yields a similar condition for the existence of eigenfunctions

$$
1=\Lambda_{-}\left(\lambda, \xi_{0}\right), \quad \frac{\operatorname{Re}(\lambda)+1}{v}<0
$$

where

$$
\begin{equation*}
\Lambda_{-}(\lambda ; \xi)=-\frac{1}{v\left|U^{\prime}\left(\xi_{0}\right)\right|} \int_{-\infty}^{\xi} w\left(\eta-\xi_{0}\right) e^{\left(\frac{1+\lambda}{v}\right)(\xi-\eta)} d \eta \tag{2.14}
\end{equation*}
$$

The Evans function is then defined as

$$
\mathcal{E}\left(\lambda ; \xi_{0}\right)=1-\Lambda_{ \pm}\left(\lambda ; \xi_{0}\right), \quad \frac{\operatorname{Re}(\lambda)+1}{v} \gtrless 0
$$

Essential spectrum. Since $\mathcal{N}_{s}$ does not contribute to the essential spectrum of $\mathcal{L}+\mathcal{N}_{s}$, we need only calculate the essential spectrum of the linear operator $\mathcal{L}$. The essential spectrum is the set of $\lambda=-1+i v \rho$, where $\rho \in \mathbb{R}$. Since this has negative real part, the essential spectrum does not contribute to any wave instabilities. We demonstrate that, for these values of $\lambda$, there exist bounded functions for which the inverse operator $(\mathcal{L}-\lambda)^{-1}$ becomes unbounded, indicating that $\lambda$ is a member of the continuous spectrum.

Suppose that $\lambda=-1+i v \rho$, and consider the sequence of bounded functions [43]

$$
\varphi_{m}(\xi)=\left(1-e^{-\xi^{2} / 2 m^{2}}\right) e^{i \rho \xi}, \quad m \in \mathbb{N}
$$

for which

$$
\left\|\varphi_{m}\right\|_{\infty}=1 \quad \forall m \in \mathbb{N}, \rho \in \mathbb{R}
$$

However,

$$
(\mathcal{L}-\lambda) \varphi_{m}(\xi)=\frac{v}{m^{2}} \xi e^{-\xi^{2} / 2 m^{2}} e^{i \rho \xi}
$$

which implies that

$$
\left\|(\mathcal{L}-\lambda) \varphi_{m}\right\|_{\infty}=\frac{v}{m^{2}}\left\|\xi e^{-\xi^{2} / 2 m^{2}}\right\|_{\infty} \longrightarrow 0 \quad \text { as } \quad m \longrightarrow \infty
$$

Hence, $(\mathcal{L}-\lambda)^{-1}$ is unbounded, and the set of $\lambda=-1+i v \rho$, where $\rho \in \mathbb{R}$, form the essential spectrum. The residual spectrum in this case is empty, though we shall see that the vector system does, in fact, have a nonempty residual spectrum.

Evans function for an exponential weight distribution. We now explicitly calculate the zeros of the Evans functions for a Heaviside input and exponential weight distribution. The region in the complex plane $\mathbf{D}=\{z: \operatorname{Re}(z)>-1\}$ is the domain of the Evans function $\mathcal{E}_{+}$, and we need only consider this region to determine the stability of the wave. For $v>0$ and $\lambda \in \mathbf{D}$,

$$
\begin{aligned}
\mathcal{E}_{+}\left(\lambda, \xi_{0}\right) & =1-\frac{1}{v\left|U^{\prime}\left(\xi_{0}\right)\right|} \int_{\xi_{0}}^{\infty} w\left(\eta-\xi_{0}\right) e^{\left(\frac{1+\lambda}{v}\right)\left(\xi_{0}-\eta\right)} d \eta \\
& =1-\frac{1}{2(1+\lambda+v)} \frac{1}{\left|U^{\prime}\left(\xi_{0}\right)\right|}
\end{aligned}
$$

and similarly for $v<0$ and $\lambda \in \mathbf{D}$,

$$
\begin{aligned}
\mathcal{E}_{-}\left(\lambda, \xi_{0}\right) & =1+\frac{1}{v\left|U^{\prime}\left(\xi_{0}\right)\right|} \int_{-\infty}^{\xi_{0}} w\left(\eta-\xi_{0}\right) e^{\left(\frac{1+\lambda}{v}\right)\left(\xi_{0}-\eta\right)} d \eta \\
& =1+\frac{1}{2(1+\lambda+v)} \frac{1}{\left|U^{\prime}\left(\xi_{0}\right)\right|}
\end{aligned}
$$

Note that this recovers the Evans function obtained by Zhang [42] in the case of a homogeneous input. From this we can directly solve $\mathcal{E}_{ \pm}\left(\lambda ; \xi_{0}\right)=0$ for $\lambda$ :

$$
\begin{equation*}
\lambda=-(1+|v|)+\frac{1}{2\left|U^{\prime}\left(\xi_{0}\right)\right|}, \quad v \in \mathbb{R} \tag{2.15}
\end{equation*}
$$

with $U^{\prime}\left(\xi_{0}\right)$ determined from (2.2),

$$
\begin{aligned}
U^{\prime}\left(\xi_{0}\right) & =\frac{1}{v}\left(U\left(\xi_{0}\right)-\int_{-\infty}^{\xi_{0}} w\left(\xi_{0}-\eta\right) d \eta-I\left(\xi_{0}\right)\right) \\
& =\frac{1}{v}\left(\kappa-\frac{1}{2}-I\left(\xi_{0}\right)\right)
\end{aligned}
$$

and $\kappa$ satisfying the self-consistency conditions (2.4).
In the case $I_{0}=0$ the eigenvalues are given by

$$
\begin{equation*}
\lambda=-(1+|v|)+\frac{|v|}{2\left|\kappa-\frac{1}{2}\right|}, \quad v \in \mathbb{R} \tag{2.16}
\end{equation*}
$$

where $v$ is the natural wave speed. Substituting (2.4) into (2.16), we find that the only eigenvalue in $\mathbf{D}$ is the zero eigenvalue $\lambda=0$. Moreover, it can be shown that the eigenvalue is simple [42] and hence that the natural front is linearly stable, modulo uniform translations.

In the case of an inhomogeneous input $\left(I_{0}>0\right)$, we have to deal with each of the separate subdomains of the threshold conditions (2.4). First, for $v>0, \xi_{0}>0$ we notice that $I\left(\xi_{0}\right)=0$ and $\kappa$ is identical to the case of a natural wave; hence, $\lambda=0$ is the only eigenvalue in $\mathbf{D}$. If $v>0, \xi_{0}<0$, substituting (2.4) for $\kappa$ into (2.15) yields the eigenvalue

$$
\begin{aligned}
\lambda & =-1-v+\frac{v}{2\left|\kappa-\frac{1}{2}-I_{0}\right|} \\
& =(1+v)\left[-1+\frac{v}{\left|v+2(1+v) I_{0}\left(1-e^{\xi_{0} / v}\right)\right|}\right]
\end{aligned}
$$

Since $I_{0}\left(1-e^{\xi_{0} / v}\right)>0$ for all $v>0, \xi_{0}<0, I_{0}>0$, it follows that $\lambda<0$ and the corresponding front is always stable. On the other hand, if $v<0$ and $\xi_{0}<0$, we find $\lambda=0$, again indicating stability with respect to the degenerate family of waves corresponding to the boundary of the tongue. For $\xi_{0}>0$ we similarly calculate

$$
\lambda=(1+|v|)\left[-1+\frac{|v|}{\left||v|+2(1+|v|) I_{0} e^{\xi_{0} / v}\right|}\right]
$$

Since $2(1+|v|) I_{0} e^{\xi_{0} / v}>0$ for $v<0, \xi_{0}>0, I_{0}>0$, it again follows that $\lambda<0$ and the corresponding front is always stable.
3. Stimulus-locked traveling pulses in the vector system. In this section we construct stimulus-locked traveling pulse solutions of (1.2) in the case of a unimodal input moving with constant velocity $v$. We first derive the formal solution for a general weight distribution $w$, and then use this to construct existence tongues in the $\left(v, I_{0}\right)$-plane for an exponential weight distribution and a Gaussian input of amplitude $I_{0}$.
3.1. Existence of stimulus-locked pulses. Consider a traveling pulse that is generated by, and locked to, an inhomogeneous input $I$ traveling with constant speed $v$. Such a wave has permanent or stationary form; i.e., it translates as a rigid structure. Define the traveling wave coordinates $(\xi, t)$, where $\xi=x-v t$ and $v$ is
the velocity associated with the input. A stimulus-locked traveling pulse is a pair of functions $(U, Q)$, with $U, Q \in \mathcal{C}^{1}(\mathbb{R}, \mathbb{R})$, which in traveling wave coordinates satisfy the conditions

$$
\begin{array}{ccc}
U\left(\xi_{i}\right)=\kappa, & i=1,2 ; & U(\xi) \longrightarrow 0 \quad \text { as } \xi \longrightarrow \pm \infty \\
U(\xi)>\kappa, & \xi_{1}<\xi<\xi_{2} ; & U(\xi)<\kappa, \quad \text { otherwise }
\end{array}
$$

with $\xi_{1}, \xi_{2}$ defining the points at which the activity $U$ crosses threshold. Taking $u(x, t)=U(x-v t)$ and $q(x, t)=Q(x-v t)$, the profile of the pulse is governed by

$$
\begin{aligned}
-v U_{\xi} & =-U-\beta Q+\int_{\xi_{1}}^{\xi_{2}} w(\xi-\eta) d \eta+I(\xi) \\
-\frac{v}{\epsilon} Q_{\xi} & =-Q+U
\end{aligned}
$$

In general, we take the excitatory weight function $w(x)$ to be nonnegative, continuous, symmetric in $x$, and monotonically decreasing in $|x|$. Let $\mathbf{s}=(U, Q)^{T}$ and $W$ denote an antiderivative of $w$; we can rewrite the system more compactly as

$$
\begin{equation*}
\mathcal{L} \mathbf{s} \equiv\binom{v U_{\xi}-U-\beta Q}{v Q_{\xi}+\epsilon U-\epsilon Q}=-\binom{N_{e}}{0} \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{e}(\xi)=W\left(\xi-\xi_{1}\right)-W\left(\xi-\xi_{2}\right)+I(\xi) \tag{3.2}
\end{equation*}
$$

We use variation of parameters to solve this linear equation. The homogeneous problem $\mathcal{L} \mathbf{s}=\mathbf{0}$ has the two linearly independent solutions,

$$
\mathbf{S}_{+}(\xi)=\binom{\beta}{m_{+}-1} \exp \left(\mu_{+} \xi\right), \quad \mathbf{S}_{-}(\xi)=\binom{\beta}{m_{-}-1} \exp \left(\mu_{-} \xi\right)
$$

where

$$
\mu_{ \pm}=\frac{m_{ \pm}}{v}, \quad \quad m_{ \pm}=\frac{1}{2}\left(1+\epsilon \pm \sqrt{(1-\epsilon)^{2}-4 \epsilon \beta}\right)
$$

We set

$$
\mathbf{s}(\xi)=\left[\mathbf{S}_{+} \mid \mathbf{S}_{-}\right]\binom{a(\xi)}{b(\xi)}
$$

where $a, b \in \mathcal{C}^{1}(\mathbb{R}, \mathbb{R})$ and $[A \mid B]$ denotes the matrix whose first column is defined by the vector A and whose second column is defined by the vector B . Since $\mathcal{L} \mathbf{S}_{ \pm}=0$, (3.1) becomes

$$
\begin{equation*}
\left[\mathbf{S}_{+} \mid \mathbf{S}_{-}\right] \frac{\partial}{\partial \xi}\binom{a(\xi)}{b(\xi)}=-\frac{1}{v}\binom{N_{e}(\xi)}{0} \tag{3.3}
\end{equation*}
$$

Since $\left[\mathbf{S}_{+} \mid \mathbf{S}_{-}\right]$is invertible, we find

$$
\frac{\partial}{\partial \xi}\binom{a(\xi)}{b(\xi)}=-\frac{1}{v \beta\left(m_{+}-m_{-}\right)}\left[\mathbf{Z}_{+} \mid \mathbf{Z}_{-}\right]^{T}\binom{N_{e}(\xi)}{0}
$$

where

$$
\mathbf{Z}_{+}(\xi)=\binom{1-m_{-}}{\beta} \exp \left(-\mu_{+} \xi\right), \quad \mathbf{Z}_{-}(\xi)=-\binom{1-m_{+}}{\beta} \exp \left(-\mu_{-} \xi\right)
$$

For $v>0$, we integrate over $[\xi, \infty)$ to obtain

$$
\binom{a(\xi)}{b(\xi)}=\binom{a_{\infty}}{b_{\infty}}+\frac{1}{v \beta\left(m_{+}-m_{-}\right)} \int_{\xi}^{\infty}\left[\mathbf{Z}_{+} \mid \mathbf{Z}_{-}\right]^{T}\binom{N_{e}(\eta)}{0} d \eta
$$

where $a_{\infty}, b_{\infty}$ denote the values of $a(\xi), b(\xi)$ as $\xi \longrightarrow \infty$. Thus

$$
\begin{equation*}
\mathbf{s}(\xi)=\left[\mathbf{S}_{+} \mid \mathbf{S}_{-}\right]\binom{a_{\infty}}{b_{\infty}}+\frac{1}{v \beta\left(m_{+}-m_{-}\right)}\left[\mathbf{S}_{+} \mid \mathbf{S}_{-}\right] \int_{\xi}^{\infty}\left[\mathbf{Z}_{+} \mid \mathbf{Z}_{-}\right]^{T}\binom{N_{e}(\eta)}{0} d \eta \tag{3.4}
\end{equation*}
$$

Using the Hölder inequality and that $N_{e} \in \mathcal{C}^{0}(\mathbb{R}, \mathbb{R})$, it is straightforward to show that the integral term in (3.4) is bounded for all $\xi \in \mathbb{R}$; hence, a bounded solution $\mathbf{s}$ exists only if $a_{\infty}=b_{\infty}=0$. The general stimulus-locked pulse is given by

$$
\mathbf{s}(\xi)=\frac{1}{v \beta\left(m_{+}-m_{-}\right)}\left[\mathbf{S}_{+} \mid \mathbf{S}_{-}\right] \int_{\xi}^{\infty}\left[\mathbf{Z}_{+} \mid \mathbf{Z}_{-}\right]^{T}\binom{N_{e}(\eta)}{0} d \eta
$$

Furthermore, if we define the functions

$$
\mathcal{M}_{ \pm}(\xi)=\frac{1}{v\left(m_{+}-m_{-}\right)} \int_{\xi}^{\infty} e^{\mu_{ \pm}(\xi-\eta)} N_{e}(\eta) d \eta
$$

we can express the solution $(U, Q)$ as follows:

$$
\begin{align*}
& U(\xi)=\left(1-m_{-}\right) \mathcal{M}_{+}(\xi)-\left(1-m_{+}\right) \mathcal{M}_{-}(\xi)  \tag{3.5}\\
& Q(\xi)=\beta^{-1}\left(m_{+}-1\right)\left(1-m_{-}\right)\left[\mathcal{M}_{+}(\xi)-\mathcal{M}_{-}(\xi)\right] \tag{3.6}
\end{align*}
$$

Since $N_{e}(\xi)$ is dependent upon $\xi_{1}, \xi_{2}$, the threshold conditions $U\left(\xi_{i}\right)=\kappa$, where $i=1,2$ and $\xi_{1}<\xi_{2}$, determine the relationship between the input strength $I_{0}$ and the position of the pulse relative to the input $I$. This provides the following consistency conditions for the existence of a stimulus-locked traveling pulse, which, we note, reduce to the case of natural waves for $I_{0}=0$ :

$$
\begin{align*}
& \kappa=\left(1-m_{-}\right) \mathcal{M}_{+}\left(\xi_{1}\right)-\left(1-m_{+}\right) \mathcal{M}_{-}\left(\xi_{1}\right)  \tag{3.7}\\
& \kappa=\left(1-m_{-}\right) \mathcal{M}_{+}\left(\xi_{2}\right)-\left(1-m_{+}\right) \mathcal{M}_{-}\left(\xi_{2}\right) \tag{3.8}
\end{align*}
$$

3.2. Pulses for an exponential weight distribution. Consider, in particular, an exponential weight distribution given by (2.3) with $d=1$ and a Gaussian input

$$
\begin{equation*}
I(x)=I_{0} e^{-(x / \sigma)^{2}} \tag{3.9}
\end{equation*}
$$

Existence conditions determined from (3.7) and (3.8) yield the following system of nonlinear equations that determines the relationship between the input parameters $\left(v, I_{0}\right)$ and the threshold points $\left(\xi_{1}, \xi_{2}\right)$ :

$$
\begin{align*}
& \kappa=K\left(\xi_{1}-\xi_{2}\right)+T_{+}\left(\xi_{1}\right)-T_{-}\left(\xi_{1}\right),  \tag{3.10}\\
& \kappa=J\left(\xi_{1}-\xi_{2}\right)+T_{+}\left(\xi_{2}\right)-T_{-}\left(\xi_{2}\right), \tag{3.11}
\end{align*}
$$



Fig. 3.1. Bifurcation curves for the existence of natural traveling pulses $\left(I_{0}=0\right)$ for the vector system (1.2) in (a) the ( $\epsilon, a)$-plane and (b) the ( $\epsilon, v$ )-plane, illustrating that natural waves exist only for small $\epsilon$. Here $a=\xi_{2}-\xi_{1}$ denotes the width of a pulse. The stable branch (black), characterized by wide (large a), fast pulses, and the unstable branch (gray), characterized by narrow, slow pulses, annihilate in a saddle-node bifurcation at a critical value $\epsilon_{c}$. In this case $\kappa=0.3, \beta=2.5$, and $\epsilon_{c} \approx 0.341$.
where
$K(\zeta)=K_{0}+K_{1} e^{\zeta}-K_{+} e^{\mu_{+} \zeta}+K_{-} e^{\mu_{-} \zeta}, \quad J(\zeta)=\frac{v+\epsilon}{2\left(v+m_{+}\right)\left(v+m_{-}\right)}\left(1-e^{\zeta}\right)$,
$K_{1}=\frac{1}{2} \frac{v-\epsilon}{\left(v-m_{+}\right)\left(v-m_{-}\right)}, \quad \quad K_{ \pm}=\frac{v^{2}\left(1-m_{\mp}\right)}{m_{ \pm}\left(v^{2}-m_{ \pm}^{2}\right)\left(m_{+}-m_{-}\right)}$,
$K_{0}=\left(\frac{\left(1-m_{-}\right)\left(2 v+m_{+}\right)}{2 m_{+}\left(v+m_{+}\right)\left(m_{+}-m_{-}\right)}\right)-\left(\frac{\left(1-m_{+}\right)\left(2 v+m_{-}\right)}{2 m_{-}\left(v+m_{-}\right)\left(m_{+}-m_{-}\right)}\right)$,
$T_{ \pm}(\zeta)=\frac{\sqrt{\pi} \sigma I_{0}}{2 v}\left(\frac{1-m_{\mp}}{m_{+}-m_{-}}\right) \exp \left(\frac{\left(\mu_{ \pm} \sigma\right)^{2}}{4}+\mu_{ \pm} \zeta\right) \operatorname{erfc}\left(\frac{\zeta}{\sigma}+\frac{\mu_{ \pm} \sigma}{2}\right)$,
and $\operatorname{erfc}(z)$ denotes the complementary Error function.
Natural traveling pulses $\left(I_{0}=0\right)$. Numerically solving (3.10) and (3.11) for $I_{0}=$ 0 , we find that for sufficiently small $\epsilon$ there exists a pair of traveling pulses arising from a saddle-node bifurcation. Numerical simulations suggest that the larger and faster pulse is stable while the smaller slower pulse is unstable and acts as a separatrix between the fast pulse and the rest state [27]. Zhang's analysis has shown the fast pulse to be stable in the singular limit $\epsilon \longrightarrow 0$ [42]. In Figure 3.1 we present bifurcation diagrams using $\epsilon$ as a bifurcation parameter to demonstrate the existence and stability of natural waves; stability is determined by numerically solving for the zero set of the Evans function, constructed in section 4.2. It is found that the larger, faster wave is stable (black), while the smaller, slower wave is unstable (gray).

Stimulus-locked traveling pulses. Numerically solving (3.10) and (3.11) for $I_{0}>0$, we can determine the regions in the $\left(v, I_{0}\right)$-plane where one or more stimulus-locked waves exist. First, performing a continuation from the pair of natural waves, we generate a corresponding pair of existence tongues with tips at $I_{0}=0$. These are illustrated in Figure 3.2 with the left-hand (right-hand) tongue emerging from the unstable (stable) natural wave. We then note that the left-hand tongue includes


Fig. 3.2. Regions of existence of the stimulus-locked traveling pulses in the $\left(v, I_{0}\right)$-plane for $\sigma=1.0, \kappa=0.3, \epsilon=0.03$, and $\beta=2.5$. The left and right regions form tongues that issue from the unstable $v_{u}$ and stable $v_{s}$ natural traveling pulses, respectively. The Hopf curve within the left-hand tongue is shown in gray. Stationary pulses correspond to the intersection of the tongue and the line $v=0$.
stationary pulses at $v=0$. In previous work we have shown how a stationary unimodal input can generate a stable stationary pulse that bifurcates to a stable breather via a Hopf bifurcation as the input amplitude is reduced [5, 13]. In section 4 we construct the associated Evans function for traveling pulses within the tongue regions and use this to determine the stability of stimulus-locked pulses. We find that there is a Hopf curve within the left-hand tongue that is a continuation of the Hopf bifurcation point for stationary pulses $(v=0)$; this is shown in Figure 3.2 by the gray curve. Above the Hopf curve the pulse is stable, while it is unstable below. On the other hand the pulse within the right-hand tongue is always stable. Finally, note that there also exist additional stimulus-locked pulse solutions in certain subregions inside as well as outside of the tongues; however, these are found to be always unstable.
4. Stability of the stimulus-locked traveling pulse. We begin by analyzing the resolvent and the spectrum of the operator associated with the linearization of the vector system (1.2) about the general stimulus-locked traveling pulse constructed in section 3.1. This analysis indicates that potential instabilities arise only due to the behavior of eigenvalues, which can be determined by calculation of the zero set of the Evans function. We then present the explicit construction of the Evans function for the stimulus-locked traveling pulse in the particular case of the exponential weight distribution, and calculate the zero sets of this Evans function for the pulse existence tongues shown in Figure 3.2, thereby determining their stability.
4.1. Spectral analysis of the linearized operator. Consider the evolution of small smooth perturbations of the stimulus-locked traveling pulse with stationary form $(U, Q)$,

$$
\begin{aligned}
& u=U+\bar{\varphi} \\
& q=Q+\bar{\psi}
\end{aligned}
$$

Substituting into the system expressed in traveling wave coordinates and linearizing, we find that the perturbations, to first order, satisfy

$$
\begin{align*}
& \frac{\partial \bar{\varphi}}{\partial t}-v \frac{\partial \bar{\varphi}}{\partial \xi}+\bar{\varphi}+\beta \bar{\psi}=\int_{\mathbb{R}} w(\xi-\eta) H^{\prime}(U(\eta)-\kappa) \bar{\varphi}(\eta) d \eta  \tag{4.1}\\
& \frac{\partial \bar{\psi}}{\partial t}-v \frac{\partial \bar{\psi}}{\partial \xi}-\epsilon \bar{\varphi}+\epsilon \bar{\psi}=0 \tag{4.2}
\end{align*}
$$

Separating variables,

$$
\begin{equation*}
\binom{\bar{\varphi}(\xi, t)}{\bar{\psi}(\xi, t)}=\binom{\varphi(\xi)}{\psi(\xi)} e^{\lambda t} \tag{4.3}
\end{equation*}
$$

the spatial components $\varphi, \psi \in \mathcal{C}^{1}(\mathbb{R}, \mathbb{C})$ satisfy the spectral problem

$$
\begin{equation*}
\left(\mathcal{L}+\mathcal{N}_{s}\right)\binom{\varphi}{\psi}=\lambda\binom{\varphi}{\psi} \tag{4.4}
\end{equation*}
$$

where

$$
\begin{array}{cc}
\mathcal{L}=v \frac{\partial}{\partial \xi}-\mathcal{A}, & \mathcal{A}=\left[\begin{array}{cc}
1 & \beta \\
-\epsilon & \epsilon
\end{array}\right] \\
\mathcal{N}_{s}\binom{\varphi}{\psi}=\binom{\frac{w\left(\xi-\xi_{1}\right)}{\left|U^{\prime}\left(\xi_{1}\right)\right|} \varphi\left(\xi_{1}\right)+\frac{w\left(\xi-\xi_{2}\right)}{\left|U^{\prime}\left(\xi_{2}\right)\right|} \varphi\left(\xi_{2}\right)}{0} . \tag{4.6}
\end{array}
$$

Resolvent and the point spectrum. Letting $\mathbf{z}=(\varphi, \psi)^{T}$, we seek to construct a bounded inverse by solving

$$
\left(\mathcal{L}+\mathcal{N}_{s}-\lambda\right) \mathbf{z}=-\mathbf{f}
$$

where $\mathbf{f}=\left(f_{1}, f_{2}\right)^{T}$ and $f_{1}, f_{2} \in \mathcal{C}^{0}(\mathbb{R}, \mathbb{C})$. Following the variation of parameters approach of Zhang [42], we find that the linearly independent solutions of the homogeneous problem $(\mathcal{L}-\lambda) \phi=0$ are

$$
\begin{aligned}
& \Phi_{+}(\xi, \lambda)=\binom{\beta}{m_{+}-1} e^{\left(\frac{\lambda+m_{+}}{v}\right) \xi} \\
& \Phi_{-}(\xi, \lambda)=\binom{\beta}{m_{-}-1} e^{\left(\frac{\lambda+m_{-}}{v}\right) \xi}
\end{aligned}
$$

in which case we set

$$
\mathbf{z}(\xi)=\left[\Phi_{+} \mid \Phi_{-}\right]\binom{\bar{a}(\xi)}{\bar{b}(\xi)}
$$

Subsequently, the coefficient functions are determined according to

$$
\begin{equation*}
\left[\Phi_{+} \mid \Phi_{-}\right] \frac{\partial}{\partial \xi}\binom{\bar{a}}{\bar{b}}=-\frac{1}{v}\left(\mathcal{N}_{s} \mathbf{z}+\mathbf{f}\right) \tag{4.7}
\end{equation*}
$$

Inversion of $\left[\Phi_{+} \mid \Phi_{-}\right]$leads to

$$
\begin{equation*}
\frac{\partial}{\partial \xi}\binom{\bar{a}}{\bar{b}}=-\frac{1}{v \beta\left(m_{+}-m_{-}\right)}\left[\Psi_{+} \mid \Psi_{-}\right]^{T}\left(\mathcal{N}_{s} \mathbf{z}+\mathbf{f}\right) \tag{4.8}
\end{equation*}
$$

where

$$
\begin{aligned}
& \Psi_{+}(\xi, \lambda)=\binom{1-m_{-}}{\beta} e^{-\left(\frac{\lambda+m_{+}}{v}\right) \xi} \\
& \Psi_{-}(\xi, \lambda)=-\binom{1-m_{+}}{\beta} e^{-\left(\frac{\lambda+m_{-}}{v}\right) \xi}
\end{aligned}
$$

For $\operatorname{Re}(\lambda)>-m_{-}$, we integrate over $[\xi, \infty)$ to obtain

$$
\binom{\bar{a}(\xi)}{\bar{b}(\xi)}=\binom{\bar{a}_{\infty}}{\bar{b}_{\infty}}+\frac{1}{v \beta\left(m_{+}-m_{-}\right)} \int_{\xi}^{\infty}\left[\Psi_{+} \mid \Psi_{-}\right]^{T}\left(\mathcal{N}_{s} \mathbf{z}+\mathbf{f}\right) d \eta
$$

where $\bar{a}_{\infty}, \bar{b}_{\infty}$ denote the values of $a(\xi), b(\xi)$ as $\xi \longrightarrow \infty$. Thus

$$
\mathbf{z}(\xi)=\left[\Phi_{+} \mid \Phi_{-}\right]\binom{\bar{a}_{\infty}}{\bar{b}_{\infty}}+\frac{1}{v \beta\left(m_{+}-m_{-}\right)}\left[\Phi_{+} \mid \Phi_{-}\right] \int_{\xi}^{\infty}\left[\Psi_{+} \mid \Psi_{-}\right]^{T}\left(\mathcal{N}_{s} \mathbf{z}+\mathbf{f}\right) d \eta
$$

As we shall discuss, the integral term is bounded for all $\xi$, and, consequently, for a bounded solution to exist, we must require that $\bar{a}_{\infty}=\bar{b}_{\infty}=0$. Thus

$$
\mathbf{z}(\xi)=\frac{1}{v \beta\left(m_{+}-m_{-}\right)}\left[\Phi_{+} \mid \Phi_{-}\right] \int_{\xi}^{\infty}\left[\Psi_{+} \mid \Psi_{-}\right]^{T}\left(\mathcal{N}_{s} \mathbf{z}+\mathbf{f}\right) d \eta
$$

which can be rewritten as

$$
\begin{equation*}
\binom{\varphi(\xi)}{\psi(\xi)}-\Lambda_{1}(\lambda, \xi)\binom{\varphi\left(\xi_{1}\right)}{0}-\Lambda_{2}(\lambda, \xi)\binom{\varphi\left(\xi_{2}\right)}{0}=\mathcal{H}(\xi) \tag{4.9}
\end{equation*}
$$

where

$$
\begin{aligned}
\Lambda_{i}(\lambda, \xi) & =\frac{1}{v \beta\left(m_{+}-m_{-}\right)}\left[\Phi_{+} \mid \Phi_{-}\right] \int_{\xi}^{\infty}\left[\Psi_{+} \mid \Psi_{-}\right]^{T} \frac{w\left(\eta-\xi_{i}\right)}{\left|U^{\prime}\left(\xi_{i}\right)\right|} d \eta \\
\mathcal{H}(\xi) & =\frac{1}{v \beta\left(m_{+}-m_{-}\right)}\left[\Phi_{+} \mid \Phi_{-}\right] \int_{\xi}^{\infty}\left[\Psi_{+} \mid \Psi_{-}\right]^{T} \mathbf{f}(\eta) d \eta
\end{aligned}
$$

Elements of $\Lambda_{i}$ and $\mathcal{H}$ are finite sums of terms of the forms

$$
\int_{\xi}^{\infty} e^{\left(\frac{\lambda+m_{ \pm}}{v}\right)(\xi-\eta)} w\left(\eta-\xi_{i}\right) d \eta, \quad \int_{\xi}^{\infty} e^{\left(\frac{\lambda+m_{ \pm}}{v}\right)(\xi-\eta)} f_{i}(\eta) d \eta
$$

Using the Hölder inequality, it is straightforward to show that these terms, and hence $\Lambda_{i}$ and $\mathcal{H}$, are bounded for all $\xi \in \mathbb{R}$ and for all $f_{i} \in \mathcal{C}^{0}(\mathbb{R}, \mathbb{C})$. Now we must determine the conditions under which (4.9) has a unique solution. Since the solution $\mathbf{z}(\xi)$ is determined completely by the restrictions $\mathbf{z}\left(\xi_{1}\right)$ and $\mathbf{z}\left(\xi_{2}\right)$, we obtain the following finite-dimensional system by substituting $\xi=\xi_{1}, \xi_{2}$ into (4.9):

$$
(\mathbf{I}-\Delta(\lambda))\binom{\varphi\left(\xi_{1}\right)}{\varphi\left(\xi_{2}\right)}=\binom{\mathcal{H}_{1}\left(\xi_{1}\right)}{\mathcal{H}_{1}\left(\xi_{2}\right)}
$$

where $\mathcal{H}=\left(\mathcal{H}_{1}, \mathcal{H}_{2}\right)^{T}, \bar{\Lambda}_{i}(\lambda, \xi)=\left(\begin{array}{ll}1 & 0\end{array}\right) \Lambda_{i}(\lambda, \xi)(10)^{T}$, and

$$
\Delta\left(\lambda, \xi_{1}, \xi_{2}\right)=\left(\begin{array}{ll}
\bar{\Lambda}_{1}\left(\lambda, \xi_{1}\right) & \bar{\Lambda}_{2}\left(\lambda, \xi_{1}\right) \\
\bar{\Lambda}_{1}\left(\lambda, \xi_{2}\right) & \bar{\Lambda}_{2}\left(\lambda, \xi_{2}\right)
\end{array}\right)
$$

This system has a unique solution if and only if $\operatorname{det}(\mathbf{I}-\Delta(\lambda)) \neq 0$, resulting in a bounded inverse defined on all of $\mathcal{C}^{0}(\mathbb{R}, \mathbb{C}) \times \mathcal{C}^{0}(\mathbb{R}, \mathbb{C})$. All such $\lambda$ are elements of the resolvent set. Conversely, we cannot invert the operator for $\lambda$ such that

$$
\operatorname{det}\left(\mathbf{I}-\Delta\left(\lambda, \xi_{1}, \xi_{2}\right)\right)=0
$$

in which case

$$
\left(\mathcal{L}+\mathcal{N}_{s}-\lambda\right) \mathbf{z}=0
$$

has nontrivial solutions and $\lambda$ is an element of the point spectrum. As in the scalar front case, the function

$$
\begin{equation*}
\mathcal{E}\left(\lambda, \xi_{1}, \xi_{2}\right)=\operatorname{det}\left(\mathbf{I}-\Delta\left(\lambda, \xi_{1}, \xi_{2}\right)\right), \quad \operatorname{Re}(\lambda)>-m_{-} \tag{4.10}
\end{equation*}
$$

identifies eigenvalues with its zero set, indicating that $\mathcal{E}$ is an Evans function for the set for which $\mathcal{R e}(\lambda)>-m_{-}$. In a similar fashion, a resolvent and an Evans function can be defined on the set for which $\operatorname{Re}(\lambda)<-m_{+}$; however, we do not pursue the explicit construction, as it does not reflect an instability of the stimulus-locked wave.

Continuous spectrum. Using arguments similar to those of the case of the scalar equation, it can be shown that the operator $\mathcal{N}_{s}: \mathcal{C}^{1}(\mathbb{R}, \mathbb{C}) \times \mathcal{C}^{1}(\mathbb{R}, \mathbb{C}) \longrightarrow \mathcal{C}^{0}(\mathbb{R}, \mathbb{C}) \times$ $\mathcal{C}^{0}(\mathbb{R}, \mathbb{C})$ is compact. Again this implies that the essential spectrum of $\mathcal{L}+\mathcal{N}_{s}$ is identical to that of $\mathcal{L}$. In the case of the vector operator $\mathcal{L}$, the continuous spectrum is the union of the disjoint sets of $\lambda=-m_{ \pm}+i v \rho$, where $\rho \in \mathbb{R}$. To see this, assume such $\lambda$ and consider the sequence of functions $\phi_{n}^{ \pm} \in \mathcal{C}^{1}(\mathbb{R}, \mathbb{C}) \times \mathcal{C}^{1}(\mathbb{R}, \mathbb{C})$, where $n$ is a positive integer; $\mathcal{Y}_{ \pm}$are the eigenvectors of the matrix $\mathcal{A}$ defined in (4.5), corresponding to the eigenvalues $m_{ \pm}$; and

$$
\phi_{n}^{ \pm}(\xi)=e^{i \rho \xi}\left(1-e^{-\xi^{2} / 2 n^{2}}\right) \mathcal{Y}_{ \pm}
$$

If $\mathcal{Y}_{ \pm}$are normalized to unity, then $\left\|\phi_{n}^{ \pm}\right\|_{\infty}=1$ for all $n$; however,

$$
\left\|\mathcal{L} \phi_{n}^{ \pm}\right\|=\frac{v}{n^{2}}\left\|\xi e^{-\frac{\xi^{2}}{2 n^{2}}}\right\| \longrightarrow 0 \quad \text { as } \quad n \longrightarrow \infty
$$

Hence, $(\mathcal{L}-\lambda)^{-1}$ is unbounded, and $\lambda$ is a member of the continuous spectrum of $\mathcal{L}+\mathcal{N}_{s}$.

Residual spectrum. To complete the characterization of the spectrum, we demonstrate that the set $\left\{\lambda \in \mathbb{C}: \mathcal{R e}(\lambda) \in\left(-m_{+},-m_{-}\right)\right\}$defines the residual spectrum of $\mathcal{L}+\mathcal{N}_{s}$. We must show that for such $\lambda$ there exists a bounded inverse whose domain is not dense in $\mathcal{C}^{0}(\mathbb{R}, \mathbb{C}) \times \mathcal{C}^{0}(\mathbb{R}, \mathbb{C})$. Consider our previous construction of the inverse operator $\left(\mathcal{L}+\mathcal{N}_{s}-\lambda\right)^{-1}$. Since we need calculate only the residual spectrum of $\mathcal{L}$, we integrate (4.8) over $[c, d]$, neglecting $\mathcal{N}_{s}$, to obtain

$$
\binom{\bar{a}(d)}{\bar{b}(d)}-\binom{\bar{a}(c)}{\bar{b}(c)}=-\frac{1}{v \beta\left(m_{+}-m_{-}\right)} \int_{c}^{d}\left[\Psi_{+} \mid \Psi_{-}\right]^{T} f(\eta) d \eta
$$

There are only two cases to consider. First, taking $c=\xi$ and $d=\infty$, we examine the integral term of $\mathbf{z}(\xi)$, components of which have the form

$$
\int_{\xi}^{\infty} e^{\left(\frac{\lambda+m_{ \pm}}{v}\right)(\xi-\eta)}\left[\left(1-m_{\mp}\right) f_{1}(\eta)+\beta f_{2}(\eta)\right] d \eta
$$

Since $\lambda+m_{-}<0$ and $v>0$, all components are bounded, and hence $\mathcal{L}+\mathcal{N}_{s}-\lambda$ is bounded only if $f$ either decays sufficiently fast such that

$$
\int_{\xi}^{\infty} e^{\left(\frac{\lambda+m_{+}}{v}\right)(\xi-\eta)}\left[\left(1-m_{-}\right) f_{1}(\eta)+\beta f_{2}(\eta)\right] d \eta<\infty, \quad \xi \in \mathbb{R},
$$

or satisfies $\left(1-m_{-}\right) f_{1}(\eta)+\beta f_{2}(\eta)=0$ for all $\eta$. Similarly, for $c=-\infty$ and $d=\xi$, we must require that

$$
\int_{-\infty}^{\xi} e^{\left(\frac{\lambda+m_{-}}{v}\right)(\xi-\eta)}\left[\left(1-m_{+}\right) f_{1}(\eta)+\beta f_{2}(\eta)\right] d \eta<\infty, \quad \xi \in \mathbb{R},
$$

or $\left(1-m_{+}\right) f_{1}(\eta)+\beta f_{2}(\eta)=0$ for all $\eta$. Since the union of all such $f$ is not dense in $\mathfrak{C}^{0}(\mathbb{R}, \mathbb{C}) \times \mathfrak{C}^{0}(\mathbb{R}, \mathbb{C})$, we conclude that $\lambda$ lies in the residual spectrum.
4.2. Evans function for stimulus-locked traveling pulses. The following gives the explicit construction of the Evans function for stimulus-locked waves in the case of a Gaussian input, Heaviside firing rate function, and exponential weight distribution. Note that this includes natural waves where $I_{0}=0$. After a lengthy calculation,

$$
\begin{align*}
\mathcal{E}\left(\lambda, \xi_{1}, \xi_{2}\right) & =\operatorname{det}\left(\mathbf{I}-\Delta\left(\lambda, \xi_{1}, \xi_{2}\right)\right) \quad \operatorname{Re}(\lambda)>-m_{-} \\
& =\left(1-\frac{\Theta_{+}(\lambda)}{\left|U^{\prime}\left(\xi_{1}\right)\right|}\right)\left(1-\frac{\Theta_{+}(\lambda)}{\left|U^{\prime}\left(\xi_{2}\right)\right|}\right)-\frac{\Theta_{+}(\lambda) \Gamma(\lambda)}{\left|U^{\prime}\left(\xi_{1}\right) U^{\prime}\left(\xi_{2}\right)\right|} e^{\left(\xi_{1}-\xi_{2}\right)}, \tag{4.11}
\end{align*}
$$

where

$$
\begin{align*}
& \Gamma_{ \pm}(\lambda)=\frac{\left(1-m_{\mp}\right) v}{\left(m_{+}-m_{-}\right)\left(v^{2}-\left(\lambda+m_{ \pm}\right)^{2}\right)} \\
& \Theta_{ \pm}(\lambda)=\frac{1}{2\left(m_{+}-m_{-}\right)}\left(\frac{1-m_{-}}{\lambda+m_{+} \pm v}-\frac{1-m_{+}}{\lambda+m_{-} \pm v}\right),  \tag{4.12}\\
& \Gamma(\lambda)=\Theta_{-}(\lambda) e^{\left(\xi_{1}-\xi_{2}\right)}+\Gamma_{+}(\lambda) e^{\left(\frac{\lambda+m_{+}}{v}\right)\left(\xi_{1}-\xi_{2}\right)}-\Gamma_{-}(\lambda) e^{\left(\frac{\lambda+m_{-}}{v}\right)\left(\xi_{1}-\xi_{2}\right)} .
\end{align*}
$$

Since the zero set of the Evans function (4.11) comprises solutions of a transcendental equation, we solve for the eigenvalues numerically by finding the intersection points of the zero sets of the real and complex parts of the Evans function. This leads to the stability results shown in Figure 3.2, namely, that pulses within the right-hand tongue are stable whereas pulses within the left-hand tongue are stable only if they lie inside the region enclosed by the Hopf curve. An example of a zero set construction is shown in Figure 4.1 for fixed $I_{0}$ and various values of $v$.

Linear stability of the traveling pulse solution is characterized by all eigenvalues of the linearization having negative real part, with the possible exception that $\lambda=0$ is a simple eigenvalue. Moreover, Hopf bifurcations may be identified by a pair of complex eigenvalues crossing the imaginary axis from the left-half plane. It has been found in many infinite-dimensional dynamical systems, such as semilinear parabolic equations, that the criterion for a Hopf bifurcation carries over from ordinary differential equations. Although smoothness properties of the flow are required for its proof using invariant manifold theory, the result is essentially based on the behavior of eigenvalues of the linearized operator [26]. We shall assume this and use numerical


Fig. 4.1. Graphs of the zero sets of the real (dark curves) and imaginary (light curves) parts of the Evans functions for $I_{0}=2.0$ and a sequence of stimulus speeds $v$; intersection points indicate eigenvalues. Note that the horizontal gray line is part of the zero set of the imaginary part. The vertical shaded region $\operatorname{Re}(\lambda) \leq-m_{-}$indicates the essential spectrum. This sequence of plots indicates that two Hopf bifurcation points occur, thus defining the boundary of the stable region within the left tongue depicted in Figure 3.2. Case (a) is associated with the existence of a stable stationary breather, case (b) with a stable traveling pulse, and cases (c) and (d) with a traveling emitter. See text for more details.
simulations, as discussed in the following section, to explore the behavior of the model near these bifurcation points. Note, for $I_{0}>0, \lambda=0$ is not an eigenvalue and does not complicate the eigenvalue criteria of the standard Hopf bifurcation theorem, as would be the case with natural waves.
4.3. Numerical simulations. In this section we explore the behavior of the vector system (1.2) in all regions of the ( $v, I_{0}$ )-plane shown in Figure 3.2. In particular, we describe the various types of solutions that emerge beyond the Hopf bifurcation curve, as well as beyond the existence tongues.

For parameter values supporting natural traveling waves, and in the absence of an input ( $I_{0}=0$ ), an initial sufficiently large local displacement of the activity $u$ from rest induces a locally excited region of activity, which rapidly develops into a pair of diverging natural traveling pulses, as in the reaction diffusion analogue. Similarly, for parameter values supporting stable stimulus-locked waves in the presence of an input ( $I_{0}>0$ ), an initial displacement of $u$ near the input (or no initial displacement in the case of sufficiently large input strength $I_{0}$ ) rapidly approaches the stable traveling pulse. For certain speeds $v$ the initial transient can generate an additional single or pair of traveling waves that propagate away from the input. As expected, the speed and width of the stimulus-locked traveling pulse closely match those of the theory.

Interestingly, for the parameter values in Figure 3.2, numerical simulations suggest that the left-hand branch of the Hopf curve (gray) corresponds to a supercritical bifurcation, while the right-hand branch is subcritical without a sharp transition to a breathing pulse. We first characterize the nature of solutions obtained by crossing the subcritical branch of the Hopf curve. We find a region of activity moving with the input whose right boundary oscillates with increasing amplitude. After a critical point, the system emits a natural traveling pulse, whose speed is faster than that of the input, as shown in Figure 4.2. The region between the one excited by the


FIG. 4.2. Instability of the stimulus-locked traveling pulse in the presence of two complex conjugate eigenvalues with positive real part for $I_{0}=1.0, v=0.07, \sigma=1, \kappa=0.3, \epsilon=0.03$, and $\beta=2.5$. In this case the bifurcation appears subcritical with the absence of a sharp jump to a stable breathing pulse. Instead, instability manifests itself as a periodic cycling of an initial phase of periodically modulated growth of the active region, followed ultimately by the shedding of a natural traveling pulse. (a) Space-time plot showing one cycle of the instability, where the vertical axis represents time and the horizontal axis represents space. (b) Graph of the corresponding zero set of the Evans function. The periodic process of shedding or emitting natural traveling pulses becomes more rapid as the real part of the eigenvalue increases.
input and the new natural wave recovers, and the process repeats periodically. Such solutions we refer to as pulse-emitters. The smaller the real part of the eigenvalue, the slower the instability grows and the more time is required for the wave to be emitted. As $v$ is increased, the real part of the eigenvalue grows and the number of oscillations occurring before the shedding of natural waves decreases, until the eigenvalues become real, as illustrated in the figure sequence $4.1(\mathrm{~b})-(\mathrm{d})$, and the pulse rapidly emits natural pulses. This behavior continues until $v$ is increased to the boundary of the right-hand tongue where there is a smooth transition to a stable stimulus-locked pulse.

When the left-hand supercritical branch of the Hopf curve is crossed by reducing $I_{0}$ or $v$, we find a smooth transition to a stimulus-locked traveling breather. In the special case of a stationary stimulus $(v=0)$, reducing $I_{0}$ generates a stationary breather, as we have shown previously [5, 13]. The breathing solutions continue to persist in a subregion of the $\left(v, I_{0}\right)$-plane bounded to the right by the left (supercritical) branch of the Hopf curve in 3.2. As one moves in this subregion away from the left Hopf branch, the amplitude of the oscillations grows. After some point, the breathing solution disappears, and a new type of temporally periodic solution appears, each cycle of which is characterized by one or more breathing pulse oscillations followed by the emission of a pair of natural waves, possibly intermixed with interludes of subthreshold behavior. An example of such a transition is illustrated in Figure 4.3. This type of pulse-emitting solution appears to be part of a family of related responses of the system to a localized input, which also includes the pulse-emitting behavior associated with the region between the subcritical Hopf curve and the stable right


Fig. 4.3. Sequence of space-time plots for fixed input $I_{0}=1.5$, illustrating the transition from pulse emitter, to breather, to stimulus-locked pulse as $v$ increases through the supercritical branch of the Hopf curve shown in Figure 3.2. Other parameters are $\epsilon=0.03, \kappa=0.3, \beta=2.5, \sigma=1$.


Fig. 4.4. Transitions between various pulse-emitting solutions for fixed $I_{0}=0.9$ as $v$ is increased. These solutions exist within the unstable part of the left-hand tongue of Figure 3.2, sufficiently below the Hopf curve such that stable breathers no longer exist. Other parameters are $\epsilon=0.03, \kappa=0.3, \beta=2.5, \sigma=1$.
tongue shown in Figure 3.2. Furthermore, there is a smooth transition of behaviors joining the two regions, as shown in Figure 4.4.

Although the above account applies to the case $\sigma=1$, most features are valid for more general $\sigma$. One main point of difference lends insight into the disappearance of the breather. If we consider stationary pulses for $\sigma=\sqrt{2}$ and explore the evolution of the breathing pulse as we further decrease $I_{0}$ beyond the bifurcation point, we find that a secondary bifurcation occurs, giving rise to two modes of breathing rather than


FIG. 4.5. Sequence of period-doubling bifurcations of a breathing pulse for $\sigma=\sqrt{2}$. The lefthand column shows space-time plots for different values of current amplitude beyond the initial Hopf bifurcation point, with an orbit corresponding to the center spatial point plotted in the $(u, q)$-phase plane in the right-hand column; other spatial points are qualitatively similar. Other parameter values are $\kappa=0.3, \beta=2.5, \epsilon=0.03, v=0$. (Note that at higher resolution each loop in (c) is actually a pair of closely spaced loops, indicating that it corresponds to the third doubling in the sequence.)
one. By graphing, in the $(u, q)$-phase plane, the orbit corresponding to a spatial point at the center of the input, we find that the evolution of the orbit, as $I_{0}$ is decreased, strongly resembles that of a period-doubling bifurcation, as shown in Figure 4.5(a)(b). Decreasing $I_{0}$ leads to additional period doublings, as illustrated in Figure 4.5(c). Ultimately, decreasing $I_{0}$ leads to behavior similar to that found for $\sigma=1$. This suggests that for $\sigma=1$ the first period-doubling bifurcation may be subcritical, and the orbit instead weaves its way around the unstable limit cycle giving rise to the sequence of breathing pulses and emission, as shown in Figure 4.6.


FIG. 4.6. (a) Space-time plot of a stationary $(v=0)$ pulse-emitter for $\sigma=1, I_{0}=1.35, \kappa=0.3$, $\beta=2.5$ and $\epsilon=0.03$. (b) Corresponding phase portrait showing the orbit (gray trajectory) of the center spatial point plotted in the $(u, q)$-phase plane. Also shown is the corresponding orbit (black trajectory) of the stable breather that exists when $I_{0}=1.4$.
5. Discussion. In this paper we have shown how to extend the analysis of the existence and stability of pulses arising from a stationary stimulus input to that of a input moving with constant speed. We described the continuation from the unstable/stable pair of natural waves by constructing a corresponding pair of existence tongues emerging from the natural waves at $I_{0}=0$, with the left-hand tongue including stationary pulses at $v=0$, for a particular choice of parameter values supporting natural waves. We have extended Zhang's analysis of stability of natural waves to that of stimulus-locked waves and numerically evaluated the Evans function to determine eigenvalues away from the singular limit $\epsilon \rightarrow 0$. This allowed us to analyze the stability of the existence tongues in the $\left(v, I_{0}\right)$-plane and show the continuation of the Hopf bifurcation found for stationary pulses. Numerically this Hopf curve was found to have a supercritical branch, from which breathing pulses emerge and a subcritical branch from which no breathing pulse emerges. In general for parameter values that do not support either stimulus-locked pulses or breathers, the system generates more complicated behavior, including the emission of natural traveling waves when such waves exist.

It would be interesting to contrast the type of local inhibition analyzed in this paper, which is primarily due to intrinsic neuronal properties, with that of nonlocal inhibition, arising from the ubiquitous inhibitory populations of neurons found in cortex. From previous work [1, 28], we know that the two-population, excitatoryinhibitory system supports stable stationary pulses which, moreover, can undergo a subcritical Hopf bifurcation. In this case no breathing pulse emerges; however, it is possible that the presence of a localized input is capable of stabilizing such a breathing pulse solution. In addition, it would be interesting to provide a more thorough analysis
of the scalar model considered by Xie and Giese [40], by constructing tongue diagrams and Hopf bifurcation curves and, furthermore, considering the effect of varying the degree of nonlocal inhibition.

From a more general perspective, the analysis presented here and in related work $[6,13]$ has established that the combined effect of local inhomogeneities and recurrent synaptic interactions can result in nontrivial forms of coherent oscillations and waves. Although we have focused on rather abstract neural field equations, we expect our results to carry over (at least qualitatively) to more biophysically realistic conductance-based models. Indeed, elsewhere we have confirmed the existence of stationary breathers and pulse emitters in the case of a modified Traub model [13]. One of the advantages of studying simplified models is that it can generate predictions regarding how dynamical properties such as wave speed depend on characteristic features of neural tissue. One striking demonstration of this is the recent study of wave propagation in disinhibited cortical slices, where the speed of the wave was controlled by external electric fields, confirming predictions based on homogeneous neural field equations [32]. Our own work predicts that coherent oscillations can be induced by local inhomogeneities. Such inhomogeneities could arise from external stimuli or reflect changes in the excitability of local populations of neurons. The former suggests a network mechanism for stimulus-induced oscillations, which may play an important role in visual processing [17], whereas the latter suggests a network mechanism for generating epileptiform activity.

## REFERENCES

[1] S. Amari, Dynamics of pattern formation in lateral inhibition type neural fields, Biol. Cybernet., 27 (1977), pp. 77-87.
[2] M. Bode, Front bifurcations in reaction-diffusion systems with inhomogeneous parameter distributions, Phys. D, 106 (1997), pp. 270-286.
[3] P. C. Bressloff, Traveling waves and pulses in a one-dimensional network of excitable integrate-and-fire neurons, J. Math. Biol., 40 (2000), pp. 169-198.
[4] P. C. Bressloff, Traveling fronts and wave propagation failure in an inhomogeneous neural network, Phys. D, 155 (2001), pp. 83-100.
[5] P. C. Bressloff, S. E. Folias, A. Prat, and Y-X. Li, Oscillatory waves in inhomogeneous neural media, Phys. Rev. Lett., 91 (2003), 78101.
[6] P. C. Bressloff and S. E. Folias, Front bifurcations in an excitatory neural network, SIAM J. Appl. Math., 65 (2004), pp. 131-151.
[7] R. D. Chervin, P. A. Pierce, and B. W. Connors, Periodicity and directionality in the propagation of epileptiform discharges across neocortex, J. Neurophysiol., 60 (1988), pp. 1695-1713.
[8] S. Coombes and M. R. Owen, Evans functions for integral neural field equations with Heaviside firing rate function, SIAM J. Appl. Dynam. Syst., 3 (2004), pp. 574-600.
[9] G. B. Ermentrout and J. B. Mcleod, Existence and uniqueness of travelling waves for a neural network, Proc. Roy. Soc. Edinburgh A, 123 (1993), pp. 461-478.
[10] J. W. Evans, Nerve axon equations: IV. The stable and unstable impulse, Indiana Univ. Math. J., 24 (1975), pp. 1169-1190.
[11] J. W. Evans and J. Feroe, Local stability theory of the nerve impulse, Math. Biosci., 37 (1977), pp. 23-50.
[12] R. FitzHugh, Impulses and physiological states in theoretical models of nerve membrane, Biophys. J., 1 (1961), pp. 445-466.
[13] S. E. Folias and P. C. Bressloff, Breathing pulses in an excitatory neural network, SIAM J. Appl. Dynam. Syst., 3 (2004), pp. 378-407.
[14] D. Golomb and Y. Amitai, Propagating neuronal discharges in neocortical slices: Computational and experimental study, J. Neurophysiol., 78 (1997), pp. 1199-1211.
[15] D. Golomb and G. B. Ermentrout, Continuous and lurching traveling pulses in neuronal networks with delay and spatially decaying connectivity, Proc. Natl. Acad. Sci. USA, 96 (1999), pp. 13480-13485.
[16] D. Golomb and G. B. Ermentrout, Bistability in pulse propagation in networks of excitatory and inhibitory populations, Phys. Rev. Lett., 86 (2001), pp. 4179-4182.
[17] C. M. Gray, Synchronous oscillations in neuronal systems: Mechanisms and functions, J. Comput. Neurosci., 1 (1994), pp. 11-38.
[18] A. Hagberg and E. Meron, Pattern formation in non-gradient reaction-diffusion systems: The effects of front bifurcations, Nonlinearity, 7 (1994), pp. 805-835.
[19] A. Hagberg, E. Meron, I. Rubinstein, and B. Zaltzman, Controlling domain patterns far from equilibrium, Phys. Rev. Lett., 76 (1996), pp. 427-430.
[20] A. L. Hodgkin and A. F. Huxley, A quantitative description of membrane current and its application to conduction and excitation in nerve, J. Physiol., 117 (1952), pp. 500-544.
[21] M. A. P. Idiart and L. F. Abbot, Propagation of excitation in neural network models, Network, 4 (1993), pp. 285-294.
[22] C. K. R. T. Jones, Stability of the traveling wave solution of the FitzHugh-Nagumo system, Trans. Amer. Math. Soc., 286 (1984), pp. 431-469.
[23] T. Kapitula, N. Kutz, and B. Sandstede, The Evans function for nonlocal equations, Indiana Univ. Math. J., 53 (2004), pp. 1095-1126.
[24] T. Kato, Perturbation Theory for Linear Operators, Springer-Verlag, New York, 1966.
[25] R. Maex and G. A. Orban, Model circuit of spiking neurons generating direction selectivity in simple cells, J. Neurophysiol., 75 (1996), pp. 1515-1545.
[26] J. Marsden and M. McCracken, Hopf Bifurcation and Its Applications, Appl. Math. Sci. 10, Springer-Verlag, New York, 1976.
[27] D. J. Pinto and G. B. Ermentrout, Spatially structured activity in synaptically coupled neuronal networks: I. Traveling fronts and pulses, SIAM J. Appl. Math., 62 (2001), pp. 206-225.
[28] D. J. Pinto and G. B. Ermentrout, Spatially structured activity in synaptically coupled neuronal networks: II. Lateral inhibition and standing pulses, SIAM J. Appl. Math, 62 (2001), pp. 226-243.
[29] D. Pinto, S. L. Patrick, W. C. Huang, and B. W. Connors, The fine structure of epileptiform activity in neocortex in vitro, submitted.
[30] D. Pinto, S. L. Patrick, W. C. Huang, and B. W. Connors, Mechanisms of initiation, propagation, and termination of epileptiform activity in neocortex in vitro, submitted.
[31] A. Prat and Y.-X. Li, Stability of front solution in inhomogeneous media, Phys. D, 186 (2003), pp. 50-68.
[32] K. A. Richardson, S. J. Schiff, and B. J. Gluckman, Control of traveling waves in the mammalian cortex, Phys. Rev. Lett., 94 (2005), paper 028103.
[33] J. Rinzel and J. P. Keener, Hopf bifurcation to repetitive activity in nerve, SIAM J. Appl. Math., 43 (1983), pp. 907-922.
[34] J. Rubin, A nonlocal eigenvalue problem for the stability of a traveling wave in a neuronal medium, Discrete Contin. Dynam. Syst. A, 4 (2004), pp. 925-940.
[35] B. Sandstede, Stability of travelling waves, in Handbook of Dynamical Systems II, B. Fiedler, ed., North-Holland, Amsterdam, 2002, pp. 983-1055.
[36] P. Schutz, M. Bode, and H.-G.- Purwins, Bifurcations of front dynamics in a reactiondiffusion equation system with spatial inhomogeneities, Phys. D, 82 (1995), pp. 382-397.
[37] H. Suarez, C. Koch, and R. Douglas, Modeling direction selectivity of simple cells in striate visual cortex within the framework of the canonical microcircuit, J. Neurosci., 15 (1995), pp. 6700-6719.
[38] H. R. Wilson and J. D. Cowan, A mathematical theory of the functional dynamics of cortical and thalamic nervous tissue, Kybernetik, 13 (1973), pp. 55-80.
[39] J.-Y. Wu, L. Guan, and Y. Tsau, Propagating activation during oscillations and evoked responses in neocortical slices, J. Neurosci., 19 (2001), pp. 5005-5015.
[40] X. Xie and M. Giese, Nonlinear dynamics of direction-selective recurrent neural media, Phys. Rev. E, 65 (2002), paper 051904.
[41] K. Yosida, Functional Analysis, Springer-Verlag, New York, 1968.
[42] L. Zhang, On stability of traveling wave solutions in synaptically coupled neuronal networks, Differential Integral Equations, 16 (2003), pp. 513-536.
[43] L. Zhang, Existence, uniqueness, and exponential stability of traveling wave solutions of some integral differential equations arising from neuronal networks, J. Differential Equations, 197 (2004), pp. 162-196.

# ENERGY MAXIMIZERS, NEGATIVE TEMPERATURES, AND ROBUST SYMMETRY BREAKING IN VORTEX DYNAMICS ON A NONROTATING SPHERE* 

CHJAN C. LIM $^{\dagger}$<br>Dedicated to Bro. Felix Donohue, La Sallian, with friendship and respect.


#### Abstract

This paper relates the existence and uniqueness of constrained energy maximizers to the occurrence of negative temperatures in a recent statistical mechanics model of the energyenstrophy theory. We construct examples of steady state solutions of the vorticity equation which break $S O(3)$ symmetry from the negative temperature vorticity distributions in the spherical model. These vortex states correspond to solid-body rotation flows at rotation rates $\Theta$, which depend only on the fixed value of enstrophy $\Gamma$, that is, $\Theta=\sqrt{\Gamma /\left(4 \int_{S^{2}} \cos ^{2} \theta d x\right)}$. They are robust in the sense that they constitute most probable states in a spherical model of the statistical energy-enstrophy theory at negative temperatures, and have exponentially large Gibbs probability relative to any other macrostates. The existence and uniqueness of energy maximizers in a variational formulation of the new energy-enstrophy theory also give a necessary condition for the spherical model energy-enstrophy theory to be well defined at all temperatures.
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1. Introduction. Negative temperatures exist in many physical systems including lasers. The work of Onsager [3], Montgomery and Joyce [2], and Eyink and Spohn [4] shows that negative temperatures arise in two-dimensional (2d) point vortex statistics. We have extended this to vortex statistics on the nonrotating sphere by constructing a convergent family of lattice spin models $H_{N}$. In each member of the family parametrized by the number $N$ of lattice nodes placed on the sphere $S^{2}$, we construct a well-defined equilibrium statistic, using a new version of the energyenstrophy theory known as the spherical model:

$$
\begin{equation*}
Z_{N}=\int\left(\Pi d s_{j}\right) \delta\left(N \Gamma-\sum s_{j}^{2}\right) \exp \left[-\beta H_{N}\right] \tag{1.1}
\end{equation*}
$$

One can regard the spin state $\vec{s}(N)=\left(s_{1}, \ldots, s_{N}\right)$ as a macrostate or coarse-grained vorticity distribution for which there are many equivalent microstates, each of which can be viewed as a rearrangement of distinguishable vorticity parcels of similar strength between lattice cells/sites. A spin state $\vec{s}$ tends in the continuum/thermodynamic limit to a vorticity function $w(\theta, \phi) \in L_{2}\left(S^{2}\right)$, where $L_{2}\left(S^{2}\right)$ denotes the Hilbert space of square-integrable measurable functions on the sphere $S^{2}$ with coordinates given by co-latitude $\theta$ and longitude $\phi$. We sketch one derivation of the spherical model in this paper.

[^143]This new version was done for two specific reasons: the classical energy-enstrophy theory based on a Gibbs canonical ensemble in the energy and enstrophy [8] is equivalent to the Gaussian model [13], [12], [1] and has a vanishingly small temperature range of validity in the continuum limit (only for $\beta=0$ ); changing the canonical constraint on the enstrophy to a microcanonical constrain converted the resulting statistics into that of Kac's spherical model, which is exactly solvable in the continuum limit of $N$ tending to infinity and, more importantly, it is valid for all values of inverse temperature $\beta$, including negative ones. The exact solution in the continuum/thermodynamic limit of the spherical model for energy-enstrophy theory has been discussed in Lim [13], [12] and simulated in Lim and Nebus [29]. One of the main conclusions from this work is that for large values of kinetic energy $H$ relative to the enstrophy $\Gamma$, when $\beta<0$, there is only one most probable vorticity distribution, namely, the solid-body rotation state [13], [12], [29]. This macrostate is directly related to the spherical harmonic $Y_{10}$ corresponding to the smallest positive eigenvalue of the Laplace-Beltrami operator $-\Delta$ on the sphere $S^{2}$.

In this paper, we go deeper into the relationship between negative temperature states in the spherical model for energy-enstrophy theory and the existence of unique maximal energy states in a variational formulation of the constrained enstrophy problem. The main results of the paper are the existence and uniqueness of these maximal energy states modulo a symmetry group in a variational formulation of the problem on the surface of the sphere, and two applications. First, we discuss an important application to statistical physics in the following subsection, concerning a necessary condition for a statistical mechanics energy-enstrophy theory to be well defined, namely, bounds on the energy. The second application concerns the existence and robustness of symmetry-breaking steady-states of the Euler equations and the ergodicity of inviscid vortex dynamics on a nonrotating sphere. This application is motivated by Shepherd's discovery that on a rapidly rotating sphere, inviscid single layer vortex dynamics is highly anisotropic and nonergodic. His proof of nonergodicity does not extend to the nonrotating sphere. We have implicitly assumed that inviscid vortex dynamics on the nonrotating sphere are ergodic when formulating the spherical model energy-enstrophy theory.
1.1. Unboundedness in the classical energy-enstrophy theory. What then is the main advantage of the spherical model over the older Kraichnan energyenstrophy theory? The results in this paper establish a necessary condition for the spherical model to be well defined for all temperatures; that is, the energy $H[w]$ has a finite upper bound for fixed enstrophy $\Gamma[w]$. This is not the case in the Kraichnan energy-enstrophy theory where, because enstrophy is constrained in a canonical manner, the augmented energy has the form

$$
E[w]=H[w]+\frac{\mu}{\beta} \Gamma[w] .
$$

We have recently shown in [25] that $E[w]$ has no upper bound for $\frac{\mu}{\beta}<0$ when

$$
-2 \frac{\mu}{\beta}<\|G\|,
$$

where $G$ is the integral operator whose kernel is the Green's function of the LaplaceBeltrami operator on the sphere $S^{2}$ when $\int_{S^{2}} w d x=0$. A more serious difficulty arises for the classical energy-enstrophy theory for inviscid flows on a nonrotating
sphere when the temperature is positive. Namely, for $\beta>0$ and $\mu>0$, the unique global minimizer $w_{m}$ of $E[w]$ is the trivial vorticity $w_{m}=0[25]$; that is

$$
E\left[w_{m}\right]=\min _{\int_{S^{2}} w d x=0} E[w]=0
$$

This positive temperature difficulty is not as serious in Kraichnan's original energyenstrophy theory for inviscid flows on the plane as it is for the sphere $S^{2}$, because $\int w d x$ need not be zero for planar flows.

General dissatisfaction with the classical energy-enstrophy theory has led to several new directions for research. Works criticizing the classical energy-enstrophy theory include the Miller-Robert theory [19], [18], which invokes an infinite number of vorticity constraints; the Turkington-Majda model [21], [22], which is based on information theoretic Bayesian statistics; and the spherical model of energy-enstrophycirculation theory [13], [12], [14], which is based on a microcanonical constraint on enstrophy rather than the canonical one in Kraichnan's theory [8]. Like the MillerRobert [19], [18] and Turkington-Majda [21], [22] theories, the spherical model has predicted much the same results obtained by the older energy-enstrophy theories. They are all capable of supporting negative temperatures and the inverse energy cascade, which are ubiquitous in 2 d flows, when the effective rotation rates are small enough or zero. The advantages of the spherical model over the other recent theories lie in its relative simplicity of constraining only energy and enstrophy-which follows from the deep relationships between them and has important consequences further discussed below-and the fact that there is an exact analytical solution for its partition function [14].
1.2. Ergodicity and robust symmetry breaking. This paper also examines the phenomena of symmetry breaking in inviscid vortex dynamics on a nonrotating sphere in relation to its ergodicity. We will discuss the following questions: (a) Do inviscid 2d flows on a nonrotating sphere exhibit anisotropy strong enough to imply nonergodicity? (b) Is this symmetry breaking robust in some other suitable sense? The answer to the first question is yes, there is symmetry breaking or anisotropy, but there is no evidence of nonergodicity of 2 d inviscid flows on a nonrotating sphere. The answer to the second question is also yes, the symmetry breaking that we discover for vortex dynamics on the nonrotating sphere is robust in the sense of having exponentially high probability in a Gibbs canonical ensemble.

Invoking statistical mechanics to prove the robustness of the symmetry breaking basic states on the nonrotating sphere is more than just a convenient and physically valid tool. There is no known Lyapunov stability result for the zonally symmetric basic states in this problem, unlike the case of a strongly rotating sphere [6]. Moreover, rigorous arguments prove that in most high dimensional Hamiltonian systems, some trajectories near these steady states must escape along a chain of whiskered tori [28]. Without recourse to results on dynamical stability, the tools of equilibrium statistical mechanics are indispensable. Provided we are satisfied that the problem is ergodic, only the issue of which statistical mechanics model to use matters, and is one of the main topics of discussion in this paper.

An elegant paper by Shepherd [6] argued convincingly that inviscid 2d flows on the beta plane and rotating sphere are nonergodic for sufficiently large beta and rotation rates. His arguments are based on a version of Arnold's stability theorems for zonally symmetric basic solutions. This method requires the beta or rotation rate to be not only nonzero but large. Numerical experiments confirm this anisotropy in unforced
flows on the sphere [15], [16] and forced flows [20]. The anisotropy discovered by Shepherd [6] and the resulting nonergodic property of the (large beta) beta plane and strongly rotating sphere models put into question whether equilibrium statistical mechanics is valid for these models.

On the other hand, there is no known proof that vortex dynamics on the nonrotating sphere is nonergodic. But like many other parts of physics, there is no proof of ergodicity either. In light of this situation, we have the usual physicist's justifications to use equilibrium statistical mechanics to demonstrate the robustness of symmetry breaking.

There are two special relationships between energy and enstrophy which make them natural constraints in any statistical mechanics theory for inviscid flows. First and foremost is the fact that the enstrophy is just the $L_{2}$ norm of the vorticity $w$, and the kinetic energy is the quadratic form whose kernel is the Green's function of the Laplace-Beltrami operator in the problem. Poincaré's inequality then implies that the Dirichlet quotient of enstrophy over energy is bounded below by the spectrum of the Laplace-Beltrami operator in the domain. This yields a very natural variational framework which is further exploited in this paper.

Next is the powerful theory called the principle of selective decay [7] or minimum enstrophy, which tells us that the Dirichlet quotient tends to a nontrivial and fixed minimum in the unforced periodic 2d Navier-Stokes equations, even as the energy and the enstrophy separately tend to zero under the effect of viscosity. This principle, which provides a valuable link between inviscid models and the long time dynamics of damped 2 d flows, is again based only on the two quadratic forms of energy and enstrophy.

As far as we know, there are no equally compelling results for higher vorticity moments as there are for the energy and enstrophy. Several important issues for inviscid vortex dynamics have been discussed in relation to the number of vorticity constraints to keep in any physically relevant statistical theories of 2d flows. Kraichnan [8], Leith [9], Chorin [10], [11], and Majda and Holen [17] have all argued for the sufficiency of the first two in equilibrium statistical mechanics, namely total circulation and enstrophy, in addition to energy. Nonetheless, there are subtle issues concerning the role of higher order vorticity moments in the variational theory of the Barotropic vorticity equation, which are discussed in a recent work [30].

Our third and most important reason for using a statistical mechanics model with only the energy and enstrophy constraints is the simple fact that we are interested in the robustness of truly global energy maximizers which break $S O(3)$ symmetry. Adding more constraints to the canonical probability measure will increase the number of terms and Lagrange multipliers in the corresponding enthalpy functional. Likewise, adding more microcanonical constraints is equivalent to the more constrained variational problem of finding energy extrema on the intersection of more than one manifold in phase space, which must necessarily yield suboptimal extrema instead of the global energy maximizer we are looking at.
1.3. Summary of content. We discuss the relationships between energy, enstrophy and total circulation of inviscid vortex dynamics on a nonrotating sphere in a deterministic variational setting to show that unique energy maximizers are related to negative temperatures in a family of lattice spin models for energy-enstrophy theory on a sphere. To show that symmetry breaking solutions are robust in a physically meaningful sense, we use this equilibrium statistical mechanics energy-enstrophy model to prove that the energy maximizers are in fact most probable macrostates
in a Gibbs ensemble. For this argument to work, negative temperatures must be supported in this model. The rigorous proof of negative temperatures in the spherical model for energy-enstrophy theory is given in exact solutions of the spherical model [13], [12], [14]. The main results on which these applications are based are the existence and uniqueness of constrained energy maximizers on the intersection of iso-enstrophy and iso-circulation manifolds. Finally, we end with a discussion of the relationship between the constrained energy maximizer (shown to exist in this paper) and the maximizer of the free energy.
2. Inviscid vortex dynamics on a nonrotating sphere. Without loss of generality we will discuss only the case of flows on the unit sphere $S^{2}$. Inviscid flows on the nonrotating sphere are governed by the equation

$$
\begin{equation*}
\frac{D}{D t} w=0 \tag{2.1}
\end{equation*}
$$

where $w$ is the absolute vorticity, which further satisfies the zero total circulation condition

$$
K[w]=\int_{S^{2}} w d x=0
$$

The Casimir symmetries of (2.1) imply that in addition to the kinetic energy of flow (from time invariance)

$$
\begin{equation*}
H[w]=\frac{1}{4} \int_{S^{2}} d x w(x) \int_{S^{2}} d x^{\prime} w\left(x^{\prime}\right) \ln \frac{1}{\left|x-x^{\prime}\right|} \tag{2.2}
\end{equation*}
$$

and the usual momenta (from $S O(3)$ symmetry), the inviscid vortex dynamics governed by (2.1) conserves an infinite number of vorticity moments [10]. The first two of these moments are total circulation $K[w]$ and enstrophy

$$
\Gamma[w]=\int_{S^{2}} w^{2} d x
$$

We recall that any spherical harmonic $Y_{l m}$ (that is, any eigenfunction of the Laplace-Beltrami operator on the unit sphere) is a steady solution of the equation of motion. Thus, any zonally symmetric harmonic such as $Y_{10}=k \cos \theta$, where $\theta$ is the co-latitude, is a steady solution of (2.1). These are symmetry breaking solutions. In other words, instead of the full $S O(3)$ symmetry of (2.1), the zonal harmonics $Y_{l 0}$ are only $S O(2)$ symmetric.

Recall that for any given zonal basic solution in Shepherd's proof, there is a small enough rotation rate $\Omega$ of the sphere which results in the vanishing of the meridional gradient of the total vorticity $Q_{(\cos \theta)}$ somewhere on the sphere. This spoils the upper bound in the Lyapunov stability theorem, which so effectively controlled the growth of the enstrophy of the disturbance vorticity $q$ in the problem of the strongly rotating sphere [6]. Thus Shepherd's proof does not work here since the rate of rotation $\Omega=0$.

Without results as strong as those in [6], a generic stability analysis of these zonal basic states within the framework of high-dimensional Hamiltonian dynamics reveals that there are nearby solutions that escape to infinity via the well-known phenomena of Arnold's whiskered tori and Nekhoroshev's theory [28]. There is, as far as we know, no proof of nonergodicity in the case of the nonrotating sphere. That is not to say that there is a known proof of ergodicity, which is a notoriously difficult result to
obtain. Thus, without any definite evidence to the contrary, we bow to the wisdom of physicists and assume that inviscid vortex dynamics on the surface of the nonrotating sphere is ergodic [10]. We will construct an equilibrium statistical mechanics theory for this problem. But before we do that, we will formulate a pair of optimization problems related to the definition of the statistical theory and to symmetry breaking in vortex dynamics on a sphere.
3. Variational analysis. We will show that kinetic energy, enstrophy, and total circulation conservation yield a dual pair of related optimization problems for inviscid vortex flows on the nonrotating sphere. The first problem is to maximize the energy $H$ for fixed enstrophy $\Gamma$; i.e.,

$$
\begin{gathered}
\max H[w]=H_{\max }(\Gamma)<\infty \\
w \in W(\Gamma), \quad K[w]=\int_{S^{2}} w d x=0
\end{gathered}
$$

where $W(\Gamma)$ consists of all vorticity distributions $w$ in $L^{2}\left(S^{2}\right)$, which has fixed $L^{2}$ norm or enstrophy. The dual problem is to minimize the enstrophy for fixed energy. Existence of a unique energy maximizer $w_{0}(\Gamma)$ such that $H\left[w_{0}\right]=H_{\max }(\Gamma)<\infty$ is an important result with subsequent applications in constructing a well-defined statistical mechanics theory.
3.1. Upper bound and energy maximizers. The kinetic energy $H\left[w_{0}\right]$ of a purely solid-body rotation vorticity distribution

$$
w_{0}=k(\Theta) \cos \theta
$$

(at spin rate $\Theta$, with $\theta$ denoting the co-latitude and assuming unit fluid density on the unit sphere $S^{2}$ ) is given by

$$
\begin{equation*}
H\left[w_{0}\right]=4 \Theta^{2} \int_{S^{2}} \sin ^{2} \theta d x \tag{3.1}
\end{equation*}
$$

The enstrophy of the same vorticity distribution $w_{0}$ is

$$
\begin{equation*}
\Gamma=4 \Theta^{2} \int_{S^{2}} \cos ^{2} \theta d x \tag{3.2}
\end{equation*}
$$

Rayleigh's (or Poincaré's) variational inequality [26] implies that

$$
\frac{H[w]}{\Gamma[w]}=\frac{\frac{1}{2}\langle w, G(w)\rangle}{\langle w, w\rangle} \leq D^{-1}
$$

where

$$
\begin{equation*}
G(w)(x)=\frac{1}{2} \int_{S^{2}} w\left(x^{\prime}\right) \ln \frac{1}{\left|x-x^{\prime}\right|} d x^{\prime} \tag{3.3}
\end{equation*}
$$

is the integral operator inverse to $-\Delta$ on $S^{2}$ with $K[w]=0$ and $D$ is the smallest positive eigenvalue of $-\Delta$ on $S^{2}$. The Dirichlet quotient is thus bounded below by

$$
Q[w]=\frac{\Gamma[w]}{H[w]}=\frac{\int_{S^{2}} w^{2} d x}{\frac{1}{2}\langle w, G(w)\rangle} \geq D
$$

Since the ratio

$$
\Gamma / H\left(w_{0}(\Gamma)\right)=\frac{\int_{S^{2}} \cos ^{2} \theta d x}{\int_{S^{2}} \sin ^{2} \theta d x}=D
$$

is a universal constant that does not depend on $\Gamma, w_{0}(\Gamma)$ is an energy maximizer for any finite enstrophy $\Gamma$; that is,

$$
H\left[w_{0}\right]=H_{\max }(\Gamma)
$$

The maximum value of the kinetic energy $H_{\max }(\Gamma)$ is therefore given by the above simple calculation to be

$$
H_{\max }(\Gamma)=D \Gamma
$$

3.2. Concavity and uniqueness. Next we show that $w_{0}(\Gamma)$ is the unique zonally symmetric energy maximizer modulo the group $S O(3)$. That is, if $H\left[w^{\prime}\right]=$ $H_{\max }(\Gamma)=D \Gamma, w^{\prime} \in W(\Gamma), K\left[w^{\prime}\right]=0$, and $w^{\prime}$ is $S O(2)$ symmetric, then $w^{\prime}=\gamma w_{0}$ for some $\gamma \in S O(3)$. Uniqueness of this type can be obtained from the observations that any $w \in L^{2}\left(S^{2}\right)$ can be decomposed into a linear combination of spherical harmonics $Y_{l m}$; the value $1 / D=l(l+1)=2$ (with $l=1$ ) is the smallest positive eigenvalue of the Laplace-Beltrami operator on $S^{2}$; and the eigenspace associated with $1 / D$ has dimension $2 l+1=3$ (with $l=1$ ) modulo $S O(3)$, that is, any eigenfunction in this subspace is equal to $\gamma w_{0}, \gamma w_{1}$, or $\gamma w_{-1}$ for some $\gamma \in S O(3)$. Here $w_{0}$, $w_{1}$, and $w_{-1}$ correspond to the spherical harmonics $Y_{10}, Y_{11}$, and $Y_{1,-1}$, respectively. Only $w_{0}$ is zonally or $S O(2)$ symmetric.

We will prove a stronger result from which uniqueness follows, namely, the strict concavity of the augmented energy functional

$$
\begin{equation*}
H^{\prime}[w(x)]=H[w(x)]-D \Gamma[w] \tag{3.4}
\end{equation*}
$$

on a convex subset; that is,

$$
\begin{equation*}
H^{\prime}[\lambda p+(1-\lambda) q]>\lambda H^{\prime}[p]+(1-\lambda) H^{\prime}[q] \tag{3.5}
\end{equation*}
$$

for any $\lambda \in(0,1)$ and for $p$ and $q$ in $M(\Gamma)$ such that

$$
\begin{equation*}
\text { (1) } K[p]=K[q]=0 \tag{3.6}
\end{equation*}
$$

(2) $p-q$ is not identically zero, and
(3) only one of $p$ or $q$ is in the $S O(3)$ orbit of $\operatorname{span}\left(Y_{10}, Y_{11}, Y_{1,-1}\right)$.

It is well known (from Ekeland and Temam [27]) that the maximizer set

$$
M(\Gamma)=\left\{w \in W(\Gamma) \mid K(w)=0 \text { and } H[w]=H_{\max }(\Gamma)\right\}
$$

of the first optimization problem is a convex set if it is nonempty. The existence of the maximizer $w_{0}(\Gamma)$ means that this set $M(\Gamma)$ is nonempty and, thus, a convex set for any enstrophy $\Gamma<\infty$. The convexity of $M(\Gamma)$ allows the argument in the next paragraph to be carried out. The convexity of the set $W(\Gamma)$ is needed in the usual calculus of variations framework to prove the existence of energy maximizers. Fortunately for us, the existence of this maximizer was derived above by other means. The set $W(\Gamma)$ is in fact not convex.

Let $w^{\prime}$ be a different energy maximizer than $w_{0}$ that has zero total circulation and the same enstrophy $\Gamma$ as $w_{0}$ and satisfies the third condition in (3.6) in the sense that $w^{\prime}$ is not in the $S O(3)$ orbit of $\operatorname{span}\left(w_{0}, w_{1}, w_{-1}\right)$. Let

$$
w^{*}=\lambda w^{\prime}+(1-\lambda) w_{0}
$$

for $\lambda \in(0,1)$. Then $H^{\prime}\left[w^{*}\right]<0$ because $w^{*}$ is neither identically zero for any $\lambda \in(0,1)$ nor in the eigenspace containing $Y_{10}$. This contradicts the strict concavity theorem (3.5) which states that

$$
H^{\prime}\left[w^{*}\right]>\lambda H^{\prime}\left[w^{\prime}\right]+(1-\lambda) H^{\prime}\left[w_{0}\right]=0
$$

where the equality comes from the fact that both $w_{0}$ and $w^{\prime}$ are energy maximizers in $M(\Gamma)$, i.e.,

$$
H^{\prime}\left[w_{0}\right]=H^{\prime}\left[w^{\prime}\right]=0
$$

Thus we have proven the uniqueness result.
3.3. Proof of the strict concavity of $\boldsymbol{H}^{\prime}[\boldsymbol{w}]$. From the definition of $H^{\prime}[w]$ it follows that

$$
\begin{aligned}
H^{\prime}[\lambda p+(1-\lambda) q]= & \frac{1}{2} \int_{S^{2}} d \vec{x} \int_{S^{2}} d \overrightarrow{x^{\prime}} \\
& \times\left[\lambda^{2} p(\vec{x}) p\left(\overrightarrow{x^{\prime}}\right)+\lambda(1-\lambda) p(\vec{x}) q\left(\overrightarrow{x^{\prime}}\right)\right. \\
& \left.+\lambda(1-\lambda) q(\vec{x}) p\left(\overrightarrow{x^{\prime}}\right)+(1-\lambda)^{2} q(\vec{x}) q\left(\overrightarrow{x^{\prime}}\right)\right] \ln \frac{1}{\left|\vec{x}-\overrightarrow{x^{\prime}}\right|} \\
& -2 D \Gamma[\lambda p+(1-\lambda) q] \\
= & \frac{1}{2} \lambda^{2} \int_{S^{2}} d \vec{x} \int_{S^{2}} d \overrightarrow{x^{\prime}} p(\vec{x}) p\left(\overrightarrow{x^{\prime}}\right) \ln \frac{1}{\left|\vec{x}-\overrightarrow{x^{\prime}}\right|} \\
& +\frac{1}{2}(1-\lambda)^{2} \int_{S^{2}} d \vec{x} \int_{S^{2}} d \overrightarrow{x^{\prime}} q(\vec{x}) q\left(\overrightarrow{x^{\prime}}\right) \ln \frac{1}{\left|\vec{x}-\overrightarrow{x^{\prime}}\right|} \\
& +\lambda(1-\lambda) \int_{S^{2}} d \vec{x} \int_{S^{2}} d \overrightarrow{x^{\prime}} q\left(\overrightarrow{x^{\prime}}\right) p(\vec{x}) \ln \frac{1}{\left|\vec{x}-\overrightarrow{x^{\prime}}\right|} \\
& -2 D \int_{S^{2}}\left(\lambda^{2} p^{2}(\vec{x})+2 \lambda(1-\lambda) q(\vec{x}) p(\vec{x})+(1-\lambda)^{2} q^{2}(\vec{x})\right) d \vec{x}
\end{aligned}
$$

Defining

$$
\begin{aligned}
G[p, q]= & \lambda(1-\lambda) \int_{S^{2}} d \vec{x} \int_{S^{2}} d \overrightarrow{x^{\prime}} q\left(\overrightarrow{x^{\prime}}\right) p(\vec{x}) \ln \frac{1}{\left|\vec{x}-\overrightarrow{x^{\prime}}\right|} \\
& -4 D \lambda(1-\lambda) \int_{S^{2}} q(\vec{x}) p(\vec{x}) d \vec{x}
\end{aligned}
$$

as in another paper by Lim and Zhu [25], we will prove

$$
\begin{equation*}
\lambda^{2} H^{\prime}[p]+(1-\lambda)^{2} H^{\prime}[q]+G[p, q]>\lambda H^{\prime}[p]+(1-\lambda) H^{\prime}[q] \tag{3.7}
\end{equation*}
$$

which is equivalent to

$$
\begin{aligned}
H^{\prime}[p]+H^{\prime}[q]< & \int_{S^{2}} d \vec{x} \int_{S^{2}} d \overrightarrow{x^{\prime}} q\left(\overrightarrow{x^{\prime}}\right) p(\vec{x}) \ln \frac{1}{\left|\vec{x}-\overrightarrow{x^{\prime}}\right|} \\
& -4 D \int_{S^{2}} q(\vec{x}) p(\vec{x}) d \vec{x}
\end{aligned}
$$

By splitting the term on the right into two equal pieces, we see that we will need to prove

$$
\begin{aligned}
& \frac{1}{2} \int_{S^{2}} d \vec{x} \int_{S^{2}} d \overrightarrow{x^{\prime}} p(\vec{x}) p\left(\overrightarrow{x^{\prime}}\right) \ln \frac{1}{\left|\vec{x}-\overrightarrow{x^{\prime}}\right|}-2 D \int_{S^{2}} p^{2}(\vec{x}) d \vec{x} \\
& \quad+\frac{1}{2} \int_{S^{2}} d \vec{x} \int_{S^{2}} d \overrightarrow{x^{\prime}} q(\vec{x}) q\left(\overrightarrow{x^{\prime}}\right) \ln \frac{1}{\left|\vec{x}-\overrightarrow{x^{\prime}}\right|}-2 D \int_{S^{2}} q^{2}(\vec{x}) d \vec{x} \\
& \quad-\frac{1}{2} \int_{S^{2}} d \vec{x} \int_{S^{2}} d \overrightarrow{x^{\prime}} q\left(\overrightarrow{x^{\prime}}\right) p(\vec{x}) \ln \frac{1}{\left|\vec{x}-\overrightarrow{x^{\prime}}\right|}+2 D \int_{S^{2}} q(\vec{x}) p(\vec{x}) d \vec{x} \\
& \quad-\frac{1}{2} \int_{S^{2}} d \vec{x} \int_{S^{2}} d \overrightarrow{x^{\prime}} q\left(\overrightarrow{x^{\prime}}\right) p(\vec{x}) \ln \frac{1}{\left|\vec{x}-\overrightarrow{x^{\prime}}\right|}+2 D \int_{S^{2}} q(\vec{x}) p(\vec{x}) d \vec{x} \\
& \quad<0
\end{aligned}
$$

The left side of the inequality is just $H^{\prime}[p-q]$, as seen in the following rearrangement:

$$
\begin{aligned}
& \frac{1}{2} \int_{S^{2}} d \vec{x} \int_{S^{2}} d \overrightarrow{x^{\prime}} p\left(\overrightarrow{x^{\prime}}\right)(p(\vec{x})-q(\vec{x})) \ln \frac{1}{\left|\vec{x}-\overrightarrow{x^{\prime}}\right|} \\
& \quad+\frac{1}{2} \int_{S^{2}} d \vec{x} \int_{S^{2}} d \overrightarrow{x^{\prime}} q\left(\overrightarrow{x^{\prime}}\right)(q(\vec{x})-p(\vec{x})) \ln \frac{1}{\left|\vec{x}-\overrightarrow{x^{\prime}}\right|} \\
& \quad-2 D \int_{S^{2}} d \vec{x} p(\vec{x})(p(\vec{x})-q(\vec{x}))+2 D \int_{S^{2}} d \vec{x} q(\vec{x})(p(\vec{x})-q(\vec{x})) \\
& =\frac{1}{2} \int_{S^{2}} d \vec{x} \int_{S^{2}} d \overrightarrow{x^{\prime}}(p(\vec{x})-q(\vec{x}))\left(p\left(\overrightarrow{x^{\prime}}\right)-q\left(\overrightarrow{x^{\prime}}\right)\right) \ln \frac{1}{\left|\vec{x}-\overrightarrow{x^{\prime}}\right|} \\
& \quad-2 D \int_{S^{2}} d \vec{x}(p(\vec{x})-q(\vec{x}))^{2} \\
& =H^{\prime}[p-q] .
\end{aligned}
$$

In the existence of the upper bound $H_{\max }[\Gamma]=D \Gamma$, we have shown that $H^{\prime}[w] \leq 0$ for any nonzero $w \in W(\Gamma)$ such that $K[w]=0$. Thus $H^{\prime}[p-q] \leq 0$. But for $p$ and $q$ satisfying the conditions in (3.6), we have

$$
H^{\prime}[p-q]<0
$$

because $p-q$ is not identically zero and is not in the eigenspace containing $Y_{10}$. The proof of the strict concavity of $H^{\prime}[w]$ is now complete. The weaker statement of concavity follows from the existence of the upper bound $H^{\prime}[p-q] \leq 0$.

This completes the proof that for a fixed finite enstrophy, the kinetic energy $H(w)$ is bounded above by a finite positive value, i.e.,

$$
H(w) \leq H_{\max }(\Gamma)=D \Gamma<\infty
$$

Moreover the energy maximum is achieved by a unique zonal vorticity distribution $w_{0}$ modulo the group of rotations $S O(3)$.
4. Statistical mechanical proof of robust symmetry breaking. Next, we show that the solid-body rotation state $w_{0}$ that maximizes the energy $H[w]$ (along with the remaining spherical harmonics $w_{1}$ and $w_{-1}$ in the first eigenspace) is robust in the sense that the most probable macrostate in an equilibrium statistical mechanics theory has overwhelming probability relative to other allowed macrostates. For this
we need a physically meaningful statistical mechanics energy-enstrophy theory of 2 d inviscid flows on the nonrotating sphere, in which the solid rotating state $w_{0}$ arises naturally as its most probable macrostate.

The discussion on the relative merits of the spherical model in the introduction to this paper centers on the minimum required conditions in a statistical model for demonstrating the robustness of truly global energy maximizers such as the zonally symmetric states. A further necessary condition for any equilibrium statistical mechanics theory to be able to support such a most probable state $w_{0}$, which is, moreover, an energy maximizer for fixed enstrophy, is that negative inverse temperatures are allowed in this theory. This is because the Gibbs probability measure has the form

$$
P(w)=\frac{e^{-\beta H[w]} \delta\left(\Gamma[w]-\Gamma^{\prime}\right)}{Z(\beta, \Gamma)}
$$

for $w \in W(\Gamma)$, where $\beta$ denotes the inverse temperature.
The spherical model energy-enstrophy theory with zero total circulation [13] is such a theory. It predicts that for negative inverse temperatures $\beta<0$, there is a unique most probable macrostate (solid-body rotation)

$$
\begin{equation*}
w_{0}=k \cos \theta=c Y_{10} \tag{4.1}
\end{equation*}
$$

which maximizes the kinetic energy $H[w]=H_{\max }(\Gamma)$ under the microcanonical constraint of fixed total enstrophy $\Gamma[w]=\Gamma>0$. This can be seen by solving for the explicit form of its partition function. The somewhat lengthy derivation of the closedform partition function from the expression

$$
\begin{equation*}
Z(\beta, \Gamma)=\int_{W(\Gamma)} e^{-\beta H[w]} \delta\left(\Gamma-\Gamma^{*}\right) d w \tag{4.2}
\end{equation*}
$$

can be found in [13], [12], [14] and will not be repeated here. The value of $k=k(\Gamma)$ in (4.1) depends on the fixed value of the enstrophy $\Gamma$, which means that the rate of rotation $\Theta\left(w_{0}\right)$ of the solid-body rotation flow $w_{0}$ depends on the enstrophy $\Gamma$, i.e.,

$$
\Theta^{2}\left(w_{0}\right)=\frac{\Gamma}{4 \int_{S^{2}} \cos ^{2} \theta d x}
$$

4.1. Derivation of the spherical model. The name spherical model comes from the fact that in a lattice approximation, the conservation of enstrophy takes the form of a hyperspherical constraint in vorticity phase space (4.3), as shown next. Using a uniform mesh $M$ of $N$ points $\left\{x_{1}, \ldots, x_{N}\right\}$ on $S^{2}$ and the Voronoi cells based on this mesh, approximate the vorticity by

$$
w(x) \simeq \sum_{j=1}^{N} s_{j} H_{j}(x)
$$

where $s_{j}=w\left(x_{j}\right)$ and $H_{j}$ is the indicator function on the Voronoi cell $D_{j}$ centered at $x_{j}$ [29]. The truncated kinetic energy of flow in (2.2) now takes the standard form of a spin lattice model Hamiltonian,

$$
H_{N}=-\frac{1}{2} \sum_{j=1}^{N} \sum_{k=1}^{N} J_{j k} s_{j} s_{k}
$$

where

$$
\begin{aligned}
J_{j k} & =\int_{S^{2}} d x H_{j}(x) \int_{S^{2}} d x^{\prime} \ln \left|1-x \cdot x^{\prime}\right| H_{k}\left(x^{\prime}\right) \\
& \simeq \frac{16 \pi^{2}}{N^{2}} \ln \left|1-x_{j} \cdot x_{k}\right| \quad \text { for } N \gg 1
\end{aligned}
$$

The truncated relative enstrophy is likewise given by

$$
\begin{equation*}
\Gamma_{N}=\int_{S^{2}} d x w^{2}=\int_{S^{2}} d x\left(\sum_{j=1}^{N} s_{j} H_{j}(x)\right)^{2}=\frac{4 \pi}{N} \sum_{j=1}^{N} s_{j}^{2} \tag{4.3}
\end{equation*}
$$

Last, the truncated total circulation is given by

$$
T C_{N}=\int_{S^{2}} d x w=\int_{S^{2}} d x \sum_{j=1}^{N} s_{j} H_{j}(x)=\frac{4 \pi}{N} \sum_{j=1}^{N} s_{j} .
$$

Thus, the microcanonical constraint $\delta\left(\Gamma-\Gamma^{*}\right)$ in (4.2) is approximated in this lattice formulation by a hyperspherical constraint,

$$
\sum_{j=1}^{N} s_{j}^{2}=\frac{N}{4 \pi} \Gamma^{*}
$$

The canonical constraint on kinetic energy $H[w]$ should be taken to mean that in a numerical simulation of its equilibrium statistics, one sets the value of the inverse temperature of an infinite energy reservoir and allows the energy to flow between the vortex system and this reservoir and, thence, towards equilibrium. On the other hand, the microcanonical constraint on the enstrophy implies that in the same simulation, the value of the enstrophy is held fixed while the energy flows between the vortex system and the energy reservoir. Total circulation is held fixed at zero throughout such simulations (cf. Lim and Nebus [29]). As the simulation proceeds, the value of the energy changes and finally fluctuates around its equilibrium value $\langle H\rangle\left(\beta, \Gamma^{*}\right)$. Similarly, all other conserved quantities of the Euler equations on a sphere that are not explicitly built into this model, including the angular momentum of the fluid, will in general fluctuate as the simulation runs.

Indeed our experience shows Monte Carlo simulations of the spherical model have the following robust behavior: the angular momentum which is often set to zero initially changes significantly and then settles on a nonzero value given by

$$
\Lambda[u]=\int_{S^{2}} u(\theta) \sin ^{2} \theta d \theta d \phi
$$

where $u(\theta)$ is the zonal velocity of the solid-body rotation vorticity state $w_{0}\left(\Gamma^{*}\right)$ and $\theta$ is the co-latitude on the unit sphere $S^{2}$. Clearly, the angular momentum (per unit density) $\Lambda[u]=f\left(\Gamma^{*}\right)$ depends on the enstrophy $\Gamma^{*}$ or equivalently the energy $H=2 D \Gamma^{*}$. From the point of view of globally maximizing the kinetic energy, the addition of a fixed angular momentum constraint into the statistical mechanics formulation must lead to undesired local energy maximizers.

This completes our demonstration that symmetry breaking of the $S O(3)$ symmetry by global energy maximizers in the problem of nonrotating spheres is robust
in a statistical sense. The same arguments can be used to prove the robustness of other symmetry breaking spherical harmonic vortex states $Y_{l m}$ on the nonrotating sphere. The principle of selective decay then implies that the asymptotic vorticity of decaying 2d Navier-Stokes flows on $S^{2}$ is the ground state $Y_{10}$ found, thus providing an important connection between the results on ideal flows and more realistic flows with nonzero viscosity.
5. Statistical thermodynamics of ideal flows on a sphere. We end with a discussion of the relationship between the constrained energy maximizer and the maximizer of the free energy. Since the work of Planck, it is well known that the most probable state in the statistics of the partition function (1.1) represents a minimum of the free energy $F=E-T S$, where $E$ is the internal energy, $T=\beta^{-1}$ is the temperature, and $S$ is the entropy. Dynamic equilibria of the underlying dynamical system, on the other hand, are related to the extremals of the energy functional $E$. In recent work [24], [23] on the Onsager vortex gas problem on the unbounded plane, we have asked the question, under what conditions are the minima of $F$ well approximated by the energy extremals of $E$ ? It turns out that for low positive temperatures, this approximation is excellent, even for relatively small numbers $M$ of point vortices, and for order one temperatures.

We first use the exact solution of the spherical model for energy-enstrophy theory to confirm the validity of this approximation in situations with negative temperatures and in systems that are based, not on a particle method like the Onsager problem, but on a lattice or spatial discretization like the family of spherical models in this paper. From the expression $F=E-T S$, one should expect from general principles that if

$$
\begin{equation*}
T<0, \quad|T| \rightarrow 0 \tag{5.1}
\end{equation*}
$$

and
$\langle E\rangle$ is not small compared to $S$ when both are
evaluated at the most probable state $w_{0}(T)$,
then a similar approximation is again valid:
(1) The maximizers $w_{0}$ of $F$ are the most probable states for $T<0$;
(2) These maximizers are close to the maximizers $w_{0}^{\prime}$ of $E$.

We show that for the spherical model of ideal fluid flows on a nonrotating sphere, this approximation is actually valid for all negative temperatures, but for reasons that are different than (5.1) and (5.2). The exact solution of the spherical model for energy-enstrophy theory has the important consequence that for any negative $T$, large or small in numerical value, the expected value $\langle E\rangle$ of the energy has a maximal ratio to the given value of the enstrophy $\Gamma$. This ratio is given by the reciprocal of the smallest positive eigenvalue of the Laplace-Beltrami operator on the sphere $S^{2}$. This is known as Rayleigh's inequality and is related to Poincaré's inequality, and the corresponding eigenfunction is the spherical harmonic $Y_{10}=d \cos \theta$ with $\theta$ equal to the co-latitude on $S^{2}$. Thus, for all $T<0, E$ is maximally related to the enstrophy $\Gamma$.

Furthermore, the entropy

$$
S(\vec{s}(N))=k \log R(\vec{s}(N))
$$

where $R(\vec{s}(N))$ is the number of rearrangements of vorticity parcels between lattice sites corresponding to a particular spin state $\vec{s}(N)=\left(s_{1}, \ldots, s_{N}\right)$. Since, in the
continuum limit,

$$
\vec{s}(N) \rightarrow w(\theta, \phi) \in L_{2}\left(S^{2}\right)
$$

the family of spin states $\left\{\vec{s}_{0}(N)\right\}_{1}^{\infty}$ which has minimal entropy $S_{N}=S\left(\vec{s}_{0}(N)\right)$ for each $N$, corresponds to a most probable vorticity distribution $w_{0}(\theta, \phi) \in L_{2}\left(S^{2}\right)$. Under generic conditions, the most probable state $w_{0}$ corresponds to the uniform function which is the spherical harmonic $\psi_{00}$ on the sphere (cf. Lieb and Loss [5]). But in this particular problem, under the additional condition $\int_{S^{2}} w_{0} d x=0$ of zero total circulation which comes from Stokes's theorem, the most probable vorticity is not $d \psi_{00}$, and it may not be possible to use the method of rearrangement in [5] to find the most probable vorticity $w_{0}$. Nonetheless, the exact solution of the spherical model's partition functions $Z_{N}$ implies that the most probable spin states

$$
\vec{s}_{0}(N) \rightarrow w_{0}(\theta, \phi)=d \psi_{10} \in L_{2}\left(S^{2}\right)
$$

for all $T<0$. Thus, in the continuum limit, the unique most probable vorticity function $w_{0}=d \psi_{10}$ is the solid-body rotation state for all negative temperatures.

Therefore, the same vorticity function $d \psi_{10}$ simultaneously maximizes the energy $E$ and minimizes the entropy $S$ for all $T<0$. This certainly proves that the maximizer $w_{0}(T)$ of $F$ for $T<0$ is exactly equal to the maximizer $w_{o}^{\prime}(T)$ of the energy $E$, but we had to use the exact solution of the spherical model to establish the validity of the approximation.

In problems where the validity of this approximation can be established by a priori means (that is, without solving the full partition function), one can in principle compute the most probable state $w_{0}(T)$, that is, maximizers of the free energy $F$, at $T<0$ by performing the easier task of computing the maximizer $w_{0}^{\prime}(T)$ of the energy $E$. The natural question to ask at this point is whether one can establish the validity of this approximation without using the exact solution of the partition function (1.1). It is not clear this can be done.

Future work will include further attempts to give a priori derivations of the above approximation, and the extension of the results in this paper to the barotropic vorticity equation on a rotating sphere, where the variational theory is richer and exhibits interesting bifurcations when the rate of rotation of the sphere changes relative to the total enstrophy.
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1. Introduction. Optical waveguides are the basis of the optoelectronics and telecommunications industry. It is important in engineering design of optical communication devices not only to find out whether a defect is present or absent in a device, but also to precisely locate it and accurately characterize its size.

In this paper we discuss wave propagation in a perturbed optical waveguide. The perturbation in the electromagnetic characteristics of the waveguide is caused by a small electromagnetic inclusion. The waveguide we consider is half space $(y>0)$ with the Dirichlet boundary condition on $y=0$. The region $0<y<h$ is considered the core of the fiber, while the remainder is considered the cladding. The electromagnetic characteristics of the waveguide are constant in each part. The electric permittivity and the magnetic permeability are then given by

$$
\varepsilon(y)= \begin{cases}\varepsilon_{1} & \text { in }] 0, h[ \\ \varepsilon_{2} & \text { in }] h,+\infty[ \end{cases}
$$

and

$$
\mu(y)= \begin{cases}\mu_{1} & \text { in }] 0, h[ \\ \mu_{2} & \text { in }] h,+\infty[ \end{cases}
$$

where $\varepsilon_{1} \mu_{1} \geq \varepsilon_{2} \mu_{2}$ and $\mu_{1} \neq \mu_{2}$.
We suppose that there is an electromagnetic inclusion $D$ in the core of the waveguide, of the form $D=Z+\alpha B$, where $B \subset \mathbb{R}^{2}$ is a bounded, smooth $\left(\mathcal{C}^{\infty}\right)$ domain containing the origin. The point $\left.Z=\left(z_{x}, z_{y}\right) \in \mathbb{R} \times\right] 0, h[$, which determines the location of the inclusion, is assumed to satisfy $h-d_{0} \geq z_{y} \geq d_{0}>0$. The value of $\alpha$ is the order of magnitude of the diameter of the inclusion. Let $\mu_{*}$ and $\varepsilon_{*}$ denote the magnetic permeability and the electric permittivity of the inclusion $D$; we shall

[^144]assume that these are positive constants. Using these notations, we introduce the piecewise constant magnetic permeability
\[

\mu_{\alpha}(x, y):= $$
\begin{cases}\mu_{*} & \text { in } D \\ \mu_{1} & \text { in } \mathbb{R} \times] 0, h[\backslash \bar{D} \\ \mu_{2} & \text { in } \mathbb{R} \times] h,+\infty[ \end{cases}
$$
\]

If we allow the degenerate case $\alpha=0$, then

$$
\mu_{0}(x, y):= \begin{cases}\mu_{1} & \text { in } \mathbb{R} \times] 0, h[ \\ \mu_{2} & \text { in } \mathbb{R} \times] h,+\infty[ \end{cases}
$$

The piecewise constant electric permittivity $\varepsilon_{\alpha}(x, y)$ is defined analogously.
An incident wave $u_{0}$, in the form of a guided mode, is sent along the perturbed waveguide. It encounters the inclusion $D$ in the core region of the waveguide and is scattered. Our first goal in this work is to provide an asymptotic formula for the scattered wave when $\alpha$ goes to zero. Our second goal is to use this expansion for efficiently determining the location and the shape of the inclusion $D$.

To set the problem mathematically, let $u_{\alpha}$ satisfy the Helmholtz equation

$$
\begin{equation*}
\left.\left(\nabla \cdot \frac{1}{\mu_{\alpha}} \nabla+\omega^{2} \varepsilon_{\alpha}\right) u_{\alpha}=0 \quad \text { in } \mathbb{R} \times\right] 0,+\infty[ \tag{1}
\end{equation*}
$$

and $u_{\alpha}-u_{0}$ satisfy some form of radiation condition. Unfortunately, not much is known about the exact form of this condition due to the fact that the waveguide extends from $-\infty$ to $+\infty$. We avoid this issue by first obtaining a representation of the Green's function of the homogeneous waveguide. The Green's function we give is based on the requirement that waves be outgoing and remain bounded. Using the obtained Green's function, we derive an asymptotic expansion of the solution $u_{\alpha}$ of the inhomogeneous waveguide problem. We shall mention the work by Zhang and Chandler-Wilde [23], which discusses the issue of radiation conditions for the scattering by an infinite layer. However, these conditions do not rule out the guided waves localized in the layer.

Let us emphasize here that the use of the formal equivalence between electromagnetics and linear acoustics, by term-to-term replacing permittivity and permeability by compressibility and volume density of mass, and the scalar electric field by the scalar acoustic pressure characteristic of compressional waves inside fluid media, opens up the investigation of this paper to many other applications, such as ocean-acoustics, even though the type of materials and of geometrical configurations investigated and the range of values that are allowed to be taken by the two sets of parameters in the two disciplines may differ considerably in practice. The configuration considered in this paper has also been used as a model of underwater acoustics. The area of applications is the identification of mines, submarines, or submerged obstacles in harbors and other shallow bodies of water.

The paper is organized as follows. In section 2, we construct the Green's function corresponding to the unperturbed waveguide. The main ingredient for doing this is an inverse transform formula from [5]. A similar formula was first derived by Magnanini and Santosa [12], [13]. Section 3 is devoted to the derivation of the leading-order term in the asymptotic expansion of the scattered wave. In section 4 we exploit this formula for recovering the location and the shape of the inclusion. A MUSIC (multiple signal classification) type of algorithm is developed for locating the inclusion. Numerical examples are given in section 5 . A discussion section ends the paper.

Finally, we shall mention, in connection with our asymptotic expansion for the scattered wave, the nice work by Vogelius and Volkov [20].
2. Green's function for the unperturbed waveguide. This section is devoted to the derivation of an expression of the Green's function. We will separate the Green's function into three components: the guided component, the radiated component, and the evanescent component. We will also provide asymptotic results that show how the nonguided part of the Green's function decays along the core of the waveguide. Our approach for constructing the Green's function follows [12]. We note that one can also employ complex analysis for deriving an explicit representation of the Green's function, starting with the assumption of its separability in the variables $x$ and $y$, and a representation in terms of a contour integral in the separation parameter; see [9].

For a function $f$, continuous of compact support, let $u$ satisfy the Helmholtz equation

$$
\begin{equation*}
\left.\left(\nabla \cdot \frac{1}{\mu_{0}} \nabla+\omega^{2} \varepsilon_{0}\right) u=f \quad \text { in } \mathbb{R}_{+}^{2}:=\mathbb{R} \times\right] 0,+\infty[ \tag{2}
\end{equation*}
$$

with the boundary condition $u=0$ on $y=0$.
We introduce the following notation:

$$
\begin{aligned}
& q(y)=\omega^{2}\left(\varepsilon_{1} \mu_{1}-\varepsilon(y) \mu(y)\right) \\
& d^{2}(\omega)=\omega^{2}\left(\varepsilon_{1} \mu_{1}-\varepsilon_{2} \mu_{2}\right) \geq 0
\end{aligned}
$$

Let $g(y, \lambda)$ be defined by

$$
\left\{\begin{array}{l}
\left.\partial_{y y} g(y, \lambda)+(\lambda-q(y)) g(y, \lambda)=0 \quad \text { in }\right] 0, h[\cup] h,+\infty[,  \tag{3}\\
{[g(., \lambda)]=0 \quad \text { on } y=h} \\
{\left[\frac{1}{\mu} \partial_{y} g(., \lambda)\right]=0 \quad \text { on } y=h,} \\
g(0, \lambda)=0 \quad \text { and } \quad \partial_{y} g(0, \lambda)=\sqrt{\lambda} .
\end{array}\right.
$$

Setting $\phi(y, \lambda)=\sin (\sqrt{\lambda} y)$, we then write

$$
g(y, \lambda)=\left\{\begin{array}{l}
\phi(y, \lambda) \quad \text { if } y \in] 0, h[ \\
\phi(h, \lambda) \cos \left[\sqrt{\lambda-d^{2}}(y-h)\right]+\frac{\mu_{2}}{\mu_{1}} \frac{\partial_{y} \phi(h, \lambda)}{\sqrt{\lambda-d^{2}}} \sin \left[\sqrt{\lambda-d^{2}}(y-h)\right] \\
\text { if } y \in] h,+\infty[
\end{array}\right.
$$

For $\lambda \geq d^{2}, g(y, \lambda)$ is bounded. For $\lambda<d^{2}$, in view of the above expression of $g$, we impose the dispersion relation

$$
\phi(h, \lambda)+\frac{\mu_{2}}{\mu_{1}} \frac{\partial_{y} \phi(h, \lambda)}{\sqrt{d^{2}-\lambda}}=0
$$

or equivalently,

$$
\begin{equation*}
\sqrt{d^{2}-\lambda} \tan \sqrt{\lambda} h+\frac{\mu_{2}}{\mu_{1}} \sqrt{\lambda}=0 \tag{4}
\end{equation*}
$$

to make $g(y, \lambda)$ bounded in $\mathbb{R}^{+}$. It is straightforward to see that there are a finite number of roots $\lambda_{l}(\omega)$ of (4) with associated solutions: $g\left(y, \lambda_{l}\right)$ for $l=1,2, \ldots, m$. Moreover, the set of eigenfunctions $g(y, \lambda), \lambda \in] 0,+\infty\left[\right.$ is complete in $L^{2}\left(\mathbb{R}_{+}\right)$. When the magnetic permeabilities $\mu_{1}$ and $\mu_{2}$ are equal $\left(\mu_{1}=\mu_{2}\right)$, the completeness of the associated eigenvalue problem has been proved and an inverse transform formula has been rigorously derived in [12]. See also [21], [22], where the spectrum of the Pekeris operator is investigated. Here the following more general inverse transform formula from [5] will be needed. Let $f \in L^{2}\left(\mathbb{R}_{+}, \frac{d y}{\mu(y)}\right)$. We have the inverse transform formula

$$
\begin{align*}
f(x)= & \sum_{l=1}^{m} \frac{2 \mu_{1} \sqrt{d^{2}-\lambda_{l}} \int_{0}^{+\infty} g\left(y, \lambda_{l}\right) f(y) \frac{d y}{\mu(y)}}{\frac{\mu_{1}}{\mu_{2}} \phi\left(h, \lambda_{l}\right)^{2}+2 \sqrt{d^{2}-\lambda_{l}} \int_{0}^{h} \phi\left(y, \lambda_{l}\right)^{2} d y} g\left(x, \lambda_{l}\right) \\
& +\frac{1}{\pi} \int_{d^{2}}^{+\infty} \frac{\mu_{2} \sqrt{\lambda-d^{2}} \int_{0}^{+\infty} g(y, \lambda) f(y) \frac{d y}{\mu(y)}}{\left(\lambda-d^{2}\right) \phi(h, \lambda)^{2}+\left(\frac{\mu_{2}}{\mu_{1}}\right)^{2} \partial_{y} \phi(h, \lambda)^{2}} g(x, \lambda) d \lambda \tag{5}
\end{align*}
$$

almost everywhere.
We now return to the Helmholtz equation (2). Let

$$
U(x, \lambda)=\int_{0}^{+\infty} u(x, y) g(y, \lambda) \frac{d y}{\mu(y)}
$$

Multiplying (2) by $\frac{1}{\mu(y)} g(y, \lambda)$ and integrating with respect to the variable $y$ over the interval $] 0,+\infty[$, after some straightforward manipulations for $x \in \mathbb{R}$ we obtain

$$
\begin{equation*}
\partial_{x x} U(x, \lambda)+\left(\omega^{2} \varepsilon_{1} \mu_{1}-\lambda\right) U(x, \lambda)=\int_{0}^{+\infty} f(x, \eta) g(\eta, \lambda) \frac{d \eta}{\mu(\eta)} \tag{6}
\end{equation*}
$$

The solution of (6), which is outgoing for $0 \leq \lambda<\omega^{2} \varepsilon_{1} \mu_{1}$ and decays exponentially for $\lambda>\omega^{2} \varepsilon_{1} \mu_{1}$ as $|x| \rightarrow+\infty$, is readily given for $x \in \mathbb{R}$ by the following expression:

$$
\begin{equation*}
U(x, \lambda)=\int_{-\infty}^{\infty} \frac{e^{i|x-\zeta| \sqrt{\omega^{2} \varepsilon_{1} \mu_{1}-\lambda}}}{2 i \sqrt{\omega^{2} \varepsilon_{1} \mu_{1}-\lambda}} \int_{0}^{+\infty} f(\zeta, \eta) g(\eta, \lambda) \frac{d \eta}{\mu(\eta)} d \zeta \tag{7}
\end{equation*}
$$

By the inversion formula (5), we have

$$
\begin{aligned}
u(x, y)= & \sum_{l=1}^{m} \frac{2 \mu_{1} \sqrt{d^{2}-\lambda_{l}} U\left(x, \lambda_{l}\right)}{\mu_{1}} \phi\left(h, \lambda_{l}\right)^{2}+2 \sqrt{d^{2}-\lambda_{l}} \int_{0}^{h} \phi\left(y, \lambda_{l}\right)^{2} d y
\end{aligned}\left(y, \lambda_{l}\right) \quad \begin{aligned}
& \mu_{2} \sqrt{\lambda-d^{2} U(x, \lambda)} \\
&
\end{aligned}+\frac{1}{\pi} \int_{d^{2}}^{+\infty} \frac{\mu^{2}}{\left(\lambda-d^{2}\right) \phi(h, \lambda)^{2}+\left(\frac{\mu_{2}}{\mu_{1}}\right)^{2} \partial_{y} \phi(h, \lambda)^{2}} g(y, \lambda) d \lambda \quad \forall(x, y) \in \mathbb{R}_{+}^{2} ;
$$

hence, by (7) and by interchanging the order of integration, we obtain that the solution $u$ of (2) corresponding to the case where no energy is radiated from the far field $\left(x^{2}+y^{2} \rightarrow+\infty, y>0\right)$ can be represented by

$$
u(x, y)=\int_{\mathbb{R}_{+}^{2}} G(x, y, \zeta, \eta) f(\zeta, \eta) d \zeta d \eta
$$

where the Green's function $G$ is given by

$$
\begin{aligned}
& G(x, y, \zeta, \eta) \\
& :=\sum_{l=1}^{m} \frac{2 \mu_{1} \sqrt{d^{2}-\lambda_{l}}}{\frac{\mu_{1}}{\mu_{2}} \phi\left(h, \lambda_{l}\right)^{2}+2 \sqrt{d^{2}-\lambda_{l}} \int_{0}^{h} \phi\left(y, \lambda_{l}\right)^{2} d y}\left(\frac{e^{i|x-\zeta| \sqrt{\omega^{2} \varepsilon_{1} \mu_{1}-\lambda_{l}}}}{2 i \sqrt{\omega^{2} \varepsilon_{1} \mu_{1}-\lambda_{l}}}\right) g\left(y, \lambda_{l}\right) g\left(\eta, \lambda_{l}\right) \\
& +\frac{1}{\pi} \int_{d^{2}}^{+\infty} \frac{\mu_{2} \sqrt{\lambda-d^{2}}}{\left(\lambda-d^{2}\right) \phi(h, \lambda)^{2}+\left(\frac{\mu_{2}}{\mu_{1}}\right)^{2} \partial_{y} \phi(h, \lambda)^{2}}\left(\frac{e^{i|x-\zeta| \sqrt{\omega^{2} \varepsilon_{1} \mu_{1}-\lambda}}}{2 i \sqrt{\omega^{2} \varepsilon_{1} \mu_{1}-\lambda}}\right) g(y, \lambda) g(\eta, \lambda) d \lambda .
\end{aligned}
$$

Note that the Green's function $G$ has been constructed so that all the waves are outgoing.

Following [12], we now separate the Green's function $G$ into three components $G=G^{g}+G^{r}+G^{e}$. The guided component

$$
\begin{aligned}
& G^{g}(x, y, \zeta, \eta) \\
& :=\sum_{l=1}^{m} \frac{2 \mu_{1} \sqrt{d^{2}-\lambda_{l}}}{\frac{\mu_{1}}{\mu_{2}} \phi\left(h, \lambda_{l}\right)^{2}+2 \sqrt{d^{2}-\lambda_{l}} \int_{0}^{h} \phi\left(y, \lambda_{l}\right)^{2} d y}\left(\frac{e^{i|x-\zeta| \sqrt{\omega^{2} \varepsilon_{1} \mu_{1}-\lambda_{l}}}}{2 i \sqrt{\omega^{2} \varepsilon_{1} \mu_{1}-\lambda_{l}}}\right) g\left(y, \lambda_{l}\right) g\left(\eta, \lambda_{l}\right)
\end{aligned}
$$

corresponds to the solution that is concentrated near the core. The radiated component
$G^{r}(x, y, \zeta, \eta)$
$:=\frac{1}{\pi} \int_{d^{2}}^{\omega^{2} \varepsilon_{1} \mu_{1}} \frac{\mu_{2} \sqrt{\lambda-d^{2}}}{\left(\lambda-d^{2}\right) \phi(h, \lambda)^{2}+\left(\frac{\mu_{2}}{\mu_{1}}\right)^{2} \partial_{y} \phi(h, \lambda)^{2}}\left(\frac{e^{i|x-\zeta| \sqrt{\omega^{2} \varepsilon_{1} \mu_{1}-\lambda}}}{2 i \sqrt{\omega^{2} \varepsilon_{1} \mu_{1}-\lambda}}\right) g(y, \lambda) g(\eta, \lambda) d \lambda$
and the evanescent component
$G^{e}(x, y, \zeta, \eta)$
$:=\frac{1}{\pi} \int_{\omega^{2} \varepsilon_{1} \mu_{1}}^{+\infty} \frac{\mu_{2} \sqrt{\lambda-d^{2}}}{\left(\lambda-d^{2}\right) \phi(h, \lambda)^{2}+\left(\frac{\mu_{2}}{\mu_{1}}\right)^{2} \partial_{y} \phi(h, \lambda)^{2}}\left(\frac{e^{i|x-\zeta| \sqrt{\omega^{2} \varepsilon_{1} \mu_{1}-\lambda}}}{2 i \sqrt{\omega^{2} \varepsilon_{1} \mu_{1}-\lambda}}\right) g(y, \lambda) g(\eta, \lambda) d \lambda$
are radiated away from the source at $(\zeta, \eta)$.
We will need to estimate $G^{r}$ and $G^{e}$ for fixed $y$ and $\eta$. Following [12] once again, we can apply Laplace's method [6], and obtain for $|x-\zeta| \rightarrow+\infty$ that

$$
\begin{equation*}
G^{e}(x, y, \zeta, \eta)=O\left(\frac{1}{\omega|x-\zeta|}\right) \tag{8}
\end{equation*}
$$

Moreover, making use of the method of steepest descent [6], we can show that

$$
\begin{equation*}
G^{r}(x, y, \zeta, \eta)=O\left(\frac{1}{\omega|x-\zeta|}\right) \quad \text { as }|x-\zeta| \rightarrow+\infty \tag{9}
\end{equation*}
$$

We can therefore conclude that for a fixed $y$, as one looks down the core of the waveguide, the nonguided components of the waves die off like $O(1 / \omega|x|)$.

Let $X=(x, y)$ and $Y=(\zeta, \eta)$. Observe that the Green's function for the problem,

$$
\left\{\begin{array}{l}
\left.\nabla_{X} \cdot \frac{1}{\mu_{0}} \nabla_{X} G_{0}(X, Y)=\delta_{Y} \quad \text { in } \mathbb{R} \times\right] 0, h[\cup \mathbb{R} \times] h,+\infty[ \\
\left.G_{0}\right|_{+}=\left.G_{0}\right|_{-},\left.\quad \frac{1}{\mu_{2}} \frac{\partial G_{0}}{\partial y}\right|_{+}=\left.\frac{1}{\mu_{1}} \frac{\partial G_{0}}{\partial y}\right|_{-} \quad \text { on } y=h \\
G_{0}=0 \quad \text { on } y=0
\end{array}\right.
$$

is given by the following explicit formula. If $0<\eta<h$, then
$G_{0}(X, Y)$
$=\mu_{1}\left\{\begin{array}{l}\frac{2 \mu_{2}}{\mu_{1}+\mu_{2}}[\Gamma(X-Y)-\Gamma(\bar{X}-Y)], \quad y>h, \\ {[\Gamma(X-Y)-\Gamma(\bar{X}-Y)]+\frac{\mu_{2}-\mu_{1}}{\mu_{1}+\mu_{2}}[\Gamma(\bar{X}-Y+(0,2 h))-\Gamma(X-Y-(0,2 h))],} \\ \quad 0<y<h .\end{array}\right.$
Here $\Gamma(X)=(1 /(2 \pi)) \log |X|$ is the fundamental solution for the Laplacian and $\bar{X}=(x,-y)$. If $\eta>h$, the formula takes the form
(11)
$G_{0}(X, Y)$
$=\mu_{2} \times\left\{\begin{array}{l}{[\Gamma(X-Y)-\Gamma(\bar{X}-Y)]+\frac{\mu_{1}-\mu_{2}}{\mu_{1}+\mu_{2}}[\Gamma(\bar{X}-Y+(0,2 h))-\Gamma(X-Y-(0,2 h))],} \\ y>h, \\ \frac{2 \mu_{1}}{\mu_{1}+\mu_{2}}[\Gamma(X-Y)-\Gamma(\bar{X}-Y)], \quad 0<y<h .\end{array}\right.$
We will need the following lemma.
Lemma 2.1. For each $M$ and a fixed but arbitrary $(\zeta, \eta)$ with $0<\eta<h$,

$$
\begin{equation*}
R(x, y, \zeta, \eta):=G(x, y, \zeta, \eta)-G_{0}(x, y, \zeta, \eta) \tag{12}
\end{equation*}
$$

is $\mathcal{C}^{1}$ in $(x, y)$ for $|x-\zeta| \leq M$ and $0 \leq y \leq h$, and its $\mathcal{C}^{1}$-norm is bounded independently of $(\zeta, \eta)$.

Proof. Fix $(\zeta, \eta)$ and let $v(x, y):=G(x, y, \zeta, \eta)$ and $w(x, y):=G_{0}(x, y, \zeta, \eta)$. Choose $M>0$ so that on the domain $\left.\Omega_{M}:=\right] \zeta-M, \zeta+M[\times] 0, h[$ the problem

$$
\begin{cases}\left(\nabla \cdot \frac{1}{\mu_{0}} \nabla+\omega^{2} \varepsilon_{0}\right) u=0 & \text { in } \Omega_{M} \\ u=f & \text { on } \partial \Omega_{M}\end{cases}
$$

is well posed. Since $\left(\nabla \cdot \frac{1}{\mu_{0}} \nabla+\omega^{2} \varepsilon_{0}\right) v=\delta_{(\zeta, \eta)}$ and $\nabla \cdot \frac{1}{\mu_{0}} \nabla w=\delta_{(\zeta, \eta)}$, the function $R$ given by (12) satisfies

$$
\left(\nabla \cdot \frac{1}{\mu_{0}} \nabla+\omega^{2} \varepsilon_{0}\right) R=-\omega^{2} \varepsilon_{0} w \quad \text { in } \Omega_{M}
$$

Moreover, $\left.R\right|_{\partial \Omega_{M}}$ is a piecewise $\mathcal{C}^{1}$-function, and $R(x, y)=0$ if $y=0$. Define

$$
W(x, y):=-\omega^{2} \varepsilon_{0} \int_{\Omega_{M}} G_{0}(x, y, \zeta, \eta) w(\zeta, \eta) d A
$$

Then one can easily see from the explicit forms (10) and (11) of $G_{0}$ that $W$ is $\mathcal{C}^{1}$ on $\Omega_{M}$ and $\|W\|_{\mathcal{C}^{1}\left(\Omega_{M}\right)} \leq C$ uniformly in $(\zeta, \eta)$. Observe that $R-W$ satisfies

$$
\left(\nabla \cdot \frac{1}{\mu_{0}} \nabla+\omega^{2} \varepsilon_{0}\right)(R-W)=-\omega^{2} \varepsilon_{0} W \quad \text { in } \Omega_{M}
$$

and hence by the standard regularity theorem for the elliptic equations we get

$$
\|R-W\|_{\mathcal{C}^{1}\left(\Omega_{M / 2}\right)} \leq C
$$

for some $C$ uniformly in $(\zeta, \eta)$. This completes the proof.
3. Asymptotic expansion of the scattered wave. In this section we derive an asymptotic formula for the perturbation $u_{\alpha}-u_{0}$ due to the presence of the inclusion $D=Z+\alpha B$ as $\alpha$ tends to 0 .

For $k>0$, let the fundamental solution $\Gamma_{k}$ be defined by

$$
\Gamma_{k}(X)=-\left(\frac{i}{4}\right) H_{0}^{(1)}(k|X|) \quad \text { for } X \neq 0
$$

where $H_{0}^{(1)}$ is the Hankel function of the first kind of order 0 . For a bounded smooth domain $D$ in $\mathbb{R}^{2}$, let $\mathcal{S}_{D}^{k}$ be the single layer potential defined by $\Gamma_{k}$; that is, for $\phi \in L^{2}(\partial D)$,

$$
\mathcal{S}_{D}^{k} \phi(X)=\int_{\partial D} \Gamma_{k}(X-Y) \phi(Y) d \sigma(Y), \quad X \in \mathbb{R}^{2}
$$

Let $\widetilde{\mathcal{S}}_{D}$ be the single layer potential defined by $G$; that is, for $\psi \in L^{2}(\partial D)$,

$$
\widetilde{\mathcal{S}}_{D} \psi(X)=\frac{1}{\mu_{1}} \int_{\partial D} G(X, Y) \psi(Y) d \sigma(Y), \quad X \in \mathbb{R}^{2}
$$

Suppose that the following assumption (H1) holds: the trivial solution is the unique solution to the Helmholtz equation

$$
\left(\nabla \cdot \frac{1}{\mu_{\alpha}} \nabla+\omega^{2} \varepsilon_{\alpha}\right) u=0 \quad \text { in } \mathbb{R}_{+}^{2}
$$

with the boundary condition $u=0$ on $y=0$ and the decay estimates

$$
\left|u_{l}(x) \mp i \beta_{l} \frac{d u_{l}}{d x}(x)\right|=O\left(\frac{1}{|x|}\right) \quad \text { as } x \rightarrow \pm \infty
$$

for $l=1, \ldots, m$, where $u_{l}(x)=\int_{0}^{+\infty} u(x, y) g\left(y, \lambda_{l}\right) d y$.
Following [2], an integral representation formula for the outgoing solution $u_{\alpha}$ of (1) can be proved.

Lemma 3.1. Suppose that $\omega \sqrt{\varepsilon_{1} \mu_{1}}$ is not a Dirichlet eigenvalue of $-\Delta$ on $D$, and let $k_{*}:=\omega \sqrt{\varepsilon_{*} \mu_{*}}$. The solution $u_{\alpha}$ of (1) can be represented by

$$
u_{\alpha}(X)=\left\{\begin{array}{l}
u_{0}(X)+\widetilde{\mathcal{S}}_{D} \psi(X), \quad X \in \mathbb{R}_{+}^{2} \backslash \bar{D}  \tag{13}\\
\mathcal{S}_{D}^{k_{*}} \phi(X), \quad X \in D
\end{array}\right.
$$

where the pair $(\phi, \psi) \in L^{2}(\partial D) \times L^{2}(\partial D)$ is the unique solution to the system of integral equations

$$
\left\{\begin{array}{l}
\mathcal{S}_{D}^{k_{*} \phi}-\widetilde{\mathcal{S}}_{D} \psi=u_{0} \quad \text { on } \partial D  \tag{14}\\
\left.\frac{1}{\mu_{*}} \frac{\partial \mathcal{S}_{D}^{k_{*}} \phi}{\partial \nu}\right|_{-}-\left.\frac{1}{\mu_{1}} \frac{\partial \widetilde{\mathcal{S}}_{D} \psi}{\partial \nu}\right|_{+}=\frac{1}{\mu_{1}} \frac{\partial u_{0}}{\partial \nu} \quad \text { on } \partial D .
\end{array}\right.
$$

Here $\nu$ denotes the outward unit normal to $\partial D$; subscripts + and - indicate the limiting values as we approach $\partial D$ from outside $D$ and from inside $D$.

Proof. Define the operator $T: L^{2}(\partial D) \times L^{2}(\partial D) \rightarrow L^{2}(\partial D) \times L^{2}(\partial D)$ by

$$
T(\phi, \psi)=\left(\mathcal{S}_{D}^{k_{*}} \phi-\widetilde{\mathcal{S}}_{D} \psi,\left.\frac{1}{\mu_{*}} \frac{\partial \mathcal{S}_{D}^{k_{*}} \phi}{\partial \nu}\right|_{-}-\left.\frac{1}{\mu_{1}} \frac{\partial \widetilde{\mathcal{S}}_{D} \psi}{\partial \nu}\right|_{+}\right)
$$

By (12), $T$ is a Fredholm type of operator. Thus, in order to prove the existence and uniqueness of a solution to (14), it is enough to show that $T$ is injective. Let the pair $(\phi, \psi) \in L^{2}(\partial D) \times L^{2}(\partial D)$ be a solution to the following homogeneous system of integral equations:

$$
\left\{\begin{array}{l}
\mathcal{S}_{D}^{k_{*}} \phi-\widetilde{\mathcal{S}}_{D} \psi=0 \quad \text { on } \partial D \\
\left.\frac{1}{\mu_{*}} \frac{\partial \mathcal{S}_{D}^{k_{*}} \phi}{\partial \nu}\right|_{-}-\left.\frac{1}{\mu_{1}} \frac{\partial \widetilde{\mathcal{S}}_{D} \psi}{\partial \nu}\right|_{+}=0 \quad \text { on } \partial D .
\end{array}\right.
$$

Introduce

$$
v(X)= \begin{cases}\widetilde{\mathcal{S}}_{D} \psi(X), & X \in \mathbb{R}_{+}^{2} \backslash \bar{D} \\ \mathcal{S}_{D}^{k_{*}} \phi(X), & X \in D\end{cases}
$$

It is easy to see that $v$ satisfies the equation $\left(\nabla \cdot\left(1 / \mu_{\alpha}\right) \nabla+\omega^{2} \varepsilon_{\alpha}\right) v=0$ in $\mathbb{R}_{+}^{2}$, with the boundary condition $v=0$ on $y=0$ together with the decay estimates

$$
\left|v_{l}(x) \mp i \beta_{l} \frac{d v_{l}}{d x}(x)\right|=O\left(\frac{1}{|x|}\right) \quad \text { as } x \rightarrow \pm \infty
$$

for $l=1, \ldots, m$, where

$$
v_{l}(x)=\int_{0}^{+\infty} v(x, y) g\left(y, \lambda_{l}\right) d y
$$

which hold because of the form of the Green's function $G$. Then, it immediately follows from (H1) that $v=0$ in $\mathbb{R}_{+}^{2}$. Next, the unique continuation for the operator $\left(\Delta+\omega^{2} \varepsilon_{*} \mu_{*}\right)$ yields $\mathcal{S}_{D}^{k_{*}} \phi=0$ in $D$. Since $\left(\Delta+\omega^{2} \varepsilon_{1} \mu_{1}\right) \widetilde{\mathcal{S}}_{D} \psi=0$ in $D$ and $\omega \sqrt{\varepsilon_{1} \mu_{1}}$ is not a Dirichlet eigenvalue of $-\Delta$ on $D$, then $\widetilde{\mathcal{S}}_{D} \psi=0$ in $\left.\left.\mathbb{R}\right], \times\right] 0, h[$, which leads to a contradiction because of the jump of the normal derivative of $\widetilde{\mathcal{S}}_{D} \psi$ on $\partial D$.

The derivation of the asymptotic formula for $u_{\alpha}-u_{0}$ relies on the representation formula (13) and is parallel to that in [2]. However, there are some technical differences, and so we include the main steps for its derivation.

Let us introduce two more layer potentials. Define

$$
\mathcal{S}_{D} \phi(X)=\int_{\partial D} \Gamma(X-Y) \phi(Y) d \sigma(Y), \quad X \in \mathbb{R}^{2}
$$

where $\Gamma(X)$ is the fundamental solution for the Laplacian $\Delta$. We also define

$$
\mathcal{S}_{D}^{0} \phi(X)=\frac{1}{\mu_{1}} \int_{\partial D} G_{0}(X, Y) \psi(Y) d \sigma(Y), \quad X \in \mathbb{R}^{2}
$$

Let

$$
\begin{equation*}
\widehat{\phi}(Y):=\phi(Z+\alpha Y), \quad \widehat{\psi}(Y):=\psi(Z+\alpha Y), \quad Y \in \partial B \tag{15}
\end{equation*}
$$

Because of (12), we have

$$
\begin{aligned}
G(Z+\alpha X, Z+\alpha Y) & =G_{0}(Z+\alpha X, Z+\alpha Y)+C+O(\alpha|X-Y|) \\
& =G_{0}(X, Y)+C+O(\alpha|X-Y|), \quad X, Y \in \partial B
\end{aligned}
$$

for some constant $C$. Therefore,

$$
\widetilde{\mathcal{S}}_{D} \phi(Z+\alpha X)=\alpha \mathcal{S}_{B}^{0} \widehat{\phi}(X)+C+O\left(\alpha^{2}\right), \quad X \in \partial B
$$

where $O\left(\alpha^{2}\right) \leq C \alpha^{2}\|\widehat{\phi}\|_{L^{2}(\partial B)}$. Here and in what follows, $C$ denotes a constant which may be different at each occurrence. Since $\Gamma_{k_{*}}(X)-\Gamma(X)$ is $\mathcal{C}^{1}\left(\mathbb{R}^{2}\right)$, we also have

$$
\mathcal{S}_{D}^{k_{*}} \phi(Z+\alpha X)=\alpha \mathcal{S}_{B} \widehat{\phi}(X)+C+O\left(\alpha^{2}\right), \quad X \in \partial B
$$

Since $u_{0}(Z+\alpha Y)=u_{0}(Z)+\alpha \nabla u_{0}(Z) \cdot Y+o(\alpha)$, the integral equation (14) takes the form

$$
\left\{\begin{array}{l}
\mathcal{S}_{B} \widehat{\phi}-\mathcal{S}_{B}^{0} \widehat{\psi}=C+\nabla u_{0}(Z) \cdot Y+O(\alpha) \quad \text { on } \partial B  \tag{16}\\
\left.\frac{1}{\mu_{*}} \frac{\partial \mathcal{S}_{B} \widehat{\phi}}{\partial \nu}\right|_{-}-\left.\frac{1}{\mu_{1}} \frac{\partial \mathcal{S}_{B}^{0} \widehat{\psi}}{\partial \nu}\right|_{+}=\frac{1}{\mu_{1}} \nabla u_{0}(Z) \cdot \frac{\partial Y}{\partial \nu}+O(\alpha) \quad \text { on } \partial B .
\end{array}\right.
$$

Let $(f, g)$ be the solution to

$$
\left\{\begin{array}{l}
\mathcal{S}_{B} f-\mathcal{S}_{B}^{0} g=C+\nabla u_{0}(Z) \cdot Y \quad \text { on } \partial B  \tag{17}\\
\left.\frac{1}{\mu_{*}} \frac{\partial \mathcal{S}_{B} f}{\partial \nu}\right|_{-}-\left.\frac{1}{\mu_{1}} \frac{\partial \mathcal{S}_{B}^{0} g}{\partial \nu}\right|_{+}=\frac{1}{\mu_{1}} \nabla u_{0}(Z) \cdot \frac{\partial Y}{\partial \nu} \quad \text { on } \partial B
\end{array}\right.
$$

Then

$$
\begin{equation*}
\widehat{\psi}=g+O(\alpha) \quad \text { on } \partial B \tag{18}
\end{equation*}
$$

Since $C+\nabla u_{0}(Z) \cdot Y$ is harmonic in $B$, the first equation in (17) yields

$$
\mathcal{S}_{B} f(Y)-\mathcal{S}_{B}^{0} g(Y)=C+\nabla u_{0}(Z) \cdot Y, \quad Y \in B
$$

and hence

$$
\left.\frac{\partial \mathcal{S}_{B} f}{\partial \nu}\right|_{-}-\left.\frac{\partial \mathcal{S}_{B}^{0} g}{\partial \nu}\right|_{-}=\nabla u_{0}(Z) \cdot \frac{\partial Y}{\partial \nu} \quad \text { on } \partial B
$$

Combining this with the second equation in (17), we get

$$
\begin{equation*}
\left.\frac{\partial \mathcal{S}_{B}^{0} g}{\partial \nu}\right|_{+}-\left.\frac{\mu_{1}}{\mu_{*}} \frac{\partial \mathcal{S}_{B}^{0} g}{\partial \nu}\right|_{-}=\left(\frac{\mu_{1}}{\mu_{*}}-1\right) \nabla u_{0}(Z) \cdot \frac{\partial Y}{\partial \nu} \quad \text { on } \partial B \tag{19}
\end{equation*}
$$

Observe that for each $h \in L^{2}(\partial B)$ with $\int_{\partial B} h d \sigma=0$ there exists a unique solution $g \in L^{2}(\partial B)$ with $\int_{\partial B} g d \sigma=0$ to the equation

$$
\left.\frac{\partial \mathcal{S}_{B}^{0} g}{\partial \nu}\right|_{+}-\left.\frac{\mu_{1}}{\mu_{*}} \frac{\partial \mathcal{S}_{B}^{0} g}{\partial \nu}\right|_{-}=h \quad \text { on } \partial B
$$

This fact can be proved using the method in Chapter 1 of [1], and so we omit its proof.

Let $Y=\left(y_{1}, y_{2}\right)$ and $\psi_{j}, j=1,2$, be the solution to

$$
\begin{equation*}
\left.\frac{\partial \mathcal{S}_{B}^{0} \psi_{j}}{\partial \nu}\right|_{+}-\left.\frac{\mu_{1}}{\mu_{*}} \frac{\partial \mathcal{S}_{B}^{0} \psi_{j}}{\partial \nu}\right|_{-}=\left(\frac{\mu_{1}}{\mu_{*}}-1\right) \frac{\partial y_{j}}{\partial \nu} \quad \text { on } \partial B \tag{20}
\end{equation*}
$$

It then follows from (18) and (19) that

$$
\begin{equation*}
\widehat{\psi}=\sum_{j=1}^{2} \frac{\partial u_{0}}{\partial x_{j}}(Z) \psi_{j}+O(\alpha) \quad \text { on } \partial B \tag{21}
\end{equation*}
$$

We are now ready to derive an asymptotic formula for $u_{\alpha}-u_{0}$. According to (13),

$$
u_{\alpha}(X)=u_{0}(X)+\int_{\partial D} G(X, \Xi) \psi(\Xi) d \sigma(\Xi)
$$

Making the change of variables $\Xi \rightarrow Z+\alpha Y, Y \in \partial B$, we get

$$
u_{\alpha}(X)=u_{0}(X)+\alpha \int_{\partial B} G(X, Z+\alpha Y) \widehat{\psi}(Y) d \sigma(Y)
$$

where

$$
\widehat{\psi}(Y):=\psi(Z+\alpha Y), \quad Y \in \partial B
$$

Since

$$
G(X, Z+\alpha Y)=G(X, Z)+\alpha \nabla_{Y} G(X, Z) \cdot Y+o(\alpha)
$$

for $X$ away from $D$, we get

$$
\begin{equation*}
u_{\alpha}(X)=u_{0}(X)+\alpha G(X, Z) \int_{\partial B} \widehat{\psi} d \sigma+\alpha^{2} \nabla_{Y} G(X, Z) \cdot \int_{\partial B} Y \widehat{\psi}(Y) d \sigma(Y)+o\left(\alpha^{2}\right) \tag{22}
\end{equation*}
$$

for $X$ away from $D$.
By (14) we have

$$
\psi=\left.\frac{\mu_{1}}{\mu_{*}} \frac{\partial \mathcal{S}_{D}^{k_{*}} \phi}{\partial \nu}\right|_{-}-\frac{\partial u_{0}}{\partial \nu}-\left.\frac{\partial \widetilde{\mathcal{S}}_{D} \psi}{\partial \nu}\right|_{-},
$$

and hence it follows that

$$
\begin{aligned}
\alpha \int_{\partial B} \widehat{\psi} d \sigma & =\int_{\partial D} \psi d \sigma \\
& =\frac{\mu_{1}}{\mu_{*}} \int_{D} \Delta \mathcal{S}_{D}^{k_{*}} \phi-\int_{D} \Delta u_{0}-\int_{D} \Delta \widetilde{\mathcal{S}}_{D} \psi \\
& =\frac{\mu_{1}}{\mu_{*}} \omega^{2} \varepsilon_{*} \mu_{*} \int_{D} \mathcal{S}_{D}^{k_{*}} \phi-\omega^{2} \varepsilon_{1} \mu_{1} \int_{D} u_{0}-\omega^{2} \varepsilon_{1} \mu_{1} \int_{D} \widetilde{\mathcal{S}}_{D} \psi \\
& =\omega^{2} \mu_{1}\left(\varepsilon_{*}-\varepsilon_{1}\right)\left[\int_{D} u_{0}+\int_{D} \widetilde{\mathcal{S}}_{D} \psi\right]
\end{aligned}
$$

where the last equality follows from (14). Note that

$$
\int_{D} u_{0}=\alpha^{2} u_{0}(Z)|B|+O\left(\alpha^{3}\right)
$$

We also have

$$
\begin{equation*}
\int_{D} \widetilde{\mathcal{S}}_{D} \psi=O\left(\alpha^{3}\right) \tag{23}
\end{equation*}
$$

In fact, since $\int_{\partial B} \psi_{j} d \sigma=0$, equation (21) yields $\int_{\partial B} \widehat{\psi} d \sigma=O(\alpha)$, and hence

$$
\widetilde{\mathcal{S}}_{D} \psi(Z+\alpha X)=\alpha \mathcal{S}_{B}^{0} \widehat{\psi}+O(\alpha) O(\alpha)
$$

Thus we have (23). Therefore, we obtain

$$
\begin{equation*}
\alpha \int_{\partial B} \widehat{\psi} d \sigma=\alpha^{2} \omega^{2} \mu_{1}\left(\varepsilon_{*}-\varepsilon_{1}\right) u_{0}(Z)|B|+O\left(\alpha^{3}\right) \tag{24}
\end{equation*}
$$

On the other hand, it follows from (21) that

$$
\begin{equation*}
\int_{\partial B} Y \widehat{\psi}(Y) d \sigma(Y)=M \nabla u_{0}(Z)+O(\alpha) \tag{25}
\end{equation*}
$$

where $M=\left(M_{i j}\right)$ and

$$
\begin{equation*}
M_{i j}=\int_{\partial B} y_{j} \psi_{i}(Y) d \sigma(Y), \quad i, j=1,2 \tag{26}
\end{equation*}
$$

By (22), (24), and (25), we finally arrive at the following theorem.
Theorem 3.2. Let $u_{\alpha}$ be the solution of (1), and let $M$ be the polarization tensor defined by (26). Then, for $X=(x, y)$ bounded away from $D$, we have the pointwise expansion

$$
\begin{align*}
u_{\alpha}(X)=u_{0}(X)+\alpha^{2}[ & \nabla_{Y} G(X, Z) \cdot M \nabla u_{0}(Z)  \tag{27}\\
& \left.+\omega^{2} \mu_{1} \varepsilon_{1}\left(\frac{\varepsilon_{*}}{\varepsilon_{1}}-1\right)|B| G(X, Z) u_{0}(Z)\right]+o\left(\alpha^{2}\right)
\end{align*}
$$

A few words are in order on the matrix $M$ defined by (26). It follows from the jump relation of the single layer potential and (20) that

$$
\begin{aligned}
\int_{\partial B} y_{j} \psi_{i} d \sigma & =\int_{\partial B} y_{j}\left[\left.\frac{\partial \mathcal{S}_{B}^{0} \psi_{j}}{\partial \nu}\right|_{+}-\left.\frac{\partial \mathcal{S}_{B}^{0} \psi_{j}}{\partial \nu}\right|_{-}\right] d \sigma \\
& =\left.\left(\frac{\mu_{1}}{\mu_{*}}-1\right) \int_{\partial B} y_{j} \frac{\partial \Phi_{i}}{\partial \nu}\right|_{-} d \sigma
\end{aligned}
$$

where

$$
\Phi_{i}(Y)=y_{i}+\mathcal{S}_{B}^{0} \psi_{i}(Y), \quad Y \in \mathbb{R}^{2}
$$

Note that $\Phi_{i}(Y)$ for $Y=\left(y_{1}, y_{2}\right)$ is the solution to

$$
\left\{\begin{array}{l}
\left.\Delta \Phi_{i}=0 \quad \text { in } B \cup(\mathbb{R} \times]-\frac{z_{y}}{\alpha}, \frac{\left(h-z_{y}\right)}{\alpha}[\backslash \bar{B}) \cup \mathbb{R} \times\right] \frac{\left(h-z_{y}\right)}{\alpha},+\infty[ \\
\Phi_{i} \text { is continuous across } \partial B \text { and } y_{2}=\frac{\left(h-z_{y}\right)}{\alpha} \\
\left.\frac{\partial \Phi_{i}}{\partial \nu}\right|_{+}-\left.\frac{\mu_{1}}{\mu_{*}} \frac{\partial \Phi_{i}}{\partial \nu}\right|_{-}=0 \quad \text { on } \quad \partial B \\
\left.\frac{\partial \Phi_{i}}{\partial y}\right|_{+}-\left.\frac{\mu_{2}}{\mu_{1}} \frac{\partial \Phi_{i}}{\partial y}\right|_{-}=0 \quad \text { on } \quad y_{2}=\frac{\left(h-z_{y}\right)}{\alpha} \\
\Phi_{i}(Y)-y_{i} \rightarrow 0 \quad \text { as }|Y| \rightarrow \infty \\
\Phi_{i}(Y)=0 \quad \text { on } y_{2}=-\frac{z_{y}}{\alpha}
\end{array}\right.
$$

In its appearance $M_{i j}$ may seem to be dependent on $\alpha$. However, $M_{i j}=$ constant + $O(\alpha)$. To see this, let us investigate three typical cases: (i) when $D=Z+\alpha B$ is away from the interface $y_{2}=h$ and the boundary $y_{2}=0$, (ii) when $D$ is close to the interface, (iii) when $D$ is close to the boundary.
(i) Suppose that $D$ is away from the interface and the boundary. In this case, after scaling, the distance from $B$ to the interface $y_{2}=\left(h-z_{y}\right) / \alpha$ and the boundary is of order $1 / \alpha$. Thus one can see from (10) that

$$
G_{0}(X, Y)=\mu_{1} \Gamma(X-Y)+O(\alpha), \quad X, Y \in \partial B
$$

and hence (20) can written as

$$
\begin{equation*}
\left.\frac{\partial \mathcal{S}_{B} \psi_{j}}{\partial \nu}\right|_{+}-\left.\frac{\mu_{1}}{\mu_{*}} \frac{\partial \mathcal{S}_{B} \psi_{j}}{\partial \nu}\right|_{-}=\left(\frac{\mu_{1}}{\mu_{*}}-1\right) \frac{\partial y_{j}}{\partial \nu}+O(\alpha) \quad \text { on } \partial B \tag{28}
\end{equation*}
$$

Let $g_{j}$ be the solution of (28) without $O(\alpha)$-term on the right-hand side. Then, $M\left(\frac{\mu_{1}}{\mu_{*}}\right)$ defined by

$$
M_{i j}\left(\frac{\mu_{1}}{\mu_{*}}\right):=\int_{\partial B} y_{j} g_{i} d \sigma
$$

is the Pólya-Szegö polarization tensor whose properties were extensively studied in [1]. We get from (28) that

$$
M=M\left(\frac{\mu_{1}}{\mu_{*}}\right)+O(\alpha)
$$

and hence, in this case, the formula (27) holds with $M$ replaced with $M\left(\frac{\mu_{1}}{\mu_{*}}\right)$. Recall that if the inclusion $B$ is a disk, then its polarization tensor $M\left(\frac{\mu_{1}}{\mu_{*}}\right)$ takes the following explicit form:

$$
\begin{equation*}
M=\frac{2\left(\mu_{1}-\mu_{*}\right)}{\mu_{1}+\mu_{*}}|B| I_{2} \tag{29}
\end{equation*}
$$

where $I_{2}$ is the $2 \times 2$ identity matrix.
(ii) Suppose that $D$ is close to the interface and that distance between them is of order $\alpha$. In this case, one can see from (10) that

$$
G_{0}(X, Y)=\mu_{1}\left(\Gamma(X-Y)-\frac{\mu_{2}-\mu_{1}}{\mu_{1}+\mu_{2}} \Gamma(X-Y-(0,2 h))\right)+O(\alpha), \quad X, Y \in \partial B
$$

By a similar argument one can show that

$$
M_{i j}=\left.\left(\frac{\mu_{1}}{\mu_{*}}-1\right) \int_{\partial B_{*}} y_{j} \frac{\partial \widehat{\Phi}_{i}}{\partial \nu}\right|_{-} d \sigma+O(\alpha):=P_{i j}\left(\frac{\mu_{*}}{\mu_{1}}, \frac{\mu_{1}}{\mu_{2}}\right)+O(\alpha)
$$

where $B_{*}=B-\left(0,\left(h-z_{y}\right) / \alpha\right)$ and $\widehat{\Phi}_{i}, i=1,2$, is the solution to

$$
\left\{\begin{array}{l}
\left.\Delta \widehat{\Phi}_{i}=0 \quad \text { in } B_{*} \text { and in }(\mathbb{R} \times]-\infty, 0\left[\backslash \overline{B_{*}}\right) \cup \mathbb{R} \times\right] 0,+\infty[ \\
\widehat{\Phi}_{i} \text { is continuous across } \partial B_{*} \text { and } y_{2}=0 \\
\left.\frac{\partial \widehat{\Phi}_{i}}{\partial \nu}\right|_{+}-\left.\frac{\mu_{1}}{\mu_{*}} \frac{\partial \widehat{\Phi}_{i}}{\partial \nu}\right|_{-}=0 \quad \text { on } \quad \partial B_{*} \\
\left.\frac{\partial \widehat{\Phi}_{i}}{\partial y}\right|_{+}-\left.\frac{\mu_{2}}{\mu_{1}} \frac{\partial \widehat{\Phi}_{i}}{\partial y}\right|_{-}=0 \quad \text { on } \quad y_{2}=0 \\
\widehat{\Phi}_{i}(Y)-\widehat{Y}_{i} \rightarrow 0 \quad \text { as }|Y| \rightarrow \infty
\end{array}\right.
$$

Here

$$
\widehat{Y}=\left(\widehat{Y}_{1}, \widehat{Y}_{2}\right)=\left\{\begin{array}{l}
\left(y_{1}, y_{2}\right) \quad \text { for } y_{2}>0 \\
\left(y_{1}, \frac{\mu_{1}}{\mu_{2}} y_{2}+1\right) \quad \text { for } y_{2}<0
\end{array}\right.
$$

Thus in this case, we obtain that for $X=(x, y), 0<y<h$, bounded away from $D$, the following pointwise expansion holds:

$$
\begin{aligned}
u_{\alpha}(X)=u_{0}(X)+\alpha^{2}[ & \nabla_{Y} G(X, Z) \cdot P\left(\frac{\mu_{*}}{\mu_{1}}, \frac{\mu_{1}}{\mu_{2}}\right) \nabla u_{0}(Z) \\
& \left.+\omega^{2} \mu_{1} \varepsilon_{1}\left(\frac{\varepsilon_{*}}{\varepsilon_{1}}-1\right)|B| G(X, Z) u_{0}(Z)\right]+o\left(\alpha^{2}\right)
\end{aligned}
$$

The feature of the above formula is that it is expressed in terms of the new polarization tensor $P=\left(P_{i j}\right)$.

The case when $D$ is close to the boundary can be treated in a similar way, which we omit.
4. Reconstruction of the inclusion. In this section we develop a MUSIC type of algorithm for recovering the inclusion $D$ from measurements of propagated modes excited by incident waves. MUSIC is generally used in signal processing problems as a method for estimating the individual frequencies of multiple-harmonic signals [19]. The MUSIC algorithm makes use of the eigenvalue structure of the so-called response matrix. A more detailed description of this algorithm can be found in [10], [7], and [3]; see also [17], [11], [14], and [15] for further background on closely related time-reversal methodologies and on MUSIC in this specific context.

Let $\beta_{l}=\sqrt{\omega^{2} \varepsilon_{1} \mu_{1}-\lambda_{l}}$, and let

$$
c_{l}=-i \frac{\mu_{1} \sqrt{d^{2}-\lambda_{l}}}{\frac{\mu_{1}}{\mu_{2}} \phi\left(h, \lambda_{l}\right)^{2}+2 \sqrt{d^{2}-\lambda_{l}} \int_{0}^{h} \phi\left(y, \lambda_{l}\right)^{2} d y}
$$

for $1 \leq l \leq m$.
When the incident wave is a guided mode (of the unperturbed waveguide), then

$$
u_{0}(x, y)=g\left(y, \lambda_{l_{0}}\right) e^{-i \beta_{l_{0}} x}
$$

for some $1 \leq l_{0} \leq m$. Recall that $X=(x, y)$ and $Z=\left(z_{x}, z_{y}\right)$.
We compute

$$
\nabla u_{0}(Z)=\binom{i \beta_{l_{0}} g\left(z_{y}, \lambda_{l_{0}}\right)}{g^{\prime}\left(z_{y}, \lambda_{l_{0}}\right)} e^{-i \beta_{l_{0}} z_{x}}
$$

and, by making use of (8) and (9), we obtain that

$$
\nabla G(X, Z) \approx \sum_{l=1}^{m} \frac{c_{l}}{\beta_{l}} e^{i \beta_{l} x} e^{-i z_{x}\left(\beta_{l_{0}}+\beta_{l}\right)}\binom{-i \beta_{l} g\left(z_{y}, \lambda_{l}\right)}{g^{\prime}\left(z_{y}, \lambda_{l}\right)} g\left(y, \lambda_{l}\right)
$$

as $x \rightarrow+\infty$.
Suppose for the sake of simplicity that $B$ is a disk; then, using (29), it follows that

$$
\begin{aligned}
\left(u_{\alpha}-u_{0}\right)(X) \approx & |D| \sum_{l=1}^{m} \frac{c_{l}}{\beta_{l}} e^{i \beta_{l} x} g\left(y, \lambda_{l}\right) e^{-i z_{x}\left(\beta_{l_{0}}+\beta_{l}\right)} \\
\times & {\left[\frac{2\left(\mu_{*}-\mu_{1}\right)}{\mu_{*}+\mu_{1}}\left(\beta_{l_{0}} \beta_{l} g\left(z_{y}, \lambda_{l}\right) g\left(z_{y}, \lambda_{l_{0}}\right)+g^{\prime}\left(z_{y}, \lambda_{l}\right) g^{\prime}\left(z_{y}, \lambda_{l_{0}}\right)\right)\right.} \\
& \left.\quad+\omega^{2} \mu_{1} \varepsilon_{1}\left(\frac{\varepsilon_{*}}{\varepsilon_{1}}-1\right) g\left(z_{y}, \lambda_{l}\right) g\left(z_{y}, \lambda_{l_{0}}\right)\right]
\end{aligned}
$$

as $x \rightarrow+\infty$.
The coefficients of the scattered modes $C_{l l_{0}}$, which are excited by the incident wave $u_{0}$, are then approximated by

$$
\begin{gathered}
C_{l l_{0}} \approx|D| e^{-i z_{x}\left(\beta_{l_{0}}+\beta_{l}\right)}\left[\frac{2\left(\mu_{*}-\mu_{1}\right)}{\mu_{*}+\mu_{1}}\left(\beta_{l_{0}} \beta_{l} g\left(z_{y}, \lambda_{l}\right) g\left(z_{y}, \lambda_{l_{0}}\right)+g^{\prime}\left(z_{y}, \lambda_{l}\right) g^{\prime}\left(z_{y}, \lambda_{l_{0}}\right)\right)\right. \\
\left.+\omega^{2} \mu_{1} \varepsilon_{1}\left(\frac{\varepsilon_{*}}{\varepsilon_{1}}-1\right) g\left(z_{y}, \lambda_{l}\right) g\left(z_{y}, \lambda_{l_{0}}\right)\right] .
\end{gathered}
$$

Define the (response) matrix $C=\left(C_{l l_{0}}\right)_{l, l_{0}=1, \ldots, m}$. We now show how to apply the MUSIC algorithm for recovering the location $Z$ and the volume $|D|$ of the inclusion from the above approximate formula for the matrix $C \in \mathbb{C}^{m \times m}$. We consider separately three cases in stating the following lemma.

Lemma 4.1.
(a) Suppose $\mu_{*}=\mu_{1}$. For $X=(x, y)$ in the core of the waveguide, define the vector $\mathbf{g}_{x, y} \in \mathbb{C}^{m}$ by

$$
\mathbf{g}_{x, y}=\left(g\left(y, \lambda_{1}\right) e^{-i x \beta_{1}}, \ldots, g\left(y, \lambda_{m}\right) e^{-i x \beta_{m}}\right)^{T}
$$

where $T$ denotes the transpose. Then

$$
\begin{equation*}
\mathbf{g}_{x, y} \in \operatorname{Range}(C) \quad \text { iff } x=z_{x} \text { and } y=z_{y} \tag{30}
\end{equation*}
$$

(b) Suppose $\varepsilon_{*}=\varepsilon_{1}$. For $X=(x, y)$ in the core of the waveguide, define the vector $\mathbf{g}_{x, y} \in \mathbb{C}^{2 m}$ by

$$
\begin{equation*}
\mathbf{g}_{x, y}=\left(\left(\beta_{1} g\left(y, \lambda_{1}\right), g^{\prime}\left(y, \lambda_{1}\right)\right)^{T} e^{-i x \beta_{1}}, \ldots,\left(\beta_{m} g\left(y, \lambda_{m}\right), g^{\prime}\left(y, \lambda_{m}\right)\right)^{T} e^{-i x \beta_{m}}\right)^{T} \tag{31}
\end{equation*}
$$

Then

$$
\mathbf{g}_{x, y} \in \operatorname{Range}(C) \quad \text { iff } x=z_{x} \text { and } y=z_{y}
$$

(c) Suppose $\mu_{*} \neq \mu_{1}$ and $\varepsilon_{*} \neq \varepsilon_{1}$. For $X=(x, y)$ in the core of the waveguide, define the vector $\mathbf{g}_{x, y} \in \mathbb{C}^{3 m}$ by

$$
\begin{aligned}
\mathbf{g}_{x, y}=( & \left(\beta_{1} g\left(y, \lambda_{1}\right), g^{\prime}\left(y, \lambda_{1}\right), g\left(y, \lambda_{1}\right)\right)^{T} e^{-i x \beta_{1}}, \ldots, \\
& \left(\beta_{m} g\left(y, \lambda_{m}\right), g^{\prime}\left(y, \lambda_{m}\right), g\left(y, \lambda_{m}\right)^{T} e^{-i x \beta_{m}}\right)^{T}
\end{aligned}
$$

Then

$$
\mathbf{g}_{x, y} \in \operatorname{Range}(C) \quad \text { iff } x=z_{x} \text { and } y=z_{y}
$$

Proof. The idea of the proof of the characterization of the location of the inclusion in terms of the range of the matrix $C$ is the same for the three cases above. Let us then for the sake of simplicity consider only the first case. For $X=(x, y)$ suppose that $\mathbf{g}_{x, y} \in$ Range $(C)$ and $X \neq Z$. Then
$\mathbf{g}_{x, y}$ is proportional to the vector $\left(g\left(z_{y}, \lambda_{1}\right) e^{-i \beta_{1} z_{x}}, \ldots, g\left(z_{y}, \lambda_{m}\right) e^{-i \beta_{m} z_{x}}\right)^{T}$.
Consider now the Green's functions $G(\cdot, X)$ and $G(\cdot, Z)$. Identity (32) yields that the guided components of these Green's functions are proportional. This implies that the Green's functions $G(Y, X)$ and $G(Y, Z)$ are proportional for any $Y$ in the core, $Y \notin\{X, Z\}$. The singularity of $G(\cdot, X)$ at the source $X$ (see Lemma 2.1) then leads to a contradiction.

The MUSIC algorithm is as follows. Denote by $P$ the orthogonal projection onto the left null space (noise space) of $C$, which can be computed via a singular value decomposition (SVD) of the matrix $C$. We can form an image of the location $Z$ by plotting, at each point $X=(x, y)$, the quantity
(a) $W:=\left\|\mathbf{g}_{x, y}\right\| /\left\|P \mathbf{g}_{x, y}\right\|$ if $\mu_{*}=\mu_{1}$.
(b) $W_{b}:=\left\|b \cdot \mathbf{g}_{x, y}\right\| /\left\|P\left(b \cdot \mathbf{g}_{x, y}\right)\right\|$ for $b \in \mathbb{R}^{2} \backslash\{0\}$ if $\varepsilon_{*}=\varepsilon_{1}$.
(c) $W_{c}:=\left\|c \cdot \mathbf{g}_{x, y}\right\| /\left\|P\left(c \cdot \mathbf{g}_{x, y}\right)\right\|$ for $c \in \mathbb{R}^{3} \backslash\{0\}$ if $\mu_{*} \neq \mu$ and $\varepsilon_{*} \neq \varepsilon_{1}$.

In the case (a) (resp., (b), (c)), the matrix $C$ has 1 (resp., 2, 3) significant singular values. The image space of $C$ is of dimension 1 (resp., 2, 3 ).

This MUSIC type of algorithm can be used to recover the location of $n$ wellseparated electromagnetic inclusions, provided that $m>n$ (case (a)), $m>2 n$ (case(b)), and $m>3 n$ (case (c)).
5. Numerical results. Consider the function $f(\lambda)$ defined by

$$
\begin{equation*}
\left.f(\lambda)=\sqrt{d^{2}-\lambda} \tan \sqrt{\lambda} h+\frac{\mu_{2}}{\mu_{1}} \sqrt{\lambda}, \quad \lambda \in\right] 0, d^{2}[ \tag{33}
\end{equation*}
$$

From (4), the isolated eigenvalues $\lambda_{l}, l=1, \ldots, m$, are defined by

$$
f\left(\lambda_{l}\right):=\sqrt{\lambda_{l}-d^{2}} \operatorname{tg} \sqrt{\lambda_{l}} h+\frac{\mu_{2}}{\mu_{1}} \sqrt{\lambda_{l}}=0, \quad l=1, \ldots, m
$$

We set $\mu_{1}=2, \varepsilon_{1}=2$ and $\mu_{2}=1, \varepsilon_{2}=1, \omega=4$, and $h=4$. For this set of parameters, the function $f(\lambda)$ has 8 zeros, $\lambda_{l}, l=1, \ldots, 8$.



Fig. 1. Case (a) (dielectric contrast only): distribution of the singular values of $C$ (left) and in the case of noisy data ( 12 dB ) (right).



Fig. 2. Case (a) (dielectric contrast only): gray-level (or color) maps of the amplitudes of W (left) and $\mathcal{D}^{\text {diel }}$ (right).
5.1. Reconstruction of one inclusion. We consider a small homogeneous circular disk $D$ of diameter $\alpha=0.1$, centered at $Z=(-0.45,2.03)$ within a rectangle search box prescribed as $\Omega=[-3,3] \times[\delta, h-\delta] \subset \mathbb{R}^{2}$, where $\delta=0.3$. The parameters of the inclusion are set to $\varepsilon_{*}=5$ and/or $\mu_{*}=5$. We need one more notation:

$$
\begin{gathered}
\mathbf{g}_{x, y}^{1}=\left(\beta_{1} g\left(y, \lambda_{1}\right) e^{-i x \beta_{1}}, \ldots, \beta_{m} g\left(y, \lambda_{m}\right) e^{-i x \beta_{m}}\right)^{T} \\
\mathbf{g}_{x, y}^{2}=\left(g^{\prime}\left(y, \lambda_{1}\right) e^{-i x \beta_{1}}, \ldots, g^{\prime}\left(y, \lambda_{m}\right) e^{-i x \beta_{m}}\right)^{T} \\
\tau_{1}=|D| \frac{2\left(\mu_{*}-\mu_{1}\right)}{\mu_{*}+\mu_{1}} \quad \text { and } \quad \tau_{2}=|D| \omega^{2} \varepsilon_{1} \mu_{1}\left(\frac{\varepsilon_{*}}{\varepsilon_{1}}-1\right) .
\end{gathered}
$$

Using this notation, the vector $\mathbf{g}_{x, y}$, defined by (31), can be written as $\mathbf{g}_{x, y}=$ $\left[\mathbf{g}_{x, y}^{1} \mathbf{g}_{x, y}^{2}\right]$.
5.1.1. Dielectric inclusion. We set $\varepsilon_{*}=5$ and $\mu_{*}=\mu_{1}=2$. The singular values of the matrix $C \in \mathbb{C}^{8 \times 8}$ and those in the case of noisy data (white Gaussian noise for both the amplitude and the phase of the scattered modes) with 12 dB signal-to-noise ratio are displayed in Figure 1. The maps of the amplitudes of $W$ and the product $\mathcal{D}^{\text {diel }}=\left(v_{1} v_{1}^{*}\right) \mathbf{g}_{x, y}$ in the case of noisy data are shown in Figure 2. Here $v_{1}$ denotes the first singular vector of the matrix $C$ (i.e., the first eigenvector of the matrix $\left.C C^{*}\right)$.

The numerical results obtained here are easy to interpret. One singular value emerges from the seven others in the noise subspace. As for the singular vector,


Fig. 3. Case (b) (permeable contrast only): distribution of the singular values of $C$ (left) and in the case of noisy data (12dB) (right).



Fig. 4. Case (b) (permeable contrast only): gray-level maps of the amplitudes of $W_{b}, b=$ $(1,0),(0,1)$ (ordered from left to right).


Fig. 5. Case (b) (permeable contrast only): gray-level map of the amplitude of $\mathcal{D}^{\text {perm }}$.
once operated upon by $\mathbf{g}_{x, y}$, it focuses onto the inclusion as expected. Note that, in this simple case, $v_{1}=\mathbf{g}_{z_{x}, z_{y}} /\left\|\mathbf{g}_{z_{x}, z_{y}}\right\|$, with corresponding singular value $\sigma_{1}=$ $\left\|\mathbf{g}_{z_{x}, z_{y}}\right\|^{2}|D| \omega^{2} \varepsilon_{1} \mu_{1}\left(\varepsilon_{*} / \varepsilon_{1}-1\right)$.
5.1.2. Permeable inclusion. In this case we set $\mu_{*}=5$ and $\varepsilon_{*}=\varepsilon_{1}=2$. The singular values of $C$ and those in the case of noisy data with 12 dB signal-to-noise ratio are shown in Figure 3. The maps of the amplitudes of $W_{b}, b=(1,0)$ or $(0,1)$, in the case of noisy data are depicted in Figure 4. Here, the numerical results show that the first singular vector $v_{1}$ corresponds to $\mathbf{g}_{x, y}^{1}$. The map of the amplitude of the product $\mathcal{D}^{\text {perm }}=\left(v_{1} v_{1}^{*}\right) \mathbf{g}_{x, y}^{1}+\left(v_{2} v_{2}^{*}\right) \mathbf{g}_{x, y}^{2}$ is shown in Figure 5. The vectors $v_{1}$ and $v_{2}$ denote the first two eigenvectors of the matrix $C C^{*}$.

As previously, the results obtained in this case are easy to interpret. Only two



Fig. 6. Case (c) (dielectric and permeable contrasts): distribution of the singular values of $C$ (left) and in the case of noisy data (12 dB) (right).


Fig. 7. Case (c) (dielectric and permeable contrasts): gray-level maps of the amplitudes of $W_{c}$, $c=(1,0,0)$ (left), $c=(0,1,0)$ (right).


Fig. 8. Case (c) (dielectric and permeable contrasts): gray-level maps of the amplitudes of $W_{c}$, $c=(0,0,1)$ (left), and $\mathcal{D}$ (right).
singular values emerge from noise. The inclusion is clearly discriminated from the background, the visual aspect depending upon the choice of $b$. The focusing of the singular vectors is rather good.
5.1.3. Dielectric and permeable inclusion. We set $\mu_{*}=5$ and $\varepsilon_{*}=5$. The singular values of $C$ and those in the case of noisy data with 12 dB signal-to-noise ratio are shown in Figure 6. The maps of the amplitudes of $W_{c}, c=(1,0,0),(0,1,0)$, in the case of noisy data are shown in Figure 7. The map of the amplitude of $W_{c}, c=(0,0,1)$, for noisy data is shown in Figure 8 (left). In this case, the numerical results show that all information about the location of the inclusion is contained in the first singular vector $v_{1}$. The map of the amplitude of the product $\mathcal{D}=\left(v_{1} v_{1}^{*}\right) \mathbf{g}_{x, y}^{1}+\left(v_{1} v_{1}^{*}\right) \mathbf{g}_{x, y}$ in


Fig. 9. Case (c) (dielectric and permeable contrasts): distribution of the singular values of $C$ (left) and those in the case of noisy data (12 dB) (right).


Fig. 10. Case (c) (dielectric and permeable contrasts): gray-level maps of the amplitudes of $W_{c}, c=(1,0,0)$ (left), $c=(0,1,0)$ (right).
the case of noisy data is shown in Figure 8 (right).
The results obtained in this case are less easy to interpret than before due to the more complicated character of the inclusion. However, the singular values of the signal subspace still emerge from the noise. The inclusion is clearly discriminated from the background (except for $c=(0,1,0)$ ), the visual aspect depending upon the choice of $c$.
5.2. Reconstruction of multiple inclusions. We set, as in the case of one inclusion, $\mu_{1}=2, \varepsilon_{1}=2, \mu_{2}=1, \varepsilon_{2}=1$, and $h=4$, but now we take $\omega=6$. For these parameters the function $f(\lambda)$, which is defined by (33), has more than twelve zeros.

We consider two small homogeneous circular disks $D_{1}$ and $D_{2}$ of diameter $\alpha=0.1$, centered at $z_{1}=(1.53,2.03)$ and $z_{2}=(-1.03,2.03)$, within the rectangle search box $\Omega=[-3,3] \times[\delta, h-\delta] \subset \mathbb{R}^{2}, \delta=0.3$. The parameters of the inclusions are set to $\varepsilon_{*, 1}=\varepsilon_{*, 2}=5$ and $\mu_{*, 1}=\mu_{*, 2}=5$.

The singular values of $C$ and those in the case of noisy data with 12 dB signal-to-noise ratio are shown in Figure 9. The maps of the amplitudes of $W_{c}, c=$ $(1,0,0),(0,1,0)$, in the case of noisy data are shown in Figures 10 and 11 for $c=$ $(0,0,1)$.
6. Conclusion. In this paper we have derived a new asymptotic formula for the scattered wave in an open waveguide in the presence of an inclusion of small


FIG. 11. Case (c) (dielectric and permeable contrasts): gray-level maps of the amplitudes of $W_{c}, c=(0,0,1)$.
diameter. We then successfully used this formula for the purpose of locating the inclusion from measurements of the propagated modes excited by incident waves, in the form of guided modes of the reference structure. In the case of multiple inclusions, improvements may include the use of a recursive procedure in which the function $W .(z)$ is changed after each inclusion is found; i.e., a new function $W .(z)$ is adjusted recursively by projecting the signal space away from the subspace spanned by the inclusions found [16]. Indeed, using more singular vectors than theoretically needed in the presence of noisy data seems to be useful [18].

A mathematical study of the properties of the eigenstructure of the response matrix $C$ can be made following the arguments given in [4]. However, the analysis becomes more complicated because of the form of the Green's function $G$ of the unperturbed waveguide.
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#### Abstract

Lacunar-canalicular systems are networks of pores (lacunae) interconnected by thin channels (canaliculi) that are embedded in bones. The efficient transport of nutrients within lacunarcanalicular systems is necessary to keep bones healthy. Several theories have been proposed to identify the physical phenomena responsible for this efficient transport. In this paper, we develop and study a mathematical model motivated by one of those theories.
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1. Introduction. As illustrated in Figure 1.1, we consider long bones of our extremities such as the femur. Bones are porous media with complex microgeometry. The particular components of bones that we discuss here are osteons. These are cylindrical structures of about $120 \mu \mathrm{~m}$ radii that extend along the long axis of the bone (see Figure 1.1). An osteonal canal is located at the center of osteons. This canal contains blood vessels, a nerve, and bone fluid (see Figure 1.1). Pores, called lacunae, are distributed within the osteon. Thin channels, called canaliculi, and the lacunae form a connected system known as the lacunar-canalicular system, which is filled with fluid and is connected to the osteonal canal. A cartoon of the osteon microgeometry is given in Figure 1.1. More details on the structure of bones are given in $[4,12,13,2,14]$ among numerous other articles.


Fig. 1.1. At left is the cartoon of a bone. A horizontal cross section (view from the top) is shown in the middle figure. The right-most image is a cartoon of the microgeometry of a section of an osteon (also viewed from the top); the white region is the solid part of the bone.

Bones consume nutrients and produce waste products. It is believed that nutrients are transported from the osteonal canal into the rest of the osteon through the lacunarcanalicular system (see [17] and references therein). Waste products, on the other hand, are produced within the osteon and need to be transported to the osteonal

[^145]

Fig. 1.2. Cartoon of a vertical longitudinal section (parallel to the direction of the bone) of part of an osteon. The bone is supporting a load in the left-hand image. The load is removed in the right-hand image. The arrows at the bottom denote the direction of the flow.


Fig. 1.3. One-dimensional lacunar-canalicular system.
canal so that they can be disposed of. Thus, efficient transport within the lacunarcanalicular system is necessary to maintain a healthy bone.

The solid part of the bone is an elastic material. Thus, activities that apply and remove loads to bones, such as walking, produce small deformations of the bone. As a consequence, the incompressible fluid that fills the lacunar-canalicular system is squeezed, producing fluid flow. This is illustrated in Figure 1.2. As shown in the left-hand image, when a bone is subjected to a load, fluid is squeezed out of the lacunar-canalicular system and into the osteonal canal. Once the load is removed, an equal volume of fluid flows back from the osteonal canal into the lacunar-canalicular system (see the right-hand image in Figure 1.2). After each cycle of a periodic load, there is no net volume of fluid transported from the osteonal canal into the lacunarcanalicular system simply because the volume of the bone does not change after each cycle.

In this paper we study the ideal one-dimensional lacunar-canalicular system illustrated in Figure 1.3. The length of each canaliculus is $L-\ell$, and the diameter of each lacuna is of the order $\ell$ (recall that the diameter of a set $\Omega$ is $\sup _{x, y \in \Omega}\|x-y\|$, where $\|x-y\|$ is the distance from $x$ to $y$ ). As suggested by Figure 1.3, we assume that $L \gg \ell$.

We assume that there is a periodic exchange of fluid between the osteonal canal and the lacunar-canalicular system and denote that period by $t_{0}$. Motivated by the above discussion on flows in lacunar-canalicular systems induced by periodic applied loads, we assume that there is no net transport of any volume of fluid between the osteonal canal and the lacunar-canalicular system after each period. More precisely, we assume that there is $t^{\star}<t_{0}$ such that a volume $V_{F}$ of fluid flows from the osteonal canal into the lacunar-canalicular system during the time interval ( $0, t^{\star}$ ) and the same volume of fluid flows back into the osteonal canal during the time interval $\left(t^{\star}, t_{0}\right)$.

We denote by $V_{\ell}$ the volume of each lacuna. Let $D$ be the coefficient of diffusion of nutrients in the host liquid. Due to diffusion, the mixing of nutrients with the host


Fig. 1.4. Nutrient concentration within the lacunar-canalicular system at four different times. The shades represent the concentration of nutrients. The darker the region, the higher the concentration of nutrients.
fluid within each lacuna occurs in times of order $\ell^{2} / D$. The time that an element of fluid stays in a lacuna is of the order $V_{\ell} t_{0} / V_{F}$. We restrict our attention to the parameter regime

$$
\begin{equation*}
\ell^{2} / D \ll \min \left\{1, \frac{V_{\ell}}{V_{F}}\right\} t_{0} \tag{1.1}
\end{equation*}
$$

Thus, since we are interested in events that occur in the time scale of $t_{0}$, we can and do assume that mixing is instantaneous within each lacuna.

Within the canaliculi, nutrients are transported along the direction of the $x$-axis by convection and an effect known as Taylor dispersion (that is the result of fluid motion and diffusion); see $[16,1]$. Note that velocities within the canaliculi are of the order $V_{F} /\left(a t_{0}\right)$, where $a$ is the cross-sectional area of each canaliculus. Thus, in a period of time of the order $t_{0}$, the distances traveled by nutrients due to Taylor dispersion are of the order $\sqrt{\left(D+V_{F}^{2} /\left(48 a t_{0}^{2} D\right)\right) t_{0}}$; see $[16,1]$. We will assume that

$$
\begin{equation*}
\sqrt{D t_{0}+\frac{V_{F}^{2}}{48 a t_{0} D}} \ll L \tag{1.2}
\end{equation*}
$$

Since, as we will see later in the paper, we are interested in the parameter regime where fluid is convected from one end of a canaliculus to the other in times smaller than $t_{0}$, we can and do neglect diffusion and Taylor dispersion within the canaliculi in the direction of the $x$-axis.

The osteonal canal acts as a reservoir of nutrients, and thus the concentration of nutrients within the osteonal canal remains constant in time. Assume that the lacunar-canalicular system does not contain any nutrients initially. If $V_{F}<V_{c}$, where $V_{c}$ is the volume of a canaliculus, the nutrients that enter the lacunar-canalicular system in the time interval $\left(0, t^{\star}\right)$ do not reach the first lacuna. Since there is no dispersion within the canaliculi and there is no net transport of volume of fluid between the osteonal canal and the lacunar-canalicular system after each period, all the nutrients that enter the system flow back to the osteonal canal during the time interval $\left(t^{\star}, t_{0}\right)$. Therefore, there is no transport of nutrients at the end of a cycle.

Assume now that $V_{F}>V_{c}$. In Figure 1.4 we show the osteonal canal and part of the lacunar-canalicular system (that includes only one lacuna) at four different times. The shades represent the concentration of nutrients: the darker the region, the higher the concentration of nutrients. At $t=0$, the lacunar-canalicular system does not contain any nutrients. The times $t_{1}$ and $t_{2}$ satisfy $0<t_{1}<t_{2}<t^{\star}$. The volume of fluid that enters the system in the time interval $\left(0, t_{1}\right)$ is smaller than $V_{c}$. As soon as some nutrient from the osteonal canal reaches the first lacuna, there is instantaneous mixing (of the nutrients with the host fluid) in that lacuna, and the fluid that flows from that lacuna into the second canaliculus carries nutrients (at some
lower concentration). This is illustrated in Figure 1.4; at $t=t_{2}$, the fluid that entered the system had reached the first lacuna. After a complete period, i.e., $t=t_{0}$, nutrient that was initially in the osteonal canal will be left in the lacunar-canalicular system (see Figure 1.4). In fact, if $n$ is a positive integer such that $n V_{c}<V_{F}$, after a complete cycle there will be nutrients left in the first $n$ lacunae and $n$ canaliculi. Hence, there is a net transport of nutrients after each period. Moreover, in this paper we show that, in the parameter regime $V_{c} \ll V_{F}$, the system exhibits a diffusion-like macroscopic behavior with effective diffusion coefficient

$$
\begin{equation*}
D_{\mathrm{eff}}=\left(\frac{V_{\ell}}{V_{c}+V_{\ell}}\right)^{2}\left(\frac{V_{F}}{V_{c}+V_{\ell}}\right)\left(\frac{L^{2}}{t_{0}}\right) \tag{1.3}
\end{equation*}
$$

This paper is motivated by the work in [17], where the authors make the key assumptions of instantaneous mixing within lacunae and negligible Taylor dispersion within canaliculi. They argue that these assumption are valid by showing that (1.1) and (1.2) are satisfied for typical parameter values (see also [18]). They consider a onedimensional lacunar-canalicular system with five lacunae, where neighboring lacunae are connected by ten canaliculi. They propose a numerical algorithm and explore the system numerically. Our work is based on the same key physical assumptions. Our new contribution is a detailed mathematical analysis, from which a more explicit description of the behavior of the system is achieved; in particular, we obtain (1.3).

Identifying the phenomena responsible for nutrient transport in bones has been a subject of study for several years. It was first proposed in [15] that convection in the lacunar-canalicular system induced by loading and unloading the bone increases the transport of nutrients (see also [11]). This phenomenon was studied experimentally in [5]. However, this is a partial picture of the relevant phenomena, and there is no agreement among the scientific community on the complete set of physical mechanisms responsible for the transport of nutrients in bones. See $[17,3,6,7,8,11,9,10,18]$ for some of the proposed theories and related experiments.

The content of the rest of this paper is the following. In section 2 we derive the governing equations. In section 3 and the appendix we obtain the asymptotic approximation to the governing equations in the limit of a thin canaliculus. In section 4 we consider some examples. The paper ends with conclusions in section 5 .
2. Governing equations. The lacunar-canalicular system we consider, displayed in Figure 1.3, extends to infinity in one direction. The right wall of the osteonal canal is the origin of the coordinate system, $x=0$; the location of the $i$ th canaliculus is the segment $[(i-1) L, i L-\ell]$; and the location of the $i$ th lacuna is $[i L-\ell, i L]$. The cross-sectional area of a canaliculus is $a$. We denote by $V_{c}=(L-\ell) a$ and $V_{\ell}$ the volumes of the canaliculus and lacuna, respectively. We assume $a, V_{c}$, and $V_{\ell}$ to be constants. An incompressible fluid, of constant density both in space and time, fills the lacunar-canalicular system. The concentration of nutrients in the osteonal canal remains at the constant value $c_{0}$ at all times $t$.

We denote by $c_{i}(t)$ the concentration of nutrients at time $t$ in the $i$ th lacuna, and thus $\rho_{f} c_{i}(t)$ is the density of nutrients at time $t$ in the $i$ th lacuna, where $\rho_{f}$ is the fluid density. For $x$ in the canaliculi, we denote by $c(x, t)$ the concentration of nutrients at $x$ and time $t$. Since Taylor dispersion is neglected within the canaliculi, nutrients flow with the same velocity as the fluid $v=v(x, t)$ within the canaliculi (more precisely, $v(x, t)$ is the average fluid velocity in the cross-section of the canaliculi at $x)$. Fluid incompressibility and mass conservation imply that $v$ is independent of $x$;
i.e., $v=v(t)$. Thus, conservation of nutrients within the canaliculi reduces to

$$
\begin{equation*}
\frac{\partial c}{\partial t}+v \frac{\partial c}{\partial x}=0 \tag{2.1}
\end{equation*}
$$

for all $x$ in canaliculi.
Whenever the velocity is positive, nutrients flow from the $i$ th canaliculus into the $i$ th lacuna at a rate $a \rho_{f} v(t) c(i L-\ell, t)$. Nutrients also flow out of that same lacuna into the $(i+1)$ th canaliculus at a rate $a \rho_{f} v(t) c_{i}(t)$. Analogously, when the velocity is negative, nutrients flow from the $(i+1)$ th canaliculus into the $i$ th lacuna at a rate $-a \rho_{f} v(t) c(i L, t)$ and flow out of that same lacuna into the $i$ th canaliculus at a rate $-a \rho_{f} v(t) c_{i}(t)$. This implies

$$
V_{\ell} \frac{\mathrm{d} c_{i}}{\mathrm{~d} t}= \begin{cases}a v\left(c(i L-\ell, t)-c_{i}(t)\right) & \text { when } v(t)>0  \tag{2.2}\\ a v\left(c_{i}(t)-c(i L, t)\right) & \text { when } v(t)<0\end{cases}
$$

for all positive integers $i$.
Whenever the velocity is positive, there is flow from each lacuna into the canaliculus located at its right, and thus the concentration of nutrients in the left end of a canaliculus is equal to the concentration of nutrients in the adjacent lacuna. Analogously, whenever the velocity is negative, the concentration of nutrients in the right end of a canaliculus is equal to the concentration of nutrients in the lacuna located at the right end of the canaliculus. Thus,

$$
\begin{array}{ll}
c((i-1) L, t)=c_{i-1}(t) & \text { if } v(t)>0 \\
c((i+1) L-\ell, t)=c_{i+1}(t) & \text { if } v(t)<0 \tag{2.3}
\end{array}
$$

the first of the above equations being valid for all integers $i \geq 2$ and the second for all integers $i \geq 0$. Similarly, whenever the velocity is positive, there is flow from the osteonal canal into the first canaliculus, and thus the concentration of nutrients in the left end of the first canaliculus is equal to $c_{0}$, the concentration of nutrients in the osteonal canal,

$$
\begin{equation*}
c(0, t)=c_{0} \quad \text { if } v(t)>0 \tag{2.4}
\end{equation*}
$$

Consistent with our discussion in the introduction, we assume that the flow velocity in the canaliculi $v$ is a known periodic function with period $t_{0}$ and zero time average

$$
\begin{equation*}
\int_{0}^{t_{0}} v(t) \mathrm{d} t=0 \tag{2.5}
\end{equation*}
$$

To simplify our analysis we assume that there exist $0<t^{\star}<t_{0}$ such that $v(t)>0$ if $t \in\left(0, t^{\star}\right)$ and $v(t)<0$ if $t \in\left(t^{\star}, t_{0}\right)$. Thus, the volume of fluid that flows from the osteonal canal into the lacunar-canalicular system in the time interval $\left(0, t^{\star}\right)$ is

$$
\begin{equation*}
V_{F}=a \int_{0}^{t^{\star}} v(t) \mathrm{d} t \tag{2.6}
\end{equation*}
$$

Equations (2.1)-(2.4) can be solved once initial conditions and boundary conditions at $\infty$ are provided.
3. Solution to the governing equations in the thin canaliculus limit. Assume that the initial conditions on the concentration of nutrients is regular enough that there exists a smooth function $\rho_{\mathrm{in}}=\rho_{\mathrm{in}}(z)$ (except probably in isolated points) defined for all $z \geq 0$ such that

$$
\begin{equation*}
\rho_{\mathrm{in}}(i L)=c_{i}(0) \text { for all positive integers } i \tag{3.1}
\end{equation*}
$$

and the limit

$$
\begin{equation*}
c_{\infty}=\lim _{i \rightarrow \infty} c_{i}(0) \tag{3.2}
\end{equation*}
$$

exists. (More precisely, we need that $\rho_{\mathrm{in}}^{\prime}=O\left(V_{c} /\left(V_{F} L\right)\right)$ except in isolated points.)
Let $\rho=\rho(z, t)$ be the solution

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=D_{\mathrm{eff}} \frac{\partial^{2} \rho}{\partial z^{2}} \quad \text { for } t>0 \text { and } z>0 \tag{3.3}
\end{equation*}
$$

where $D_{\text {eff }}$ was defined in (1.3), subject to the initial conditions

$$
\begin{equation*}
\rho(z, 0)=\rho_{\mathrm{in}}(z) \text { for } z>0 \tag{3.4}
\end{equation*}
$$

and boundary conditions

$$
\begin{equation*}
\rho(0, t)=c_{0} \text { and } \lim _{z \rightarrow+\infty} \rho(z, t)=c_{\infty} \text { for } t \geq 0 \tag{3.5}
\end{equation*}
$$

We extend the definition of $\rho$ to $z<0$ as follows,

$$
\begin{equation*}
\rho(z, t)=c_{0} \quad \text { if } z \leq 0 \tag{3.6}
\end{equation*}
$$

and let $z_{i}=z_{i}(t)$ be defined as

$$
\begin{equation*}
z_{i}(t)=i L-\frac{a L}{V_{\ell}+V_{c}} \int_{0}^{t} v(s) \mathrm{d} s \tag{3.7}
\end{equation*}
$$

In the appendix we show that $\rho$ gives the asymptotic approximation of the concentrations; more precisely,

$$
\begin{equation*}
c_{i}(t) \simeq \rho\left(z_{i}(t), t\right) \quad \text { if } \quad V_{F} \gg V_{c} . \tag{3.8}
\end{equation*}
$$

From (3.3) and (1.3) and the fact that distance between $z_{i}$ and $z_{i+1}$ remains equal to $L$ for all $i$ and all $t$, it follows that $D_{\text {eff }}$ given in (1.3) is the effective diffusion coefficient of nutrients in the lacunar-canalicular system.
4. Examples. As an example, we now assume that there are no nutrients within the lacunar-canalicular system initially. This corresponds to the initial condition

$$
\begin{equation*}
\rho(z, 0)=\rho_{\mathrm{in}}(z)=0 \text { for all } z>0 \tag{4.1}
\end{equation*}
$$

and the condition at $\infty$

$$
\begin{equation*}
\lim _{z \rightarrow+\infty} \rho(z, t)=0 \text { for } t \geq 0 \tag{4.2}
\end{equation*}
$$

Given these conditions, $\rho$ can be obtained explicitly; more precisely,

$$
\begin{equation*}
\rho(z, t)=c_{0}-c_{0} \frac{2}{\sqrt{\pi}} \int_{0}^{z /\left(2 \sqrt{D_{\text {eff }} t}\right)} \mathrm{e}^{-s^{2}} \mathrm{~d} s \tag{4.3}
\end{equation*}
$$



FIG. 4.1. Plot of the concentration of nutrients in the lacunae $c_{i}(t) \simeq \rho\left(z_{i}(t), t\right)$ versus $i$ for different fixed values of $t$.


FIG. 4.2. Plot of concentration of nutrients in the 15 th lacuna, $c_{15}(t) \simeq \rho\left(z_{15}(t), t\right)$ (dashed line), and the envelopes $\rho(15 L, t)$ (lower solid line) and $\rho((15-\alpha) L, t)$ (upper solid line) versus normalized time $t / t_{0}$.

In the example presented in this section, we select the velocity

$$
\begin{equation*}
v(t)=\frac{\pi V_{F}}{a t_{0}} \sin \left(\frac{2 \pi t}{t_{0}}\right) \tag{4.4}
\end{equation*}
$$

and the parameters $V_{F}, V_{c}$, and $V_{\ell}$ satisfy $V_{c}=0.01 V_{\ell}$ and $V_{\ell}=0.2 V_{F}$.
In Figure 4.1, we show a plot of the concentration of nutrients in the lacunae, using the approximation $c_{i}(t) \simeq \rho\left(z_{i}(t), t\right)$, versus $i$ for different fixed values of $t$.

We define the parameter $\alpha$ as follows:

$$
\begin{equation*}
\alpha=\frac{V_{F}}{V_{c}+V_{\ell}} \tag{4.5}
\end{equation*}
$$

Figure 4.2 shows the evolution of concentration in the fifteenth lacuna $c_{15}(t) \simeq$ $\rho\left(z_{15}(t), t\right)$ plotted against normalized time $t / t_{0}$. The oscillations in concentration reflect the evolution in concentration in each cycle of the periodic velocity field $v$. We


Fig. 4.3. Plot of the envelopes of the concentration of nutrients in the 15 th lacuna, $\rho(15 L, t)$ and $\rho((15-\alpha) L, t)$, versus normalized time $t / t_{0}$ in log scale.
have also plotted the envelopes that are $\rho(15 L, t)$ (lower envelope) and $\rho((15-\alpha) L, t)$ (upper envelope) versus normalized time $t / t_{0}$. Figure 4.3 also shows the envelopes $\rho(15 L, t)$ and $\rho((15-\alpha) L, t)$ in a longer time scale to illustrate the convergence to $c_{0}$ of the concentration in the fifteenth lacuna after a large number of cycles.
5. Conclusions. In this paper we studied the transport of nutrients in a onedimensional model lacunar-canalicular system. Our motivation was a recently proposed explanation of how nutrients are transported within bones [17]. We have shown that the system exhibits a diffusion-like macroscopic behavior with effective diffusion coefficient, given in (1.3). Note that the effective diffusion coefficient is explicitly given in terms of the geometry of the system and the applied velocity field. Our analysis is the simplest possible that keeps the relevant physics. Nevertheless, our analysis can be extended to include effects neglected here, such as considering a finite and elastic system instead of a rigid and infinite one (as we do in this work). More experimental and theoretical studies are required for a better and more clear understanding of the processes responsible for the transport of nutrients in bones. We hope our work will prove to be an important step toward that goal.

Appendix. Asymptotic analysis of the thin canaliculus limit. Our analysis is valid for thin canaliculus; more precisely, we assume that $V_{c}$, the volume of each canaliculus, is much smaller than $V_{F}$, the volume of fluid that enters the lacunarcanalicular system during the part of the period where $v>0$; i.e.,

$$
\begin{equation*}
\varepsilon=\frac{V_{c}}{V_{F}} \ll 1 \tag{A.1}
\end{equation*}
$$

We first write the velocity $v$ in the form

$$
\begin{equation*}
v(t)=\frac{V_{F}}{a t_{0}} f\left(\frac{t}{t_{0}}\right) \tag{A.2}
\end{equation*}
$$

Note that $f=f(s)$ is a periodic function of $s$ with period 1 and that

$$
\begin{equation*}
\int_{0}^{1}|f(s)| \mathrm{d} s=2 \tag{A.3}
\end{equation*}
$$

We define

$$
\begin{equation*}
\beta=t_{0} \varepsilon\left(\frac{1}{\left|f\left(t / t_{0}\right)\right|}+\varepsilon \frac{f^{\prime}\left(t / t_{0}\right)}{2 f^{3}\left(t / t_{0}\right)}+O\left(\varepsilon^{2}\right)\right) \tag{A.4}
\end{equation*}
$$

In the subsection A. 1 we show that

$$
\begin{array}{ll}
c(i L-\ell, t)=c_{i-1}(t-\beta) & \text { if } v(t)>0  \tag{A.5}\\
c(i L, t)=c_{i+1}(t-\beta) & \text { if } v(t)<0
\end{array}
$$

We use (A.5) to transform (2.2) into

$$
V_{\ell} \frac{\mathrm{d} c_{i}}{\mathrm{~d} t}= \begin{cases}a v\left(c_{i-1}(t-\beta)-c_{i}(t)\right) & \text { when } v(t)>0  \tag{A.6}\\ a v\left(c_{i}(t)-c_{i+1}(t-\beta)\right) & \text { when } v(t)<0\end{cases}
$$

for all positive integers $i$, where $\beta$ is again given by (A.4).
We now propose the ansatz

$$
\begin{equation*}
c_{i}(t) \simeq \rho\left(y=\varepsilon i, \tau=\frac{t}{t_{0}}\right) \tag{A.7}
\end{equation*}
$$

where $\rho(y, \tau)$ is a smooth function. We define the parameter

$$
\begin{equation*}
\lambda=\frac{V_{c}}{V_{\ell}+V_{c}} \tag{A.8}
\end{equation*}
$$

In subsection A. 2 we show that, given the ansatz (A.7), equations (A.6) reduce to the single PDE

$$
\begin{equation*}
\frac{\partial \rho}{\partial \tau}+\lambda f \frac{\partial \rho}{\partial y} \simeq \varepsilon \frac{\lambda|f|}{2}\left(\frac{\partial^{2} \rho}{\partial y^{2}}+\frac{2}{f} \frac{\partial^{2} \rho}{\partial y \partial \tau}+\frac{1}{f^{2}} \frac{\partial^{2} \rho}{\partial \tau^{2}}-\frac{f^{\prime}}{f^{3}} \frac{\partial \rho}{\partial \tau}\right) \tag{A.9}
\end{equation*}
$$

where $\rho$ and its derivatives are evaluated in $(y, \tau)$ and $f$ and $f^{\prime}$ are evaluated in $\tau$ (terms of higher order in $\varepsilon$ are neglected).

Our next step, which we carry out in subsection A.3, is to show that, neglecting corrections of order $\varepsilon^{2}$, equation (A.9) reduces to

$$
\begin{equation*}
\frac{\partial \rho}{\partial \tau}+\lambda f \frac{\partial \rho}{\partial y} \simeq \varepsilon \frac{\lambda|f|}{2}(1-\lambda)^{2} \frac{\partial^{2} \rho}{\partial y^{2}} \tag{A.10}
\end{equation*}
$$

Finally, the asymptotic approximation of section 3 results from the two-time-scale analysis of subsection A.4.

## A.1. Derivation of (A.4) and (A.5). Let $X(s)$ be the solution of

$$
\begin{equation*}
X^{\prime}(s)=v(s) \text { and } \quad X(t)=i L-\ell \tag{A.11}
\end{equation*}
$$

where $X^{\prime}$ is the derivative of $X$. Fix $t$ and let $\beta>0$. If $(i-1) L \leq X(s) \leq i L-\ell$ for all $s \in[t-\beta, t]$, then (2.1) implies that $c$ is constant along the characteristic paths;
i.e., $c(X(s), s)$ is independent of $s$ for $s \in[t-\beta, t]$. Assume that $v(s)$ is positive for all $s \in[t-\beta, t]$ and $\beta$ is implicitly given by the equation

$$
\begin{equation*}
X(t-\beta)=(i-1) L \tag{A.12}
\end{equation*}
$$

We have that $c(i L-\ell, t)=c(X(t), t)=c(X(t-\beta), t-\beta)=c((i-1) L, t-\beta)$. On the other hand, since $v(t-\beta)>0$, equation (2.3) implies that $c((i-1) L, t-\beta)=c_{i-1}(t-\beta)$. Thus,

$$
\begin{equation*}
c(i L-\ell, t)=c_{i-1}(t-\beta) . \tag{A.13}
\end{equation*}
$$

To compute $\beta$, we first use the expression for $v$ given in (A.2) and expand $v$ in powers of $(s-t)$ to get

$$
\begin{equation*}
v(s) \simeq \frac{V_{F}}{a t_{0}} f\left(\frac{t}{t_{0}}\right)+\frac{V_{F}}{a t_{0}^{2}} f^{\prime}\left(\frac{t}{t_{0}}\right)(s-t) . \tag{A.14}
\end{equation*}
$$

We then integrate this approximation of $v$ and use the condition $X(t)=i L-\ell$ to get

$$
\begin{equation*}
X(s) \simeq i L-\ell+\frac{V_{F}}{a t_{0}} f\left(\frac{t}{t_{0}}\right)(s-t)+\frac{V_{F}}{2 a t_{0}^{2}} f^{\prime}\left(\frac{t}{t_{0}}\right)(s-t)^{2} \tag{A.15}
\end{equation*}
$$

Next use this approximation of $X(s)$ in (A.12) to get

$$
\begin{equation*}
(i-1) L \simeq i L-\ell-\frac{V_{F}}{a t_{0}} f\left(\frac{t}{t_{0}}\right) \beta+\frac{V_{F}}{2 a t_{0}^{2}} f^{\prime}\left(\frac{t}{t_{0}}\right) \beta^{2} . \tag{A.16}
\end{equation*}
$$

We subtract $(i-1) L$ on both sides of the above equation, then multiply by $a / V_{F}$, note that $a(L-\ell)=V_{c}$, and recall that $\varepsilon=V_{c} / V_{F}$ to get

$$
\begin{equation*}
0 \simeq \varepsilon-f\left(\frac{t}{t_{0}}\right) \frac{\beta}{t_{0}}+\frac{1}{2} f^{\prime}\left(\frac{t}{t_{0}}\right)\left(\frac{\beta}{t_{0}}\right)^{2} \tag{A.17}
\end{equation*}
$$

Once we note that we are considering the case $v(t)>0$, and thus $f\left(t / t_{0}\right)>0$, equation (A.17) and elementary calculations show the validity of (A.4) for $t$ such that $v(t)>0$. The case $v(t)<0$ results from a similar analysis.
A.2. Derivation of (A.8). Use the ansatz (A.7) and the expression (A.2) for the velocity in (A.6), multiply that equation by $t_{0} / V_{F}$, recall that $\varepsilon=V_{c} / V_{F}$, make the change of variables $\tau=t / t_{0}$, and define $b=\beta / t_{0}$ to get

$$
\frac{V_{\ell}}{V_{F}} \frac{\partial \rho}{\partial \tau}(i \varepsilon, \tau)= \begin{cases}f(\tau)(\rho((i-1) \varepsilon, \tau-b)-\rho(i \varepsilon, \tau)) & \text { if } f(\tau)>0  \tag{A.18}\\ f(\tau)(\rho(i \varepsilon, \tau)-\rho((i+1) \varepsilon, \tau-b)) & \text { if } f(\tau)<0\end{cases}
$$

where

$$
\begin{equation*}
b=\varepsilon \frac{1}{|f(\tau)|}+\varepsilon^{2} \frac{f^{\prime}(\tau)}{2 f^{3}(\tau)}+O\left(\varepsilon^{3}\right) \tag{A.19}
\end{equation*}
$$

Expanding in powers of $\varepsilon$, we have that, when $f(\tau)>0$,

$$
\rho((i-1) \varepsilon, \tau-b) \simeq \rho-\varepsilon\left(\frac{\partial \rho}{\partial y}+\frac{1}{f} \frac{\partial \rho}{\partial \tau}\right)+\frac{\varepsilon^{2}}{2}\left(\frac{\partial^{2} \rho}{\partial y^{2}}+\frac{2}{f} \frac{\partial^{2} \rho}{\partial y \partial \tau}+\frac{1}{f^{2}} \frac{\partial^{2} \rho}{\partial \tau^{2}}-\frac{f^{\prime}}{f^{3}} \frac{\partial \rho}{\partial \tau}\right) .
$$

Analogously, when $f(\tau)<0$, we have

$$
\rho((i+1) \varepsilon, \tau-b) \simeq \rho+\varepsilon\left(\frac{\partial \rho}{\partial y}+\frac{1}{f} \frac{\partial \rho}{\partial \tau}\right)+\frac{\varepsilon^{2}}{2}\left(\frac{\partial^{2} \rho}{\partial y^{2}}+\frac{2}{f} \frac{\partial^{2} \rho}{\partial y \partial \tau}+\frac{1}{f^{2}} \frac{\partial^{2} \rho}{\partial \tau^{2}}-\frac{f^{\prime}}{f^{3}} \frac{\partial \rho}{\partial \tau}\right)
$$

In the last two equations $\rho$ and its derivatives are evaluated in $(\varepsilon i, \tau)$, and $f$ and $f^{\prime}$ are evaluated in $\tau$. Once we plug these expressions into (A.18) and perform simple algebraic manipulations, we obtain (A.9).
A.3. Derivation of (A.10). From (A.9) we infer that

$$
\begin{equation*}
\frac{\partial \rho}{\partial \tau}=-\lambda f \frac{\partial \rho}{\partial y}+O(\varepsilon) \tag{A.20}
\end{equation*}
$$

Taking derivatives with respect to $y$ in (A.20), we get

$$
\begin{equation*}
\frac{\partial^{2} \rho}{\partial y \partial \tau}=-\lambda f \frac{\partial^{2} \rho}{\partial y^{2}}+O(\varepsilon) \tag{A.21}
\end{equation*}
$$

On the other hand, taking derivatives with respect to $\tau$ in (A.20) and using (A.21), we have

$$
\begin{equation*}
\frac{\partial^{2} \rho}{\partial \tau^{2}}=-\lambda f \frac{\partial^{2} \rho}{\partial y \partial \tau}-\lambda f^{\prime} \frac{\partial \rho}{\partial y}+O(\varepsilon)=\lambda^{2} f^{2} \frac{\partial^{2} \rho}{\partial y^{2}}-\lambda f^{\prime} \frac{\partial \rho}{\partial y}+O(\varepsilon) \tag{A.22}
\end{equation*}
$$

Once we replace $\partial \rho / \partial \tau, \partial^{2} \rho / \partial y \partial \tau$, and $\partial^{2} \rho / \partial \tau^{2}$ in the right-hand side of (A.9) by the expressions obtained in the last three equations and neglect terms of order $\varepsilon^{2}$, we obtain (A.10).
A.4. Two-time-scale analysis on (A.10). We now follow the standard procedures in two-time-scale asymptotics. We introduce a second time scale

$$
\begin{equation*}
\theta=\varepsilon \lambda(1-\lambda)^{2} \tau \tag{A.23}
\end{equation*}
$$

We need to replace $\partial \rho / \partial \tau$ by $\varepsilon \lambda(1-\lambda)^{2} \partial \rho / \partial \theta+\partial \rho / \partial \tau$ in (A.10), treat $\tau$ and $\theta$ as independent variables, and assume that $\rho$ depends on the three variables $y, \tau$, and $\theta$; i.e., $\rho=\rho(y, \tau, \theta)$. Equation (A.10) becomes

$$
\begin{equation*}
\varepsilon \lambda(1-\lambda)^{2} \frac{\partial \rho}{\partial \theta}+\frac{\partial \rho}{\partial \tau}+\lambda f \frac{\partial \rho}{\partial y}=\varepsilon \frac{\lambda|f|}{2}(1-\lambda)^{2} \frac{\partial^{2} \rho}{\partial y^{2}} . \tag{A.24}
\end{equation*}
$$

Next we expand $\rho$ in powers of $\varepsilon$,

$$
\begin{equation*}
\rho=\rho_{0}+\varepsilon \rho_{1}+\varepsilon^{2} \rho_{2}+\cdots, \tag{A.25}
\end{equation*}
$$

and require that $\rho_{1}=\rho_{1}(y, \tau, \theta)$ be periodic (with period 1) in $\tau$ (this requirement makes the asymptotic approximation valid for long values of $\tau$ ). We then plug this ansatz into (A.24) and collect powers of $\varepsilon$. At order 1 we get

$$
\begin{equation*}
\frac{\partial \rho_{0}}{\partial \tau}+\lambda f \frac{\partial \rho_{0}}{\partial y}=0 \tag{A.26}
\end{equation*}
$$

and at order $\varepsilon$

$$
\begin{equation*}
\lambda(1-\lambda)^{2} \frac{\partial \rho_{0}}{\partial \theta}+\frac{\partial \rho_{1}}{\partial \tau}+\lambda f \frac{\partial \rho_{1}}{\partial y}=\frac{\lambda|f|}{2}(1-\lambda)^{2} \frac{\partial^{2} \rho_{0}}{\partial y^{2}} . \tag{A.27}
\end{equation*}
$$

From (A.26), we obtain that the dependence of $\rho_{0}$ on $y$ and $\tau$ is through the variable $\eta$ defined as

$$
\begin{equation*}
\eta=y-\lambda \int_{0}^{\tau} f(s) \mathrm{d} s \tag{A.28}
\end{equation*}
$$

Thus, if we change independent variables from $(y, \tau, \theta)$ to $(\eta, \tau, \theta)$, we have

$$
\begin{equation*}
\rho=\rho(\eta, \theta) \text { and } \rho_{1}=\rho_{1}(\eta, \tau, \theta) \tag{А.29}
\end{equation*}
$$

In the new independent variables, (A.27) becomes

$$
\begin{equation*}
\lambda(1-\lambda)^{2} \frac{\partial \rho_{0}}{\partial \theta}+\frac{\partial \rho_{1}}{\partial \tau}=\frac{\lambda|f|}{2}(1-\lambda)^{2} \frac{\partial^{2} \rho_{0}}{\partial \eta^{2}} \tag{A.30}
\end{equation*}
$$

Finally we take the average of the above equation with respect to $\tau$, keeping $\eta$ and $\theta$ fixed. Since $\rho_{1}$ is periodic in $\tau$, we have

$$
\begin{equation*}
\int_{0}^{1} \frac{\partial \rho_{1}}{\partial \tau} \mathrm{~d} \tau=0 \tag{A.31}
\end{equation*}
$$

Recalling the definition of $f$ and its properties (see (A.2) and (A.3)), we have $\int_{0}^{1}|f| \mathrm{d} \tau=$ 2. Thus, given that $\rho_{0}$ is independent of $\tau$, we have that, after averaging with respect to $\tau$, (A.30) becomes

$$
\begin{equation*}
\frac{\partial \rho_{0}}{\partial \theta}=\frac{\partial^{2} \rho_{0}}{\partial \eta^{2}} \tag{A.32}
\end{equation*}
$$

We define the spatial variable

$$
\begin{equation*}
z=\frac{L}{\varepsilon} y-\frac{a L}{V_{\ell}+V_{c}} \int_{0}^{t} v(s) \mathrm{d} s \tag{A.33}
\end{equation*}
$$

From the different changes of variables made, it follows that

$$
\begin{equation*}
\eta=\frac{V_{c}}{V_{F} L} z \text { and } \theta=\frac{V_{c}^{2} V_{\ell}^{2}}{V_{F}\left(V_{\ell}+V_{c}\right)^{3}} \frac{t}{t_{0}} \tag{A.34}
\end{equation*}
$$

The last three equations imply that $\rho_{0}$ satisfies (3.3). Thus, dropping the subindex 0 and observing the appropriate boundary and initial conditions, we obtain the asymptotic approximation of section 3.
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# FIELD-INDUCED MOTION OF NEMATIC DISCLINATIONS* 
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#### Abstract

An individual defect in a nematic liquid crystal moves not only in response to its interaction with other defects but also in response to external fields. We analyze the motion of a wedge disclination in the presence of an applied field of strength $H$. We neglect backflow and seek steadily traveling patterns. The stationary picture yields a semi-infinite wall of strength $\pi$, bounded by the defect line. We find that the disclination advances into the region containing the wall at velocity $v(H)$, where $v$ scales as $H /|\log H|$ as long as the magnetic coherence length is greater than the core radius. When the external field is applied in the presence of a pair of disclinations, their dynamics is strongly influenced. We compute the expected relative velocity of the disclinations as a function of distance and field. The natural tendency for the disclinations to annihilate each other can be overcome by a sufficiently strong field suitably directed.
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1. Introduction. Singularities in liquid crystals, or defects, have played a fundamental role not only in the development of the understanding of the physics of liquid crystals but also in the later development of the topological theory of defects in condensed matter. In nematic liquid crystals, point, line, and wall defects can be found. Line defects were first classified by Sir Charles Frank, who noted that line defects came in classes with an integer or half-integer charge [1]. Later workers, using the topological theory of defects, realized that nematic liquid crystals sustain a topologically unique line defect $[2,3,4]$. However, Frank's naïve classification, which effectively supposes that the nematic order parameter is restricted to a plane, remains important in providing guidance and intuition for the physics of defects in nematic liquid crystals.

The topological total charge of a system is conserved during its evolution. Under many circumstances this remains true for Frank's definition of charge; this is a stronger condition. For instance, defects of opposite charges may annihilate, and defects of higher topological charges may decay to a bunch of defects of smaller topological charges. Topological dipoles may even be nucleated from a smooth field [5].

In this paper we focus on nematic disclinations, i.e., line defects. According to Frank's definition, the topological charge of a line defect is defined as the number of turns the director performs along a closed path surrounding the defect. This number may be half-integer because of the head-and-tail symmetry of nematic liquid crystal molecules. When the final director is rotated by an angle $\pi$ with respect to the initial director, the physical state they describe does not exhibit any discontinuity.

The physical manifestation of the topological theory of defects in nematic liquid crystals concerns escape into the third dimension. Nematic disclinations of integer

[^146]charge are not topologically stable. A suitable continuous transformation, involving the third previously neglected dimension, dissolves the singularity and leaves behind a regular field [6]. In a similar manner, all half-integral disclinations can be distorted into each other. However, free energy criteria often impede this process, and the Frank classification remains useful. In particular, annihilation of opposite-charge half-integral defects is favored, but of same-charge defects is hindered.

Defect dynamics has been widely studied either in the classical Oseen-ZocherFrank (OZF) theory [7, 8, 1], or within the extended de Gennes-Ericksen theory [9, 10]. However, there are fundamental dilemmas in treating defect motion. The OZF theory is not a dynamical theory, and defect cores are regions in which, strictly speaking, the OZF theory does not apply. The theory can be extended to deal with moving defects, but only by introducing a phenomenological dissipation function using director rate of change. This minimal extension is incorrect; the full extension involves hydrodynamic terms which depend on the local director [11]. But the local director is not defined in the defect region, and so this extension is also inadequate to describe defect motion. The alternative de Gennes-Ericksen approach (now usually called the Q-tensor theory) is in principle up to the task, but now the defect regions are no longer special. In addition, it is now necessary to consider a whole set of new degrees of freedom. In fact, however, these new degrees of freedom are important only inside the core region.

Despite these problems, some theoretical progress has been made, in part because some authors have detected analogous topological structures in liquid crystals and cosmological models. A single disclination may move through an otherwise smooth field $[12,13]$, but then the problem is why the defect is moving in the first place. An implicit response to this question is to devote more attention to the interaction between two or more defects. In such cases the defects move, slowly, to reduce their elastic energy. For example, attraction between two point defects of opposite charges has been studied in both planar [14, 15, 16] and cylindrical [17, 18, 19] geometries. The attraction between two oppositely charged smectic disclinations has been studied in [20].

More precise quantitative descriptions of the defect evolution must necessarily take into account backflow effects [21, 22, 23], i.e., the interactions between director rotation and macroscopic molecular motion. The first analytical attempt to introduce backflow effects was performed in [24], where the macroscopic velocity field was coupled to the degree of orientation, though not to the director field. A series of recent numerical simulations $[25,26,27,28,29]$ have determined the main effects of backflow coupling. The dynamical director patterns turn out to be strongly influenced in the final part of the annihilation process, but some effects may be noted even during all the defect evolution. In particular, the disclination speeds may be different [25], and recent numerical simulations suggest that positively charged disclinations can move almost twice as fast as those with negative charge [28].

In this paper we investigate the effect of an applied external field on the defect dynamics. We consider a simple geometry: a single $+\frac{1}{2}$, or a dipole of $\pm \frac{1}{2}$ disclinations, in planar symmetry. We compute the defect speed with the aid of the Leslie's dissipation balance [11]. It turns out that the external field exerts a profound effect on the defect dynamics and the defect interaction. By suitably adjusting the external field strength and direction, it is possible to drive a single disclination through the sample, as has been experimentally observed [30, 31]. More interestingly, the effect of the external field may go beyond a simple acceleration or deceleration of the annihilation process. The field can also stop the defects, or even reverse their veloc-
ities, thus transforming an attractive into a repulsive interaction. Depending on the external field direction, a critical defect distance may arise, which characterizes the defect interaction. They annihilate each other if they come closer than that distance; otherwise, they repel.

Throughout our presentation we will introduce and discuss some assumptions that simplify our analytical calculations. The 1-constant approximation in the elastic free energy, and a parabolic approximation in the magnetic energy, linearize the free energy derivatives. We remark that the parabolic approximation would have to be abandoned if we were to generalize the present study to highly charged defects. We also neglect backflow. This approximation allows us to derive an analytical condition which determines the defect velocity, and in particular the critical distance that reverses the defect interaction. A numerical analysis would correct these computed values, even if the described phenomena will certainly remain.

The plan of the paper is as follows. In section 2 we analyze the motion of a single disclination in an external field. Section 3 describes the defect interaction, and how it can be reversed with the aid of the applied field. In section 4 we summarize our results and compare them with the observed experimental data.
2. Single defect motion. We consider a $+\frac{1}{2}$ disclination embedded in an external magnetic field. This field will favor the director orientation of one side of the defect with respect to the other side. This asymmetry is sufficient, as we shall see, for energy considerations alone to determine that the defect will move and to determine the direction of its motion. Our task is to determine the magnitude of the velocity as a function of the field intensity. We adopt the 1-constant approximation and neglect backflow. This latter approximation implies that our estimated velocity will certainly be smaller than the actual velocity. In fact, backflow effects reduce the total dissipation, thus allowing faster director dynamics.


FIG. 1. Geometric setting for the analysis of the single defect motion. The defect occupies the origin of the comoving reference frame and moves towards the $\pi$-wall. The angle $\Phi$ is determined by the director and the motion direction (parallel to the external field).

Let us consider the reference frame illustrated in Figure 1. It moves with the disclination, which sits at the origin $\mathbf{O}$. The $x$-axis is parallel to the external field.

Given any point $\mathbf{P}$ in the plane, let $\vartheta$ be the polar angle between the radial direction OP and the $x$-axis. Disclinations of half-integer charge do not benefit from escaping into the third dimension. Thus, we restrict our interest to the situation in which the director $\mathbf{n}$ is confined to the plane, and let $\Phi(\mathbf{P})$ be the angle between the nematic director at $\mathbf{P}$ and the $x$-axis.

In the absence of a field, the 1-constant approximation implies that the director angle varies linearly with the polar angle: $\Phi=\frac{1}{2} \vartheta$. In the presence of the field, the same linear dependence holds, roughly speaking, on length scales smaller than the magnetic coherence length $\xi$. So long as we confine ourselves to these length scales, the elastic energy overwhelms the external field. However, far from the defect, the magnetic energy forces the system toward its preferred value $\Phi=0$. On the other hand, over a closed path around the defect, no matter how far that path may be from the defect, topology forces the angle $\Phi$ to rotate through $\pi$. This creates a dilemma, for the system must rotate through an angle $\pi$ and yet remain at $\Phi=0$.

These two constraints are reconciled by restricting the region over which $\Phi$ rotates. This region is a topologically irreducible wall between regions of space whose director is oppositely oriented. Associated with the wall is a well-defined surface free energy analogous to the surface tensions of fluid mechanics. This is a $\pi$-wall, since the director concentrates its $\pi$-rotation in it. In the presence of the field, the previously isolated defect line has been transformed into the trailing edge of a wall defect. The disclination then moves into the wall in order to reduce the wall area and consequently the free energy of the system.
2.1. Dissipation principle. We determine both the director field and the value of the disclination velocity by imposing the energy balance between the free-energy loss-rate and the dissipation [11]:

$$
\begin{equation*}
\dot{\mathcal{F}}+\mathcal{D}=0 \tag{2.1}
\end{equation*}
$$

In the 1-constant approximation, the free-energy functional is given by

$$
\begin{equation*}
\mathcal{F}[\Phi]=\int_{\mathbb{R}^{2}}\left(K|\nabla \Phi|^{2}+\chi_{\mathrm{a}} H^{2} \sin ^{2} \Phi\right) d a \tag{2.2}
\end{equation*}
$$

where $K$ is an average elastic constant, $\chi_{\mathrm{a}}$ is the magnetic anisotropy, and $H$ is the strength of an external magnetic field.

It is well known that a $+\frac{1}{2}$ disclination possesses an infinite core energy. The elastic free-energy density diverges at the defect, and the singularity is not integrable. There are two ways to avoid this divergence. The first consists of excluding from our integration region a small disk centered in the defect, the core region $\mathcal{B}_{0}$. The radius of the excised disk, the core radius $r_{\mathrm{o}}$, is usually much smaller than all other characteristic lengths entering the problem, so that many studies have been performed in the limit of vanishing $r_{\circ}$ [32]. A more precise physical description of the defect requires an extension of the classical OZF theory, and the replacement of the nematic director with the nematic order tensor [33]. We will choose the first option and perform all the integrations in the pierced domain, which excludes $\mathcal{B}_{\circ}$. We further assume that the core radius is fixed. The basic physics of the phenomenon is well described using these approximations. However, in order to deal with external fields of any intensity, it would be interesting to apply the techniques of [34] to determine how and when the magnetic coherent length influences the core radius.

A second, though less worrying, free-energy divergence comes from the supposedly infinite size of the domain. The domain may extend indefinitely in the $y$-direction
without inducing any singularity, since both the elastic and the magnetic energy densities vanish away from the $x$-axis. On the other hand, there will be few cases in which a large- $x$ cut will be needed to keep energies finite. In those cases we will assume that our domain is bounded by $|x| \leq L$. Whenever possible, we will perform the $L \rightarrow+\infty$ limit, and we will notice that the large scale length $L$ will not finally enter in the defect velocity.

Our final approximation concerns the magnetic free energy. We will perform the parabolic approximation $\sin ^{2} \Phi \simeq \Phi^{2}$. This approximation allows us to obtain linear field equations in $\Phi$. It can be used in the whole domain, provided that we define $\Phi \in\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$, since in that case all the values attained by the director angle belong to the potential well of the equilibrium configuration $\Phi=0$. We remark that this approximation would not be valid if we were interested in analyzing the equilibrium configurations of more complex defects.

When we neglect backflow, the dissipation assumes the simple expression

$$
\begin{equation*}
\mathcal{D}=\gamma_{1} \int_{\mathcal{B}_{\circ}} \dot{\Phi}^{2} d x d y \tag{2.3}
\end{equation*}
$$

where the pierced integration domain $\mathcal{B} \circ$ comes into play since the dissipation density also diverges in the core region.

Let us perform an infinitesimal displacement $\delta \Phi$ of the director field. If we make use of the divergence theorem, the dissipation principle (2.1) requires

$$
\begin{equation*}
\int_{\partial \mathcal{B}_{\circ}} \delta \Phi(2 K \nabla \Phi) \cdot \nu d \ell+\int_{\mathcal{B}_{\circ}} \delta \Phi\left[\gamma_{1} \dot{\Phi}-2 K \Delta \Phi+2 \chi_{\mathrm{a}} H^{2} \Phi\right] d a=0 \quad \forall \delta \Phi \tag{2.4}
\end{equation*}
$$

where $\nu$ is the outer normal along $\partial \mathcal{B}_{\circ}$. The arbitrariness of $\delta \Phi$ requires that the quantity in square brackets in the second integral must vanish identically:

$$
\begin{equation*}
\gamma_{1} \dot{\Phi}=2 K \Delta \Phi-2 \chi_{\mathrm{a}} H^{2} \Phi . \tag{2.5}
\end{equation*}
$$

Equation (2.5) is the well-known time-dependent Ginzburg-Landau evolution equation of the system. It will supply us the director field. However, the Ginzburg-Landau equation alone is not able to guarantee the dissipation principle. We must check that the first integral in (2.4) also vanishes. The boundary $\partial \mathcal{B}_{\circ}$ is made of two parts: a small circle around the defect and a large boundary at infinity. The integral around the latter vanishes, since at infinity $\nabla \Phi$ fades everywhere except along the $\pi$-wall, where it is orthogonal to the outward normal. We are then left with the first integral in (2.4), performed along the boundary of the core region. This quantity has a simple physical meaning [35]: it is the power supplied by the core region to the rest of the domain. Thus, to require that all the free-energy loss be dissipated within the system is equivalent to requiring that no energy be supplied to it, either from the outside or from the core region.
2.2. Steadily moving defects. We will look for stationary solutions of equation (2.5). They aim at representing a defect moving at a constant speed $v$ towards the $\pi$-wall. We will find that, for any positive value of $v$, it is possible to find a solution of (2.5) which satisfies the boundary conditions. However, there is just one value of the velocity which also cancels the first integral in (2.4) (or, equivalently, that satisfies the global dissipation condition). It is the only velocity at which the defect is able to move without any external boost.

In a steadily moving reference frame, traveling with the defect itself, the relative stationary differential equation follows by replacing the time derivative in (2.5) with $v \partial_{x}$. We thus obtain

$$
\begin{equation*}
\Delta \Phi-\frac{\lambda}{\xi} \frac{\partial \Phi}{\partial x}-\frac{\Phi}{\xi^{2}}=0 \tag{2.6}
\end{equation*}
$$

where $\xi:=\sqrt{\frac{K}{\chi_{\mathrm{a}} H^{2}}}$ is the magnetic coherence length, and $\lambda:=\frac{\gamma_{1}}{2 \sqrt{K \chi_{\mathrm{a}}}} \frac{v}{|H|}$ is a dimensionless quantity. We look for solutions of the eigenvalue problem (2.6) that satisfy the symmetry requirement $\Phi(x,-y)=-\Phi(x, y)$ for all $y \neq 0$, and the boundary conditions

$$
\Phi\left(x, 0^{+}\right)=\left\{\begin{array}{ll}
0 & \text { if } x>0,  \tag{2.7}\\
\frac{\pi}{2} & \text { if } x<0,
\end{array} \quad \text { and } \quad \lim _{y \rightarrow \infty} \Phi(x, y)=0 \quad \forall x \in \mathbb{R}\right.
$$

where the latter condition is determined by the presence of the magnetic field. The boundary conditions (2.7) are singular only at the origin, where a disclination of topological charge $+\frac{1}{2}$ stands. Indeed, the discontinuity that the angle $\Phi$ suffers along the negative $x$-axis does not induce any physical singularity, since $\Phi=\pi / 2$ and $\Phi=-\pi / 2$ describe the same director orientation.

Among the solutions of the eigenvalue problem (2.6)-(2.7), the dissipation principle (2.1) will single out the only physical one.
2.3. Director field. We solve the linear partial differential equation (2.6) with a Fourier transform. To this end, it is useful to write the first of the boundary conditions (2.7) as

$$
\begin{equation*}
\Phi\left(x, 0^{+}\right)=\frac{\pi}{4}-\frac{1}{4 \mathrm{i}} \mathrm{PV} \int_{\mathbb{R}} \frac{\mathrm{e}^{\mathrm{i} q x}}{q} d q \quad \forall x \neq 0 \tag{2.8}
\end{equation*}
$$

where PV denotes the Cauchy principal value of an integral. We then look for solutions of (2.6) of the form

$$
\begin{equation*}
\Phi(x, y)=\frac{\pi}{4} g_{1}(y)-\frac{1}{4 \mathrm{i}} \mathrm{PV} \int_{\mathbb{R}} \frac{\mathrm{e}^{\mathrm{i} q x}}{q} g_{2}(q, y) d q \tag{2.9}
\end{equation*}
$$

with

$$
\begin{equation*}
g_{1}(0)=g_{2}(q, 0)=1 \quad \text { and } \quad \lim _{y \rightarrow \infty} g_{1}(y)=\lim _{y \rightarrow \infty} g_{2}(q, y)=0 \quad \forall q \in \mathbb{R} \tag{2.10}
\end{equation*}
$$

If we insert (2.9) into (2.6), we obtain

$$
\begin{equation*}
\frac{\pi}{4}\left(g_{1}^{\prime \prime}-\frac{1}{\xi^{2}} g_{1}\right)-\frac{1}{4 \mathrm{i}} \mathrm{PV} \int_{\mathbb{R}} \frac{\mathrm{e}^{\mathrm{i} q x}}{q}\left[\frac{\partial^{2} g_{2}}{\partial y^{2}}-k^{2}(q) g_{2}\right] d q=0 \tag{2.11}
\end{equation*}
$$

where $k(q)$ will henceforth denote the positive-real-part square root of $k^{2}(q)=q^{2}+$ $\frac{\mathrm{i} q \lambda}{\xi}+\frac{1}{\xi^{2}}$. The solution of (2.11) and (2.10) in the upper half-plane $\{y \geq 0\}$ is

$$
\begin{equation*}
\Phi(x, y)=\frac{\pi}{4} \mathrm{e}^{-\frac{y}{\xi}}-\frac{1}{4 \mathrm{i}} \mathrm{PV} \int_{\mathbb{R}} \frac{\mathrm{e}^{\mathrm{i} q x-k(q) y}}{q} d q \tag{2.12}
\end{equation*}
$$



Fig. 2. Density plots of the magnetic (upper graph) and elastic (lower graph) parts of the freeenergy density, computed from the analytical solution (2.13). The elastic energy is localized close to the defect. In contrast, the magnetic energy is mostly packed around the $\pi$-wall. The defect core is not symmetric with respect to the defect position; it is slightly shifted behind it with respect to the direction of motion.
whereas, by symmetry, the solution in the whole plane is given by

$$
\begin{equation*}
\Phi(x, y)=\varepsilon(y)\left[\frac{\pi}{4} \mathrm{e}^{-\frac{|y|}{\xi}}-\frac{1}{4 \mathrm{i}} \mathrm{PV} \int_{\mathbb{R}} \frac{\mathrm{e}^{\mathrm{i} q x-k(q)|y|}}{q} d q\right] \tag{2.13}
\end{equation*}
$$

with

$$
\varepsilon(y):=\left\{\begin{align*}
1 & \text { if } y \geq 0  \tag{2.14}\\
-1 & \text { if } y<0
\end{align*}\right.
$$

Figure 2 illustrates the solution (2.13). More precisely, in the upper plot it is possible to observe how the magnetic free-energy density is concentrated on the $\pi$-wall, whereas the lower plot shows that the elastic free-energy density is mostly localized on the defect. In both cases, it is possible to notice that the decay pattern from $\Phi= \pm \frac{\pi}{2}$ on the left $x$-axis to the equilibrium value $\Phi=0$ becomes constant when we move some magnetic coherence lengths away from the defect.

We notice that no use of the core region has been made for the time being. In fact, the differential problem (2.6)-(2.7) admits a solution in $\mathbb{R}^{2} \backslash(0,0)$, without any need to excise a finite region around the defect. We will see below that this will not be the case when we have to deal with the derivatives of the field, and in particular with the dissipation (2.3).
2.4. Disclination velocity. We have succeeded in finding a solution of the stationary Ginzburg-Landau equation for any value of $v$. We will now complete the
eigenvalue analysis and determine the correct disclination velocity by imposing the global dissipation condition (2.1).

We have already noticed that, in the moving reference frame, time derivatives transform into spatial derivatives. Thus,

$$
\begin{equation*}
\dot{\mathcal{F}}=v \int_{\mathcal{B}_{\circ}} \frac{\partial}{\partial x}\left(K|\nabla \Phi|^{2}+\chi_{\mathrm{a}} H^{2} \Phi^{2}\right) d x d y=v\left[\int_{\mathbb{R}}\left(K|\nabla \Phi|^{2}+\chi_{\mathrm{a}} H^{2} \Phi^{2}\right) d y\right]_{x=-\infty}^{x=+\infty} \tag{2.15}
\end{equation*}
$$

When $|x|$ is very large, the principal value of the $q$-integral in (2.13) is dominated by the low $q$ values:

$$
\begin{equation*}
\lim _{x \rightarrow \pm \infty} \frac{1}{4 \mathrm{i}} \mathrm{PV} \int_{\mathbb{R}} \frac{\mathrm{e}^{\mathrm{i} q x-k(q) y}}{q} d q=\frac{1}{4 \mathrm{i}} \lim _{x \rightarrow \pm \infty} \mathrm{PV} \int_{\mathbb{R}} \frac{\mathrm{e}^{\mathrm{i} q x-\frac{y}{\xi}}}{q} d q= \pm \frac{\pi}{4} \mathrm{e}^{-\frac{y}{\xi}} \tag{2.16}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\dot{\mathcal{F}}=-\frac{\pi^{2} K v}{\xi^{2}} \int_{0}^{+\infty} \mathrm{e}^{-\frac{2 y}{\xi}} d y=-\frac{\pi^{2} K v}{2 \xi} \tag{2.17}
\end{equation*}
$$

The result (2.17) admits a simple physical interpretation, which already exhibits in (2.15). The quantity within square brackets in (2.15) is the free energy contained in an infinite vertical strip of unit width, centered at $x$. When $x \rightarrow+\infty$, both the elastic and magnetic energy densities relax to 0 , as Figure 2 shows. As a consequence, the total energy stored in the right-side strip is negligible. The picture completely changes in the $x \rightarrow-\infty$ limit. A unit-width strip crossing the $\pi$-wall stores a finite amount of free energy, measured in (2.17). In fact, it is precisely the difference between the energies stored in those strips that keeps the defect moving. In unit time, the defect motion replaces a left-side strip of width $v$, with free energy given in (2.17), with a right-side strip of equal width, with no free energy.

While the free-energy variation depends only on the asymptotic structure of the director field, dissipation takes place in the whole domain. Indeed, it is so strong close to the moving defect that we will be forced to exclude the core region in order to avoid an infinite dissipation. We have

$$
\begin{align*}
\mathcal{D} & =\gamma_{1} \int_{\mathbb{R}^{2}} \dot{\Phi}^{2} d x d y=\gamma_{1} v^{2} \int_{\mathbb{R}^{2}}\left(\frac{\partial \Phi}{\partial x}\right)^{2} d x d y \\
& =\frac{\gamma_{1} v^{2}}{16} \int_{\mathbb{R}^{2}} d x d y \operatorname{PV} \int_{\mathbb{R}} d q \operatorname{PV} \int_{\mathbb{R}} d q^{\prime} \mathrm{e}^{\mathrm{i}\left(q+q^{\prime}\right) x-\left(k(q)+k\left(q^{\prime}\right)\right)|y|} \\
& =\frac{\gamma_{1} v^{2}}{8} \mathrm{PV} \int_{\mathbb{R}} d q \operatorname{PV} \int_{\mathbb{R}} d q^{\prime} \frac{2 \pi \delta\left(q+q^{\prime}\right)}{k(q)+k\left(q^{\prime}\right)} \\
& =\frac{\pi \gamma_{1} v^{2}}{2} \int_{0}^{\frac{q_{\mathrm{M}}}{2 \pi}} \frac{d q}{\sqrt{q^{2}+\mathrm{i} q \lambda / \xi+1 / \xi^{2}}+\sqrt{q^{2}-\mathrm{i} q \lambda / \xi+1 / \xi^{2}}} \\
& =-\frac{\mathrm{i} \pi K v}{2 \xi} \int_{0}^{\frac{\xi}{r_{0}}}\left(\sqrt{1+\frac{\mathrm{i} \lambda}{s}+\frac{1}{s^{2}}}-\sqrt{1-\frac{\mathrm{i} \lambda}{s}+\frac{1}{s^{2}}}\right) d s \tag{2.18}
\end{align*}
$$

where $\delta$ denotes the Dirac delta function. The high- $q$ cutoff is needed in order to avoid the logarithmic divergence which the disclination induces both in the free energy (but


Fig. 3. Disclination velocity as a function of the external applied field.
not in its time-derivative) and in the dissipation. This is related to the inverse of the core radius: $q_{\mathrm{M}}=2 \pi / r_{\circ}$.

When we substitute (2.15) and (2.18) into the dissipation principle (2.1), we obtain the self-consistency equation that determines $\lambda$ (i.e., $v$ ), as a function of the ratio $\xi / r_{\circ}$ :

$$
\begin{equation*}
\int_{0}^{\frac{\xi}{r_{0}}}\left(\sqrt{1+\frac{\mathrm{i} \lambda}{s}+\frac{1}{s^{2}}}-\sqrt{1-\frac{\mathrm{i} \lambda}{s}+\frac{1}{s^{2}}}\right) d s=\mathrm{i} \pi \tag{2.19}
\end{equation*}
$$

The most interesting region in physical applications is $\xi \gg r_{0}$. The integral on the left-hand side is dominated by its logarithmic high- $s$ divergence, and we obtain

$$
\begin{equation*}
\mathrm{i} \lambda \log \frac{\xi}{r_{\circ}}=\mathrm{i} \pi \quad \Longrightarrow \quad v=\frac{2 \pi \sqrt{K \chi_{\mathrm{a}}}}{\gamma_{1} \log \left(\xi / r_{\circ}\right)}|H| \quad \text { when } \quad \xi \gg r_{\circ} \tag{2.20}
\end{equation*}
$$

However, it is interesting to push the analysis of (2.19) into the opposite regime, $\xi \ll r_{0}$. The low-s terms dominate the integral on the left-hand side, and we find

$$
\begin{equation*}
\mathrm{i} \lambda \frac{\xi}{r_{\circ}}=\mathrm{i} \pi \quad \Longrightarrow \quad v=\frac{2 \pi \chi_{\mathrm{a}} r_{\circ}}{\gamma_{1}} H^{2} \quad \text { when } \quad \xi \ll r_{\circ} \tag{2.21}
\end{equation*}
$$

The quite intriguing quadratic behavior predicted by (2.21) must be handled carefully. When the external field becomes so intense that $\xi$ becomes of the order of $r_{\circ}$, we have to question our assumption that $r_{\circ}$ is independent from $\xi$. A more complete theory, which can be derived following the steps of [34], would yield an $r_{\circ}(\xi)$, and thus a disclination velocity depending only on the strength of the applied field.

Figure 3 shows the numerical solution of (2.19). The plot highlights that the transition between the two asymptotic regimes derived above occurs for $\xi \gtrsim r_{0}$. Even though this is the limit up to which we can seriously trust our analytical result, Figure 3 suggests that the nonlinear effects increase the disclination velocity.
3. Defect interaction. Let us now consider two nematic defects of opposite topological charges $s= \pm \frac{1}{2}$ placed on the $x$-axis at a distance $\Delta=2 d$, but in the absence of any external field. After a certain period of time these defects amalgamate and thus annihilate each other. The two cores disappear at once, with a large and rapid reduction in free energy $[14,16,28]$. Imagine, however, that we apply a magnetic field that favors the director orientation of the molecules that lie within the defects. The defect speed will certainly be reduced. In this section we show that it can even be reversed. There exists a critical distance such that the defect interaction is attractive only if their mutual distance is smaller than the critical one. Otherwise, they repel.

Throughout this section, we will work out in detail the geometry illustrated in Figure 4. The applied field lies parallel both to the line connecting the defects and to the director orientation between them. In this geometry, the defects may only approach or separate, thus avoiding even more complicated motions such as mutual rotations.


Fig. 4. Two attracting defects placed at a distance $\Delta$ along the $x$-axis. The external field is parallel both to the line connecting the defects and to the director orientation between them.

We compute the speed of two stationarily moving defects. We will show below that the stationarity assumption holds approximately even when the defect distance becomes of the order of, or smaller than, the magnetic coherence length. It must certainly be abandoned when one wants to describe the complete annihilation process, and in particular when the defect distance becomes of the order of the core radius.

In the final subsection we will briefly analyze the case when the external field determines a generic angle $\alpha$ with respect to the defect line. In this case the motion may be much more complicated. However, we are able to estimate how the nature of the defect interaction depends on $\alpha$. More precisely, we will determine for which values of $\alpha$ the defect interaction may become repulsive, and how the critical distance depends on the external field direction.

The time-dependent Ginzburg-Landau equation (2.6) is linear, due to the parabolic approximation we used for the magnetic energy. We can thus obtain a solution describing two stationarily approaching (or separating) defects by simply superposing two functions of the type (2.13). More precisely, we add a solution describing a defect
placed at $x=+d$, traveling with velocity $-v$, and a solution describing a defect placed at $x=-d$, traveling with velocity $+v$. The velocity $v(d)$ will be determined later, again using the dissipation principle. The director field is given by

$$
\begin{align*}
\Phi(x, y) & =\varepsilon(y)\left[\frac{\pi}{2} \mathrm{e}^{-\frac{|y|}{\xi}}+\frac{1}{4 \mathrm{i}} \mathrm{PV} \int_{\mathbb{R}} \frac{\mathrm{e}^{\mathrm{i} q(x-d)-k(q)|y|}-\mathrm{e}^{\mathrm{i} q(x+d)-k(-q)|y|}}{q} d q\right] \\
1) & =\varepsilon(y)\left[\frac{\pi}{2} \mathrm{e}^{-\frac{|y|}{\xi}}-\int_{0}^{+\infty} \cos q x \sin (q d+\operatorname{Im} k(q)|y|) \mathrm{e}^{-\operatorname{Re} k(q)|y|} \frac{d q}{q}\right] . \tag{3.1}
\end{align*}
$$

Figure 5 illustrates the countervailing tendencies of the elastic and magnetic energies: the elastic contribution aims at annihilating the defects in order to relax the infinite core energy. In contrast, the magnetic field tries to broaden the intermediate region, where all the molecules are already correctly aligned.


Fig. 5. Density plot of the magnetic free-energy density (upper graph) and the elastic free-energy density (lower graph), computed from the analytical solution (3.1). For these particular values of the distance and the magnetic coherence length, it will turn out that the defects are separating (that $i s, v<0)$. Both the magnetic and the elastic free-energy densities are mainly concentrated on the defect walls. Between the defects, the free-energy density is negligible.

The free energy associated with the traveling configuration (3.1) is given by

$$
\begin{align*}
\mathcal{F}(\Delta, \lambda)=K \pi\left[\frac{\pi L}{\xi}\right. & +\operatorname{arcsinh} \frac{\xi}{r_{\circ}}-K_{0}\left(\frac{\Delta}{\xi}\right)-\frac{\pi \Delta}{\xi}+2 \int_{0}^{\infty} \frac{\sin ^{2} \frac{\Delta s}{2 \xi}}{s^{2} \sqrt{1+s^{2}}} d s \\
& \left.+F_{1}(\Delta, \lambda)+F_{2}(\lambda)\right] \tag{3.2}
\end{align*}
$$

The first term in (3.2) diverges in the $L \rightarrow+\infty$ limit. ( $L$ is the horizontal scale of the system: $x \in[-L, L]$.) This term corresponds to the energy of the two walls.

The second term is related to the infinite elastic energy stored in the defects. ( $r$ 。 is the core radius as in the preceding section.) The next three terms depend only on the defect distance, and are independent of their velocity. In particular, the term containing the modified Bessel function of the second kind $K_{0}$ is able to cancel the free-energy divergence when $\Delta \simeq r_{0}$. Finally, both $F_{1}$ and $F_{2}$ are velocity corrections, which vanish if $\lambda$ (i.e., $v$ ) vanishes:

$$
\begin{align*}
F_{1}(\Delta, \lambda) & :=\frac{1}{2} \int_{0}^{\infty} \operatorname{Re}\left[\left(\mu(\lambda, s)-\mu(0, s)+\frac{1}{\mu(\lambda, s)}-\frac{1}{\mu(0, s)}\right)\left(1-\mathrm{e}^{-\mathrm{i} s \Delta / \xi}\right)\right] \frac{d s}{s^{2}}  \tag{3.3}\\
& -\frac{1}{2} \int_{0}^{\infty} \operatorname{Re}\left[\left(\frac{1}{\mu(\lambda, s)}-\frac{1}{\mu(0, s)}\right) \mathrm{e}^{-\mathrm{i} s \Delta / \xi}\right] d s \\
F_{2}(\lambda) & :=\int_{0}^{\infty}\left(\frac{1}{\mu(\lambda, s)+\mu(-\lambda, s)}-\frac{1}{2 \mu(0, s)}\right) d s  \tag{3.4}\\
.4) & -\frac{1}{4} \int_{0}^{\infty} \frac{(\mu(\lambda, s)-\mu(-\lambda, s))^{2}}{\mu(\lambda, s)+\mu(-\lambda, s)}\left(1+\frac{1}{\mu(\lambda, s) \mu(-\lambda, s)}\right) \frac{d s}{s^{2}}
\end{align*}
$$

where $\mu(\lambda, s)$ is the positive-real-part square root of $\mu^{2}(\lambda, s)=1+\mathrm{i} s \lambda+s^{2}$, and $\lambda=\frac{\gamma_{1}}{2 \sqrt{K \chi_{a}}} \frac{v}{|H|}$, as in the preceding section.

In the absence of backflow, the dissipation stems only from the director rotation. When computing $\dot{\Phi}$, we assume that only the defect position $d$ depends on time. In our stationary approximation, we thus neglect the time derivative of the velocity $v$. However, we remark that when we want to determine the nonstationary effects depending on $\dot{v}$, we are no longer allowed to use the solution (3.1). The dissipation function is given by

$$
\begin{equation*}
\mathcal{D}=\gamma_{1} \int_{\mathbb{R}^{2}} \dot{\Phi}^{2} d x d y=\frac{\pi \dot{d}^{2}}{2}\left[\operatorname{arcsinh} \frac{\xi}{r_{\circ}}+K_{0}\left(\frac{\Delta}{\xi}\right)+G_{1}(\Delta, \lambda)+G_{2}(\lambda)\right] \tag{3.5}
\end{equation*}
$$

with

$$
\begin{align*}
G_{1}(\Delta, \lambda) & :=\int_{0}^{\infty} \operatorname{Re}\left[\left(\frac{1}{\mu(\lambda, s)}-\frac{1}{\mu(0, s)}\right) \mathrm{e}^{-\mathrm{i} s \Delta / \xi}\right] d s \quad \text { and }  \tag{3.6}\\
G_{2}(\lambda) & :=2 \int_{0}^{\infty}\left(\frac{1}{\mu(\lambda, s)+\mu(-\lambda, s)}-\frac{1}{2 \mu(0, s)}\right) d s \tag{3.7}
\end{align*}
$$

The functions $G_{1}$ and $G_{2}$ vanish in the low-velocity limit $v \rightarrow 0$. The dissipation principle delivers the self-consistency equation that determines the defect velocity $v=-\dot{d}:$

$$
\begin{align*}
\frac{\partial \mathcal{F}}{\partial d} \dot{d}+\mathcal{D} & =0 \Longleftrightarrow \\
K_{1}\left(\frac{\Delta}{\xi}\right) & +\frac{\Delta}{\xi} \int_{0}^{\infty} \frac{\sin s d s}{s \sqrt{\frac{\Delta^{2}}{\xi^{2}}+s^{2}}}+\xi \frac{\partial F_{1}}{\partial \Delta} \\
& -\frac{\lambda}{2}\left[\operatorname{arcsinh} \frac{\xi}{r_{\circ}}+K_{0}\left(\frac{\Delta}{\xi}\right)+G_{1}(\Delta, \lambda)+G_{2}(\lambda)\right]=\pi \tag{3.8}
\end{align*}
$$

Before analyzing the solutions $\lambda(\Delta)$ of (3.8), we want to stress the importance of the first two terms on its left-hand side. In fact, if we define

$$
\begin{equation*}
f(x):=K_{1}(x)+x \int_{0}^{\infty} \frac{\sin s}{s \sqrt{x^{2}+s^{2}}} d s \tag{3.9}
\end{equation*}
$$



Fig. 6. Defect velocity as a function of the external field for different values of the core radius $r_{\circ}: \xi / r_{\circ}=10$ (dotted line), 100 (dashed), 1000 (full). For any value of the core radius, the defects attract only if their distance is smaller than $\Delta_{\mathrm{cr}}$.
we have

$$
\begin{equation*}
\left.\frac{\partial \mathcal{F}}{\partial \Delta}\right|_{v=0}=\frac{K \pi}{\xi}\left[f\left(\frac{\Delta}{\xi}\right)-\pi\right] \tag{3.10}
\end{equation*}
$$

Thus, in general, the defects will approach or separate, depending on whether $f(\Delta / \xi)$ exceeds $\pi$ or not. We postpone the analysis of the properties of $f$ to the next subsection, when we will generalize (3.10) to the case of tilted applied fields. For now, we only remark that $f(x)=\pi$ when $x=x_{\text {cr }} \doteq 0.377388$. The function $f$ is greater than $\pi$ (thus inducing defect attraction) when $\Delta<x_{\text {cr }} \xi$. Defect repulsion is induced at distances greater than $x_{\text {cr }} \xi$.

Figure 6 illustrates the numerical solutions of (3.8) for three different values of the ratio between the magnetic coherence length and the core radius. They exhibit the following properties:

- In the large distance limit, all Bessel functions decay exponentially with $\Delta / \xi$. The functions $G_{1}, G_{2}$, and the derivative of $F_{1}$ vanish too. Furthermore,

$$
\begin{equation*}
\lim _{x \rightarrow \infty} x \int_{0}^{\infty} \frac{\sin s}{s \sqrt{x^{2}+s^{2}}} d s=\int_{0}^{\infty} \frac{\sin s}{s} d s=\frac{\pi}{2} \tag{3.11}
\end{equation*}
$$

Thus, the large-distance limit of $\lambda$ is given by

$$
\begin{equation*}
\lim _{\Delta \rightarrow \infty} \lambda(\Delta)=-\frac{\pi}{\operatorname{arcsinh}\left(\xi / r_{\circ}\right)} \Longrightarrow v \simeq-\frac{2 \pi \sqrt{K \chi_{\mathrm{a}}}|H|}{\gamma_{1} \operatorname{arcsinh}\left(\xi / r_{\circ}\right)} \quad \text { when } \Delta \gg \xi \tag{3.12}
\end{equation*}
$$

The defects repel and move at a constant speed. In fact, if we compare (3.12) with (2.20), we notice that in the large-distance limit the defects behave independently, each moving at the velocity computed in the 1-defect case, since $\operatorname{arcsinh}\left(\xi / r_{\circ}\right) \simeq \log \left(\xi / r_{\circ}\right)$ when $\xi \gg r_{\circ}$.

- The critical distance at which the defect interaction changes sign does not depend on the core radius $r_{\circ}$; all plots in Figure 6 cross the $x$-axis at $\Delta=x_{\text {cr }} \xi$.
- In the small-distance limit, the stationary approximation we have used is not well justified. In this limit, the velocity diverges, and all terms depending
on $\dot{v}$ must be taken into account in the equation of motion. In any case, we remark that the Bessel function $K_{1}$ induces a divergence in the derivative of the free-energy that scales as the inverse of the defect distance. Figure 6 suggests that the fully nonlinear regime is limited to distances much smaller than the magnetic coherence length.
3.1. Tilted external fields. Let us now imagine that the external field is rotated by an angle $\alpha$ with respect to the direction of Figure 4 . In this case, the nematic director is forced to relax to the external field direction everywhere but on the topologically irreducible $\pi$-wall. The motion will be much more complex-the defects will rotate, and the $\pi$-wall will not necessarily be straight at all times. However, it is possible to ascertain whether the defect interaction will lead to attraction or repulsion. To this end, we pin the defects at a distance $\Delta$, and we look for the stationary director field in the presence of a tilted external field. Then, we compute the free energy of the stationary solution, and we check the sign of its derivative with respect to the distance. We stress that it is not possible to use this derivative in a dissipation principle to obtain a defect velocity. However, its sign will determine whether or not the defects, whatever their complex motion, will approach each other.

The stationary director field can be simply derived by running through the above steps again. In the presence of two defects placed at $x= \pm d$, and an external field tilted at an angle $\alpha$ with respect to the $x$-axis, the stationary configuration is given by

$$
\begin{equation*}
\Phi(x, y)=\varepsilon(y)\left[\alpha+\left(\frac{\pi}{2}-\alpha\right) \mathrm{e}^{-\frac{|y|}{\xi}}-\int_{0}^{+\infty} \cos q x \sin q d \mathrm{e}^{-k_{0}(q)|y|} \frac{d q}{q}\right] \tag{3.13}
\end{equation*}
$$

where $k_{0}(q)$ coincides with the zero-velocity limit of $k(q)$ above: $k_{0}(q):=\sqrt{q^{2}+1 / \xi^{2}}$.
If we compute the free energy associated with (3.13), and differentiate it with respect to $\Delta$, we obtain the generalization of (3.10):

$$
\begin{equation*}
\left.\frac{\partial \mathcal{F}}{\partial \Delta}\right|_{v=0}=\frac{K \pi}{\xi}\left[f\left(\frac{\Delta}{\xi}\right)-(\pi-2 \alpha)\right], \tag{3.14}
\end{equation*}
$$

with the same $f$ defined in (3.9). The left panel of Figure 7 shows the plot of $f$. It enjoys the following properties:

- $f^{\prime}(x)=\frac{1}{2}\left(K_{0}(x)-K_{2}(x)\right)<0$ for all $x>0$. Thus, the critical distance at which the defect interaction becomes repulsive increases when the external field is tilted. Furthermore, the free energy is a concave function of the distance between the defects.
- $\lim _{x \rightarrow 0} f(x)=+\infty$ and $\lim _{x \rightarrow \infty} f(x)=\frac{\pi}{2}$. More precisely,

$$
\begin{align*}
& f(x)=\frac{1}{x}-\frac{x}{2} \log x+O(x) \text { as } x \rightarrow 0^{+} \quad \text { and }  \tag{3.15}\\
& f(x)=\frac{\pi}{2}+o\left(\mathrm{e}^{-x}\right) \text { as } x \rightarrow+\infty
\end{align*}
$$

Thus, the equation

$$
\begin{equation*}
\frac{\partial \mathcal{F}}{\partial \Delta}=0 \quad \Longleftrightarrow \quad f(x)=\pi-2 \alpha \tag{3.16}
\end{equation*}
$$

which determines the equilibrium distances, possesses exactly one solution if and only if $\alpha<\frac{\pi}{4}$. This limiting value for the tilting angle could be predicted


Fig. 7. Left: Plot of the function $f$ defined in the text. Right: Critical value of the defect distance as a function of the tilt angle $\alpha$.
easily. In fact, if the external field determines an angle greater than $\frac{\pi}{4}$ with the defect line, the director orientation between the defects costs more magnetic energy than the director orientation outside the defects. Thus, in this case, the external field strengthens the defect attraction at any distance.
In summary, we have the following:

- When $\alpha=0$, the defects attract if $\Delta<\Delta_{\text {cr }}\left(\frac{\pi}{2}\right)=0.3774 \xi$; they repel when $\Delta>\Delta_{\text {cr }}\left(\frac{\pi}{2}\right)$.
- When $\alpha>0$, the critical distance $\Delta_{\text {cr }}(\beta)$ increases. It diverges when $\alpha \rightarrow \frac{\pi}{4}{ }^{-}$.
- When $\alpha \geq \frac{\pi}{4}$, there is no critical distance: the defects always attract (the external field enhances the attraction).

4. Discussion. We have studied the motion of a single disclination, and a disclination dipole in an external field. Our results show that it is possible to drive the disclinations by suitably adjusting the external field direction and strength.

In the case of a single disclination, we have shown that the disclination velocity depends almost linearly on the field strength, since the coefficient depends on the logarithm of (2.20). Figure 3 shows that the linear scaling is abandoned when $\xi \simeq r_{0}$. Equation (2.21) shows that below this regime the disclination velocity is expected to scale as the square of the applied strength. However, this last prediction should be tested carefully, since it is surely influenced by our assumption that the core radius does not depend on the field strength.

A comparison between our analytical results and the experimental observations confirms our predictions and gives an estimate of the quantitative corrections that backflow effects require. If we again let $v$ be the defect speed and $H$ the external field intensity, the pioneering work of Geurst, Spruijt, and Gerritsma [30] reported a quadratic scaling $v \sim H^{2}$. However, their geometry is completely different from ours, since in this work the defect was confined in a very thin cell. Indeed, those authors observed that their measured velocity was consistent with the assumption that the presence of the external field did not influence the director field at all. The nematic cell was wider in the measurements reported by Cladis, van Saarloos, and Kortan [31], whose data fitted almost perfectly a linear relation similar to (2.20). This latter group realized that the defect speed is determined by a balance between the free energy gained by reducing the wall area and the dissipation stemming from the defect
core. Their estimate of the free energy gain coincides with ours (see (2.17)), but again they neglected the electric field effects when (over)estimating the dissipation. If we insert their numerical values into (2.20), we obtain a much closer value for the slope of their linear fit: their estimated defect speed was 0.43 times the actual measured speed, while, if we replace in $(2.20)$ the same values for the same material parameters, the derived defect speed turns out to be 0.73 times the observed velocity.

We have also computed the velocity of two opposite disclinations in the presence of a field that promotes the director orientation between them. The velocity depends on the defect distance $\Delta$, but, whatever the value of the ratio $\xi / r_{0}$, the defects approach if $\Delta$ is smaller than a critical distance $\Delta_{\text {cr }}$; otherwise, they repel. We have finally generalized our calculations in order to deal with rotated external fields. Figure 7 (right) shows how the $\Delta_{\text {cr }}$ depends on the angle $\alpha$, which the external field determines, with the lie, which connects the defects.

The introduction of backflow may change the picture we have developed, in both the one- and two-disclination cases. In the one-disclination case the dissipation may sometimes be significantly reduced. The system can match the disclination motion with a flow that almost cancels the dissipation in the crucial core region. Whether this occurs seems likely to depend on the charge of the central disclination. We note that central physical and mathematical issues associated with backflow in nematic liquid crystal problems remain open even over a quarter of a century after its essential role was first realized [21].

Likewise in the two-disclination problem, our computed defect velocity is symmetrical in both disclinations. This is also an effect of the no-backflow simplification. A generalization of the present study should allow one to compute the different approaching or separating velocities. It could even happen that one defect moves towards the other, but that the other retreats faster still, allowing the defects eventually to separate. However, the existence of a critical distance that reverses the defect interaction cannot be erased by backflow effects. The critical distance stems from the balance between the elastic and magnetic free-energy gains. The magnetic gain does not depend on the defect distance, while the elastic gain vanishes when the defects move apart. Thus, at some intermediate distance one overwhelms the other.
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#### Abstract

A solution of the nonlinear Klein-Gordon equation perturbed by a small external force is investigated. The frequency of the perturbation varies slowly and passes through a resonance. The resonance generates solitary packets of waves. The full asymptotic description of this process is presented.
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Introduction. This work is devoted to the problem of generation of a nearly monochromatic weakly nonlinear dispersive wave with small amplitude in a strong nonlinear media. It is well known that packets of nearly monochromatic waves propagate without changing their shape when the envelope function of the packet is a soliton of the nonlinear Schrödinger equation (NLSE). The solitary packets of waves would be more suitable for communication in optical fibers over a large distance if one could control the parameters of the envelope function for such packets. The wave packets have a soliton-like shape form for sufficiently large range of initial data. But the parameters of such self-generated solitons are difficult to predict in practice. This is explained by an instability of the parameters for solitons with respect to the initial data.

Here we propose a new approach for the generation of solitary packets of waves with given parameters. In our approach the wave packets appear due to a slow passage of the external driving force through the resonance. After the resonance, the envelope function of the wave packet is determined by the NLSE. In the most important cases the envelope function is a sequence of solitary waves which are called solitons. The wave packets, with the solitons as the envelope function, are propagated without dissipation. The parameters of the solitons are obviously defined by the value of the driving force on a resonance curve. We demonstrate this phenomenon for the perturbed nonlinear Klein-Gordon equation.

Here we give the mathematical basis for the proposed approach. This basis allows us to derive explicit formulas that define parameters for the solitary packets of waves with respect to the external driving force. Generation of the solitary packets of waves by the small driving force is described in detail. The formulas for the asymptotic solution before, after, and in the neighborhood of the resonant curve are obtained.

The proposed approach is based on a local resonance phenomenon. The local resonance in linear ordinary differential equations was investigated in papers [1, 2]. Later this phenomenon was studied in partial differential equations in the linear case

[^147][3] and in the weak nonlinear case [4, 5]. In these papers it was shown that the amplitude of the wave increases linearly when the wave passes through the local resonance. The increase of the amplitude is proportional to the width of the local resonance layer.

After the resonance a special proportion between the order of the solution and scales of independent variables appears. This magic proportion gives the NLSE for the envelope function. The deriving of the NLSE in such a case is a well-known result $[6,7,8]$. This result is justified in [9].

An important kind of solution of the NLSE is the soliton. The phenomenon of the generation of solitary waves for some nonlinear equations due to modulation instability is a well-known result [10]. For example, the detailed analytical description of the disappearance (generation) of the soliton due to modulation instability in the case of the Kadomtsev-Petviashvili equation was done in [11]. Some results about an appearance of solitons in the nonlinear Schrödinger equation due to instability were presented in [12]. The structural instability of the solitons for the Davey-Stewartson equation was shown in [13]. Such perturbations do not allow us to obtain solitons with the given parameters.

The generation of solitary waves by a small external resonant force was found by numerical simulation [14]. This simulation shows the possibility of generation of solitons by the external driving force. But it does not allow us to relate the parameters of the solitons and the perturbation. Therefore the problem about the generation of the soliton with the given parameters was still open.

The goal of this paper is to show that the process of generation of the solitary waves due to the local resonance is universal. This process allows us to control the parameters of the generated waves. This phenomenon previously was asymptotically investigated in the case of the nonlinear Schrödinger equation in [15]. In our work we consider the similar phenomenon in the nonlinear Klein-Gordon equation. Our approach demonstrates that solitary waves with the given parameters can be obtained for nonlinear systems.

This paper has the following structure. Section 1 contains the main result and an example of numerical simulations. Section 2 contains the asymptotic construction in the preresonant domain. In section 3 we construct the asymptotic solution in the neighborhood of the resonant curve. Section 4 is devoted to the construction of the postresonant asymptotics. All asymptotic approximations are matched. In the Summary (section 5) we outline the results and open problems.

## 1. Statement of the problem and result.

1.1. Statement of the problem. Let us consider the Klein-Gordon equation with a cubic nonlinearity

$$
\begin{equation*}
\partial_{t}^{2} U-\partial_{x}^{2} U+U+\gamma U^{3}=\varepsilon^{2} f(\varepsilon x) \exp \left\{i \frac{S\left(\varepsilon^{2} t, \varepsilon^{2} x\right)}{\varepsilon^{2}}\right\}+\text { c.c., } \quad 0<\varepsilon \ll 1 \tag{1}
\end{equation*}
$$

Here $\gamma=$ constant and c.c. stands for complex conjugate; $f(y)$ is smooth and rapidly vanishes as $y \rightarrow \pm \infty$. The phase function $S(y, z)$ of the driving force and all derivatives with respect to $y, z$ are bounded. Here and below we use the following notation:

$$
\begin{gathered}
x_{j}=\varepsilon^{j} x, \quad t_{j}=\varepsilon^{j} t, \quad j=1,2 \\
l\left(t_{2}, x_{2}\right) \equiv\left(\partial_{t_{2}} S\right)^{2}-\left(\partial_{x_{2}} S\right)^{2}-1
\end{gathered}
$$

We will construct a special asymptotic solution of (1) in a strip of finite width with respect to $x_{2}, t_{2}$. This domain covers the resonant curve $l=0$. This asymptotic solution corresponds the forced oscillations as $l<0$,

$$
\begin{equation*}
U \sim-\varepsilon^{2} \frac{f}{l} \exp \left(\frac{i S\left(t_{2}, x_{2}\right)}{\varepsilon^{2}}\right)+c . c . \tag{2}
\end{equation*}
$$

1.2. Main result. Let us formulate the main result of the work. If the solution of (1) has the form (2) when $l<0$, then in the domain $l>0$ this asymptotic solution is

$$
\begin{equation*}
U(x, t, \varepsilon) \sim \varepsilon \Psi\left(x_{1}, t_{1}, t_{2}\right) \exp \left\{\frac{i \varphi\left(x_{2}, t_{2}\right)}{\varepsilon^{2}}\right\}+c . c . \tag{3}
\end{equation*}
$$

The phase function $\varphi$ satisfies the eikonal equation

$$
\left(\partial_{t_{2}} \varphi\right)^{2}-\left(\partial_{x_{2}} \varphi\right)^{2}-1=0
$$

with conditions

$$
\left.\varphi\right|_{l=0}=\left.S\right|_{l=0},\left.\quad \partial_{t_{2}} \varphi\right|_{l=0}=\left.\partial_{t_{2}} S\right|_{l=0}
$$

The envelope function of the leading-order term is a solution of the NLSE

$$
2 i \partial_{t_{2}} \varphi \partial_{t_{2}} \Psi+\partial_{\xi}^{2} \Psi+i\left[\partial_{t_{2}}^{2} \varphi-\partial_{x_{2}}^{2} \varphi\right] \Psi+\gamma|\Psi|^{2} \Psi=0
$$

where the $\xi$ is defined by

$$
\frac{d x_{1}}{d \xi}=\partial_{t_{2}} \varphi, \quad \frac{d t_{1}}{d \xi}=\partial_{x_{2}} \varphi
$$

The initial condition for $\Psi$ is

$$
\begin{equation*}
\left.\Psi\right|_{l=0}=\int_{-\infty}^{\infty} d \sigma f\left(x_{1}\right) \exp \left(i \int_{0}^{\sigma} d \mu \lambda\left(x_{1}, t_{1}, \varepsilon\right)\right) \tag{4}
\end{equation*}
$$

The integration in this integral is done in the characteristic direction related with (24), (25).
1.3. Higher-order terms and matching. The structure of the constructed asymptotic solution when $l<0$ and $l>0$ is sufficiently obvious. We concentrate on the description of the changing of the solution from the preresonant to postresonant form. This transition takes place in the thin layer near the curve $l=0$. In this transition layer the amplitude of the solution increases due to the resonant pumping. The value of the amplitude is defined by the width of the resonant layer. We found the width of the layer by construction and analysis of the higher-order terms of the asymptotic solution in all domains. This analysis looks very complicated, but it is necessary to match the asymptotics of the solution in different domains and obtain formula (4). This formula defines the leading-order term of the solution after the slow passage through the resonance.


Fig. 1. This picture shows the generation of the solitary packet of waves for (1) with special right-hand side (5) and at $\varepsilon=0.1$. Initial conditions are $\left.U\right|_{t=0}=-\left.\varepsilon^{2} f \exp \left(i S / \varepsilon^{2}\right)\right|_{t=0},\left.\partial_{t} U\right|_{t=0}=$ $-\left.\varepsilon^{2} \partial_{t}\left(f \exp \left(i S / \varepsilon^{2}\right)\right)\right|_{t=0}$. The resonant curve is $t=100$.
1.4. Numeric simulations. To illustrate the obtained result we consider (1) with $\gamma=2$ and the simplest driving force, where

$$
\begin{equation*}
S=\frac{t_{2}^{2}}{2}, \quad f=\frac{2 \sqrt{2}}{\sqrt{\pi} \cosh \left(2 x_{1}\right)} \tag{5}
\end{equation*}
$$

In this case the curve of the local resonance is the line $t_{2}=1$. The preresonant solution has the form

$$
U \sim \frac{-\varepsilon^{2}}{\left(t_{2}-1\right)} \frac{2 \sqrt{2}}{\sqrt{\pi} \cosh \left(2 x_{1}\right)} \cos \left(\frac{i t_{2}^{2}}{\varepsilon^{2}}\right), \quad 0<t_{2}<1
$$

In the domain $t_{2}>1$ the solution has the form

$$
U \sim \varepsilon \exp \left\{i \varphi\left\{\frac{\left(x_{2}, t_{2}\right)}{\varepsilon^{2}}\right\} \Psi\left(x_{1}, t_{1}, t_{2}\right)+c . c .\right.
$$

Here $\varphi=t_{2}-1 / 2$. The function $\Psi\left(x_{1}, t_{1}, t_{2}\right)$ is the solution of the Cauchy problem for the NLSE:

$$
\begin{gathered}
2 i \partial_{t_{2}} \Psi+\partial_{x_{1} x_{1}}^{2} \Psi+2|\Psi|^{2} \Psi=0 \\
\left.\Psi\right|_{t_{2}=1}=\frac{\sqrt{2}(1+i)}{\cosh \left(2 x_{1}\right)}
\end{gathered}
$$

The solution of this Cauchy problem is the pure soliton. This soliton is the envelope function of the fast oscillating carrier in the postresonant solution of (1). The carrier with the soliton as the envelope function is the single solitary packet of waves. This packet is propagated in the nonlinear media without dispersion.

The numerical simulation at $\varepsilon=0.1$ is given in Figure 1. The profile of the generation process for the solitary packet of waves can be seen in Figure 2.


Fig. 2. This picture shows a profile $\left(\left.U(x, t)\right|_{x=0}\right)$ of the generation process for the solitary packet of waves.
1.5. Qualitative analysis. Here we explain the behavior of the solution for (1). All domains where we construct the solution are separated on three pairwise joint domains. The preresonant domain corresponds to the forced oscillations with amplitude of order $\varepsilon^{2}$. This oscillations down when the driving force becomes resonant.

The resonant layer is a thin domain near the resonant curve $l\left(x_{2}, t_{2}\right)=0$. In this layer the amplitude of the oscillations increases up to the order $\varepsilon$ :

$$
U(x, t, \varepsilon) \sim \varepsilon W_{1,1}\left(x_{1}, t_{1}, x_{2}, t_{2}\right) \exp \left\{\frac{i S}{\varepsilon^{2}}\right\}+c . c . .
$$

The coefficient $W_{1,1}\left(x_{1}, t_{1}, x_{2}, t_{2}\right)$ is defined by nonautonomous first-order partial differential equation

$$
2 i \partial_{t_{2}} S \partial_{t_{1}} W_{1,1}-2 i \partial_{x_{2}} S \partial_{x_{1}} W_{1,1}-\lambda W_{1,1}=f
$$

with a given asymptotic behavior:

$$
W_{1,1} \sim \frac{-f}{\lambda}, \quad \lambda \rightarrow-\infty
$$

Here $\lambda=l / \varepsilon$.
The asymptotic behavior of $W_{1,1}$ as $\lambda \rightarrow \infty$ allows us to relate formulas (2) and (3).

The equation for $W_{1,1}$ may be written in the form of a first-order ordinary differential equation along the characteristic direction

$$
\frac{d}{d \sigma} W_{1,1}+\lambda W_{1,1}=f
$$

Such an ordinary equation appears under studying of slow passage through resonance for a one-dimensional oscillator with slowly varying frequency [1]. The solution of equations of such type is defined by Fresnel integrals.

After the passage through this thin layer, the driving force becomes nonresonant. In this postresonant domain the amplitude of the solution has the order $\varepsilon$. In Figure 3 one can see the schematic position of the domains mentioned above.

Remark on WKB asymptotics. In this work we describe the special asymptotic solution of (1). This solution is defined by the driving force in the domain $l<0$. One can add any solution of WKB type [16] of the order $\varepsilon^{2}$ to this constructed solution, leading to an asymptotic solution for (1) in the form

$$
\tilde{U}=U(t, x, \varepsilon)+\sum_{n \geq 2}^{N} \varepsilon^{n} \mathbf{U}_{n}(t, x, \varepsilon)
$$



Fig. 3. Schematic position of domains.

The coefficients $\mathbf{U}_{n}(t, x, \varepsilon)$ of the asymptotics are calculated by standard methods of WKB-theory. This additional term leads to ponderous formulas and does not change the leading-order term of the postresonant asymptotics.
2. Preresonance expansion. In this section the formal asymptotic solution is constructed in the domain before the resonance. This domain is defined by the condition $l<0$. The asymptotic expansion has a WKB-type form. The leading-order term of the asymptotics has the order of the driving force and oscillates with the frequency of the perturbation. The constructed asymptotics is valid when $-l \gg \varepsilon$. The result of this section is formulated below.

THEOREM 1. In the domain $-l \gg \varepsilon$ the formal asymptotic solution of (1) modulo $O\left(\varepsilon^{N+1}\right)$ has the form

$$
\begin{equation*}
U=\sum_{n \geq 2}^{N} \varepsilon^{n} U_{n}(t, x, \varepsilon) \tag{6}
\end{equation*}
$$

where

$$
U_{n}=\sum_{k \in \Omega_{n}} U_{n, k}\left(t_{2}, x_{2}, \varepsilon x\right) \exp \left\{i k \frac{S\left(t_{2}, x_{2}\right)}{\varepsilon^{2}}\right\}
$$

The set $\Omega_{n}$ for the higher-order term is described by the formula

$$
\Omega_{n}=\left\{\begin{array}{rl}
\{ \pm 1\}, & n \leq 5 \\
\{ \pm 1, \pm 3, \ldots, \pm(2 l+3)\}, & l=[(n-6) / 4],
\end{array} \quad n \geq 6 .\right.
$$

The functions $U_{n, k}$ and $U_{n,-k}$ are complex conjugated.

The coefficients of the asymptotics $U_{n, k}$ are defined out of algebraic equations (7), (8), (9), and (11).

The proof of the theorem contains two steps. In the first step (subsection 2.1) we construct the coefficients of (6), and in the second step (subsection 2.2) we determine the domain of validity for (6).
2.1. Construction of preresonant asymptotics. Let us substitute (6) into (1) and collect the terms of the same order of $\varepsilon$. As a result we obtain a recurrent sequence of algebraic equations,

$$
\begin{gather*}
U_{2,1}=-\frac{f}{l}  \tag{7}\\
U_{3,1}=2 i \frac{\partial_{x_{1}} f \partial_{x_{2}} S}{l^{2}}  \tag{8}\\
U_{4,1}=\frac{2 i f\left[\partial_{t_{2}} S \partial_{t_{2}} l-\partial_{x_{2}} S \partial_{x_{2}} l\right]-4\left(\partial_{x_{2}} S\right)^{2} \partial_{x_{1}}^{2} f}{l^{3}} \\
-\frac{2 i \partial_{t_{2}} f \partial_{t_{2}} S+\partial_{x_{1}}^{2} f+i \partial_{t_{2}}^{2} S f}{l^{2}} \tag{9}
\end{gather*}
$$

where

$$
l=\left(\partial_{t_{2}} S\right)^{2}-\left(\partial_{x_{2}} S\right)^{2}-1
$$

The curve where the phase function $S$ satisfies the eikonal equation is called the resonant curve,

$$
\begin{equation*}
l[S]=\left(\partial_{t_{2}} S\right)^{2}-\left(\partial_{x_{2}} S\right)^{2}-1=0 \tag{10}
\end{equation*}
$$

The amplitude $U_{n, 1}$ has a singularity on this curve.
The formula for the $n$ th-order term has the form

$$
\begin{aligned}
U_{n, k}=\frac{1}{l} & {\left[\partial_{t_{2} t_{2}}^{2} U_{n-4, k}+2 i k \partial_{t_{2}} S \partial_{t_{2}} U_{n-2, k}+i k S_{t_{2} t_{2}} U_{n-2, k}-2 i k \partial_{x_{2}} S \partial_{x_{2}} U_{n-2, k}\right.} \\
& -i k \partial_{x_{2}}^{2} S U_{n-2, k}-\partial_{x_{1} x_{1}}^{2} U_{n-2, k}-2 \partial_{x_{1} x_{2}}^{2} U_{n-3, k}-\partial_{x_{2} x_{2}}^{2} U_{n-4, k} \\
\text { 11) } & \left.-2 i k \partial_{x_{2}} S \partial_{x_{1}} U_{n-1, k}+\gamma \quad \sum_{\substack{n_{1}+n_{2}+n_{3}=n, k_{1}+k_{2}+k_{3}=k \\
k \in \Omega_{n}}} U_{n_{1}, k_{1}} U_{n_{2}, k_{2}} U_{n_{3}, k_{3}}\right]
\end{aligned}
$$

The first step of the proof of Theorem 1 is completed.
2.2. The asymptotic behavior of the coefficients. To realize the second step of the proof for Theorem 1 we need to determine the behavior of the coefficients of (6) as $l \rightarrow-0$.

Lemma 1. The coefficient $U_{n, k}$ has the following behavior:

$$
\begin{equation*}
U_{n, k}=O\left(l^{-(n-k)}\right), \quad k>0, l \rightarrow-0 \tag{12}
\end{equation*}
$$

Proof. Let us prove this formula at $k=1$. The validity of formula (12) for $n=2,3,4$ obtains from (7), (8), (9). Now suppose that this formula is valid for the term $U_{n-1,1}$. The increase of the order of the singularity when $l \rightarrow 0$ occurs due to differentiation with respect to $x_{2}, t_{2}$ and the nonlinear term in formula (11). Differentiation of the terms in formula (11) leads to formula (12).

Let us consider $U_{n, k}$ for $k>1$. The validity of formula (12) for small values of $n$ and $k$ obtains by direct calculations. Consider the $n$ th-order term. It contains the terms with different values of $k$. The higher-order terms with $k=3$ have the greatest order of singularity,

$$
\begin{equation*}
U_{n, 3}=O\left(l^{-(n-3)}\right), \quad l \rightarrow-0 \tag{13}
\end{equation*}
$$

It takes place because the right-hand side of (11) contains the term $U_{n-4, \pm 1} U_{2, \pm 1}$. $U_{2, \pm 1}$. The calculation of the order of singularity for this term leads to formula (13). The terms of the type of $U_{n_{3}, \pm 3} U_{n_{1}, \mp k_{1}} U_{n_{2}, \pm k_{1}}, n_{1}+n_{2}+n_{3}=n$, lead to weak singularities; for example, for $k_{1}=3$ we obtain that the order of singularity is equal to $n-9$.

Consider the nonlinear term $U_{n_{1}, k_{1}} U_{n_{2}, k_{2}} U_{n_{3}, k_{3}}$ from right-hand side of (11) when the number of the higher-order term is equal to $n$. Calculate the order of the singularity for this term using the $(n-1)$ th step of the induction. The indexes of the amplitudes are related by formulas

$$
n_{1}+n_{2}+n_{3}=n, \quad k_{1}+k_{2}+k_{3}=k .
$$

Using (12) for $n_{1}, n_{2}, n_{3}<n$, we obtain, that the order of the singularity for this term is equal to $(n-k)$.

The right-hand side of (11) contains derivatives of previous terms with respect to $x_{2}, t_{2}$. It leads to the increase of the order of the singularity, but the leading order nevertheless we obtain from nonlinear terms. The lemma is proved.

Domain of validity. The domain of validity as $l \rightarrow-0$ for the formal asymptotic solution in form (6) is defined by

$$
\varepsilon \max _{x_{2}, t_{2}}\left|U_{n+1}\right|=o\left(\max _{x_{2}, t_{2}}\left|U_{n}\right|\right), \quad l<0, \quad \varepsilon \rightarrow 0
$$

Using Lemma 1, we obtain

$$
-l \gg \varepsilon .
$$

Theorem 1 is proved.
Remark. The constructed asymptotic solution (6) is also valid in the domain $l \gg \varepsilon$. However, we use the asymptotics for the preresonant domain (when $l<0$ ) only.

Lemma 1 gives the asymptotic representation for (6), as $l \rightarrow-0$ has the form

$$
\begin{equation*}
U=\sum_{n=2}^{N} \varepsilon^{n} \sum_{k \in \Omega_{n}} \exp \left\{\frac{i k S}{\varepsilon^{2}}\right\} \sum_{j=-(n-k)}^{\infty} U_{n, k}^{j} l^{j}, \quad l \rightarrow-0 \tag{14}
\end{equation*}
$$

3. Internal asymptotics. This part of the paper contains the asymptotic construction of the solution for (1) in the neighborhood of the curve $l=0$. The domain of validity of this asymptotics intersects with the domain of validity of expansion (6). These expansions are matched.

THEOREM 2. In the domain $|l| \ll 1$ the formal asymptotic solution for (1) modulo $O\left(\varepsilon^{N+1}\right)$ has the form

$$
\begin{equation*}
U=\sum_{n \geq 1}^{N} \varepsilon^{n} W_{n}\left(t_{1}, x_{1}, t_{2}, x_{2}, \varepsilon\right) \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
W_{n}=\sum_{k \in \Omega_{n}} W_{n, k}\left(x_{2}, t_{2}, x_{1}, t_{1}\right) \exp \left\{i k \frac{S\left(t_{2}, x_{2}\right)}{\varepsilon^{2}}\right\} \tag{16}
\end{equation*}
$$

The function $W_{n, 1}$ is a solution of the problem for (21), (23) with zero condition as $\lambda \rightarrow-\infty$. When $k \neq 1, W_{n, k}$ is the solution of algebraic equation (23). The functions $W_{n, k}$ and $W_{n,-k}$ are complex conjugated.

There is an essential difference between asymptotics (15) and external preresonance asymptotics (6). In the first place the leading-order term in (15) has order $\varepsilon$, while the leading order term in (6) has order $\varepsilon^{2}$. In the second place the coefficients of asymptotics (15) depend on fast variables $x_{1}=x_{2} / \varepsilon$ and $t_{1}=t_{2} / \varepsilon$.

The proof of theorem 2 consists of three steps. In the first step (subsection3.1) we derive equations for coefficients of the asymptotics. In the second step (subsection3.2) we solve the problems for the asymptotic coefficients. In the third step (subsection3.3) we determine the domain of the validity for expansion (15).
3.1. The equations for coefficients. Let us construct the internal asymptotic expansion in the domain $|l| \ll 1$. Define

$$
\begin{equation*}
\lambda\left(x_{1}, t_{1}, \varepsilon\right)=\frac{1}{\varepsilon} l\left(\varepsilon x_{1}, \varepsilon t_{1}\right) . \tag{17}
\end{equation*}
$$

In the domain $1 \ll-\lambda \ll \varepsilon^{-1}$ both asymptotics (6) and (15) are valid. This fact allows us to obtain the asymptotic representation for coefficients of the internal asymptotics. Substituting $l=\varepsilon \lambda$ into formula (14) and expanding the obtained expression in powers of $\varepsilon$, we find that

$$
\begin{equation*}
W_{n, k}=\sum_{j=(n-k+1)}^{\infty} \lambda^{-j} U_{n+1, k}^{j}\left(x_{2}, t_{2}, x_{1}\right), \quad k \in \Omega_{n}, \quad \lambda \rightarrow-\infty \tag{18}
\end{equation*}
$$

Let us obtain the differential equations for the coefficients of asymptotics (15). Substituting (15), (16) into (1) and collecting the terms with equal powers of small parameter and exponents, we find the equations for coefficients $W_{n, k}$. In particular, the terms of order $\varepsilon^{2}$ give us the equations for the leading-order terms of the asymptotics,

$$
\begin{equation*}
2 i \partial_{t_{2}} S \partial_{t_{1}} W_{1,1}-2 i \partial_{x_{2}} S \partial_{x_{1}} W_{1,1}-\lambda W_{1,1}=f \tag{19}
\end{equation*}
$$

and the complex conjugated equation for $W_{1,-1}$.
The relation of order $\varepsilon^{3}$ in (1) gives us four equations. Two of them are complex conjugate differential equations for $W_{2,1}$ and $W_{2,-1}$ :

$$
\begin{array}{r}
2 i \partial_{t_{2}} S \partial_{t_{1}} W_{2,1}-2 i \partial_{x_{2}} S \partial_{x_{1}} W_{2,1}-\lambda W_{2,1}=\partial_{x_{1}}^{2} W_{1,1}-\partial_{t_{1}}^{2} W_{1,1} \\
(20)-i\left[\partial_{t_{2}}^{2} S-\partial_{x_{2}}^{2} S\right] W_{1,1}-2 i \partial_{t_{2}} S \partial_{t_{2}} W_{1,1}+2 i \partial_{x_{2}} S \partial_{x_{2}} W_{1,1}-3 \gamma\left|W_{1,1}\right|^{2} W_{1,1}
\end{array}
$$

Two another equations are algebraic. These last equations allow us to determine the function $W_{3,3}$

$$
W_{3,3}=\frac{\gamma}{8}\left(W_{1,1}\right)^{3}
$$

The higher-order terms are calculated in the same way. In particular, the term $W_{n, 1}$ is determined by the differential equation

$$
\begin{equation*}
2 i \partial_{t_{2}} S \partial_{t_{1}} W_{n, 1}-2 i \partial_{x_{2}} S \partial_{x_{1}} W_{n, 1}-\lambda W_{n, 1}=F_{n, 1} \tag{21}
\end{equation*}
$$

The right-hand side of (21) has the form

$$
\begin{gather*}
F_{n, 1}=-2 i \partial_{t_{2}} S \partial_{t_{2}} W_{n-1,1}+2 i \partial_{x_{2}} S \partial_{x_{2}} W_{n-1,1}+\left(\partial_{t_{2}} S\right)^{2} W_{n-1,1}-\left(\partial_{x_{2}} S\right)^{2} W_{n-1,1} \\
-\partial_{t_{1}}^{2} W_{n-1,1}+\partial_{x_{1}}^{2} W_{n-1,1}-\partial_{t_{2}} \partial_{t_{1}} W_{n-2,1}+\partial_{x_{2}} \partial_{x_{1}} W_{n-2,1} \\
-\partial_{t_{2}}^{2} W_{n-3,1}+\partial_{x_{2}}^{2} W_{n-3,1}-\gamma \sum_{\substack{n_{1}+n_{2}+n_{3}=n+1, k_{1}+k_{2}+k_{3}=1, k_{j} \in \Omega_{n_{j}}, j=1,2,3}} W_{n_{1}, k_{1}} W_{n_{2}, k_{2}} W_{n_{3}, k_{3}} . \tag{22}
\end{gather*}
$$

The term $W_{n, k}, k \neq 1$ is determined by algebraic equation

$$
\begin{gather*}
W_{n, k}=\frac{\gamma}{k^{2}-1}\left(-2 i \partial_{t_{2}} S \partial_{t_{2}} W_{n-2, k}+2 i \partial_{x_{2}} S \partial_{x_{2}} W_{n-2, k}\right. \\
+\left(\partial_{t_{2}} S\right)^{2} W_{n-2, k}-\left(\partial_{x_{2}} S\right)^{2} W_{n-2, k} \\
-\partial_{t_{1}}^{2} W_{n-2, k}+\partial_{x_{1}}^{2} W_{n-2, k}-\partial_{t_{2}} \partial_{t_{1}} W_{n-3, k}+\partial_{x_{2}} \partial_{x_{1}} W_{n-3, k} \\
\left.-\partial_{t_{2}}^{2} W_{n-4, k}+\partial_{x_{2}}^{2} W_{n-4, k}-\sum_{\substack{n_{1}+n_{2}+n_{3}=n+1, k_{1}+k_{2}+k_{3}=k, k_{j} \in \Omega_{n_{j}}, j=1,2,3}} W_{n_{1}, k_{1}} W_{n_{2}, k_{2}} W_{n_{3}, k_{3}}\right) . \tag{23}
\end{gather*}
$$

Thus we complete step 1 of the proof for Theorem 2.
3.2. Solvability of equations for higher-order terms. In this subsection we present the explicit form for higher-order term $W_{n, 1}$ and investigate the asymptotic behavior as $\lambda \rightarrow \pm \infty$.
3.2.1. Characteristic variables. The function $W_{n, 1}$ satisfies (21). The solution is constructed by the method of characteristics. Define the characteristic variables $\sigma, \xi$. We choose a point $\left(x_{1}^{0}, t_{1}^{0}\right)$ such that $\left.\partial_{x_{2}} l\right|_{\left(x_{1}^{0}, t_{1}^{0}\right)} \neq 0$ is an origin, and denote by $\sigma$ the variable along the characteristics for (21). We suppose $\sigma=0$ on the curve $\lambda=0$. The variable $\xi$ measures the distance along the curve $\lambda=0$ from the point $\left(x_{1}^{0}, t_{1}^{0}\right)$. This point $\left(x_{1}^{0}, t_{1}^{0}\right)$ corresponds to $\xi=0$. The positive direction for parameter $\xi$ coincides with the positive direction of $x_{2}$ in the neighborhood of $\left(x_{1}^{0}, t_{1}^{0}\right)$.

The characteristic equations for (21) have a form

$$
\begin{equation*}
\frac{d t_{1}}{d \sigma}=2 \partial_{t_{2}} S\left(\varepsilon x_{1}, \varepsilon t_{1}\right), \quad \frac{d x_{1}}{d \sigma}=-2 \partial_{x_{2}} S\left(\varepsilon x_{1}, \varepsilon t_{1}\right) \tag{24}
\end{equation*}
$$

The initial conditions for the equations are

$$
\begin{equation*}
\left.x_{1}\right|_{\sigma=0}=x_{1}^{0},\left.\quad t_{1}\right|_{\sigma=0}=t_{1}^{0} \tag{25}
\end{equation*}
$$

Lemma 2. The Cauchy problem for characteristics has a solution when $|\sigma|<$ $c_{1} \varepsilon^{-1}, c_{1}=$ const. $>0$.

Proof. The Cauchy problem (24), (25) is equivalent to the system of integral equations

$$
\begin{equation*}
t_{1}=t_{1}^{0}+2 \int_{0}^{\sigma} \partial_{t_{2}} S\left(\varepsilon x_{1}, \varepsilon t_{1}\right) d \zeta, \quad x_{1}=x_{1}^{0}-2 \int_{0}^{\sigma} \partial_{x_{2}} S\left(\varepsilon x_{1}, \varepsilon t_{1}\right) d \zeta \tag{26}
\end{equation*}
$$

Substituting $\tilde{t}_{2}=\left(t_{1}-t_{1}^{0}\right) \varepsilon, \tilde{x}_{2}=\left(x_{1}-x_{1}^{0}\right) \varepsilon$, we obtain

$$
\tilde{t}_{2}=2 \int_{0}^{\varepsilon \sigma} \partial_{t_{2}} S\left(\tilde{x}_{2}-\varepsilon x_{1}^{0}, \tilde{t}_{2}-\varepsilon t_{1}^{0}\right) d \zeta, \quad \tilde{x}_{2}=-2 \int_{0}^{\varepsilon \sigma} \partial_{x_{2}} S\left(\tilde{x}_{2}-\varepsilon x_{1}^{0}, \tilde{t}_{2}-\varepsilon t_{1}^{0}\right) d \zeta
$$

The integrands are smooth and bounded functions on the plane $x_{2}, t_{2}$. There exists the constant $c_{1}=$ const. $>0$ such that the integral operator is a contraction operator when $\varepsilon|\sigma|<c_{1}$. Lemma 2 is proved.

It is convenient to use the following asymptotic formulas for the change of variables $\left(x_{1}, t_{1}\right) \rightarrow(\sigma, \xi)$.

Lemma 3. In the domain $|\sigma| \ll \varepsilon^{-1}$ the asymptotics as $\varepsilon \rightarrow 0$ of the solutions for Cauchy problem (24), (25) have the form

$$
\begin{align*}
& x_{1}(\sigma, \xi, \varepsilon)-x_{1}^{0}(\xi)=-2 \sigma \partial_{x_{2}} S+2 \sum_{n=1}^{N} \varepsilon^{n} \sigma^{n+1} g_{n}\left(\varepsilon x_{1}, \varepsilon t_{1}\right)+O\left(\varepsilon^{N+1} \sigma^{N+2}\right),  \tag{27}\\
& t_{1}(\sigma, \xi, \varepsilon)-t_{1}^{0}(\xi)=2 \sigma \partial_{t_{2}} S+2 \sum_{n=1}^{N} \varepsilon^{n} \sigma^{n+1} h_{n}\left(\varepsilon x_{1}, \varepsilon t_{1}\right)+O\left(\varepsilon^{N+1} \sigma^{N+2}\right), \tag{28}
\end{align*}
$$

where

$$
g_{n}=-\left.\frac{d^{n}}{d \sigma^{n}}\left(\partial_{x_{2}} S\right)\right|_{\sigma=0}, \quad h_{n}=\left.\frac{d^{n}}{d \sigma^{n}}\left(\partial_{t_{2}} S\right)\right|_{\sigma=0}
$$

The lemma can be proved by integration by parts of (26).
The next claim gives us the asymptotic formula which relates the variables $\sigma$ and $\lambda$ as $\sigma, \lambda \rightarrow \pm \infty$.

Lemma 4. Let be $\sigma \ll \varepsilon^{-1}$; then

$$
\lambda=\varphi(\xi) \sigma+O\left(\varepsilon \sigma^{2}\right), \quad \varphi(\xi)=\left.\frac{d \lambda}{d \sigma}\right|_{\sigma=0} \quad \text { as } \sigma \rightarrow \infty
$$

Proof. From formula (17) we obtain the representation

$$
\lambda=\sum_{j=1}^{\infty} \lambda_{j}\left(x_{1}, t_{1}, \varepsilon\right) \sigma^{j} \varepsilon^{j-1}
$$

where

$$
\lambda_{j}\left(x_{1}, t_{1}, \varepsilon\right)=\left.\frac{1}{j!} \frac{d^{j}}{d \sigma^{j}} \lambda\left(x_{1}, t_{1}, \varepsilon\right)\right|_{\sigma=0}
$$

It yields

$$
\lambda=\left.\frac{d \lambda}{d \sigma}\right|_{\sigma=0} \sigma+O\left(\varepsilon \sigma^{2} \frac{d^{2} \lambda}{d \sigma^{2}}\right)
$$

Let

$$
\left|\frac{d^{2} l}{d \sigma^{2}}\right| \geq \text { const. } \quad \xi \in R
$$

The function $d \lambda / d \sigma$ is not equal to zero:

$$
\frac{d \lambda}{d \sigma}=\frac{1}{2}\left(-\partial_{x_{2}} \lambda \partial_{x_{2}} S+\partial_{t_{2}} \lambda \partial_{t_{2}} S\right) \neq 0
$$

Let us suppose $d \lambda / d \sigma>0$. It yields

$$
\lambda=\varphi(\xi) \sigma+O\left(\varepsilon \sigma^{2}\right), \quad \varphi(\xi)=\left.\frac{d \lambda}{d \sigma}\right|_{\sigma=0}
$$

The lemma is proved.
3.2.2. Solutions of the equations for higher-order terms. The higherorder terms $W_{n, \pm 1}$ are solutions of (21) with the given asymptotic behavior $\lambda \rightarrow-\infty$. Equation (21) can be written in characteristic variables as

$$
\begin{equation*}
i \frac{d}{d \sigma} W_{n, 1}-\lambda W_{n, 1}=F_{n, 1} . \tag{29}
\end{equation*}
$$

Lemma 5. The solution of (21) with the asymptotic behavior (18) as $\lambda \rightarrow-\infty$ has the form

$$
\begin{equation*}
W_{n, 1}=\exp \left(-i \int_{0}^{\sigma} d \zeta \lambda\left(x_{1}, t_{1}, \varepsilon\right)\right) \int_{-\infty}^{\sigma} d \zeta F_{n, 1}\left(x_{1}, t_{1}, \varepsilon\right) \exp \left(-i \int_{0}^{\zeta} d \chi \lambda\left(x_{1}, t_{1}, \varepsilon\right)\right) . \tag{30}
\end{equation*}
$$

Proof. By direct substitution we see that expression (30) is the solution of (29). The asymptotics of this solution as $\lambda \rightarrow-\infty$ can be obtained by integration by parts and substitution:

$$
\frac{d}{d \sigma}=2 \partial_{t_{2}} S \partial_{t_{1}}-2 \partial_{x_{2}} S \partial_{x_{1}}
$$

This yields

$$
\begin{equation*}
W_{n, 1}=\sum_{j=0}^{\infty}\left(\frac{2 \partial_{t_{2}} S \partial_{t_{1}}-2 \partial_{x_{2}} S \partial_{x_{1}}}{i \lambda}\right)^{j}\left[\frac{F_{n, 1}}{i \lambda}\right], \quad \lambda \rightarrow-\infty . \tag{31}
\end{equation*}
$$

From formula (22) we obtain that formulas (31) and (18) are equivalent. The lemma is proved.

Thus we complete step 2 of the proof for Theorem 2.
3.3. Asymptotics as $\lambda \rightarrow \infty$ and domain of validity of the internal asymptotics. The domain of validity of the internal expansion is determined by the asymptotic behavior of higher-order terms. In this section we show that the $n$ th-order term of the asymptotic solution increases as $\lambda^{n-1}$ when $\lambda \rightarrow \infty$. This increase of higher-order terms allows us to determine the domain of validity for internal asymptotics (15) as $\lambda \rightarrow \infty$.
3.3.1. Asymptotics of higher-order terms. This section contains two propositions concerning asymptotic behavior as $\lambda \rightarrow \infty$ for higher-order terms in (15). The first lemma describes the asymptotic behavior of higher-order terms as $\lambda \rightarrow \infty$, and the second one contains a result about asymptotics of the phase function.

Lemma 6. The asymptotic behavior of $W_{n, 1}$ when $1 \ll \lambda \ll \varepsilon^{-1}$ has the form

$$
\begin{align*}
& W_{n, 1}=\sum_{j=0}^{n-1} \sum_{k=0}^{j-1}\left(\lambda^{j} \ln ^{k}|\lambda| W_{n, 1}^{(j, k)}(\xi)\right) \exp \left(-i \int_{0}^{\sigma} d \zeta \lambda\left(x_{1}, t_{1}, \varepsilon\right)\right) \\
&+\sum_{j=0}^{\infty}\left(\frac{2 \partial_{t_{2}} S \partial_{t_{1}}-2 \partial_{x_{2}} S \partial_{x_{1}}}{i \lambda}\right)^{j}\left[\frac{F_{n, 1}}{i \lambda}\right] \tag{32}
\end{align*}
$$

Proof. The asymptotic behavior of the coefficients $W_{n, 1}$ is calculated recurrently. Let us calculate the asymptotic behavior of the leading-order term

$$
\begin{aligned}
W_{1,1}= & \exp \left(-i \int_{0}^{\sigma} d \zeta \lambda\left(x_{1}, t_{1}, \varepsilon\right)\right) \int_{-\infty}^{\zeta} d \zeta f\left(x_{1}\right) \exp \left(i \int_{0}^{\sigma} d \chi \lambda\left(x_{1}, t_{1}, \varepsilon\right)\right) \\
= & \exp \left(-i \int_{0}^{\sigma} d \zeta \lambda\left(x_{1}, t_{1}, \varepsilon\right)\right) \int_{-\infty}^{\infty} d \zeta f\left(x_{1}\right) \exp \left(i \int_{0}^{\zeta} d \chi \lambda\left(x_{1}, t_{1}, \varepsilon\right)\right. \\
& -\exp \left(-i \int_{0}^{\sigma} d \zeta \lambda\left(x_{1}, t_{1}, \varepsilon\right)\right) \int_{-\sigma}^{\infty} d \zeta f\left(x_{1}\right) \exp \left(i \int_{0}^{\zeta} d \chi \lambda\left(x_{1}, t_{1}, \varepsilon\right)\right) .
\end{aligned}
$$

Further, by integration by parts of the last term, we obtain formula (32) at $n=1$, where

$$
\begin{gathered}
W_{1,1}^{(0,0)}(\xi)=\int_{-\infty}^{\infty} d \sigma f\left(x_{1}\right) \exp \left(i \int_{0}^{\sigma} d \chi \lambda\left(x_{1}, t_{1}, \varepsilon\right)\right) \\
F_{1,1}=f\left(x_{1}\right)
\end{gathered}
$$

To calculate the asymptotics of $W_{n, 1}$ in formula (30) we use the asymptotics with respect to $\sigma$ of the previous correction terms. In this case the integral (30) contains the increasing terms with respect to $\sigma$. We eliminate this growing part from the integral explicitly. The residual integral converges as $\sigma \rightarrow \infty$. It can be calculated in the same manner as it was calculated for $W_{1,1}$ and yields formulas (32) for any $n$,

$$
W_{n, 1}^{(k, 0)}(\xi)=\frac{1}{k} W_{n-1,1}^{(k-1,0)}(\xi)+\frac{\gamma}{k} \sum W_{m_{1}, \chi_{1}}^{\left(\kappa_{1}, 0\right)}(\xi) W_{m_{2}, \chi_{2}}^{\left(\kappa_{2}, 0\right)}(\xi) W_{m_{3}, \chi_{3}}^{\left(\kappa_{3}, 0\right)}(\xi)
$$

where $m_{1}+m_{2}+m_{3}=n+1, \kappa_{1}+\kappa_{2}+\kappa_{3}=k-1, \chi_{1}+\chi_{2}+\chi_{3}=1$, and

$$
W_{n, 1}^{(j, k)}(\xi)=\frac{1}{j} W_{n-1,1}^{(j-1, k)}(\xi)+\frac{1}{k} W_{n-1,1}^{(j-1, k-1)}(\xi)+\Sigma_{1}+\Sigma_{2}
$$

We define

$$
\Sigma_{1}=\frac{\gamma}{j} \sum W_{m_{1}, \chi_{1}}^{\left(\kappa_{1}, \nu_{1}\right)}(\xi) W_{m_{2}, \chi_{2}}^{\left(\kappa_{2}, \nu_{2}\right)}(\xi) W_{m_{3}, \chi_{3}}^{\left(\kappa_{3}, \nu_{3}\right)}(\xi)
$$

where $m_{1}+m_{2}+m_{3}=n-1, \kappa_{1}+\kappa_{2}+\kappa_{3}=j-1, \chi_{1}+\chi_{2}+\chi_{3}=1, \nu_{1}+\nu_{2}+\nu_{3}=k$, and

$$
\Sigma_{2}=\frac{\gamma}{k} \sum W_{m_{1}, \chi_{1}}^{\left(\kappa_{1}, \nu_{1}\right)}(\xi) W_{m_{2}, \chi_{2}}^{\left(\kappa_{2}, \nu_{2}\right)}(\xi) W_{m_{3}, \chi_{3}}^{\left(\kappa_{3}, \nu_{3}\right)}(\xi)
$$

where $m_{1}+m_{2}+m_{3}=n-1, \kappa_{1}+\kappa_{2}+\kappa_{3}=j-1, \chi_{1}+\chi_{2}+\chi_{3}=1, \nu_{1}+\nu_{2}+\nu_{3}=k-1$.
The lemma is proved.

To complete the proof of Theorem 2 we need to obtain the domain of validity of asymptotics (15). The formal series (15) is asymptotic when

$$
\varepsilon \max _{x_{1}, x_{2}, t_{1}, t_{2}}\left|W_{n+1}\right|=o\left(\max _{x_{1}, x_{2}, t_{1}, t_{2}}\left|W_{n}\right|\right), \quad \varepsilon \rightarrow 0
$$

Lemma 6 gives $\lambda \ll \varepsilon^{-1}$. After substitution $\lambda=\varepsilon l$, we obtain $l \ll 1$. Theorem 2 is proved.
3.4. Asymptotics of the phase function as $\boldsymbol{\lambda} \rightarrow \infty$. To obtain the asymptotics as $\lambda \rightarrow \infty$ we need to derive the asymptotics of the phase function in formula (32).

Lemma 7. $A s \lambda \rightarrow \infty$,

$$
\begin{equation*}
\int_{0}^{\sigma} d \xi \lambda=\frac{S}{\varepsilon^{2}}+\frac{1}{\varepsilon}\left(\partial_{x_{2}} S\left(x_{1}-x_{1}^{0}\right)+\partial_{t_{2}} S\left(t_{1}-t_{1}^{0}\right)\right)+O\left(\varepsilon \lambda^{3}\right) \tag{33}
\end{equation*}
$$

Proof. Substitute the asymptotics of $\lambda$ from Lemma 6. Calculate the asymptotics of the integral in formula (33)

$$
\begin{aligned}
\int_{0}^{\sigma} d \zeta \lambda\left(x_{1}, t_{1}, \varepsilon\right) & =\int_{0}^{\sigma} \frac{d \zeta}{2}\left[\left(-\partial_{x_{2}} l \partial_{x_{2}} S+\partial_{t_{2}} l \partial_{t_{2}} S\right) \zeta+O\left(\varepsilon \zeta^{2}\right)\right] \\
& =\left(-\partial_{x_{2}} l \partial_{x_{2}} S+\partial_{t_{2}} l \partial_{t_{2}} S\right) \frac{\sigma^{2}}{4}+O\left(\varepsilon \sigma^{3}\right)
\end{aligned}
$$

The asymptotics of the phase function $S\left(x_{2}, t_{2}\right)$ in the neighborhood of the curve $l=0$ is represented by a segment of the Taylor series. It yields

$$
\begin{gathered}
\frac{S}{\varepsilon^{2}}=\frac{1}{\varepsilon}\left(\partial_{x_{2}} S\left(x_{1}-x_{1}^{0}\right)+\partial_{t_{2}} S\left(t_{1}-t_{1}^{0}\right)\right) \\
+\frac{1}{2}\left(S_{x_{2} x_{2}}\left(x_{1}-x_{1}^{0}\right)^{2}+2 S_{x_{2} t_{2}}\left(x_{1}-x_{1}^{0}\right)\left(t_{1}-t_{1}^{0}\right)+S_{t_{2} t_{2}}\left(t_{1}-t_{1}^{0}\right)^{2}\right) \\
+O\left(\varepsilon\left(\left|t_{1}-t_{1}^{0}\right|+\left|t_{1}-t_{1}^{0}\right|\right)^{3}\right)
\end{gathered}
$$

Substitute instead of $\left(x_{1}-x_{1}^{0}\right)$ and $\left(t_{1}-t_{1}^{0}\right)$ their asymptotic behavior with respect to $\varepsilon$ from Lemma 3. This substitution and the result of Lemma 4 complete the proof of Lemma 7.

The asymptotics as $\lambda \rightarrow-\infty$ contains fast oscillating terms with phase functions $k S, k \in Z$. The leading-order term of the asymptotics as $\lambda \rightarrow \infty$ contains the oscillations with an additional phase function. We obtain this result from Lemma 6. Denote this new phase function by $\varphi\left(x_{2}, t_{2}\right) / \varepsilon^{2}$. The asymptotics of this function is obtained in Lemma 7. The nonlinearity and additional phase function lead to more complicated structure of the phase set for higher-order terms of the asymptotics as $\lambda \rightarrow \infty$.

LEMMA 8. The phase set $K_{n}$ for the $n$ th-order term of the asymptotics as $\lambda \rightarrow \infty$ is determined by formula

$$
K_{1}= \pm \varphi, \quad K_{2}= \pm \varphi, \pm S, \quad K_{n}=\cup_{j_{1}+j_{2}+j_{3}=n} \chi_{j_{1}}+\chi_{j_{2}}+\chi_{j_{3}}, \quad \chi_{j_{k}} \in K_{j_{k}}
$$

Proof. The proof of this lemma follows from the asymptotic formula for the $n$ thorder term. Representation (15), formula (32), and Lemma 6 allow us to construct
the asymptotics as $\lambda \rightarrow \infty$ of the internal expansion in an explicit form:

$$
\begin{array}{r}
U=\sum_{n=1}^{N} \varepsilon^{n}\left(\sum_{j=0}^{n-1} \sum_{k=0}^{n-2} \lambda^{j} \ln ^{k}|\lambda| W_{n, 1}^{(j, k)}(\xi)\right) \\
\times \exp \left[-i\left(\frac{1}{\varepsilon}\left(\partial_{x_{2}} S\left(x_{1}-x_{1}^{0}\right)+\partial_{t_{2}} S\left(t_{1}-t_{1}^{0}\right)\right)+O\left(\varepsilon \lambda^{3}\right)\right)\right] \\
+\sum_{n=1}^{N} \varepsilon^{n}\left(\sum_{j=0}^{\infty}\left(\frac{2 \partial_{t_{2}} S \partial_{t_{1}}-2 \partial_{x_{2}} S \partial_{x_{1}}}{i \lambda}\right)^{j}\left[\frac{F_{n, 1}}{i \lambda}\right]\right) \exp \left\{i \frac{S\left(t_{2}, x_{2}\right)}{\varepsilon^{2}}\right\} \\
+\sum_{n=2}^{N} \varepsilon^{n}\left(\sum_{k \in \Omega, k \neq \pm 1} W_{n, k} \exp \left\{i k \frac{S\left(t_{2}, x_{2}\right)}{\varepsilon^{2}}\right\}\right)+c . c . \tag{34}
\end{array}
$$

This representation and formula (23) complete the proof of the lemma.
4. Postresonant expansion. This section contains the construction of the asymptotics of the solution for (1) after the passage through the resonance. The constructed solution has the order $\varepsilon$ and oscillates. The envelope function of these oscillations satisfies the nonlinear Schrödinger equation. This section consists of two parts. The first part contains the construction of the formal asymptotic solution. We obtain the equations for the higher-order terms of the asymptotics. The asymptotic behavior for the higher-order terms as $l \rightarrow+0$ follows from section 3.4. In the second part of this section we determine the domain of validity for this external asymptotics near the resonant curve $l\left(x_{2}, t_{2}\right)=0$. The matching method gives us the initial conditions for higher-order terms of the asymptotics.

The main result of this section is formulated in the following theorem.
THEOREM 3. In the domain $l \gg \varepsilon$ the formal asymptotic solution of (1) modulo $O\left(\varepsilon^{N+1}\right)$ has the form

$$
\begin{align*}
U(x, t, \varepsilon)=\sum_{1}^{N} \varepsilon^{n} \sum_{k=0}^{n-2} \ln ^{k}(\varepsilon)( & \sum_{ \pm \varphi} \exp \left\{ \pm \frac{i \varphi\left(x_{2}, t_{2}\right)}{\varepsilon^{2}}\right\} \Psi_{n, k, \pm \varphi}\left(x_{1}, t_{1}, t_{2}\right) \\
& \left.+\sum_{\chi \in K_{n, k}^{\prime}} \exp \left\{\frac{i \chi\left(x_{2}, t_{2}\right)}{\varepsilon^{2}}\right\} \Psi_{n, k, \chi}\left(x_{1}, t_{1}, t_{2}\right)\right) \tag{35}
\end{align*}
$$

Here the function $\varphi\left(x_{2}, t_{2}\right)$ satisfies the eikonal equation

$$
\begin{equation*}
\left(\partial_{t_{2}} \varphi\right)^{2}-\left(\partial_{x_{2}} \varphi\right)^{2}-1=0 \tag{36}
\end{equation*}
$$

and initial condition on the curve $l=0$ :

$$
\left.\varphi\right|_{l=0}=\left.S\right|_{l=0}, \quad \partial_{t_{2}} \varphi_{l=0}=\left.\partial_{t_{2}} S\right|_{l=0}
$$

The leading-order term of the asymptotics is a solution of the Cauchy problem for the nonlinear Schrödinger equation

$$
\begin{gathered}
2 i \partial_{t_{2}} \varphi \partial_{t_{2}} \Psi_{1,0, \varphi}+\partial_{\xi}^{2} \Psi_{1,0, \varphi}+i\left[\partial_{t_{2}}^{2} \varphi-\partial_{x_{2}}^{2} \varphi\right] \Psi_{1,0, \varphi}+\gamma\left|\Psi_{1,0, \varphi}\right|^{2} \Psi_{1,0, \varphi}=0 \\
\left.\Psi_{1,0, \varphi}\right|_{l=0}=\int_{-\infty}^{\infty} d \sigma f\left(x_{1}\right) \exp \left(i \int_{0}^{\sigma} d \chi \lambda\left(x_{1}, t_{1}, \varepsilon\right)\right)
\end{gathered}
$$

where $\xi$ is defined by

$$
\frac{d x_{1}}{d \xi}=\partial_{t_{2}} \varphi, \quad \frac{d t_{1}}{d \xi}=\partial_{x_{2}} \varphi
$$

The coefficients $\Psi_{n, k, \pm \varphi}$ are determined from Cauchy problems for linearized Schrödinger equation (42). The coefficients $\Psi_{n, k, \chi}, \chi \in K_{n, k}^{\prime}$, are determined from algebraic equations (43). The set $K_{n, k}^{\prime}=K_{n, k} \backslash\{ \pm \varphi\}$.

The proof of this theorem contains two steps. In the first step (subsection 4.1) we derive the recurrent system of the problems for the coefficients of the expansion (35). In the second step (subsection 4.1) we define the domain of validity for (35).
4.1. Structure of the second external asymptotics. Let us construct the formal asymptotic solution from Theorem 3.

LEMMA 9. The coefficients of formal asymptotic solution (35) satisfy recurrent system of equations (36), (41), (42), and (43).

Proof. Substitute (35) into (1) and collect the terms of the same order with respect to $\varepsilon$. This yields $N+1$ equations and a residual of the order $\varepsilon^{N+1}$. After collecting the terms with the same phase functions, we obtain the recurrent system of the equations for the coefficients of (35).

The terms with the phase function $\varphi / \varepsilon^{2}$ and of the order $\varepsilon^{1}$ give us (36) for the phase function of eigenoscillations. The initial data is determined by the matching condition and represented by the value of the driven phase $S$ on the resonance curve $l=0$,

$$
\left.\varphi\right|_{l=0}=\left.S\right|_{l=0},\left.\quad \partial_{t_{2}} \varphi\right|_{l=0}=\left.\partial_{t_{2}} S\right|_{l=0}
$$

The terms of the order $\varepsilon^{2}$,

$$
2 i\left(\partial_{t_{2}} \varphi \partial_{t_{1}} \Psi_{1,0, \varphi}-\partial_{x_{2}} \varphi \partial_{x_{1}} \Psi_{1,0, \varphi}\right)=0
$$

give us the homogeneous transport equation

$$
\begin{equation*}
\partial_{t_{2}} \varphi \partial_{t_{1}} \Psi_{1,0, \varphi}-\partial_{x_{2}} \varphi \partial_{x_{1}} \Psi_{1,0, \varphi}=0 \tag{37}
\end{equation*}
$$

This equation allows us to determine the dependence with respect to the characteristic variable $\zeta$ of the leading-order term. Equation (37) along the characteristics

$$
\begin{equation*}
\frac{d x_{1}}{d \zeta}=-\partial_{x_{2}} \varphi, \quad \frac{d t_{1}}{d \zeta}=\partial_{t_{2}} \varphi \tag{38}
\end{equation*}
$$

can be written in the form of an ordinary differential equation:

$$
\begin{equation*}
\frac{d \Psi_{1,0, \varphi}}{d \zeta}=0 \tag{39}
\end{equation*}
$$

This gives us that $\Psi_{1,0, \varphi}$ depends on $\xi$. The variable $\xi$ is defined by

$$
\frac{d x_{1}}{d \xi}=\partial_{t_{2}} \varphi, \quad \frac{d t_{1}}{d \xi}=\partial_{x_{2}} \varphi
$$

The terms of the order $\varepsilon^{3}$ which oscillate as $\exp \left(i \varphi / \varepsilon^{2}\right)$ are

$$
\begin{array}{r}
2 i\left(\partial_{t_{2}} \varphi \partial_{t_{1}} \Psi_{2,0, \varphi}-\partial_{x_{2}} \varphi \partial_{x_{1}} \Psi_{2,0, \varphi}\right) \\
+2 i \partial_{t_{2}} \varphi \partial_{t_{2}} \Psi_{1,0, \varphi}+\left[\left(\partial_{t_{1}} \xi\right)^{2}-\left(\partial_{x_{1}} \xi\right)^{2}\right] \partial_{\xi \xi}^{2} \Psi_{1,0, \varphi} \\
+i\left[\partial_{t_{2}}^{2} \varphi-\partial_{x_{2}}^{2} \varphi\right] \Psi_{1,0, \varphi}+\gamma\left|\Psi_{1,0, \varphi}\right|^{2} \Psi_{1,0, \varphi}=0
\end{array}
$$

It is convenient to write this equation in the form of an ordinary differential equation in terms of the characteristic variables:

$$
\begin{array}{r}
\frac{d \Psi_{2,0, \varphi}}{d \zeta}=-2 i \partial_{t_{2}} \varphi \partial_{t_{2}} \Psi_{1,0, \varphi}-\left[\left(\partial_{t_{1}} \xi\right)^{2}-\left(\partial_{x_{1}} \xi\right)^{2}\right] \partial_{\xi \xi}^{2} \Psi_{1,0, \varphi} \\
-i\left[\partial_{t_{2}}^{2} \varphi-\partial_{x_{2}}^{2} \varphi\right] \Psi_{1,0, \varphi}-\gamma\left|\Psi_{1,0, \varphi}\right|^{2} \Psi_{1,0, \varphi} \tag{40}
\end{array}
$$

Equation (39) shows that the right-hand-side of (40) does not depend on $\zeta$. To avoid the secular terms in the asymptotics we demand that the right-hand side of the equation be equal to zero. This allows us to determine the dependence of the leading-order term on the slow variable $t_{2}$,

$$
\begin{align*}
& 2 i \partial_{t_{2}} \varphi \partial_{t_{2}} \Psi_{1,0, \varphi}+\left[\left(\partial_{t_{1}} \xi\right)^{2}-\left(\partial_{x_{1}} \xi\right)^{2}\right] \partial_{\xi \xi}^{2} \Psi_{1,0, \varphi} \\
& +i\left[\partial_{t_{2}}^{2} \varphi-\partial_{x_{2}}^{2} \varphi\right] \Psi_{1,0, \varphi}+\gamma\left|\Psi_{1,0, \varphi}\right|^{2} \Psi_{1,0, \varphi}=0 \tag{41}
\end{align*}
$$

The equations for the higher-order terms are obtained in the same manner,

$$
\begin{gathered}
2 i\left(\partial_{t_{2}} \varphi \partial_{t_{1}} \Psi_{n+1, k, \varphi}-\partial_{x_{2}} \varphi \partial_{x_{1}} \Psi_{n+1, k, \varphi}\right)=2 i \partial_{t_{2}} \varphi \partial_{t_{2}} \Psi_{n, k, \varphi}-\partial_{\xi \xi}^{2} \Psi_{n, k, \varphi} \\
-i\left[\partial_{t_{2}}^{2} \varphi-\partial_{x_{2}}^{2} \varphi\right] \Psi_{n, k, \varphi}+\partial_{t_{1}} \xi \partial_{\xi t_{2}}^{2} \Psi_{n-1, k, \varphi} \\
-\gamma \sum_{k_{1}, k_{2}, l_{1}, l_{2}, m_{1}, m_{2}, \alpha, \beta, \delta} \Psi_{k_{1}, k_{2}, \alpha} \Psi_{l_{1}, l_{2}, \beta} \Psi_{m_{1}, m_{2}, \delta}
\end{gathered}
$$

where $k_{1}+l_{1}+m_{1}=n+2, k_{2}+l_{2}+m_{2}=k, \alpha+\beta+\delta=\varphi, \alpha \in K_{k_{1}, k_{2}}, \beta \in$ $K_{l_{1}, l_{2}}, \delta \in K_{m_{1}, m_{2}}$.

To construct the uniform asymptotic expansion with respect to $\zeta$ we obtain the linearized Schrödinger equation for higher-order term

$$
=-\partial_{t_{1}} \xi \partial_{\xi t_{2}}^{2} \Psi_{n-1, k, \varphi}-\gamma \partial_{k_{1}, k_{2}, l_{1}, l_{2}, m_{1}, m_{2}, \alpha, \beta, \delta} \sum_{t_{2}, \Psi_{n, k}} \Psi_{k_{1}, k_{2}, \alpha} \Psi_{l_{1}, l_{2}, \beta} \Psi_{m_{1}, m_{2}, \delta},
$$

where $k_{1}+l_{1}+m_{1}=n+2, k_{2}+l_{2}+m_{2}=k, \alpha+\beta+\delta=\varphi, \alpha \in K_{k_{1}, k_{2}}, \beta \in$ $K_{l_{1}, l_{2}}, \delta \in K_{m_{1}, m_{2}}$.

The amplitudes $\Psi_{n, \chi}$ at $\chi \neq \pm \varphi$ are determined by the algebraic equations

$$
\begin{equation*}
\left[-\left(\partial_{t_{2}} \chi\right)^{2}+\left(\partial_{x_{2}} \chi\right)^{2}+1\right] \Psi_{n, k, \chi}=F_{n, k, \chi}, \quad \chi \neq \pm \varphi \tag{43}
\end{equation*}
$$

Here the right hand-side of the equation depends on the previous terms and their derivatives

$$
\begin{gathered}
F_{n, k, \chi}=-2 i \chi_{t_{2}} \partial_{t_{1}} \Psi_{n-1, k, \chi}+2 i \chi_{x_{2}} \partial_{x_{1}} \Psi_{n-1, k, \chi}-2 i \chi_{t_{2}} \partial_{t_{2}} \Psi_{n-2, k, \chi} \\
-i\left[\chi_{t_{2} t_{2}}-\chi_{x_{2} x_{2}}\right] \Psi_{n-2, k, \chi}-\partial_{t_{1} t_{2}}^{2} \Psi_{n-3, k, \chi}-\partial_{t_{2} t_{2}}^{2} \Psi_{n-4, k, \chi} \\
-\gamma \sum_{k_{1}, k_{2}, l_{1}, l_{2}, m_{1}, m_{2}, \alpha, \beta, \delta} \Psi_{k_{1}, k_{2}, \alpha} \Psi_{l_{1}, l_{2}, \beta} \Psi_{m_{1}, m_{2}, \delta}
\end{gathered}
$$

where $k_{1}+l_{1}+m_{1}=n-4, k_{2}+l_{2}+m_{2}=k, \alpha+\beta+\delta=\chi, \alpha \in K_{k_{1}, k_{2}}, \beta \in$ $K_{l_{1}, l_{2}}, \delta \in K_{m_{1}, m_{2}}$.

These equations are similar to the equations for the amplitudes from the preresonance section. Lemma 9 is proved.

The right-hand side of (42) has a singularity as $l \rightarrow 0$. The singularity appears due to $\Psi_{n, k, \chi}$ at $\chi \neq \pm \varphi$. The analysis of the right-hand side of the equation allows us to calculate the order of singularity as $l \rightarrow 0$. It is equal to $O\left(l^{-(n-1)}\right)$. Below we prove the solvability of (42) with the given asymptotics as $l \rightarrow 0$.

Lemma 10. The asymptotics as $l \rightarrow 0$ of the solution of (42) has the form

$$
\begin{equation*}
\Psi_{n, k, \varphi}\left(x_{1}, t_{1}, t_{2}\right)=\sum_{j=-(n-2)}^{1} \sum_{m=0}^{j-1} \Psi_{n, k, \varphi}^{j, m}\left(x_{1}, t_{1}\right) l^{j}(\ln l)^{m}+O(1), \quad l \rightarrow 0 \tag{44}
\end{equation*}
$$

Proof. Determine the order of the singularity of the right-hand side of the equation as $l \rightarrow 0$. Consider (42) for $n=3, k=0$. The solution of this equation gives us the coefficient $\Psi_{3,0, \varphi}$. The nonlinearity contains the term $\left|\Psi_{2,0, S}\right|^{2} \Psi_{1,0, \varphi}$. The function $\Psi_{2,0, S}$ has the singularity of the order $l^{-1}$ as $l \rightarrow 0$. It determines the order of the singularity for the right-hand side $l^{-2}$. We construct the asymptotics of $\Psi_{3,0, \chi}$ in the form

$$
\begin{equation*}
\Psi_{3,0, \varphi}=\Psi_{3,0, \varphi}^{-1,0} l^{-1}+\Psi_{3,0, \varphi}^{0,1} \ln (l)+\Psi_{3,0, \varphi}^{1,1} l \ln (l)+\widehat{\Psi}_{3,0, \varphi} \tag{45}
\end{equation*}
$$

Substitute (45) into (42) for $n=3$. It leads to a recurrent system of equations for coefficients $\Psi_{3,0, \varphi}^{(j, k)}$ :

$$
\begin{aligned}
&-2 i \partial_{t_{2}} \varphi \partial_{t_{2}} l \Psi_{3,0, \varphi}^{(-1,0)}=-\Psi_{1,0, \varphi}\left|\Psi_{2,0, S}\right|^{2} l^{2} \\
& 2 i \partial_{t_{2}} \varphi \partial_{t_{2}} l \Psi_{3,0, \varphi}^{(0,1)}=L\left[\Psi_{3,0, \varphi}^{(-1,0)}\right] \\
& 2 i \partial_{t_{2}} \varphi \partial_{t_{2}} l \Psi_{3,0, \varphi}^{(1,1)}=L\left[\Psi_{3,0, \varphi}^{(0,1)}\right]
\end{aligned}
$$

Here we denote the linear operator by

$$
L[\Psi]=2 i \partial_{t_{2}} \varphi \partial_{t_{2}} \Psi+\partial_{\xi}^{2} \Psi+i\left[\partial_{t_{2}}^{2} \varphi-\partial_{x_{2}}^{2} \varphi\right] \Psi+\gamma\left(2\left|\Psi_{1,0, \varphi}\right|^{2} \Psi+\left(\Psi_{1,0, \varphi}\right)^{2} \Psi^{*}\right) .
$$

The regular part $\widehat{\Psi}_{3,0, \varphi}$ of the asymptotics satisfies the nonhomogeneous linear Schrödinger equation. The right-hand side of the equation is smooth,

$$
L\left[\widehat{\Psi}_{3,0, \varphi}\right]=-l \ln |l| L\left[\Psi_{3,0, \varphi}^{(1,1)}\right]-2 i \partial_{t_{2}} \varphi \partial_{t_{2}} l \Psi_{3,0, \varphi}^{(1,1)}
$$

The initial condition for the regular part of the asymptotics is determined below by matching with the internal asymptotic expansion.

The structure of the terms $\Psi_{n, k, \pm \varphi}$ for $n>3$ has a similar form. The right-hand side of (42) depends on junior terms. These singularities can be eliminated:

$$
F_{n, k, \varphi}=\sum_{j=0}^{-(n-2)} \sum_{m=0}^{-j+1} l^{j} \ln ^{m}|l| f_{n, k, \varphi}^{(j, m)}+\widehat{F}_{n, k, \varphi}
$$

The coefficients $f_{n, k, \varphi}^{(j, m)}$ do not contain singularities as $l \rightarrow 0$. These coefficients are easy calculated.

The direct substituting of (44) into (42) and collecting the terms with the same order of $l$ completes the proof of Lemma 10 .

Thus we complete step 1 of the proof of Theorem 3.
4.2. The domain of validity of the second external asymptotics and matching procedure. The domain of validity of the second external asymptotics is determined by

$$
\varepsilon \max _{\xi, t_{2}, x_{2}}\left|V_{n+1}\right|=o\left(\max _{\xi, t_{2}, x_{2}}\left|V_{n}\right|\right), \quad \varepsilon \rightarrow 0
$$

Formulas (35) and (44) give the condition

$$
l \ll \varepsilon
$$

The domain $|l| \ll 1$ of validity of the internal asymptotics and domain of validity of the second external asymptotics intersect. This fact allows us to complete the construction of the second external asymptotics by a matching method [17]. The structure of singular parts of the internal asymptotics as $\lambda \rightarrow+\infty$ and external asymptotics as $l \rightarrow 0$ are equivalent. The coefficients are coincident due to our construction. The matching of regular parts of these asymptotics takes place due to

$$
\left.\Psi_{n, 0, \varphi}\right|_{l=0}=W_{n}^{(0,0)}(\xi)
$$

The function $W_{n}^{(0,0)}(\xi)$ is determined in Lemma 6.
In particular, the initial condition for the leading-order term has the form

$$
\left.\Psi_{1,0, \varphi}\right|_{l=0}=\int_{-\infty}^{\infty} d \sigma f\left(x_{1}\right) \exp \left(i \int_{0}^{\sigma} d \chi \lambda\left(x_{1}, t_{1}, \varepsilon\right)\right)
$$

The soliton theory for the nonlinear Schrödinger equation leads us to the fact that the function $\Psi_{1,0, \varphi}$ contains the solitary waves when $f\left(x_{1}\right)$ is sufficiently large.

Theorem 3 is now proved.
5. Summary. In this work we found the formula connecting the form of the resonant pumping and the shape of the solution after the slow passage through the resonance. In particular, it gives the mathematical basis for a solution of the important problem of nonlinear optics about the generation of the solitary packets of nearly monochromatic weakly nonlinear dispersive waves. We present the obvious form for the perturbation which generates such packets with a soliton as an envelope function.

The proposed approach opens ways for solving similar problems in pure and applied mathematics. The pure mathematical problem is a justification of the constructed asymptotic formulas obtained in this work. The applied problems are the generation of the solitary packet of waves with few carrier frequencies. One more applied problem is a pumping of the amplitudes of nonlinear waves up to the order of 1. Such resonant pumping would be useful for magnetics, Josephson junctions, and other applications in physics.
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#### Abstract

This paper is concerned with the theory and modeling of plasma instabilities in the ionosphere. We first consider the so-called striation model, which consists of balance equations for the density and momenta of the plasma species, coupled with an elliptic equation for the potential. The linearized instability of this model is analyzed in the framework of Fourier theory, both for smooth and discontinuous steady states. Then, we show that the dissipation mechanisms at work in the more refined "dynamo model" allow us to stabilize high wave-number perturbations. We also analyze turbulence as a possible source of additional dissipation (in a similar way as in fluid mechanics). To this aim, we use the statistical approach to turbulence and derive a so-called turbulent striation model, of which we analyze the stability properties. Numerical experiments are used to support our investigations.
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1. Introduction. This paper is concerned with the modeling and analysis of plasma instabilities in the ionosphere, at altitudes ranging between a few hundred and a thousand kilometers (the F region). The plasma may be created, either by the natural ionization of the atmosphere or by possible artificial causes (such as, e.g., thermonuclear explosions [31], [43], [19]). The ionospheric plasma is strongly structured by the earth's magnetic field. Indeed, the mobility of the ionized species (i.e., their velocity in response to an external electric field) is strongly anisotropic: while field-aligned mobilities (i.e., mobilities in the direction of the magnetic field) are large, transverse mobilities (also called Pedersen mobilities) are quite small. Additionally, a component of the plasma velocity orthogonal to both the electric and magnetic fields appears as a result of the Hall effect. This component is the major actor in the so-called $E \times B$ drift instability, which we are going to discuss in the present paper.

At lower altitudes, the density of the neutral atmosphere is large, and the plasma is dragged by the motion of the neutral molecules (or neutral wind). As a result, a net electrical current flows across the magnetic field lines and generates an induced electric field. This is the so-called ionospheric dynamo effect [1]. The reader can refer to [37], [21], [9], and [2] for reviews about ionospheric physics. In the presence of a gradient in the plasma density, the neutral wind can trigger the $E \times B$ drift instability,

[^148]which bears strong similarities to the Rayleigh-Taylor instability in fluid mechanics [10]. This instability produces strong inhomogeneities (the ionospheric striations), which soon propagate over hundreds of kilometers along the magnetic field lines. The generation of plasma irregularities is reviewed in [13], [14], [36].

Our goal is to discuss some aspects of the mathematical and numerical modeling of this instability. Striations as well as related instability phenomena of the ionospheric plasma have been the subject of a wide literature (see, e.g., discussions of the "Spread F" in [44], [26], [34]; of the equatorial electrojet in [8], [41], [38], [39]; and of Barium releases experiments in [12]). The well-accepted mathematical model for these phenomena is the "dynamo" model [44], [12], which consists of mass and momentum balance equations for the plasma species. A simpler model, the "striation" model, is obtained when the field-aligned mobilities are supposed infinite. The derivation of these models and their interrelations are reviewed in [3] and will be briefly recalled in section 2.

The $E \times B$ drift instability is well described in the framework of the striation model (see section 3). A linear stability analysis indeed shows that exponential density profiles are unstable (see the review in [14] and section 3.2). Exponential density profiles are the only nonconstant smooth stationary states which allow analytical computations (via Fourier analysis). However, they are quite unrealistic, and a better theory should consider discontinuous density profiles. We consider this problem in section 3.3 and show that the striation model is also unstable in this case for certain configurations of the neutral wind. In a companion work [6], we show that smooth density profiles which are linearly unstable are nonlinearly unstable. However, the proof of [6] does not extend to discontinuous solutions. Similarly, we do not know, even for smooth density profiles, whether linear stability implies nonlinear stability.

In practice, the instability saturates and cascades towards smaller scales by nonlinearity [13], [39], [41], [25], [33], until it is ultimately damped by dissipation. In the striation model, however, all dissipation mechanisms have been removed. In section 4, we reintroduce dissipation effects by considering the dynamo model, where both finite temperature and finite conductivity effects are retained. A linearized stability analysis shows that high-wave-number perturbations are damped. However, in practice, the magnitude of the dissipation is too small, and we must consider other sources of dissipation.

In this paper, we investigate the possible influence of fluid turbulence. In fluid mechanics, it is a well-known fact that turbulence may enhance dissipation (see [32] and references therein). The statistical approach to fluid turbulence considers averages of the Navier-Stokes equations over various approximate realizations of the same solution. The chains of resulting statistical equations are closed by various types of phenomenological assumptions, which are still mathematically unjustified except in very simple cases, such as that considered in [27]. The models obtained (such as the $K-\epsilon$ model) involve additional terms compared with the standard Navier-Stokes equations, which describe the enhancement of diffusion by turbulence.

In section 5, we develop a similar statistical framework to model turbulence within the striation model (see also [28] for an application to MHD theory). We first derive an averaged striation model, for which we propose a closure ansatz inspired by [27]. This leads to a diffusive version of the striation model, the "turbulent striation model." To find the value of the turbulent diffusion constant, a stability analysis of the model is performed. It allows us to relate the threshold wave-number for instability (i.e., the typical size of the finest persisting structures in the plasma, which can be
experimentally observed) with the value of this constant.
Section 6 is devoted to two-dimensional numerical simulations. Their goal is to provide numerical and quantitative evidence of the features predicted in section 5 , namely to show that the turbulent striation model produces persisting structures whose typical sizes are related to the magnitude of the diffusion. Three-dimensional simulations of the striation model are shown in [4]. A review collecting material from [3], [4], [6] as well as from the present paper is presented in [5].

Turbulence modeling in ionospheric plasmas has been widely investigated in the literature. Most of the approaches rely on nonlinear Fourier analysis [39], [22], [23] and bear similarities with the spectral approach to turbulence in fluid mechanics [29] (see also [15] for applications of these ideas to other plasma physics contexts). In using the statistical approach, we have chosen a slightly different route.
2. The "dynamo" and "striation" models of the ionospheric plasma. We consider two different species of particles: electrons and one-ion species. They are assumed so dilute that they have no influence on the dynamics of the neutrals, the velocity of which $u_{n}(x, t)$ (also called the neutral wind) is supposed known. In [3], a hierarchy of models for the ionospheric plasma has been derived. Of particular interest in the present study are the "dynamo" and "striation" models. The dynamo model is written as follows:

$$
\begin{align*}
& \partial_{t} n+\nabla \cdot\left(n u_{i}\right)=0  \tag{2.1}\\
& -\nabla \phi+u_{e, i} \times B=\kappa q_{e, i}\left[\nu_{e, i}\left(u_{e, i}-u_{n}\right)+\eta \nabla \log n\right]  \tag{2.2}\\
& \nabla \cdot j=0, \quad \kappa j=n\left(u_{i}-u_{e}\right) \tag{2.3}
\end{align*}
$$

where we denote by $n(x, t)$ the density of the plasma; $u_{e}(x, t), u_{i}(x, t)$ the electron and ion velocities; $j(x, t)$ the plasma current; $\phi(x, t)$ the electric potential; $B(x)$ the earth magnetic field; and $\nu_{e}(x), \nu_{i}(x)$ the electron-neutral and ion-neutral collision frequencies, respectively. These quantities depend on the three-dimensional position coordinate $x$ and on the time $t \geq 0$. The parameters $\eta$ and $\kappa$ are dimensionless and defined below. Equation (2.2) actually consists of two equations, one for the electrons (with the index "e" chosen everywhere) and one for the ions (with the index "i"). We let $q_{i}=1, q_{e}=-1$. We suppose that the geomagnetic field $B(x)$ is unperturbed by the presence of the plasma and is known. Similarly, the collision frequencies $\nu_{e}(x), \nu_{i}(x)$, which primarily depend on the neutral density, are supposed known. The plasma is supposed quasi-neutral; i.e., the electron and ion densities coincide with $n$. Despite the quasi-neutrality, the electron and ion velocities can be different, giving rise to a nonzero plasma current $j$. We have supposed that the electron and ion gases are isothermal with the same uniform temperature, which seems a valid physical hypothesis for the earth ionosphere [7]. The ionization-recombination terms which should appear on the right-hand side (r.h.s.) of (2.1) have been omitted as well. Typical ionization-recombination times are of the order of several hours, which is about the typical growth time of the instability. Therefore, these terms would make only a small correction to the analysis below and have been omitted for the sake of simplicity.

System (2.1)-(2.3) is written in dimensionless units. The scaling units and their typical values in the situations of interest are summarized in Table 2.1 below. The parameters $\eta$ and $\kappa$ are given by

$$
\eta=\frac{k_{B} \bar{T}}{m_{i} \bar{u}^{2}} \frac{1}{\bar{\nu}_{i} \bar{t}} \quad \kappa=\frac{m_{e} \bar{\nu}_{e}}{e \bar{B}}=\frac{m_{i} \bar{\nu}_{i}}{e \bar{B}}
$$

Table 2.1
Scaling units.

| Quantity | Scaling unit | Value |
| :--- | :--- | :--- |
| Time | $\bar{t}$ | $10^{3} \mathrm{~s}$ |
| Length | $\bar{x}$ | $10^{5} \mathrm{~m}$ |
| Velocity | $\bar{u}=\bar{x} / \bar{t}$ | $10^{2} \mathrm{~ms}^{-1}$ |
| Density | $\bar{n}$ | $10^{12} \mathrm{~m}^{-3}$ |
| Temperature | $\bar{T}$ | $10^{3} \mathrm{~K}$ |
| Magnetic field | $\bar{B}$ | $10^{-5} \mathrm{~T}$ |
| Electric potential | $\bar{\phi}=\bar{u} \bar{B} \bar{x}$ | $10^{2} \mathrm{~V}$ |
| e-n collision frequency | $\bar{\nu}_{e}$ | $10^{2} \mathrm{~s}^{-1}$ |
| i-n collision frequency | $\bar{\nu}_{i}=\frac{m_{e}}{m_{i}} \bar{\nu}_{e}$ | $10^{-2} \mathrm{~s}^{-1}$ |

(where $k_{B}$ is the Boltzmann constant) and respectively measure the ratio of the thermal energy to the ion drift energy and the typical number of electron-neutral or ion-neutral collisions per rotation period in the geomagnetic field. These two parameters have typical values (according to Table 2.1) $\eta \sim 10^{1}, \kappa \sim 10^{-4}$. Since $\kappa$ is small, it is meaningful to investigate the limit of the dynamo model when $\kappa \rightarrow 0$. This leads to the so-called striation model that we give in more detail below.

Before doing so, we rewrite the dynamo model in a more appropriate form. In a local reference frame in which the last basis vector is aligned with the magnetic field, the ion and electron mobility matrices $\mathbb{M}_{e}$ and $\mathbb{M}_{i}$ are given by

$$
\mathbb{M}_{e}=\left(\begin{array}{ccc}
\mu_{e}^{P} & -\mu_{e}^{H} & 0 \\
\mu_{e}^{H} & \mu_{e}^{P} & 0 \\
0 & 0 & \mu_{e}^{\|}
\end{array}\right), \quad \mathbb{M}_{i}=\left(\begin{array}{ccc}
\mu_{i}^{P} & \mu_{i}^{H} & 0 \\
-\mu_{i}^{H} & \mu_{i}^{P} & 0 \\
0 & 0 & \mu_{i}^{\|}
\end{array}\right)
$$

where the electron and ion Pedersen, Hall, and field-aligned mobilities are respectively defined by

$$
\mu_{e, i}^{P}=\frac{\kappa \nu_{e, i}}{\left(\kappa \nu_{e, i}\right)^{2}+|B|^{2}}, \quad \mu_{e, i}^{H}=\frac{|B|}{\left(\kappa \nu_{e, i}\right)^{2}+|B|^{2}}, \quad \mu_{e, i}^{\|}=\frac{1}{\kappa \nu_{e, i}} .
$$

In the situation $\kappa \rightarrow 0$, the electron or ion field-aligned mobilities tend to infinity.
Thanks to the mobility matrices, (2.2) and (2.3) may be rewritten as

$$
\begin{align*}
& u_{e, i}=\mathbb{M}_{e, i}\left(-q_{e, i} \nabla \phi+\kappa\left(\nu_{e, i} u_{n}-\eta \nabla \log n\right)\right)  \tag{2.4}\\
& \left.-\nabla \cdot\left(n\left(\mathbb{M}_{i}+\mathbb{M}_{e}\right) \nabla \phi\right)\right) \\
& \quad=-\kappa \nabla \cdot\left(n\left[\mathbb{M}_{i}\left(\nu_{i} u_{n}-\eta \nabla \log n\right)-\mathbb{M}_{e}\left(\nu_{e} u_{n}-\eta \nabla \log n\right)\right]\right) \tag{2.5}
\end{align*}
$$

It is clear that the conductivity matrix $n\left(\mathbb{M}_{i}+\mathbb{M}_{e}\right)$ is positive definite (provided that $\nu_{i}$ or $\nu_{e}$ is positive and finite). Therefore, (2.5) is a three-dimensional elliptic equation for $\phi$.

Now, we assume that the magnetic field is constant and uniform (see Figure 2.1). An extension to the nonuniform $B$ case is given in [3] and [4]. Let us denote by $\left(\hat{x}_{1}, \hat{x}_{2}, \hat{x}_{3}\right)$ the orthonormal coordinate basis, with $\hat{x}_{3}$ aligned with $B$. We can choose the scaling units such that $|B|=1$, so that $B=\hat{x}_{3}$. We denote by $\underline{x}=\left(x_{1}, x_{2}\right)$ the position vector in the two-dimensional plane orthogonal to $B$ and by $\underline{\nabla}=\left(\partial_{x_{1}}, \partial_{x_{2}}\right)$ the two-dimensional gradient. For any three-dimensional vector $a=\left(a_{1}, a_{2}, a_{3}\right)$, we define $\underline{a}=\left(a_{1}, a_{2}\right)$ as its projection onto this plane.


Fig. 2.1. Geometry of the earth environment and reduction to a Cartesian geometry.

When $\kappa \rightarrow 0$, the dynamo model reduces to the so-called striation model [3]:

$$
\begin{align*}
& \partial_{t} n+\nabla \cdot(n u)=0  \tag{2.6}\\
& u=-\underline{\nabla} \phi \times B+\left(\left(u_{n}-\eta \nu^{-1} \nabla \log n\right) \cdot B\right) B  \tag{2.7}\\
& \underline{\nabla} \cdot\left(-\sigma(\underline{x}) \underline{\nabla} \phi+\left(U_{n}-2 \eta \underline{\nabla} N\right) \times B\right)=0 \tag{2.8}
\end{align*}
$$

with $\phi=\phi(\underline{x}), \sigma(\underline{x})=\int n \nu d x_{3}, U_{n}=\int n \nu u_{n} d x_{3}, N=\int n d x_{3}, \nu=\nu_{i}+\nu_{e}$, and $u_{i}=u_{e}=u$. The striation model couples a three-dimensional convection-diffusion equation (2.6), (2.7) for the density $n$ with a two-dimensional elliptic equation (2.8) for the electric potential $\phi$. The coefficients of the elliptic equation (2.8) involve integrals of $n$ over $x_{3}$, i.e., along the magnetic field lines. The infinite conductivity of the plasma along the magnetic field lines constrains the electric potential to be constant along these lines, i.e., to depend only on the two-dimensional coordinate $\underline{x}$.

If we additionally suppose that $u_{n}$ is orthogonal to $B$ and that all data and unknowns are independent of $x_{3}$, the striation model reduces to the following monolayer striation model:

$$
\begin{align*}
& \partial_{t} n+\nabla \cdot(n u)=0, \quad u=-\nabla \phi \times B  \tag{2.9}\\
& \nabla \cdot(n h)=0, \quad h=\nu\left(-\nabla \phi+\left(u_{n}-2 \eta \nu^{-1} \nabla \log n\right) \times B\right), \tag{2.10}
\end{align*}
$$

where now all variables and vectors are two-dimensional (except $B=\hat{x}_{3}$ ) and 2dimensional vectors are now left without being underlined. The quantity $h$ represents the electron-ion relative velocity. We remark that $\nabla \cdot u=0$. Therefore, we can write relation (2.9) as

$$
\begin{equation*}
\partial_{t} n+(u \cdot \nabla) n=0 . \tag{2.11}
\end{equation*}
$$

As we will next see, the pressure term $\nabla \log n$ does not change the linearized stability properties of the striation model. When $\eta=0,(2.10)$ becomes

$$
\begin{equation*}
\nabla \cdot(n h)=0, \quad h=\nu\left(-\nabla \phi+u_{n} \times B\right) \tag{2.12}
\end{equation*}
$$

In the next section, we analyze the linearized stability of this model.

## 3. Stability analysis of the striation model.

3.1. Introduction and phenomenology. The striation model exhibits an instability, the gradient-drift or $E \times B$ drift instability [13], [14]. In a recent work [6], local-in-time existence and uniqueness of solutions for this model have been proven and, following the methodology of [18], [20], [11], [24], smooth stationary density profiles which are linearly unstable have been shown to be nonlinearly unstable. However, it is still open whether the converse is true. In [6], a variational formulation for the instability growth rate is given. In the present work, we are aiming at a more quantitative result for certain specific classes of stationary profiles.

We restrict ourselves to two particular kinds of steady-state profiles. The first ones are smooth with an exponentially increasing density in one direction; they have already been investigated [13], [14], and we shall only summarize the results. The second ones are discontinuous density profiles; their analysis is, to the best of our knowledge, new. In passing, we shall have to show that it is meaningful to consider discontinuous solutions of the striation model.

We first give a phenomenological view of the instability of the striation model. We consider a steady state consisting of a discontinuous density $n(x)=\underline{n}$ for $x_{2}<0$ and $n=\bar{n}>\underline{n}$ for $x_{2}>0$, with $\nabla \phi=0$ and $u_{n}=(0, U)$. We slightly perturb the interface, which is now represented by the graph of the function $x_{2}=\varepsilon \sin \left(\xi x_{1}\right)$, where $\varepsilon$ represents the magnitude of the perturbation $(\varepsilon \ll 1)$ and $\xi$ is its spatial frequency.

The term $u_{n} \times B$ in (2.12) creates a charge modulation along the interface which is alternately positive and negative. A nonzero electric field $-\nabla \phi$ parallel to the interface with a similar sign modulation is generated according to (2.12). Then, by (2.9), a nonzero component of the velocity $u$ in the direction normal to the interface is created with again an alternating sign. According to the sign of $u_{n}$, this component of the velocity tends to either damp the modulation of the interface or increase it. The former case is a stable one, while the latter is an unstable one. The precise geometric configuration is depicted in Figures 3.1 and 3.2.


Fig. 3.1. Stable configuration.


Fig. 3.2. Unstable configuration.

This behavior can be recovered by the linear stability analysis. We first turn to the analysis of the exponential density profile. In the remainder of this section, we assume that $\nu$ is a uniform constant and, by a convenient choice of the scaling units, we let $\nu=1$.
3.2. Linear stability analysis: The exponential density profile. Let us denote by $\left(n^{0}, u^{0}, h^{0}, \phi^{0}\right)$ the unperturbed state, i.e., a time-independent solution
of the striation system (2.9), (2.12). We consider an exponential density profile in the $x_{2}$-direction, i.e., $n^{0}=N \exp \left(x_{2} / \lambda\right)$, where $\lambda>0$ is the gradient length, while $\left(u^{0}, h^{0}, \nabla \phi^{0}\right)$ are uniform constants. We suppose that the neutral wind is uniform as well and has components $u_{n}=(V, U)$. In this configuration, a necessary and sufficient condition for $\left(n^{0}, u^{0}, h^{0}, \phi^{0}\right)$ to form a steady state is that $u^{0}=(V, 0), h^{0}=(\nu U, 0)$, $-\nabla \phi^{0}=(0, V)$. In this analysis, we suppose that $\eta=0$ unless otherwise specified.

Then, we introduce the perturbation $n=n^{0}\left(1+\varepsilon n^{1}+O\left(\varepsilon^{2}\right)\right),(u, h, \phi)=\left(u^{0}, h^{0}\right.$, $\left.\phi^{0}\right)+\varepsilon\left(u^{1}, h^{1}, \phi^{1}\right)+O\left(\varepsilon^{2}\right)$, with $\varepsilon \ll 1$ in the striation model, and neglect the terms of order higher than $\varepsilon$. The neutral wind, being a datum, remains unperturbed. We note that $\nabla n^{0}=\left(0, n^{0} / \lambda\right)$. An easy computation gives the linearized system governing the first order perturbation:

$$
\begin{align*}
& \partial_{t} n^{1}+\lambda^{-1} \partial_{x_{1}} \phi^{1}+V \partial_{x_{1}} n^{1}=0  \tag{3.1}\\
& -\lambda^{-1} \partial_{x_{2}} \phi^{1}-\Delta \phi^{1}+U \partial_{x_{1}} n^{1}=0 \tag{3.2}
\end{align*}
$$

Remark 3.1. If the pressure gradient terms are retained in the model (i.e., if $\eta \neq 0$ ), the steady state is modified only through the expression of $h^{0}$, which should be taken as $h^{0}=\left(U-2 \eta \lambda^{-1}, 0\right)$. However, the first order perturbation equations are the same as (3.1), (3.2). The details are left to the reader.

We develop the solution of $(3.1),(3.2)$ into plane waves, i.e., (dropping the superscripts " 1 " for clarity) $(n, \phi)=(\bar{n}, \bar{\phi} \lambda|U|) \exp \left(i \lambda^{-1}\left(\xi_{1} x_{1}+\xi_{2} x_{2}-\omega t|U|\right)\right)$, where $\xi=\left(\xi_{1}, \xi_{2}\right)$ is the (normalized) wave-vector of the perturbation and $\omega$ its frequency. Introducing this ansatz into (3.1), (3.2), we get

$$
\begin{equation*}
-\omega \bar{n}+\xi_{1} \bar{\phi}=0, \quad i \sigma \xi_{1} \bar{n}+\left(\xi_{1}^{2}+\xi_{2}^{2}-i \xi_{2}\right) \bar{\phi}=0 \tag{3.3}
\end{equation*}
$$

with $\sigma=\operatorname{sign}(U) \in\{-1,1\}$. This system has a nontrivial solution iff its determinant is nonvanishing. This condition yields the dispersion relation

$$
\begin{equation*}
\omega=\frac{-i \sigma \xi_{1}^{2}}{\left(\xi_{1}^{2}+\xi_{2}^{2}\right)^{2}+\xi_{2}^{2}}\left(\xi_{1}^{2}+\xi_{2}^{2}+i \xi_{2}\right) \tag{3.4}
\end{equation*}
$$

We now recall the following standard definition.
Definition 3.2. The perturbation is stable if $n$ and $\phi$ stay bounded for all times $t \geq 0$ and unstable in the converse situation. Therefore, a perturbation is stable iff $\Im m(\omega) \leq 0$ and unstable iff $\Im m(\omega)>0$. A stationary state is called stable if all its perturbations are stable for all wave vectors $\xi$. It is unstable as soon as there exists a wave vector $\xi$ giving rise to an unstable perturbation.

Thanks to (3.4), we have $\operatorname{sign}(\Im m(\omega))=-\sigma$. We then conclude the following result.

Proposition 3.3. The steady-state configuration with an exponential density profile is stable iff $U \geq 0$, i.e., if the $x_{2}$-component of the neutral wind points in the same direction as the density gradient. Furthermore, in the case $U<0$, all wave vectors $\xi \neq 0$ are unstable, and for $\xi_{2}=0$ the growth rate is independent of $\xi_{1}$.

As seen above, exponential density profiles allow explicit computations. However, they are fairly unrealistic, as the density tends to infinity on one side and degenerates to zero (and the elliptic problem (2.12) as well) on the other side. In order to study a more realistic situation, we extend our analysis to the case of discontinuous density profiles in the next section.


Fig. 3.3. Discontinuity curve of $n$.
3.3. Linear stability analysis: Discontinuous density profiles. We consider a density profile which is piecewise constant and discontinuous across a parametrized curve $C(t)$ given by the equation $x_{2}=f\left(x_{1}, t\right)$, where $f \in C^{1}(\mathbb{R} \times[0,+\infty[)$, i.e., (see Figure 3.3)

$$
n(x, t)=\left\{\begin{array}{lll}
\underline{n} & \text { for } & x_{2}<f\left(x_{1}, t\right),  \tag{3.5}\\
\bar{n} & \text { for } & x_{2}>f\left(x_{1}, t\right) .
\end{array}\right.
$$

First, we must give a meaning to discontinuous solutions of this kind. Toward this aim, we use the notion of a weak solution of (2.11).

Definition 3.4. Let $u \in C^{1}\left(\mathbb{R}^{2} \times\left[0, \infty[)\right.\right.$. A function $n \in L_{\text {loc }}^{\infty}\left(\mathbb{R}^{2} \times[0, \infty)\right)$ is a weak solution of (2.11) with initial data $n_{0}$ iff $n$ verifies

$$
\begin{equation*}
\int_{\mathbb{R}^{2} \times[0, \infty)} n\left(\frac{\partial \varphi}{\partial t}+\nabla \cdot(u \varphi)\right) d x d t+\int_{\mathbb{R}^{2}} n_{0} \varphi(x, 0) d x=0 \tag{3.6}
\end{equation*}
$$

for all functions $\varphi(x, y, t) \in C_{c}^{1}\left(\mathbb{R}^{2} \times[0, \infty)\right)$, where $C_{c}^{1}$ defines the space of functions of class $C^{1}$ with compact support.

The solution of (3.6) can be obtained through the method of characteristics. In particular, it satisfies the maximum principle. Therefore, if there exist two constants $n_{*}, n^{*}$ such that $0<n_{*}<n_{0}(x)<n^{*}$, this inequality is satisfied at all times: $0<n_{*}<n(x, t)<n^{*}$.

This notion has to be extended to the case of discontinuous velocities. Suppose that $u=\left(u_{1}, u_{2}\right)$ is taken in the space $L_{\text {loc }}^{1}\left([0, \infty), H_{\text {div }}\right)$, with $H_{\text {div }}\left(\mathbb{R}^{2}\right)=\{u \in$ $L^{2}\left(\mathbb{R}^{2}\right)$, s.t. $\left.\nabla \cdot u \in L^{2}\left(\mathbb{R}^{2}\right)\right\}$. Then, $\nabla \cdot(u \varphi) \in L_{\text {loc }}^{1}\left(\mathbb{R}^{2} \times[0, \infty)\right)$ for all test functions $\varphi$, and the expression (3.6) still has a meaning. Now, in the striation model, $u$ is a given by $u=-\nabla \phi \times B$, where $\phi$ is a solution of (2.12). To solve (2.12), we use the following (classical) proposition.

Proposition 3.5. Let $u_{n} \in L^{2}\left(\mathbb{R}^{2}\right)$ and $n$ be such that there exist two constants $n_{*}, n^{*}$ with $0<n_{*}<n(x, t)<n^{*}$. Then, (2.12), which can be written

$$
\nabla \cdot(n \nabla \phi)=\nabla \cdot\left(n u_{n} \times B\right),
$$

has a solution in the space $L_{\text {loc }}^{1}([0, \infty)$, $H)$, with $H=\left\{\phi \in \mathcal{D}^{\prime}\left(\mathbb{R}^{2}\right), \nabla \phi \in L^{2}\left(\mathbb{R}^{2}\right)\right\}$, unique up to an additive constant.

Since $u$ satisfies $\nabla \cdot u=0$, this proposition guarantees that $u$ belongs to $L_{\text {loc }}^{1}$ $\left([0, \infty), H_{\text {div }}\left(\mathbb{R}^{2}\right)\right)$. For such velocities, this allows us to define $n$ as a weak solution of (2.11) in the sense of (3.6). Therefore, it is meaningful to look for solutions with discontinuous densities. Of course, we have not shown the actual existence of such solutions, which will be the subject of future work. Now, we recall the following classical trace property (see [16]).

Lemma 3.6. Let $C$ be a regular orientable curve of $\mathbb{R}^{2}$. Then the mapping $\gamma_{N}:\left.v \rightarrow(v \cdot N)\right|_{C}$ (with $N$ the unit normal vector to $C$ ) defined on $\mathcal{D}\left(\mathbb{R}^{2}\right)$ can be extended by continuity to a linear and continuous mapping, still denoted by $\gamma_{N}$, from $H_{\text {div }}\left(\mathbb{R}^{2}\right)$ into $H^{-1 / 2}(C)$.

We are now ready to determine the conditions that $f$ must fulfill for $n$ to be a weak solution. We have the following.

Proposition 3.7. Let $u$ belong to $L_{l o c}^{1}\left([0, \infty), H_{\text {div }}\left(\mathbb{R}^{2}\right)\right)$. A function $n$ defined by (3.5) is a weak solution to (2.11) iff $f$ is a smooth solution to the equation

$$
\begin{equation*}
\partial_{t} f=(u \cdot N)\left(1+\left(\partial_{x_{1}} f\right)^{2}\right)^{1 / 2}, \quad\left(x_{1}, t\right) \in \mathbb{R} \times[0, \infty) \tag{3.7}
\end{equation*}
$$

where $N$ is the unit normal vector to the curve of discontinuity $C(t)$ (pointing towards $\left.x_{2}>0\right)$ and $(u \cdot N)$ is the trace along $C(t)$ as defined by Lemma 3.6. We can write $(u \cdot N)\left(1+\left(\partial_{x_{1}} f\right)^{2}\right)^{1 / 2}=\left.\left[u_{2}-u_{1} \partial_{x_{1}} f\right]\right|_{C}$, where the index $C$ indicates that this quantity is the common limit of the bracket as $x_{2} \rightarrow f\left(x_{1}, t\right)$ from above and below.

Proof. We insert the expression for $n$ into (3.6). We get

$$
0=\underline{n} \int_{x_{2}<f, t \geq 0}\left(\partial_{t} \varphi+\nabla \cdot(u \varphi)\right) d x d t+\bar{n} \int_{x_{2}>f, t \geq 0}\left(\partial_{t} \varphi+\nabla \cdot(u \varphi)\right) d x d t
$$

Since $\varphi$ is compactly supported, we have $\int_{\mathbb{R}^{2} \times[0, \infty)}\left(\partial_{t} \varphi+\nabla \cdot(u \varphi)\right) d x d t=0$. We regard $\varphi$ as compactly supported in $\mathbb{R}^{2} \times(0, \infty)$ since the treatment of the initial condition at $t=0$ is standard. We deduce that

$$
\begin{equation*}
0=(\underline{n}-\bar{n}) \int_{x_{2}<f, t \geq 0}\left(\partial_{t} \varphi+\nabla \cdot(u \varphi)\right) d x d t \tag{3.8}
\end{equation*}
$$

In order to apply the Green formula, we use Lemma 3.6. We define the surface $\Sigma=\left\{(x, t) \in \mathbb{R}^{2} \times[0, \infty), x \in C(t)\right\}$ and the open sets $\mathcal{O}(t)=\left\{x \in \mathbb{R}^{2}, x_{2}<f\left(x_{1}, t\right)\right\}$ and $\Omega=\left\{(x, t) \in \mathbb{R}^{2} \times[0, \infty), x_{\tilde{N}} \in \mathcal{O}(t)\right\}$. Let $\tilde{N}=\left(\tilde{N}_{1}, \tilde{N}_{2}, \tilde{N}_{t}\right)$ be the outgoing unit normal to $\Omega$ at $(x, t)$ of $\Sigma$ and $\tilde{N}_{x}=\left(N_{1}, \tilde{N}_{2}\right)$. Thanks to Lemma 3.6, we can apply the Green formula and get

$$
\int_{\Omega}\left(\partial_{t} \varphi+\nabla \cdot(u \varphi)\right) d x d t=\int_{\Sigma} \varphi\left(\tilde{N}_{t}+u \cdot \tilde{N}_{x}\right) d \Sigma(x, t)
$$

where the integrals on $\Sigma$ should be understood as the duality $L^{\infty}\left([0, \infty), H^{1 / 2}(C(t))\right)$ against $L^{1}\left([0, \infty), H^{-1 / 2}(C(t))\right)$. Now, we have $\tilde{N} d \Sigma(x, t)=\left(-\partial_{x_{1}} f, 1,-\partial_{t} f\right) d x_{1} d t$, which implies $\tilde{N}_{x} d \Sigma(x, t)=\left(1+\left(\partial_{x_{1}} f\right)^{2}\right)^{1 / 2} N d x_{1} d t$. Assuming that $\underline{n} \neq \bar{n}$, (3.8) gives

$$
\begin{equation*}
\int_{\mathbb{R} \times[0, \infty)} \varphi\left((u \cdot N)\left(1+\left(\partial_{x_{1}} f\right)^{2}\right)^{1 / 2}-\partial_{t} f\right) d x_{1} d t=0 \tag{3.9}
\end{equation*}
$$

Since (3.9) has to be verified for all test functions $\varphi$, we deduce (3.7).
Then, the striation model (2.9), (2.12) for weak solutions can be written

$$
\begin{align*}
& \partial_{t} f=\left.\left[\partial_{x_{2}} \phi \partial_{x_{1}} f+\partial_{x_{1}} \phi\right]\right|_{C(t)}  \tag{3.10}\\
& -\nabla \cdot\left(\left(\underline{n} \chi_{f}+\bar{n}\left(1-\chi_{f}\right)\right)\left(\nabla \phi-u_{n} \times B\right)\right)=0, \tag{3.11}
\end{align*}
$$

with $\chi_{f}=1$ if $x_{2}<f\left(x_{1}, t\right)$ and $\chi_{f}=0$ otherwise.

We now turn to the stability analysis of the striation model with discontinuous initial density. A steady state of this model is given by $f^{0}=0, \nabla \phi^{0}=(0,-V)$, $u_{n}=(V, U)$. We define the small perturbations of order $\varepsilon$ as $f=\varepsilon f^{1}, \phi=\phi^{0}+\varepsilon \phi^{1}$, with $\varepsilon \ll 1$. We introduce this ansatz in (3.10), (3.11) and keep only the terms of order $\varepsilon$. We get

$$
\begin{align*}
& \left.\left(\partial_{t} f^{1}+V \partial_{x_{1}} f^{1}-\partial_{x_{1}} \phi^{1}\right)\right|_{\left(x_{1}, 0, t\right)}=0  \tag{3.12}\\
& -\nabla \cdot\left(n^{0} \nabla \phi^{1}\right)=-U \lim _{\varepsilon \rightarrow 0} \varepsilon^{-1} \partial_{x_{1}}\left(\underline{n} \chi_{\left(\varepsilon f^{1}\right)}+\bar{n}\left(1-\chi_{\left(\varepsilon f^{1}\right)}\right)\right) \tag{3.13}
\end{align*}
$$

where $n^{0}=\underline{n} \chi_{0}+\bar{n}\left(1-\chi_{0}\right)$ is the unperturbed density profile. A simple computation leads to $\partial_{x_{1}} \chi_{(\varepsilon f)}=\varepsilon\left(\partial_{x_{1}} f\right) \delta_{x_{2}=0}+O\left(\varepsilon^{2}\right)$, where the distribution $g\left(x_{1}\right) \delta_{x_{2}=0}$ is defined through the relation $\left\langle g\left(x_{1}\right) \delta_{x_{2}=0}, \varphi\right\rangle=\int_{\mathbb{R}} \varphi\left(x_{1}, 0\right) g\left(x_{1}\right) d x_{1}$ with $\varphi(x) \in C_{c}^{\infty}$. Then (3.13) reads

$$
\begin{equation*}
-\nabla \cdot\left(n^{0} \nabla \phi^{1}\right)=U(\bar{n}-\underline{n}) \partial_{x_{1}} f^{1} \delta_{x_{2}=0} \tag{3.14}
\end{equation*}
$$

Like in the exponential density profile case, we develop the solution as a plane wave in the $x_{1}$ direction: $\left(f^{1}, \phi^{1}\right)=\left(\bar{f}, \bar{\phi}\left(x_{2}\right)\right) \exp i\left(\xi x_{1}-\omega t\right)$, where $\bar{f}$ and $\bar{\phi}\left(x_{2}\right)$ must be determined.

We introduce the plane-wave ansatz in (3.12), (3.14), and we get

$$
\begin{align*}
& -i \omega \bar{f}+i V \xi \bar{f}=i \xi \bar{\phi}(0)  \tag{3.15}\\
& -\left(\partial_{x_{2}}\left(n^{0} \partial_{x_{2}} \bar{\phi}\right)-\xi^{2} n^{0} \bar{\phi}\right)=U(\bar{n}-\underline{n}) i \xi \bar{f} \delta_{x_{2}=0} \tag{3.16}
\end{align*}
$$

If we solve (3.16) away from the point $x_{2}=0$ and look for a bounded solution when $\left|x_{2}\right| \rightarrow \infty$, we find $\bar{\phi}\left(x_{2}\right)=\bar{\phi}(0) e^{-|\xi|\left|x_{2}\right|}$. Then, in the distributional sense on $\mathbb{R}$, we have

$$
\begin{equation*}
-\left(\partial_{x_{2}}\left(n^{0} \partial_{x_{2}} \bar{\phi}\right)-\xi^{2} n^{0} \bar{\phi}\right)=-(\underline{n}+\bar{n})|\xi| \bar{\phi}(0) \delta_{x_{2}=0} \tag{3.17}
\end{equation*}
$$

We introduce (3.17) in (3.16) and find

$$
\begin{equation*}
i \xi \bar{f} \delta_{x_{2}=0}-\frac{\bar{n}+\underline{n}}{\bar{n}-\underline{n}} \frac{|\xi|}{U} \bar{\phi}(0) \delta_{x_{2}=0}=0 \tag{3.18}
\end{equation*}
$$

Solving for $\bar{f}$ thanks to (3.15) and inserting it into (3.18) allows us to find the dispersion relation

$$
\begin{equation*}
\omega=-V \xi-i U \frac{\bar{n}-\underline{n}}{\bar{n}+\underline{n}} \xi \tag{3.19}
\end{equation*}
$$

We can easily deduce the following stability result.
Proposition 3.8. Let us assume that $\bar{n}>\underline{n}$. Steady states defined by (3.5) with $f=0$ are stable iff $U \geq 0$. Furthermore, if $U<0$, all wave-vectors $\xi$ are unstable. The growth rate of the instability is given by

$$
\begin{equation*}
|\Im m(\omega)|=\frac{\bar{n}-\underline{n}}{\bar{n}+\underline{n}} U|\xi| . \tag{3.20}
\end{equation*}
$$

This theorem makes the formal analysis of section 3.1 more quantitative. We note that the growth rate increases linearly as a function of $\xi$, while it was a constant in the exponential density case (section 3.2). This feature prevents us from extending the nonlinear instability theorem of [6] to the discontinuous case.
3.4. Conclusion of the stability analysis. The instability contributes to the development of smaller and smaller structures in the plasma. Quickly, the plasma becomes chaotic (see section 6). In practice, the instability saturates after reaching some level by the effects of physical dissipation mechanisms, which are not accounted for so far in the model. We can think of three sources of physical dissipation: (i) finite temperature effects, (ii) finite conductivity effects, (iii) turbulence effects. By Remark 3.1, we have seen that finite temperature effects alone do not change the results of the stability analysis. Therefore, we must simultaneously introduce finite temperature and finite conductivity effects; i.e., we must go back to the full dynamo model (2.1)(2.3). In section 4 , we perform the stability analysis of the dynamo model and show that large wave-vector perturbations are stable. However, the level of dissipation, i.e., the threshold wave-number for stability, is too large to match practical observations. Therefore, in section 5 , we investigate the effects of fluid turbulence.
4. Stability analysis of the dynamo model (2.1)-(2.3). This analysis can be found, in parts, in [13], [14]. We consider steady states with exponential density profiles. Due to diffusion, discontinuous density profiles are not steady states of the dynamo model any longer, and there is no point in trying to analyze their stability. To simplify the analysis and to make it as close as possible to that of the striation model in section 3.2, we still consider a uniform magnetic field pointing in the $x_{3}$-direction, and we suppose that $u_{n}$ is orthogonal to $B$. All unknowns are independent of $x_{3}$, and vectors are contained in the plane $\left(x_{1}, x_{2}\right)$. We assume that $\nu_{e}$ and $\nu_{i}$ are constants and such that $\nu=\nu_{e}+\nu_{i}=1$.

The steady state is given by

$$
\begin{aligned}
& n^{0}=N \exp \left(\frac{x_{2}}{\lambda}\right), \quad u_{n}=(V, U), \quad h^{0}=\left(U-2 \eta \lambda^{-1}\right) \hat{x}_{1}, \\
& u_{i}^{0}=\left\{\kappa \nu_{e}\left(U-2 \eta \lambda^{-1}\right)+V\right\} \hat{x}_{1}, \quad u_{e}^{0}=\left\{-\kappa \nu_{i}\left(U-2 \eta \lambda^{-1}\right)+V\right\} \hat{x}_{1}, \\
& \nabla \phi^{0}=\left(-\kappa^{2} \nu_{i} \nu_{e}\left(U-2 \eta \lambda^{-1}\right),-\kappa\left(\nu_{e}-\nu_{i}\right)\left(U-\eta \lambda^{-1}\right)-V\right) .
\end{aligned}
$$

We proceed to the linear stability analysis as in section 3.2. We introduce the perturbation $n=n^{0}\left(1+\varepsilon n^{1}+O\left(\varepsilon^{2}\right)\right), u_{i, e}=u_{i, e}^{0}+\varepsilon u_{i, e}^{1}+O\left(\varepsilon^{2}\right)$, and $\phi=\phi^{0}+\varepsilon \phi^{1}+$ $O\left(\varepsilon^{2}\right)$ in the dynamo model (2.1)-(2.3). We keep only order $\varepsilon$ terms and develop the solution as a plane wave according to the same ansatz as in section 3.2. Let us define

$$
\begin{aligned}
& \mu_{-}^{H}=\mu_{i}^{H}-\mu_{e}^{H}, \quad \mu_{+}^{H}=\mu_{i}^{H}+\mu_{e}^{H}, \quad \mu_{-}^{P}=\mu_{i}^{P}-\mu_{e}^{P}, \quad \mu_{+}^{P}=\mu_{i}^{P}+\mu_{e}^{P} \\
& X=\xi_{1} \mu_{i}^{H}-\xi_{2} \mu_{i}^{P}, \quad Y=\xi_{1} \mu_{-}^{H}-\xi_{2} \mu_{+}^{P}, \quad Z=\xi_{1} \mu_{+}^{H}-\xi_{2} \mu_{-}^{P} \\
& A_{X}=\mu_{i}^{P}|\xi|^{2}+i X, \quad A_{Y}=\mu_{+}^{P}|\xi|^{2}+i Y, \quad A_{Z}=\mu_{-}^{P}|\xi|^{2}+i Z .
\end{aligned}
$$

Then, we get the dispersion relation

$$
\begin{equation*}
\omega=\frac{A_{Y}^{*}}{|U|\left|A_{Y}\right|^{2}}\left(\xi_{1} u_{i x}^{0} A_{Y}-i \frac{\kappa \eta}{\lambda} A_{X} A_{Y}-\xi_{1} h_{x}^{0} A_{X}+i \frac{\kappa \eta}{\lambda} A_{X} A_{Z}\right) \tag{4.1}
\end{equation*}
$$

where $h=u_{i}-u_{e}$ and the star denotes the complex conjugate. The expression of $\Im m(\omega)$ may be simplified as follows:
$\Im m(\omega)=\frac{2 \kappa \eta}{\lambda|U|\left|A_{Y}\right|^{2}} \mu_{i}^{P} \mu_{e}^{P} \mu_{+}^{P}|\xi|^{2} P(\xi), \quad P(\xi)=-|\xi|^{4}+(a+1) \xi_{1}^{2}+2 c \xi_{1} \xi_{2}-\xi_{2}^{2}$,
with $a=-U \lambda\left(2 \kappa \eta \nu_{e} \nu_{i} \mu_{+}^{P}\right)^{-1}, c=\mu_{-}^{H}\left(\mu_{+}^{P}\right)^{-1}$.
If $\kappa \rightarrow 0$, the dynamo model reduces to the striation model with nonzero temperature, which has the same dispersion relation (3.4) as the striation model with zero temperature (see Remark 3.1). We can verify this property on the dispersion relation (4.2). Indeed, as $\kappa \rightarrow 0$, we have $a \sim-U \lambda\left(2 \eta \nu_{e} \nu_{i}\right)^{-1} \kappa^{-2}, c \sim \kappa\left(\nu_{e}-\nu_{i}\right)$. Therefore, $P(\xi) \sim-U \lambda\left(2 \eta \nu_{e} \nu_{i}\right)^{-1} \xi_{1}^{2} \kappa^{-2}$, and we have $P(\xi)<0$ if $U>0$ (resp., $P(\xi)>0$ if $U<0)$. Thus, we recover the results of section 3.2 for the striation model.

On the other hand, if we let the temperature go to zero (i.e., $\eta \rightarrow 0$ ) in (4.2) while keeping $\kappa$ finite, we find $a=O\left(\eta^{-1}\right)$ while $c=O(1)$. Therefore, $P(\xi) \sim$ $-U \lambda\left(2 \kappa \nu_{i} \nu_{e} \mu_{P}^{+} \eta\right)^{-1}$, and again the stability conditions for this model are the same as those of the striation model; i.e., the model is unstable for all wave-vectors if $U<0$ and stable otherwise. Therefore, for the model to exhibit a stable range of wavevectors, we need at the same time a finite conductivity and a finite temperature. We now show that this is indeed the case.

Proposition 4.1. Suppose that $\eta>0$ and $\kappa>0$. Then,
(i) the dynamo model (2.1)-(2.3), linearized about the above-defined steady states, is stable iff $U \lambda>2 \eta \kappa^{2} \nu_{e} \nu_{i}$;
(ii) if $U \lambda<2 \eta \kappa^{2} \nu_{e} \nu_{i}$, there exists $R_{0}(\eta, \kappa)>0$ such that if $\xi$ is an unstable wave-vector, then $|\xi|<R_{0}$. Furthermore, $R_{0}=O\left((\sqrt{\eta} \kappa)^{-1}\right)$ as $\sqrt{\eta} \kappa \rightarrow 0$.

We note that the stability criterion for the dynamo model is more restrictive than that of the striation model. The quantity $U \lambda$ needs to be not only positive, but also large enough. However, in the unstable case, when $U \lambda$ is not large enough, the instability region is a bounded domain in wave-vector space (by contrast with the case of the striation model, in which the instability domain is unbounded). The instability region grows as $\eta$ or $\kappa$ decreases to 0 , and ultimately fills the entire wave-vector space in the limit.

Proof. We introduce polar coordinates $\xi_{1}=r \cos \theta$ and $\xi_{2}=r \sin \theta$. We can write $P=-r^{2} Q$ with $Q=r^{2}-F(\theta)$ with

$$
F(\theta)=(a+1) \cos ^{2} \theta+2 c \cos \theta \sin \theta-\sin ^{2} \theta=\delta \cos (2 \theta-\alpha)+\left(\frac{a}{2}\right)
$$

and $\delta=\left(((a / 2)+1)^{2}+c^{2}\right)^{1 / 2}, \alpha=\tan ^{-1}(a /(a+2))$. Therefore, $Q=0$ iff $\cos (2 \theta-\alpha)=$ $\delta^{-1}\left(r^{2}-(a / 2)\right)$. For this equation to have roots, we need that $-1 \leq \delta^{-1}\left(r^{2}-\right.$ $(a / 2)) \leq 1$. Therefore, if $-a /(2 \delta)>1$, this equation cannot have any root, for any value of $r>0$. Conversely, if $-a /(2 \delta) \leq 1$, this equation has roots as long as $(a / 2)-\delta \leq r^{2} \leq(a / 2)+\delta$. Therefore, the case $-(a /(2 \delta))>1$ characterizes the stable cases. This condition is equivalent to $a+1+c^{2}<0$, or, after some easy computations, to $U \lambda>2 \eta \kappa^{2} \nu_{e} \nu_{i}$. In the unstable case, the instability domain, i.e., the set of wave-vectors $\xi$ leading to unstable modes, is contained in the ball centered at 0 and of radius $R_{0}$ with $R_{0}^{2}=(a / 2)+\delta$. As $\kappa$ or $\eta$ tend to 0 , we notice that $R_{0}^{2} \sim|U \lambda|\left(2 \nu_{e} \nu_{i}\right)^{-1}\left(\eta \kappa^{2}\right)^{-1}$, which ends the proof of Proposition 4.1.

The fact that the model is stable apart from a bounded region of wave-vectors can be seen as a favorable feature. Indeed, in such a case, small wave-vector (i.e., long wave-length) perturbations first grow exponentially due to the instability, but also undergo a mode cascade towards higher wave-numbers due to nonlinearity. Once the wave-vectors are large enough to reach the stability region, they are damped by the dissipation. We therefore expect that only structures of typical size $R_{0}^{-1}$ will remain for long times.

However, the values of the physical parameters in the dynamo model are too small to ensure a viable stabilization process. Indeed, we see that $R_{0}=O\left(\left(\kappa^{2} \eta\right)^{-1 / 2}\right)$
when $\kappa$ or $\eta \rightarrow 0$. This is too large compared with the observations (see, e.g., [13], [14]). Therefore, another dissipation mechanism must be present. In this paper, we postulate that the turbulence of the plasma induced by the instability modifies the dissipation constants in a way similar to what happens in fluid mechanics (see, e.g., [32] and references therein). To make this assumption more quantitative, in the next section we develop a statistical approach to turbulence adapted to the striation model.

## 5. A "turbulent" striation model.

5.1. Derivation of the "turbulent" striation model. To produce this new model, we follow the statistical approach to turbulence [32] (see also [28] for an application to MHD). We suppose that the unknowns ( $n, u, \phi, h$ ) in the striation model (2.9), (2.12) are random variables representing the possible realizations of the flow. Any of these quantities $a$ can be decomposed according to $a=\bar{a}+a^{\prime}$, where $\bar{a}$ is its mean value and $a^{\prime}$ is a random fluctuation about this average. Since the randomness concerns the realization of the flow, the mean value operator commutes with the space and time derivatives. Therefore, we have $\overline{(\bar{a})}=\bar{a}, \overline{a^{\prime}}=0, \nabla a=\nabla \bar{a}+\nabla a^{\prime}$, $\partial_{t} a=\partial_{t} \bar{a}+\partial_{t} a^{\prime}$. If $b$ is a nonfluctuating quantity, we have $\overline{b a}=b \bar{a}$, and for two random quantities $a$ and $b, \overline{a b} \neq \bar{a} \bar{b}$ unless they are statistically independent. However, we note that $\overline{a \bar{b}}=\bar{a} \bar{b}$.

We assume that $u_{n}$ and $\nu$ are nonfluctuating quantities. Under this assumption, by averaging the striation model (2.9)-(2.12), we obtain

$$
\begin{align*}
& \partial_{t} \bar{n}+\nabla \cdot(\overline{n u})=0, \quad \bar{u}=-\nabla \bar{\phi},  \tag{5.1}\\
& \nabla \cdot(\overline{n h})=0, \quad \bar{h}=-\nu\left(\bar{u}-u_{n}\right) \times B . \tag{5.2}
\end{align*}
$$

We can write $\overline{n u}=\bar{n} \bar{u}+\overline{n^{\prime} u^{\prime}}$ with $\overline{n^{\prime} u^{\prime}} \neq 0$, since $n^{\prime}$ and $u^{\prime}$ are in general not independent random variables. In a same way, we have $\overline{n h}=-\nu\left(\bar{n} \bar{u}+\overline{n^{\prime} u^{\prime}}-\bar{n} u_{n}\right) \times B \neq$ $\bar{n} \bar{h}$.

To close the model, we need a prescription for the correlation $\overline{n^{\prime} u^{\prime}}$ as a function of the mean quantities. As in fluid turbulence (see, e.g., [32]), we model this correlation by means of a diffusion term acting on the density, i.e., $\overline{n^{\prime} u^{\prime}}=-D \nabla \bar{n}$, where $D>0$ is a diffusion coefficient. The use of this ansatz can be formally justified by invoking Kesten-Papanicolaou's theorem [27] (see also [32] for a review and [35] for a related result). For simplicity, we assume that $D$ is a constant. Under this assumption, and noting that $\nabla \cdot\left(\overline{n^{\prime} u^{\prime}} \times B\right)=-D \nabla \cdot(\nabla n \times B)=0$, system (5.1)-(5.2) reduces to the following (turbulent striation) model (dropping the bars):

$$
\begin{align*}
& \partial_{t} n+\nabla \cdot(n u)-\nabla \cdot(D \nabla n)=0, \quad u=-\nabla \phi \times B  \tag{5.3}\\
& \nabla \cdot(n h)=0, \quad h=\nu\left(-\nabla \phi+u_{n} \times B\right) \tag{5.4}
\end{align*}
$$

The difficulty is now to find the correct value for the diffusion coefficient $D$. For this purpose, we again proceed to a stability analysis, in a similar fashion as what was done in sections 3.2 and 4.
5.2. Stability analysis of the turbulent striation model. We again choose a steady state characterized by an exponential density profile and uniform neutral wind $u_{n}=(V, U)$ and electric field. The unperturbed state is defined by $n_{0}=N e^{x_{2} / \lambda}$, $u_{0}=(V, 1 / \lambda)=\left(-\partial_{x_{2}} \phi_{0}, \partial_{x_{1}} \phi_{0}\right)$. We introduce $\bar{D}$ such that $D=|U| \lambda \bar{D}$. We proceed as in sections 3.2 and 4 and we get the following imaginary part of the dispersion
relation (with $\sigma=\operatorname{sign}(U)$ ):

$$
\begin{equation*}
\Im m(\omega)=\frac{\mathcal{N}}{\mathcal{D}}, \quad \mathcal{N}=-\bar{D}|\xi|^{2}\left(|\xi|^{4}+\xi_{2}^{2}\right)-(\sigma-\bar{D}) \xi_{1}^{2}|\xi|^{2}, \quad \mathcal{D}=|\xi|^{4}+\xi_{2}^{2} \tag{5.5}
\end{equation*}
$$

Since $\mathcal{D} \geq 0$, we just have to discuss the sign of $\mathcal{N}$. We introduce the polar coordinates $\xi_{1}=r \cos \theta$ and $\xi_{2}=r \sin \theta$. Then, $\mathcal{N}=-\bar{D} r^{4}\left(r^{2}+\sin ^{2} \theta-\left(1-\sigma \bar{D}^{-1}\right) \cos ^{2} \theta\right)$. The domain $\mathcal{I}$ defined in polar coordinates by $r \leq r(\theta):=\left\{\left(1-\sigma \bar{D}^{-1}\right) \cos ^{2} \theta-\sin ^{2} \theta\right\}^{1 / 2}$ (for all $\theta$ such that the expression inside the square root is positive) characterizes the (bounded) instability domain. We can summarize the results in the following.

Proposition 5.1. (i) If $\sigma=1$ (stable case for the original striation model) and $\bar{D}<1$, the turbulent striation model (5.3), (5.4) linearized about the above-defined stationary states is stable.
(ii) If ( $\sigma=1$ and $\bar{D}>1$ ) or $\sigma=-1$, the turbulent striation model is unstable for wave-vectors lying in the instability domain $\mathcal{I} . \mathcal{I}$ is bounded and contained in the ball centered at the origin and of radius $\left(1-\sigma \bar{D}^{-1}\right)^{1 / 2}$.

We note this strange feature that adding too large a diffusion can destabilize the striation model in the case where the unperturbed striation model is stable (case $\sigma=1$ and $\bar{D}>1$ ).

Thanks to this stability result, we can return to the problem of finding the value for $D$. Suppose that we know (from experimental observations, for instance) that no structures finer than a certain scale $\ell$ can persist. This means that all perturbations with a wavelength less than $\ell$ are stable (i.e., are damped by dissipation), or equivalently, that all wave-vectors $\xi$ larger than $1 / \ell$ lie in the stability domain. To ensure this property, it is enough to have $1 / \ell>\left(1+\bar{D}^{-1}\right)^{1 / 2}$. (We take $\sigma=-1$ because, in practice, there are always regions where the density gradient and the neutral wind have configurations which trigger the instability; see, e.g., the numerical results in section 6.) This condition translates into $\bar{D} \geq \ell^{2}\left(1-\ell^{2}\right)^{-1}$. In practice, it is legitimate to assume that $\ell \ll 1$ (because the typical size of the ultimate permanent structures is far smaller than the typical size of the observation domain). Going back to the unscaled value of the diffusion constant $D$, we get

$$
\begin{equation*}
D \gtrsim \ell^{2} \lambda|U| . \tag{5.6}
\end{equation*}
$$

In the next section, we present numerical simulations which display the relation between the typical size of the persisting structures triggered by the instability and the value of this diffusion coefficient.
6. Numerical experiments. In this section, we present some numerical simulations of the striation model (2.9), (2.12) and of the turbulent striation model (5.3), (5.4). The elliptic equation (2.12) or (5.4) is discretized by a conservative finite difference method. The plasma velocity is computed by means of finite differences applied to the second equation of (2.9) or (5.3) on staggered grids. The transport equation (first equation of (2.9) or (5.3)) is discretized thanks to a classical TVD-scheme [17], [42], [30]. In order to deal with steep density gradients, the diffusion operator in (5.3) is implicitly discretized, and we make use of a Strang splitting for the overall time discretization of this equation. A preconditioned gradient method [40] is applied to solve the linear systems resulting from the discretization of the elliptic equation (2.12) or (5.4) and from the implicit discretization of the diffusion equation (5.3).

Our first test problem is intended to mimic that of [44]. The initial density is a random perturbation of a uniform density in the $x_{1}$-direction with a Gaussian profile


Fig. 6.1. Initial plasma density $\left(m^{-3}\right)$.
TABLE 6.1
Number of cells and mesh sizes.

|  | Nb. of cells | $\Delta_{x}, \Delta_{y}(\mathrm{~m})$ |  |
| :---: | :---: | :---: | :---: |
| Mesh 1 | $200 \times 200$ | 0.1 | $10^{3}$ |
| Mesh 2 | $400 \times 400$ | 0.05 | $10^{3}$ |
| Mesh 3 | $800 \times 800$ | 0.025 | $10^{3}$ |



Fig. 6.2. Plasma density at various times given by the striation model discretized on mesh 1.
in the $x_{2}$-direction (cf. Figure 6.1). The neutral wind $u_{n}$ is directed along the $x_{2}$-axis and has a value of $45 \mathrm{~ms}^{-1}$. Different mesh sizes listed in Table 6.1 are considered. When the turbulent striation model is considered, the diffusion length $\ell$ (which sets the value of the diffusion coefficient through (5.6)) is equal to $0.1 \times 10^{3} \mathrm{~m}$ (a scale resolved by all mesh steps). In practice, its value should be prescribed by comparing with experimental measurements (see, for instance, [8]). However, our purpose here is towards qualitative rather than quantitative results.

We first consider the original striation model (2.9), (2.12). Figure 6.2 displays the time evolution of the plasma density as a function of the two-dimensional coordinate $x$. Periodic boundary conditions are used. We see that the upper side (with respect to the orientation of the figure) of the density gradient is unstable, while the lower side is stable. The instability produces finger-like structures which rise in the positive $x_{2}$-direction and eventually (by periodicity) appear as originating from the lower boundary. In Figure 6.3 we represent the plasma density computed on the different meshes (see Table 6.1) at time $t=804 \mathrm{~s}$. The mesh-size is divided by a factor 2 from panel (a) to panel (b) and from panel (b) to panel (c). One can notice that the


FIG. 6.3. Plasma density at $t=804 \mathrm{~s}$ given by the striation model discretized on the three different meshes of Table 6.1.


Fig. 6.4. Spectral density of the plasma density $n$ computed on the coarsest and the finest meshes of Table 6.1 (mode magnitude versus dimensionless spatial frequency). The spatial frequency scale is set to $\ell^{-1}$, where $\ell$, given by (5.6), is equal to $0.110^{3} \mathrm{~m}$.
number of persisting structures grows with the number of cells, while their typical size decreases with the mesh-size. This remark can be made more quantitative as in Figure 6.4, where the spectral density (i.e., the modulus of the Fourier transform) of the plasma density is displayed for the coarsest and finest meshes (dashed curves). We can see that high frequency modes (corresponding to space scales ranging from 2 to 5 times the value of $\ell$ ) have a significantly larger contribution when the finest mesh is used. Correspondingly, in Figure 6.3, we notice that the structures are all the tinier as the mesh becomes finer.

This behavior can be related to the instability of the model. Indeed, numerical diffusion is the only damping mechanism, and the numerical diffusivity is proportional to the mesh size [17], [42], [30]. According to the stability analysis in section 5.2, the diffusive striation model becomes stable for wave-vectors of the order of $1 / \sqrt{D}$, which is proportional to $1 / \sqrt{\Delta x}$. Therefore, the size of the typical persisting structures must be divided by a factor $\sqrt{2}$ each time the mesh-size is divided by 2 . This is, roughly speaking, what we observe in Figure 6.5 , where cuts of the density along lines $x_{2}=$ constant are plotted. The calculation carried out on the coarsest mesh (solid line of Figure $6.5(\mathrm{a})$ ) exhibits five to six main structures (areas where the density varies significantly) in the last quarter of the $x_{1}$ range. In the same interval approximately


Fig. 6.5. Plasma density profiles along the line $x_{2}=2 \mathrm{~km}$ at time $t=392 \mathrm{~s}$


(a) Mesh $1(200 \times 200)$.


(b) Mesh $2(400 \times 400)$.

Fig. 6.6. Number of local maxima along the lines $x_{2}=18,1,6 \mathrm{~km}$ (circles, squares, and triangles, respectively) as a function of time for the turbulent striation model (a), (b) and the classical one (c) computed on the three meshes of Table 6.1. The number of local maxima is computed as half the number of sign changes in the density derivative.

14 main structures are counted for the density profile computed with the finest grid (solid line of Figure 6.5(b)). Note that small patterns can exist in addition to the persisting structures. Indeed there are seven and more than twenty local maxima for meshes 1 and 3, respectively. The same ratio is observed in Figure 6.6, where the


Fig. 6.7. Plasma density at $t=804 \mathrm{~s}$, given by the turbulent striation model discretized on the three different meshes of Table 6.1.
time evolution of the number of local maxima is displayed. For long time evolution (greater than 600 (s.)) the number of local maxima can be estimated as 25 for the coarsest mesh and 85 for the finest one. These results confirm the mesh-dependence of the simulations.

We next consider the turbulent striation model (5.3), (5.4). Figure 6.7 demonstrates the stability brought by the diffusion: the number and size of the structures remain almost the same when the mesh resolution increases. The dashed curves of Figure 6.5 display cuts of the density on a line $x_{2}=$ constant for the coarsest and finest meshes, respectively. The small patterns which could be observed on the results computed with the classical striation model (solid curves) have disappeared. Moreover, the number of local maxima (six for the coarsest mesh, seven for the finest one) observed in Figure 6.5 are now quite independent of the grid resolution. This invariance of the number of local maxima with respect to the grid resolution can be observed in the course of the time evolution (see Figure 6.6). Indeed, this number remains almost constant in time, and equal to 9 when the mesh-size varies. These results therefore show a significant difference between the turbulent striation model and the original one. The spectral densities computed with the turbulent striation model are displayed in Figure 6.4. The diffusion damps out the high frequency modes, and the curves computed with the two different mesh-sizes are very similar, whatever space scales are considered, in contrast with the behavior of the original striation model. Note that the characteristic size of the striations observed in Figures 6.7 and 6.5 amounts to a few kilometers, which fits well with experimental observations.

The second simulation is aimed at illustrating the results of the stability analysis developed in the discontinuous density profile framework (see section 3.3). To this purpose, we consider a set of simulation parameters similar to those above, except for the initial density and the neutral wind. The initial density consists of a plasma bubble (density equal to one) in a quasi-vacuum medium (very small density). This initial data is perturbed by a random noise. The neutral wind is oriented along the $x_{1}$-axis; its speed is set to $100 \mathrm{~m} \cdot \mathrm{~s}^{-1}$. Simulations performed on mesh 2 (Table 6.1) with the classical striation model are displayed in Figure 6.8(a), 6.8(b), and 6.8(c), respectively, at time $\mathrm{t}=0,281.4$, and 562.8 seconds. The plasma bubble is set into motion by the neutral wind, and since periodic boundary conditions are used, the bubble seems to go out of the domain through the right boundary of the frame and to re-enter the computational box through the left boundary. The instability develops


FIG. 6.8. Plasma density at various times given by the classical striation model discretized on mesh 2 in the case of a discontinuous initial density.


FIG. 6.9. Plasma density at $t=562.8$ s given by the classical striation model on mesh 1 (a), the turbulent striation model with a moderate diffusion on mesh 2 (b), and the turbulent striation model with a large diffusion on mesh 2 (c), with the discontinuous initial density of Figure 6.8(a).
along the right edge of the bubble, the other edge being unaffected.
The same simulation run on mesh 1 produces the result displayed on Figure 6.9(a) and shows the sensitivity of the instability pattern with respect to the grid resolution. The last two panels of the figure, (b) and (c) show calculations performed with the turbulent striation model on mesh 2. The diffusion parameter used in Figure 6.9(c) is four times as big as the one considered for 6.9(b). When comparing Figures 6.8(c) (without any diffusion) and $6.9(\mathrm{~b})$, we get the same conclusion as before: diffusion brings stability for small space scales, since the tiniest patterns have disappeared from Figure $6.9(\mathrm{~b})$. More diffusion can also bring stability for all space scales and prevent the growth of the instability, as demonstrated by the results of Figure 6.9(c).
7. Conclusion. In this paper, we have been concerned with the modeling of ionospheric plasma instabilities. The first main point of this work was to remark that the "striation model" allows for discontinuous solutions, and that discontinuous steady states may be unstable in a similar way as are smooth ones. The second point was to propose that the turbulence induced by the instability may actually produce diffusion, in a way similar to what occurs in fluid mechanics, and that this diffusion may actually contribute to stabilizing large wave-number perturbations. Following the statistical
approach to turbulence, we have derived and analyzed a "turbulent striation model." Numerical simulations have been produced in support of our analysis.
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[^66]:    ${ }^{1}$ Theoretical results on the accuracy of the technique for 3D mesh-based computationally optimal distance computation proposed in [40] have not been reported to the best of our knowledge.
    ${ }^{2}$ This is of course just a limitation of a straightforward implementation that doesn't avoid allocating memory to empty grids and works in the embedding dimension, and not a limitation of the theoretical and computational frameworks here developed.
    ${ }^{3}$ Tsitsiklis first described an optimal-control type of approach to solving the Hamilton-Jacobi equation, while independently Sethian and Helmsen both developed techniques based on upwind numerical schemes.
    ${ }^{4}$ Geodesics are the integral curves corresponding to the gradient directions of the intrinsic distance function, and are obtained by back-propagating in this gradient direction from the target point to the source point.

[^67]:    ${ }^{5}$ Recent results such as those reported in [57] provide efficient techniques for constructing such bands for point cloud data.
    ${ }^{6}$ In addition to studying the computation of distance functions on point clouds, [9, 67] address the important combination of this with multidimensional scaling for manifold analysis. Prior work on using geodesics and multidimensional scaling can be found in [61].
    ${ }^{7}$ While concluding this paper, we learned of a recent extension to Isomap reported in [31]. This paper is also mesh-based, and follows the geodesics approach in Isomap with a novel neighborhood/connectivity approach and a number of interesting theoretical results and novel dimensionality estimation contributions. Further analysis of Isomap, as a dimensionality reduction technique, can be found in [19].

[^68]:    8 "Small enough $h$ " means that $h<1 / \max _{i} \kappa_{i}(\mathcal{S})$, where $\kappa_{i}(\mathcal{S})$ is the $i$ th principal curvature of $\mathcal{S}$. This guarantees having smoothness in $\partial \Omega_{S}^{h}$; see [49].
    ${ }^{9}$ We will later impose some convexity conditions on the boundary in order to get rate of convergence estimates. However, the uniform convergence in itself doesn't require other hypotheses beyond smoothness.

[^69]:    ${ }^{10}$ This follows from the fact that uniform convergence of $\gamma_{h}$ to $\gamma_{0}$ is equivalent to the statement that for any subsequence $\left\{\gamma_{h_{i}}\right\}$ there exists a further subsubsequence $\left\{\gamma_{h_{i_{k}}}\right\}$ uniformly converging to $\gamma_{0}$.

[^70]:    ${ }^{11}$ Although in this paper we consider only manifolds with constant codimension, many of the results are extendible to variable codimensions, and this will be reported elsewhere.
    ${ }^{12}$ Note that having the intrinsic distance allows us to compute basic intrinsic properties of the manifold; see e.g., [13].
    ${ }^{13}$ The balls now used are defined with respect to the metric of $\mathbb{R}^{d}$; they are not intrinsic.
    ${ }^{14}$ By compactness, given $h>0$, we can find finite $N(h)$ and points $p_{1}, p_{2}, \ldots, p_{N(h)} \in \mathcal{S}$ such that $\mathcal{S}=\cup_{i=1}^{N(h)} B_{\mathcal{S}}\left(p_{i}, h\right)$. But since for $p \in \mathcal{S}, B_{\mathcal{S}}(p, h) \subset B(p, h) \cap \mathcal{S}$, we also get $\mathcal{S} \subset \cup_{i=1}^{N(h)} B\left(p_{i}, h\right)$.

[^71]:    ${ }^{15}$ We are considering the case when all the balls have the same radii.
    ${ }^{16}$ This means that for any subset $A \subseteq \mathcal{S}$ and any $p_{i} \in \mathcal{P}_{n}, \mathbb{P}\left(p_{i} \in A\right)=\frac{\mu(A)}{\mu(S)}$, where $\mu(\cdot)$ stands for the measure (area/volume) of the set.
    ${ }^{17}$ In order to extend the results in this section to the case $\partial \mathcal{S} \neq \emptyset$, the same considerations discussed in [9] remain valid in our case.

[^72]:    ${ }^{18}$ Consider $z \in B_{\mathcal{S}}(x, h)$; then $d_{\mathcal{S}}(x, z) \leq h$, but always $d(x, z) \leq d_{\mathcal{S}}(x, z)$, and thus $d(x, z) \leq h$, which implies $z \in B(x, h) \cap \mathcal{S}$.

[^73]:    ${ }^{19}$ For constant $h>0$, by definition $0<x_{h}<1$, and then obviously $\frac{e^{-n x_{h}}}{x_{h}} \rightarrow 0$ as $n \uparrow \infty$.
    ${ }^{20}$ This kind of condition is commonplace in the literature of random coverings; see, e.g., [25, 65, 22].

[^74]:    ${ }^{21}$ All the figures in this paper are in color. VRML files corresponding to these examples can be found at http://mountains.ece.umn.edu/~guille/pc.htm.

[^75]:    ${ }^{22}$ Adaptive grids inside the fixed or variable width offset band could be used as well; see, for example, [30].

[^76]:    ${ }^{23}$ For a discussion on how to make a preliminary estimation of the value of $h$, see [49].

[^77]:    ${ }^{24}\|A U\|=\|A\|$ for any matrix $A$ and any unitary matrix $U$.
    ${ }^{25}$ Note added in proof: After this paper was submitted for publication, we proved that a properly modified version of the above claim holds in probability; see [50] for details.

[^78]:    ${ }^{26}$ Isomap builds a mesh by locally connecting the (noisy) samples.

[^79]:    ${ }^{27}$ Also, with similar arguments we can prove that $\max _{\zeta_{1}, \ldots, \zeta_{n+1}}\left(d_{g}^{\Delta}-d_{0}\right) \simeq \frac{2 n^{2} \Delta^{2}}{L}$.
    ${ }^{28}$ Another way of seeing this is by noting that, for a fixed noise level $\Delta$, by increasing $n$ we actually worsen the graph approximation, whereas we are making our approximation better.

[^80]:    ${ }^{29}$ Sensitivity is defined as $\left|1-\frac{\text { distance for noisy points }}{\text { distance for clean points }}\right|$.

[^81]:    ${ }^{30}$ Another idea, for example, is the following: We know that the searched-for isometry (if it exists) must be a Lipschitz continuous map, and therefore it makes no sense to consider the huge set of transformations spanned by $\mathcal{P} \mathcal{M}_{m}$. We leave the exploitation of this idea for future work.

[^82]:    ${ }^{31}$ We have used Frobenius theorem [51], which asserts that nonnegative matrices have a positive largest absolute value eigenvalue. Note that we have also assumed that there are no repeated eigenvalues.
    ${ }^{32}$ Note that from (27) one can obtain $d_{\mathcal{J}}\left(D_{1}, D_{2}\right) \leq\|D-\widehat{D}\|+(\|D\|+\|\widehat{D}\|)\left\|Q \widehat{Q}^{T}-P\right\|$; then one further idea to be explored is how to best approximate a given unitary matrix by a permutation matrix. This would not only allow us to obtain an explicit bound for the $\mathcal{J}$-distance, but would also provide us with a low metric distortion way of mapping $S_{1}\left(\mathcal{P}_{n}^{(1)}\right)$ into $S_{2}\left(\mathcal{P}_{n}^{(2)}\right)$, with applications like texture mapping, brain warping, etc.

[^83]:    ${ }^{33}$ In our current implementation we don't worry about repeated distance values, since this can be easily handled. We will present more details and further refinements elsewhere.
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[^85]:    ${ }^{1}$ Strictly, the trace of the convected derivative of the infinitesimal strain tensor should be the divergence of the velocity vector with respect to the reference coordinates, i.e., $\mathbf{D i v}\left(\mathbf{v}_{\mathbf{s}}\right)$ rather than $\boldsymbol{\nabla} \cdot \mathbf{v}_{s}$, based on the definition of the infinitesimal strain tensor given in (8.20). Nevertheless, if the strains required to ensure compatibility are small, as appropriate to the use of linearized constitutive equations, then $\operatorname{Div}\left(\mathbf{v}_{\mathbf{s}}\right)$ and $\boldsymbol{\nabla} \cdot \mathbf{v}_{s}$ may be used interchangeably here.

[^86]:    ${ }^{2}$ Note that, in keeping with other published models of growing tissues [26, 36], inertial and body forces, as well as mass-exchange effects, are neglected in the momentum equations presented here.
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[^97]:    ${ }^{1}$ The expression for energy in the Boltzmann equilibrium distribution includes only the energy due to electrostatic interactions. "Chemical" contributions to the energy are neglected.
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[^101]:    ${ }^{1}$ We assume hereafter that the densities of the feed and the effluent streams are identical and timeinvariant. This implies that V is constant in time. We also assume throughout that the temperature of the reacting mixture is held constant.

[^102]:    ${ }^{2}$ The Jacobian conjecture over the field of real numbers says that if a polynomial function $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ has nonsingular Jacobian everywhere, then $f$ is injective. This conjecture was proved to be false in [28].

[^103]:    ${ }^{3} \mathrm{We}$ are looking at coefficients of monomials with respect to the coordinates of $c$ and $k$.

[^104]:    ${ }^{4}$ For example, this can be done by computing $\operatorname{det}\left(\frac{\partial p_{\mathcal{N}}(c, k)}{\partial c}\right)$ in order to recover the coefficients for the various subnetworks (recall Theorem 3.2).
    ${ }^{5}$ This will be very easy, since we only have to check the feasibility of the system of linear inequalities (4.11) and (4.12).
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